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Preface

In many industrial applications, there is a real need to develop intelligent systems that
deal with complex, open, and dynamic information systems. These information sys-
tems often involve a huge amount of data that may be incomplete, heterogeneous,
pervaded with uncertainty, and inconsistent with available ontologies or expert
knowledge.

This volume, entitled Advances in Artificial Intelligence: From Theory to Practice,
contains the papers presented at the 30th International Conference on Industrial,
Engineering, and Other Applications of Applied Intelligent Systems (IEA/AIE 2017)
which was held in Arras (France), during June 27–30, 2017. This edition continues the
tradition of emphasizing applications of applied intelligent systems to solve real-life
problems in all areas including engineering, science, industry, automation and robotics,
business and finance, health care, agronomy, anomaly detection, human–machine
interactions, etc.

In this 30th year of the IEA/AIE conference, we received 180 papers for the main and
the special tracks. We accepted 70 papers as full papers and 45 papers as short papers.
All accepted papers were carefully reviewed by Program Committee members. The
accepted papers cover a wide array of applied artificial intelligence topics including
knowledge representation and reasoning, machine learning, argumentation systems,
ontological reasoning, computer animation, non-monotonic and uncertainty-based
reasoning, graphical models, decision support systems, recommendation systems,
meta-heuristics, planning and scheduling, practical problem solving, etc.

In addition to the list of accepted papers, the conference greatly benefited from
invited lectures by three world-leading researchers in applied artificial intelligence:
(a) Jian J. Zhang (Professor of Computer Graphics at the National Centre for Computer
Animation, Bournemouth University, UK), who gave a talk on “Creativity for Research
– An Analogy Model”; (b) Umberto Straccia (Senior Researcher at the Istituto di
Scienza e Tecnologie dell’ Informazione (ISTI) of the Italian National Council of
Research CNR), who gave a talk on “Fuzzy Semantic Web Languages and Beyond”;
and (c) Leendert van der Torre (Professor of Computer Science at University of
Luxembourg, Luxembourg), who gave a talk on “Rational Enterprise Architecture.”

In addition to the main track, the following special tracks were organized:

– Agronomy and Artificial Intelligence
– Anomaly Detection
– Applications of Argumentation
– Conditionals and Non-monotonic Reasoning
– De Finetti’s Heritage in Uncertainty and Decision-Making
– Computational Intelligence in Databases
– Graphical Models: From Theory to Applications
– Innovative Applications of Textual Analysis Based on AI
– Intelligent Systems in Health Care and mHealth for Health Outcomes



Additionally, two affiliated workshops were also organized:

– Workshop on ASP Technologies for Querying Large-Scale Multiple-Source
Heterogeneous Web Information, WASPIQ 2017 (co-chairs Odile Papini, Salem
Benferhat, Laurent Garcia, and Marie-Laure Mugnier)

– Computer Animation and Artificial Intelligence, CAnimAI (co-chairs The Duy Bui,
Sylvain Lagrue, Hongchuan Yu, Huu-Hoa Nguyen, Pradorn Sureephong, Mohd
Shafry Mohd Rahim, and Karim Tabia)

We would like to thank the following organizations/projects for their support of the
conference:

– International Society of Applied Intelligence (ISAI)
– University of Artois, France
– Centre Nationale de la Recherche Scientifique (CNRS), France
– The ANR (French National Research Agency) project ASPIQ (ASP Technologies

for Querying Large-Scale Multisource Heterogeneous Web Information)
– The European RISE (Research and Innovation Staff Exchange) project AniAge

(High-Dimensional Heterogeneous Data-Based Animation Techniques for South-
east Asian Intangible Cultural Heritage Digital Content).

We would like to thank all the members of the Program Committees (from the main
and the special tracks), as well as the additional reviewers, who devoted their time for
the reviewing process. We thank all the authors of submitted papers, the invited
speakers, and the participants for their scientific contributions to the conference.
Finally, we would like to thank all the Organizing Committee members (with a special
thanks to Sylvain Lagrue, from CRIL, CNRS-University of Artois) for their excellent
local organization, which made the IEA/AIE-2017 conference a success.

May 2017 Salem Benferhat
Karim Tabia
Moonis Ali
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Abstract. This paper aims at the annotation of movement phrases in
Vietnamese folk dance videos that were mainly gathered, stored and
used in teaching at art schools and in preserving cultural intangible her-
itages (performed by different famous folk dance masters). We propose
a framework of automatic movement phrase annotation, in which the
motion vectors are used as movement phrase features. Movement phrase
classification can be carried out, based on dancer’s trajectories. A deep
investigation of Vietnamese folk dance gives an idea of using optical flow
as movement phrase features in movement phrase detection and classifi-
cation. For the richness and usefulness in annotation of Vietnamese folk
dance, a lookup table of movement phrase descriptions is defined. In ini-
tial experiments, a sample movement phrase dataset is built up to train
k-NN classification model. Experiments have shown the effectiveness of
the proposed framework of automatic movement phrase annotation with
classification accuracy at least 88%.

Keywords: Video annotation · Movement phrase · Vietnamese folk
dance

1 Introduction

Dance notation which has been used by dance trainers and choreographers can
be considered as an effective intermediate tool to fill the gaps between human’s
readability and machine’s one in dance analysis. Choosing and using a suitable
dance notation, we could make sense of data in processing dance videos by
transforming unstructured videos into semantic video.

Vietnamese folk dances are various and plentiful because Vietnam is a coun-
try having a rich diversity of ethnics, regions and cultures. Folk dance perfor-
mance and training are indispensable in preserving and promoting this type of
folk art. Vietnamese folk dances are decomposed into poses and basic movements.
Similar postures and movements can be done repeatedly with some modifica-
tions, depending on the context, performers’ emotional status and age. Nowa-
days in Vietnam, dance videos in general, and folk dance ones in particular, have

c© Springer International Publishing AG 2017
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become a main resource to be exploited. The big issue in teaching and training
folk dances is how to extract movement phrases and basic dance primitives from
videos provided by famous folk dance masters themselves in art school’s archives
[13]. Another practical problem in folk dance video processing is the heterogene-
ity of different resources to be integrated in the dance analysis training and
per-formed with different video recording tools of different quality levels.

Our objective is to build up an initial vocabulary of Vietnam folk dance
primitives. For that purpose, we will carry out a segmentation of dances in
videos into movement phrases, then into dance primitives. Then, each movement
phrase, dance primitive will be interpreted in a notation framework such as
Benesh notation [7,8] or Labanotation [1,4]. It will also give initial descriptions
in Vietnamese folk dance ontology building. Notations of movement phrases,
movement primitives and the Vietnamese folk dance ontology can be used for
searching, retrieving and matching dances in practical folk dance training and
preserving.

In this paper, we propose an automatic framework of movement phrase anno-
tation in Vietnamese folk dance videos. We present a process of constructing
sample Vietnamese folk dance phrase dataset, which is used to train a movement
phrase classification model. We also suggest a feature detection suitable to move-
ment phrase detection and classification based on characteristics of Vietnamese
folk dances. Then, we annotate movement phrases using predefined descriptive
lookup table. This paper is organized as follows. Section 2 briefly presents about
Vietnamese folk dance structure. Section 3 shows related works on video annota-
tion and video shot detection. In Sect. 4, we present the proposed framework for
Vietnamese folk dance phrase annotation. Experimental results are presented in
Sect. 5.

2 Vietnamese Traditional Folk Dance

The analysis of Vietnam folk dances is based on four main terms [13]: move-
ment phrases, movement primitives, basic dance poses, and dance orientations.
There are eight dance orientations including ort1, ort2, ort3, ort4, ort5, ort6,
ort7, ort8 (Fig. 1a). First orientation, ort1 is the direction from the stage where
dancer performs dance to audience. Two consecutive orientations make an angle
value 450C. Basic dance poses are postures of hands, arms, legs at a time in
sequence of movements. Figure 1b shows 6 arm poses. Movement primitives are
shot movements which change between basic dance poses. Movement primitives
include basic hand movements, upper/lower arm ones, feet ones, upper/lower
leg ones, head ones, and arm-leg ones. A movement phrase is a simple move-
ment which changes position, orientation of the whole body of dancer in space.
Vietnam traditional folk dance is different from modern one by the fact that
there is no movements which lift dancer on the air. So, movement phrases in
Vietnamese folk dance are not too complicated: the dancers move only on the
stage and change their positions only on a plane. Therefore, a movement phrase
has trajectory in the form of a line, an arc or a dot on a plane. Movement phrases
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include moving spot, translation, and rotation. Moving spot can be in eight ori-
entations. Translation can be in one of eight orientations. There are two types
of rotation: clockwise and counter clockwise [13].

Fig. 1. a, Dance orientation. b, Arm poses.

3 Related Works

3.1 Movement Phrase Detection

Movement phrase detection in dance video is one kind of video shot detection.
A shot is defined as consecutive series of frames that present continuous actions.
“Shots can be effectively considered as the smallest indexing unit where no
changes in scene content can be perceived” [2]. To detect shots, features are
extracted from each frame in video. Then, the resemblance measurement is done
to compare consecutive frames, using extracted features. Shot boundaries are
detected as frames where their features are not similar to those of previous
frames. There are three main steps in shot detection: feature extraction, resem-
blance measurement and extracting boundary [9]. In shot detection, features
are in the form of motion vectors, color histograms [10], block color histogram,
and edge change ratio [11], scale invariant feature transform [19], salient map
[17], corner points [16]. In order to determine a resemblance degree between
frames, represented in the form of extracted feature vectors, Euclidean distance,
chi-squared similarity, 1-norm cosine dissimilarity and the histogram intersection
are most commonly used similarity metrics [6]. In addition, the earth movers dis-
tance [10], shared information [5] are also used as similarity measures. Besides,
[6] suggested a pairwise similarity which measures the resemblance among con-
secutive frames and similarities among frames within a window. Shot boundary
can be identified by the comparison of calculated resemblance among frames.

In shot detection, camera motion affects significantly on the results because
in addition to foreground, we must also consider the background. In videos with
illumination changes and motion, features of color histograms are more variable
as compared to edges. Motion vector can be influenced by object motion and
camera one. In general, edge features, and motion features are outperformed by
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color histogram. Especially, shot detection depends on shot definition related to
application domain. Different from usual video shot detection, video dance shot
detection gives out a new challenge how to segment dance videos into meaningful
shots (phrase movements, here in this paper).

3.2 Movement Phrase Annotation

Movement phrase annotation is the main task in Vietnamese folk dance video
annotation problem, which is fundamental to information sharing, exchanging
and reusing. Annotation gives descriptions both at syntactic level and at seman-
tic one, involving structural and low-level video features and the analysis of
visual contents.

For different purposes, there are lots of video annotation tools with different
techniques. [15] proposed effectively semi-automatic video content annotation
technique. A video was represented using a hierarchy. An algorithm combining
visual contents and semantics was proposed to visualize and refine the annota-
tion results. Various video indexing strategies describing video contents are: (1)
High level indexing; (2) Low level indexing; and (3) Domain specific indexing.
Video contents were described using four content descriptors: video description,
group description, shot description and frame one. In [12], a dynamically chang-
ing topic technique which represented the relationship between video frames
and associated text labels was acquired by using hierarchical topic trajectory
model. This technique incorporated cooccurrences among video information and
temporal dynamics of videos. In [18], texts and captions were detected by a cor-
ner based approach from videos. Corner points were discriminating features. In
detecting moving captions, motion features were extracted by optical flow, com-
bined with text features to detect the moving caption patterns. No text regions
formed by the corner points appeared in the background, text regions can be
filtered out efficiently. In [14], a semi-supervised learning approach was proposed
for interesting event video annotation by means of information from the Internet.
Three features were used: Event recognition, Event Localization and Semantic
search and navigation. A fast graph-based semi-supervised multiple instance
learning algorithm was proposed to tackle difficulties in a generic framework for
various video domains. It explored small scale expert labeled videos and large
scale unlabeled videos to train the models. Resemblance measure was multiple
instance learning induced similarity. Videos were represented in the form of mul-
tiple instances. [20] used the concept of semantic diffusion to efficiently refine
large scale images and video annotation. Graph diffusion formulation was used
to improve concept annotation scores. Input to the system was the labels tagged
by web users. Semantic graph was built. The graph was then applied in semantic
diffusion to refine concept annotation results. In [3], an automatic video annota-
tion technique was proposed to introduce the video retrieval and sharing process
in smart TV environments. Two types of ontologies were described: ontologies
for content description and ontologies for domain knowledge acquisition. Video
annotation concentrated on analysis of video contents including colors, shapes,
illumination, and texts. Most of video annotation systems are semi-automatic
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because it needs human’s decision for semantic meaning. In Vietnamese folk
dance video annotation, we focus mainly on dancer’s movement, expressed in
basic dance primitives, dancer’s trajectories which will be gathered in dance
vocabularies.

4 A Framework for Vietnamese Folk Movement Phrase
Annotation

Assume we have a set of Vietnamese folk dance videos. Each video has one
dancer and the background is static (see Sect. 5 for details).

A framework for determining movement phrases and corresponding annota-
tion, with input video performed by trainees or non-professional amateurs, has
3 main parts: Movement phrase detection, Movement phrase classification and
Movement phrase annotation/interpretation.

Movement Phrase Detection: Vietnamese folk dance movements are gentle and
slow, dancers change pose very quickly, stopping a movement phrase and starting
a new one in some instants. Features used to detect shots from videos express
mainly dancer movements (moving object), especially sudden changes in move-
ments. Motion vector is chosen as a suitable feature. At the frame t, the corre-
sponding motion vector element P (t) on moving object is a couple of Mag and
Ort, that stand for Magnitude and Orientation, respectively. Magnitude of the
vector is calculated mainly from moving pixels (belong to dancer), given in the
form of a curve by the time. We find out all extreme of the curve. Frames in
video, which are corresponding to extreme, give boundaries of shot partitions.

Movement Phrase Classification: Phrase Feature Extraction: Based on folk dance
documents and ex-pert discussions [13], there are 11 main phrase: Spot mov,
Tr O1, Tr O2, Tr O3, Tr O4, Tr O5, Tr O6, Tr O7, Tr O8, R CW and
R CCW , corresponding to spot moving, translation in eight orientations, mov-
ing in a counter clockwise/clockwise arc. Figure 2 shows some frames of Tr O1.
Orientation corresponding to the largest magnitudes (only on moving object) of

Fig. 2. Movement phrase Tr O1.
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movement phrases in motion vector are considered features in classifying move-
ment phrases. So, each sample movement phrase dataset element includes orien-
tation of phrase movement vector and corresponding labels. Denote the sample
movement phrase dataset as Φ = {Φ1, Φ2..., ΦN}, where Φi = (P (ti).Ort, li), N
is the number of sample movement phrases and li is class label.

Training on labeled phrase dataset: Given a collection of labeled Vietnamese
folk movement phrases, training algorithms aims at building up parameters in a
chosen supervised model, such as SVM, k-NN,. . . for making a class label as a
function of orientation attribute (see Fig. 3a).

Fig. 3. Movement phrase classification model and annotation.

Classification: Given as input an orientation of a movement phrase, extracted
from movement phrase video, chosen supervised models give the result label,
corresponding to its features.

Annotation and Interpretation: Lookup table (see Table 1) shows descriptions
of Vietnamese folk dance movement phrases, correspondent to 11 movement
phrases for Vietnamese folk dances. In annotation stage, movement phrases are
extracted from a dance video input, then classified using trained model to obtain
a corresponding label and description in the lookup table (see Fig. 3b).

5 Experiments

For experiments, we used MatLab R2016a with Image Processing Toolbox and
Computer Vision Toolbox. We divide videos into shots which are corresponding
to movement phrases. Optical flow is a projection of the real world 3D motion
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Table 1. Lookup table of movement phrase description.

No MP names Corresponding descriptions

1 Spot mov Dancer performs arm/leg movements while his body position
doesn’t change

2 Tr O1 Dancer moves in trajectory of a line in ort1 while dancing

3 Tr O2 Dancer moves in trajectory of a line in ort2 while dancing

4 Tr O3 Dancer moves in trajectory of a line in ort3 while dancing

5 Tr O4 Dancer moves in trajectory of a line in ort4 while dancing

6 Tr O5 Dancer moves in trajectory of a line in ort5 while dancing

7 Tr O6 Dancer moves in trajectory of a line in ort6 while dancing

8 Tr O7 Dancer moves in trajectory of a line in ort7 while dancing

9 Tr O8 Dancer moves in trajectory of a line in ort8 while dancing

10 R CW Dancer moves in trajectory of an arc in clockwise while dancing

11 R CCW Dancer moves in trajectory of an arc counterclockwise while
dancing

onto 2D images. In this paper, we use optical flow as an approximation of the
motion vector. In optical flow, magnitudes are large at the indexes corresponding
to pixels of dancer in videos. We apply optical flow to movement phrase detec-
tion in Vietnamese folk dance videos. We only use M biggest magnitude values
on moving objects. M is calculated as flows. In first five frames in the input
video, we track dancer. M is defined as the average number of pixels belonging
to the dancer. The orientation component in the optical flow with the largest
magnitudes expresses also the trajectory of moving objects, hence, it is used as
feature in movement phrase classification.

For each among 11 labels of movement phrases, we get 10 sample videos.
The experimental classification model, used for labeling movement phrases in
our experimentation, is k-NN. Given a Vietnamese folk dance video, movement
phrases are extracted from input video. They are matched with others in the
dataset, finding k nearest neighbors. To evaluate movement phrase annotation,
for testing each label, we use 3 movement phrase videos. These movement phrase
videos are shown to experts, dance masters and proposed to be labeled using 11
labels as said above. We determine the confusion matrix C of the classification
result, given by k-NN, of which each element cij means the ratio of samples of
ith label recognized as jth one. In this experimentation, cij are 0.93, 0.98, 0.88,
0.96, 0.88, 0.97, 0.89, 0.95, 0.89, 0.92, 0.88 for i = 1 to 11 respectively. There are
only 21 values cij > 0 for i <> j, of which the biggest one is c11 = 0.1 and the
smallest one is c21 = c27 = c45 = 0.01.

6 Conclusion

Vietnamese folk dances are various and rich in ethnic, region and culture char-
acteristics. Folk dance performance and training, preserving and promoting folk
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dances request applying advanced technologies to making sense of folk dance
videos gathered, stored and used at art schools. This work aims at the classi-
fication and annotation of movement phrases in Vietnamese folk dance videos
using motion vector as features. An expert based investigation of Vietnamese folk
dance allows using optical flow as good movement phrase features. Furthermore,
dance orientation is shown effective for movement phrase classification. Initial
experiments with a built-up sample movement phrase dataset, k-NN classifica-
tion model have shown the effectiveness of the proposed framework of automatic
movement phrase annotation with acceptable classification accuracy. In the near
future, we will expand the experiments with different features, and different mod-
els. We also broaden dataset and test on folk dances from different regions of
Vietnam.

Acknowledgments. This work has received support from the European project
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Exchange (RISE): AniAge (High Dimensional Heterogeneous Data based Animation
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Abstract. Analysis of behavioral data represents today a big issue, as
so many domains generate huge quantity of activity and mobility traces.
When traces are labeled by the user that generates it, models can be
learned to accurately predict the user of an unknown trace. In online
systems however, users may have several virtual identities, or duplicate
labels. By ignoring them, the prediction accuracy drastically drops, as
the set of all virtual identities of a single person is not known beforehand.
In this article, we tackle this duplicate labels identification problem, and
present an original approach that explores the lattice of binary classifiers.
Each subset of labels is learned as the positive class against the others
(the negative class), and constraints make possible to identify duplicate
labels while pruning the search space. We experiment this original app-
roach with data of the video game Starcraft 2 in the new context of
Electronic Sports (eSport) with encouraging results.

Keywords: Binary classification · Label duplicate · Data quality

1 Introduction

Sensors are nowadays part of our daily life, hidden in our cars, phones or watches
and recording our position, speed, bio-signals, etc. Professional athletes may have
position sensors in their shoes when playing soccer, or in their racket when play-
ing tennis. Alone or combined together, these (mobile) devices generate rich
behavioral data which, properly analyzed by means of data mining, machine
learning and visualization techniques, can help answering several industrial chal-
lenges and inventing new services and applications for the common good.

In this article, we are interested in user identification techniques from behav-
ioral data. Such methods are useful for security applications (fraud detection,
targeted marketing, identity usurpation) and privacy preserving issues (e.g., for
evaluating data anonymization techniques). There are indeed several domains
for which it was established that the user who has generated a trace can be
found through data analysis techniques: only a few points of interest in space
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 12–21, 2017.
DOI: 10.1007/978-3-319-60045-1 2
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and time uniquely identify a person [2]; typing patterns allow to recognize a
person typing his password [7] or even playing a video game [9], etc.

However, especially on the Web, it often happens that a user has several
identities (called avatar aliases in the remainder of this paper) and that the
mapping between users and aliases is not known beforehand. For example, one
issue for targeted marketing applications is to identify that several Web cook-
ies from different devices (tablet, smart phone, laptop, computer. . . ) belong to
the same individual [5]. In this work, we consider behavioral data from video
games, as such data are extremely rich, freely available on the Web and with-
out privacy preserving issues. Moreover, the video game industry is in crucial
need of automatic methods to be able to detect cheaters, that is, users usurping
an avatar [8]; as well as electronic sport structures seek to identify professional
athletes hiding their tactics behind avatars when training on the Internet (more
details are given in [1]).

It was shown in the context of online gaming by [9] that prediction models
learned from particular typing patterns (keyboard usage while playing) can very
accurately identify a player. Accuracy however strongly degrades in presence of
avatar aliases: when individuals use several virtual identities the model hardly
detects that two labels (or more) in the data describe the same user, that is,
these two labels are avatar aliases. We refer in what follows to this problem as
the duplicate labels identification problem: given a set of behavioral traces labeled
by avatars, output groups of avatars that each denotes the same user.

Problem. Consider a set of users U and a set online identities L called avatars,
the duplicate labels identification problem consists in discovering the mapping
f : U → ℘(L) that corresponds to the set of identities assigned to each user.
Note that ℘(L) is the power set of L. The objective is to partition L into a set
of label sets, each label block corresponding to an unknown yet unique user.

Recently, Cavadenti et al. presented an original approach to solve this prob-
lem [1]: it relies on mining the confusion matrix yielded by a supervised classi-
fier, and exploiting the confusion the classifier has in presence of avatar aliases.
Whereas this method has interesting results for identifying avatar aliases, it has
a drawback we propose to address in this paper: it operates as a post-processing
of a unique classification model and under exploits the power of classification
algorithms by considering a static target value. Consequently, some classes, espe-
cially unbalanced ones, cannot be properly learned. Our intuition is that, when
merged with their aliases, these classes should be properly learned.

Consequently, the approach we introduce takes advantage of the power of
classification algorithms by recomputing the model for all target generalizations.
We thus explore the lattice of binary classifiers, where each set of labels (dupli-
cate candidate) is evaluated against all the other labels. For each new generated
subset, the confusion matrix is compared to those of its subsets to tell us either
(a) that the label subsets (i.e. positive examples) belongs to a same user, or (b)
to prune the search space by stopping the enumeration of it supersets. To do
so, we study the evolution of (i) the F1-measure and (ii) the distribution of the
data objects in the positive/negative classes while generalizing label subsets.
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2 Method

We propose an original method that considers the lattice of binary classifiers,
where each element is a model learned from positive and negative examples that
are respectively the instances of a subset of labels B and their complementary
instances. This constitutes the search space of our problem and each binary
classifier forms a potential group of avatar duplicate. We propose an efficient
way to traverse the lattice of binary classifier to output the set of duplicate
label sets.

2.1 The Lattice of Binary Classifiers

Table 1. Confusion matrix
of a binary classifier ρB .

Prediction
Reality CρB + −

+ α++ α+−
− α−+ α−−

Consider a set of traces T . Each trace is labeled
by an avatar label(t) = l, with t ∈ T, l ∈ L. Con-
sider now an arbitrary subset of labels B ⊆ L.
Its corresponding binary classifier ρB is learned
from positive and negative examples. The positive
class is given by B ⊆ L and the negative class by
B̄ = L\B. The data instances of the positive class
are thus the set traces labeled by any b ∈ B, i.e.
I+(B) = {t ∈ T | label(t) ∈ B}, while the instances of the negative class are the
remaining ones, i.e. I−(B) = T \ I+(B) = {t ∈ T | label(t) ∈ B̄}.

Definition 1 Binary classifier and confusion matrix. For any B ⊆ L,
we define a classifier ρB : T −→ {+,−}. The confusion matrix CρB of this binary
classifier is given in Table 1 where each score αij, with i, j ∈ {+,−}, counts the
number of traces with class i classified as class j. Incidentally, it is easy to
observe that α++ corresponds to true positives, α+− to false negatives, α−+ to
false positives and α−− to true negatives.

Definition 2 Scores of a binary classifier. Given a non-empty subset of
labels B ⊆ L and its binary classifier ρB. From the confusion matrix of the
classification of traces, we compute two scores ϕB ∈ [0, 1] and pB ∈ N such that

ϕB =
2 · α++

(2 · α++) + (α+−) + (α−+)
pB = (α++) + (α+−) + (α−+)

Intuitively, ϕB corresponds to the F1-score or the harmonic mean of the
precision and recall measures associated to the classification of traces. The score
pB counts the number of “similar traces” according to the model, i.e. traces that
are well classified in the positive class as well as the confusion.

Definition 3 Lattice of binary classifiers. L = (℘(L),⊆) constitutes a
Boolean lattice where each element B is associated to a classifier ρB.

Our method relies on the study of the changes of the measures ϕB and pB

while enumerating the search space in a bottom up fashion (from singletons
B = {l}, l ∈ L towards B = L). The main idea is to find out maximal elements
B (the most general) for which a set of constraints holds, such that one can
assume that B is the set of avatar aliases of a single user f(u) = B, u ∈ U .
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2.2 Constraining the Set of Binary Classifiers

The general idea is to enumerate the lattice of binary classifiers and evaluate
each element to assess if it represents a set of duplicate labels or not. As the
number of elements is exponential w.r.t the number of labels, it is not acceptable
to enumerate all of them. We introduce two constraints a classifier should respect
so that it represents an actual set of duplicate labels. These constraints rely on
the evolution of the F1-measure and the distribution of the data objects in the
positive and negative classes within its downset. It implies an algorithm with
a bottom-up enumeration (from ∅ to L) of the lattice, which is affordable as
duplicate labels sets are rather small in most of the applications (we could not
find an application where an individual has hundreds of different aliases).

The first constraint relies on the following intuition. If E ⊆ L is set of dupli-
cates, its binary classifier ρE should be more robust than any of its subsets.
Rewriting E = C ∪ D, if it exists a subset C ⊂ E such that ϕC ≥ ϕE , it means
that merging together C and D must be avoided. More formally, a set E ⊆ L is
valid if it respects Constraint 1.

Constraint 1. Consider a label set E ⊆ L and its associated classifier ρE. E is
a valid set of labels iff it respects the following constraint, ∀C,D ⊆ E, E = C∪D,
ϕE � max(ϕC , ϕD).

Note that ϕE is not monotone, but Constraint 1 is. However, this constraint
alone is not sufficient. Indeed, we may have robust classifiers merged together
which does not consider similar set of positive and negative examples, that is,
better classifier but which does not merge duplicates labels. Still considering the
sets C,D ⊆ E, we need another constraint to control that indeed the instances
assigned to E are those assigned to C and D. To be more robust, rather than
observing directly the set of instances, we show how the score pE should be
expressed in terms of pC and pD so that the classifier ρE is valid.

For all B ⊂ L, PB is the set of traces well identified to be duplicates (true
positives) along with the traces confused by the classifier ρB (false positives
and false negatives). Two traces confused by the classifier can belong to the
same duplicated labels, but sometimes they can belong to different labels (the
classifier can make a mistake confusing two traces they are not as similar as it
seems w.r.t. other traces). Thus, if the set E = C ∪ D is a set of duplicates,
then we consider that we can reasonably write PE = (PC ∪ PD) ∩ E , where E is
the set of traces that are confused by ρC or ρD but not by ρE . Intuitively, this
property we defined considers that if the set E is a set of duplicates, the merging
between two of its subsets C and D results in that PE does not contain traces
that are not in PC or PD, i.e., PE is a subset of (PC ∪ PD). So, it gives that
|PE | ≤ |PC ∪ PD|, with |PE | = pE . The formula |PE | = |PC | + |PD| − |PC ∩ PD|
always holds and enables us to estimate the upper bound of the validity interval
of pE . Also, it is clear that the set PE contains at least the elements within PC

or PD: the lower bound of the validity interval is |PE | ≥ max(|PC |, |PD|).
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Constraint 2. We introduce μ : ℘(P )2 −→ N and θ ∈ [0, 1] such that

|PC ∩ PD| = μ(PC , PD) · θ (1)

where θ represents the overlapping factor between PC and PD given a arbitrary
measure μ. We have then naturally the following constraint, ∀C,D ⊂ E, E =
C ∪ D,

max(|PC |, |PD|) � |PE | � |PC | + |PD| − μ(PC , PD) · θ (2)
μ(PC , PD) � min(|PC |, |PD|) (3)

We can choose for example μ(PC , PD) = min(|PC |, |PD|) and θ = min(ϕC , ϕD)
as a way to estimate its value.

In Eq. 1, rewriting the upper bounds allows us to control a minimal over-
lapping factor between the instances of C and D: when this overlapping factor
is zero, it means that pC and pD do not have to overlap. On the flip side, the
more the overlapping factor, the stronger the similarity constraint. In practice,
it is required to set an increasing similarity constraint because experience has
shown that the confusion of singleton classifier ρ{l};l∈L is less accurate than that
of a classifier ρB with B a set of a higher cardinality. This is why we choose to
express θ in function of ϕ.

In the end, we introduce the two mappings C1 : L → {true, false} and
C2 : L → {true, false} telling if a subset of labels verifies respectively Constraint
1 and Constraint 2. A subset B ⊆ L is valid iff C1(B) = true and C2(B) = true.

2.3 Characterizing the Result

Remembering that our goal is to discover the avatar set f : U → ℘(L) for any
user u ∈ U . As we have no information about the users, our output shall be a set
of label sets, each one belonging to a unique and unknown user. It means that we
are looking at a partition of L. We construct our result as follows. Firstly, the set
of all valid label sets is given by V = { B ⊆ L | C1(B) = true ∧ C2(B) = true}.

The final result we are looking for is the set of maximal elements of V w.r.t.
set inclusion: R = {v ∈ V| 
 ∃v′ ∈ V s.t. v ⊆ v′}. R is an anti-chain of the lattice
(℘(L),⊆), hence it is not necessarily a partition of the label set. R is here a
tolerance relation, that is a set of sets that covers L but that can overlap (as
opposed to a partition or equivalence relation where parts cannot overlap). We
could as such enforce the fact that our result is a partition, e.g. by choosing
some elements to remove, or adding constraints in the definition of the set V.
However, given our initial hypothesis and the choice of our constraints we should
observe in practice that R is a partition as (i) only duplicates labels should be
merged together (no intersecting parts), (ii) the singletons cannot be pruned by
the constraints by definition (parts covering L). The only possible explanation
for not having a partition is the case an avatar would be shared between several
users: it shall be pruned early and not joined with another set respecting C1

and C2, we check this assumption in the experiments. Finally, note that it could
be shown that L = ((V ∪ ∅ ∪ L),⊆) is a lattice, and that R is the anti-chain
composed of all co-atoms.
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2.4 Algorithm

The theoretical search space is the power set of labels (℘(L),⊆). We explore
this lattice in a level-wise manner. Firstly, “singleton” classifiers ρ{l},l∈L are
generated. These singletons are pairwise combined to generate the next level,
and so on. The new model is learned and tested to be valid or not. If the new
classifier is valid, it will be used to generate the next level. If the classifier is
not valid, the set is marked as irrelevant and none of its super sets shall be
considered. The algorithm continues until there is no more possible merging.
The worst-case complexity is O(h · 2|L|) where h depends on the classification
method ρ used.

3 Experiments

This section reports an evaluation of our approach through both quantitative
and qualitative experiments. As we study the video game Starcraft 2 and
seek to identify groups of avatars belonging to the same player, we consider the
same data of [1]. All experiments were performed on a 2,5 GHz Intel Core i7
with 8 GB main memory running OSX. The basic enumeration algorithm was
coded in python. We used the Weka’s implementations of several supervised
classification methods to build the models ρB⊆L [4].

3.1 Data and Experimental Settings

Replay collections. There are two collections of replays: C1 and C2. A replay
is a game record which contains all actions made by the players, hence several
behavioral traces each labeled by an avatar. The first collection is composed
of the 955 games made by 171 expert players during the 2014 World Champi-
onship Series. The rules of this tournament ensure us that there is no avatar
aliases in this collection. We use this collection to build a ground truth, that
is, inserting avatars aliases. The second collection is composed of 10, 108 one-
versus-one games taken on a specialized website entailing 3, 805 players. We use
this collection as real-world settings.

Features and classification models. We use the same features than two
previous works to train the classifiers ρB⊆L. We briefly recall them and refer the
interested reader to the work of [1,9]. The game allows the player to customize
its usage of the keyboard in a limited way (change the function associated to keys
0 to 9). There are three ways to use a key given the current state of the game
which implies 30 features counting the frequency of the different key usage by the
player. A few other features were also added, such as the number of actions per
minutes made by a player (up to 300 for expert players). When there is no avatar
duplicates in the replay collection under study, it was indeed shown that these
features allows to predict the avatar with an accuracy over 95%. Although our
method is independent of the choice of a classification method, we report with
several techniques (knn, J48, Multilayer Perceptron, Naive Bayes, RandomForest
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and SMO) and their basic Weka implementations ([4]). In the end, we learn the
model ρB,B⊆L from a set of traces with positive (a set of avatars) and negative
(the other avatars) examples and use a using 10-cross validation for building
the confusion matrices. Then, the scores ϕB and pB are computed. Note that
a unique classification method is used for each full run of our algorithm (we do
not “mix” classification models while enumerating the lattice).

Parameters. Concerning the avatar aliases identification problem, we consider
three additional parameters also used the previous work of [1]. We consider only
the τ first seconds of a game when computing the features as it was show to have
an impact in the learning phase (the best being between 10 and 20 s). Second,
there are labels with a very few instances which leads to bad average accuracy:
we consider a trace in the dataset if its associated avatar has at least Θ ∈ N

examples, i.e. ∀	 ∈ L, |T{�}| � Θ. It was previously shown that good predictions
require Θ ≥ 10. Finally, a threshold Λ ∈ [0; 1] permits the selection of R ∈ R iff.
ϕR � Λ. This cut on R is able to increase precision introduced now.

Ground-truth and evaluation. Given a set of labels, our method aims at
finding the set of label sets R for which each part R ∈ R represents duplicate
labels (avatar aliases of an unknown, yet unique user). As there exists no ground-
truth (for privacy preserving issues the mapping between users and their avatars
is not available), we build one. For that matter, we consider datasets built from
the collection C1, where there is no duplicate labels. First, we choose the γ first
labels that have the more instances. For each of such labels, we split their set
of instances into several parts, each part being an avatar alias. In other words,
we replace each of these γ labels by p new labels (	i)i∈[1;p] and a family or

proportions (ri)i∈[1;p] such that ∀i ∈ [1; p], |T{�i}| = ri·|T{�}|
∑

j∈[1;p] rj
. We will use the

following notation to explain a split: 1 1 2 means that each label l (with at least
γ instances) is replaced by three labels: having respectively 25%, 25% and 50% of
the instances of l (randomly distributed). This allow us to study balance issues.

To evaluate a result R w.r.t. the ground truth G, we proceed as follows. The
powerset of labels ℘(L) is cut into positive and negative examples : G+ = {X ⊆
G,∀G ∈ G} while G− = ℘(G)\G+ and this is our ground truth. We operate
similarly to partition the observed result : R+ = {X ⊆ R,∀R ∈ R} while
R− = ℘(R)\R+. We can thus compare the ground truth w.r.t. the observed
results : TP, FP and FN (resp. standing for true positives, false positives and
false negative) can be defined as usual, as well as the classical evaluation metrics
of precision, recall and F1-measure.

This evaluation roughly consists in comparing two partitions. However, R
is not necessarily a partition but may be a tolerance. As explained before, this
should not happen. Moreover, a null precision and recall penalize these cases in
the experiments.

3.2 Experimental Results

Parameter selection. Before giving our first results, we explain how the main
parameters were chosen. We use the collection C1. The parameter γ is fixed to
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10, Θ = 15 and all classifiers were used (except SMO that has bad results). This
experiment sets the value of parameter Λ as threshold over the elements of R.
This choice is based on the third quantile of false positive series, i.e., elements of
R which are false positives. It ensures to drop 75% of these false positives. The
true positive dropped elements rate can be shown on Fig. 1 as a function of τ .
The best result is for τ = 200 matching with Λ = 0.78. Figure 2 illustrates the FP
and TP distribution for this final setting. These two figures gives distributions
that have been aggregated for all classifiers (without SMO).

θ Precision Recall
null 0.76 ± 0.28 0.69 ± 0.28
min 0.50 ± 0.50 0.22 ± 0.28
mean 0.39 ± 0.49 0.17 ± 0.26
max 0.35 ± 0.48 0.16 ± 0.26

Finally, four ways are explored to calcu-
late θ as a function of ϕC , ϕD, C,D ⊆ L.
These are: θ = 0 (null), min, mean and max.
The table on the right side shows aggregated
results with parameters Γ = 10, Θ = 20,
τ = 200 and all classifiers used. Although
the results have a low mean/high variance (as
aggregated results between good and bad clas-
sifiers), it clearly appears that θ = 0 draws the best result. Some classification
methods perform particularly well (we have indeed a 97%-precision and 61%-
recall for the Naive Bayes classification algorithm with θ = 0, while SMO is an
outlier).

Run-time and memory analysis. Given the chosen parameters, we build
several ground truth G with different proportions, some fully balanced other
unbalanced. Recall that, e.g., (1 1 1 1) means that an original class was cut into
4 subclasses, each with the same amount of instances, while (1 4) means that
a class was cut into two, with an unbalanced distribution of 20% vs. 80%. For
all classification method we used, the number of generated nodes in the lattices
of binary classifiers was less than a thousand which is insignificant w.r.t. the
size of the theoretical search space 2171. This means that our constraints allows
very early pruning which makes the method possible in practice: Except for the
method SMO, all run times were below 50 s.

Efficiency analysis. Still with the same parameters, we show some aspects on
how efficient the method is. Figure 3 plots the precision and recall of our method
when comparing the obtained results R with the ground truth G. The main
result is that the Naive Bayes implementation gives the best results, favors
precision over recall, and is robust with unbalanced classes. Actually, as our
method requires that the two constraints C1 and C2 are valid for any subset,
our method favors precision in general. In an unreported experiment, we observed
that the method favors recall if we set the restriction to the existence of only at
least two different direct subsets that respect the two constraints. However, the
goal in user identification is generally to favor precision.

Qualitative experiment. Until now, the goal of the experiments was to study
how our method can retrieve a ground truth: traces of Collection C1 had no
duplicate, we inserted some in a controlled way and observed how they can be
retrieved. In this last experiment, we run our method on the collection C2 which
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Fig. 1. % of dropped TP as a function of
parameter τ when setting Λ as the third
quantile of each FP series. The dashed
line shows the best solution τ = 200.

Fig. 2. TP and FP distribution for
τ = 200. The dashed line shows the
third quantile of FP serie. This solution
implies around only 6% of dropped TP.

Fig. 3. Precision and recall with different ground truths (label distributions)

corresponds to real-world settings. We ran our algorithm with several parameters
and report here only our first results. The settings were the following: we choose
the Naive Bayes classification algorithm as it experimentally favors precision over
recall, and behaves the better for imbalanced classes that we suspect to occur
in C2. We set τ = 200 and θ = mean(ϕC , ϕD) and Λ = 0 after several trials.
We order the label sets of the result w.r.t. the robustness of their classifier, i.e.
R = 〈R1, ..., Rn〉, where ϕRi

≥ ϕRi+1 , for 1 ≤ i ≤ n − 1. After a run of 1, 017 s,
out of the |L| = 58 initial avatars labeling |T | = 5, 883 traces, we find 7 aliases of
size 2, i.e. |R| = 51. For four of the found pairs, we have that the avatars share
a same ID, so we are sure that it is the same user account: we omitted that
information when building the dataset, and we kept only the avatar names. For
example, we found the avatar names EGStephanoRC, a famous ex-professional
player associated with the avatar name lIlIlIllIIII (a name not recognizable on
purpose). One pair of avatars share a same name (pro-player LiquidHero), but
not the same ID: we can assume with high confidence that this is a true positive.
Finally, two false positives, for which we cannot advance anything, but just
assume that the same player is behind each of these pairs; these are actually the
most interesting avatar aliases we are looking for.
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4 Conclusion

In several online applications, a single user may have different virtual identi-
ties. When this mapping is not known, we face the duplicate label identification
problem, whose resolution has applications in targeted marketing, online sys-
tems security, etc. Whereas this problem has similar goals as entity resolution
techniques [3,6], we treat it in a new way, taking into account the user behavior
hidden in the data traces by building a model for each possible subset of label
(in theory). Indeed, behavioral traces generated by the users can help build-
ing accurate prediction models that only confuse avatars of a same user. We
proposed a method that takes advantage of this idea, by generating a binary
classifier for each possible subset of labels. Using a bottom-up generation of the
label sets, appropriate constraints ensure that we generate few accurate classi-
fiers that each depict the same user. We experimented the implementation of our
approach with behavioral data of a video game where players use several identi-
ties to play online. The results are encouraging although more experiments and
comparisons remain to be done.
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Abstract. In Southeast Asia, Thai dance is a living traditional art form that
belongs to the Intangible Cultural Heritage listed by UNESCO. This unique and
stylized traditional dance portrays its history, culture, emotional expression, body
movement etc. To archive the knowledge of the Traditional Thai dance, a dance
notation known as “Labanotation” has been widely used to record and archive
the unique essence of dance knowledge. In addition, many researchers have
worked on reproducing and showcasing the dance movements. Currently, there
is no such system that is available for us to demonstrate our Thai Dance Notation
Score in 3D animation. Specifically, displaying the hand and finger movement is
an issue. The aim of this paper is to present the process of implementing a tool to
translate the dance notation into a 3D animation focusing on hand and finger
movements of the traditional Thai dance.

Keywords: Archive knowledge · Traditional thai dance · Intangible cultural
heritage · Dance notation · Labanotation · Translate · 3D animation · Hand and
fingers movement

1 Introduction

The idea of recoding the dance began in the 1960s by Michael Noll using digital
computer and an electronic pencil. The computer translated the information on screen
as a form of stick figure and recoded the pattern of ballet dance [1]. Zella Wolofsky was
the first person who took the challenge to applying Labanotation to computer. It was an
interpretation of selected Labanotation commands to convert the selected movement of
the dance notation symbol into numerical representations of the body’s position in 1974
[2]. In 1984, Ohio State University developed an entirely new form of notation called
the “LabanWriter” program [3, 4]. Recently, LabanDancer has been developed to trans‐
late the LabanWriter scores and convert them to 3-dimension animation [5]. LabanEditor
is also another software, as an interactive graphical editor where the user can use five
main functions: input, edit, print, display and export data [6, 7]. In Asia, the Labanotation
system is also available to recode the Asian dances. For instance, Indian dance,
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Vietnamese dance, Taiwanese dance and Thai dance due to the similarity of the dance
gestures using hand and finger movements [6, 8]. The Asian dances were recoded and
the Labanotation scores were created to preserve the cultural heritage of the countries
and transfer the knowledge from generation to generation. Learning from the dance
notation score is quite difficult, the dance students must understand the Labanotation
symbols to read, write and perform the dance movements. In 2013, Worawat Choen‐
sawat and his co-researchers published the new symbols for Thai dance generating a
collection of new symbols for hand and finger movements which allow Thai notators
and students to read easily and write the scores faster with more accurately. Thai dance
notation scores are difficult to translate into 3D animation and it must have a specific
software and method to decode the score to animation. Besides, there is no available
software for the notation scores to precisely represent the finger and hand gestures.
Therefore, this paper focuses on the implementation of a tool to translate the Thai dance
notation and represent it in 3D animation.

2 Literature Review

2.1 Thai Dance Notation Score

Chommanad Kijkhum had been awarded a scholarship to study three training courses
of Labanotation. She developed a set of new symbols that described all the movements
and fundamentals of the Thai dance. This was important due to the complexity of Laban
symbol combinations for hand and finger movements. Chommanad created a new design
in terms of efficiency and comprehensibility called “Thai dance notation system”.
Figure 1 shows an example of a hand gesture together with the developed new Thai
Labanotation symbol design for assigned to the gesture. The Thai dance notation
symbols represent all the basic hand gestures and describe the precise postures of the
classical Thai dance such as Wong, Jiib and foot lifting [6].

Fig. 1. Thai dance notation score for hand gesture (wong): (a) Thai dancer showing a hand
gesture, (b) Original Labanotation, (c) Thai notation score. A set of new design of the Thai
Labanotation symbols for describing Thai dance (d).

2.2 Translation into 3D Animation

The LabanWriter program was developed by the Ohio State University in 1984 and it
was implemented for Macintosh computers to create dance notation scores, edited and
stored on the computer’s hard drive [3, 4]. Using the LabanWriter program was a big
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improvement for the notators and an important step forward from analog representation,
which means drawing the notation score on paper, to digital representation, that is typing
on the keyboard and using the mouse to drag the Laban symbol to the staff and save it
as a digital file. This breakthrough offered an opportunity to all scholars to implement
the 3D animation representation based on Labanotation. One of the first 3D translator
program was LabanEditor introduced by Hachimura and his research team to convert
Laban notation scores into 3D animation corresponding to the notation score [6]. Simi‐
larly, LabanDancer was developed to translate the LabanWriter scores to 3D animation
[5]. Nevertheless, the uniqueness of the stylized traditional dance reflects the historical
cultural knowledge, emotion expression etc. To recode and represent such stylized
traditional dance, Labanotation is an available system. However, representing the dance
movement according to the notation score is difficult. Hand and finger movements are
hard to decode and translate into 3D animation using the LabanEditor or the Laban‐
Dancer programs. These stylized traditional dances, like the Thai dance represent
emotions with hand and finger movements. A special system of translation is needed to
decode the complex Thai notation scores.

3 Methodology

As regards the Thai dance notation score with new symbols, implementing a specific
tool to translate the notation score is more appropriate for the Thai stylized traditional
dance. Using six steps of the translation model of Michael C. and his colleagues [9]
serves as our guideline to implement our Thai translation program. Besides, our six steps
of implementing the Thai notation score translation includes the following explanation:

3.1 Parsing the LabanWriter File

To understand the LabanWriter file, we have to look at the numeric element of the file
where all the symbols are decoded into numbers. Each number signifies a meaning
related to each symbol and movement. The first step is to classify each symbol such as
the direction symbols, the column for each body part, or the start-end time for each
symbol. This is the key to indicate the symbol allowing the translation of the Laban‐
Writer file to CG animation.

3.2 Creating Laban Symbols

The next step is to create Laban symbol pictures to be imported in the Unity 3D program
(Fig. 2) and to generate a code name for each symbol. All the directional symbol pictures
must be created to indicate the direction of each limp movement. Every image created
by using Adobe Illustrator is saved as a vector image in Portable Network Graphics
(PNG) file format. Similarly, each column specifies a body part, such as the left arm,
left leg, right arm, right leg, head and body. This is an important step to generate the
symbols and it is represented on the screen while displaying the notation scores and 3D
model in motion.
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Fig. 2. Each directional symbol is imported in the Unity 3D program with several separate
folders.

3.3 Creating a 3D Model and Setting up the Skeleton

In the Unity 3D program, the project continues with working on both the human figure’s
3D model and the skeleton. The human figure’s 3D model is imported in the Unity 3D
program to set up the model in T-Post gesture. Then, the skeleton’s axis is modified
using the programming language to control each skeleton conferred to each column.
Every skeleton axis must be set to zero so that it is ready for the next step, which is
setting up the rule for a particular condition.

3.4 Using a Basic Rule to Interpret Laban Symbol

After creating Laban symbols and setting up the 3D model, assigning a rule to each
symbol is the next step to give a particular task to each Laban symbol. Besides, each
symbol is interconnected to symbols and a column. For each symbol, the rule controls
the 3D model representing the limited movement or dance gesture.

3.5 Generating Animation

Subsequently, setting an animation to the 3D model gives the model the control of
direction for each joint or skeleton. This is a corresponding between symbols with the
rule and animation control of 3D model.

3.6 Generating a User Interface (UI)

Last, a simple User Interface is built to display the output of the translated notation
scores. The available function of the program is the manual input of the LabanWriter file,
displaying both the Labanotation score on the left side of the screen and the 3D model on
the right side. In the 3D space, the user can rotate the angle of the 3D model to see the
movement of the 3D animation. To play the animation, the user has to press the play
button to activate the program which reads the notation score and the movement will be
shown according to the notation score. Play and pause functions are also available.
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4 Conclusion

In conclusion, a stylized traditional dance like the Thai dance is difficult to archive and
represent in CG animation. Using the Labanotation system to recode the gesture move‐
ment is more helpful and can be precisely recoded into systematic symbols, however
for the translation of notation scores from LabanWriter files into the CG animation a
specific tool must be used to decode the complex Thai gestures, especially hand and
finger movements. We collected six steps of the CG animation tool as a step-by-step
assistance to be followed by programmers. Our approach uses the Unity 3D program as
a tool to translate the notation scores of Thai dance movements into 3D Animation. It
can read basic notation scores like leg and hand movements of various directions by
manually importing the notation score file and displaying a user interface for the user
to control, play and pause the GC animation referring to the notation score. As regards
future work, we continue working on representing 3D Animation of figure movement,
basic Thai dance gestures and on improving our back-end program to import more
complex Thai notation scores.
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Abstract. In this preliminary work, we propose a system prototype for Thai
Dance training. This paper considers the problem of teaching traditional dances
from Thailand. This is particularly useful given the lack of teachers and tools for
teaching dances. In order to build a software tool helping people learn Thai
dances, the main problems are (i) how to represent the dance gestures and move‐
ments of the dance to teach, (ii) how to display it for the learner and how to rate
the performance of the learner and provide him useful feedback. Fortunately,
Natural User Interfaces (NUI) enables users to interact with a system in a natural
and intuitive way. For instance, a user can interact with the system by his body
through postures and movements. In this study, we developed a working proto‐
type of a system teaching users traditional Thai dances. The system requires
Kinect-based device to enable real-time skeleton tracking. For the reference
postures/movements dataset, we collected dance movement from experts by
Motion Capture System and used the collected data to represent the dance in the
system. Moreover, the system is designed such that it rates the user’s performance
and provides helpful and real-time feedback to the user.

Keywords: Microsoft kinect · Skeleton tracking · Thai dance

1 Introduction

The work reported in this short paper is carried out in the framework of a European
research project called AniAge dealing with High Dimensional Heterogeneous Data
based Animation Techniques for Southeast Asian Intangible Cultural Heritage Digital
Content. The AniAge Project aims to tackle challenging problems such as archiving and
reproducing style-preserved intangible cultural heritage (ICH) contents. The overall aim
of AniAge is to develop novel techniques and tools to reduce the production costs and
improve the level of automation without sacrificing the control of the artists; in order to
preserve performance arts related ICHs of Southeast Asia.

Southeast Asia is one of the most rapidly growing regions in the world. The coastal
states have a population of around six hundred millions and are very rich with natural
and cultural resources. The United Nations Educational, Scientific and Cultural Organ‐
ization (UNESCO) now lists many of the living traditional art forms in these countries
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as intangible cultural heritages (ICH) needing preservation. Examples include tradi‐
tional dance and local operas.

Thailand is located in Southeast Asia and it is one member of the AniAge project.
This country is very rich with cultural and performance arts. Especially, the dramatic
arts have played important role in Thailand. Dramatic arts in Thailand are generally
transmitted from the ancestors for next generations orally. The curriculum of education
in Thailand enforces students to study Thai Dance, which is one of dramatic arts.
Unfortunately, shortage of teachers of traditional Thai dances and lack of alternative
tools for helping student to learn Thai dances don’t allow reaching such an objective.

In this work, we deal with three main issues. The first one aims to represent the
postures and movements of some Thai Dances in the training system. We study some of
data collection process and represent the postures and movements with 3D characters. In
the second, we study the problem of evaluating and rating the user’s performance in real-
time through skeleton tracking with Microsoft Kinect device. Microsoft Kinect device is
low-cost and learner can accessible. We developed this software prototype using Unity,
which a popular tool in game development industry. The third issue is how to provide
useful feedback for users such that they can efficiently improve their performance.

This paper is organized as follows: In Sect. 2, we briefly describe a Thai Dance Data
set. In Sect. 3, we describe the dance data collected from Microsoft Kinect and some
information about mapping the captured data with 3D models. In Sect. 4, we provide
Thai Dance Training Tool System Architecture. In Sect. 5, we describe the system
prototype with some of user interface and how to evaluate dance performance. Finally,
in Sect. 6, we proposed some future work of this the system.

2 Thai Dance Dataset

The movements in Thai Dance are motion gestures imitating nature for meaningful use.
The gestures need the whole body to perform. The motion gestures play the same role
as words such that the audience can understand. Thai Dance have multiple types of
motion gestures. For example, gestures may express pronouns; “I”, “You”, “We”, “Go”,
“Come”, gestures may express actions; “Standing”, “Walk”, “Sit”, “Pray”, gestures may
express emotions; “Glad”, “Sad”, “Angry”, “Love”, “Cry”, and some gestures are used
for imitating animals like “Bird”, “Fish”, “Horse” and “Elephant”.

In this work, we used a dataset from Thai Dance experts performing a popular Thai
dance including Northern Thai Dance and Central Thai Dance. This involves recording
Thai Dance captured with various systems, including Microsoft Kinect sensors. The
dataset includes records of 2 experts Dance (a male and a female) performing Thai. In
our prototype, the dataset is composed of 11 gestures: Go In (Come), Go Out (Go),
Happy, Love, Sad, Shy, Smile, Walk, Angry, Laugh, Cry and 2 songs which we captured
using Motion Capture System making use of 42 markers set on the performers’ bodies.
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3 Microsoft Kinect

The Kinect motion controller technology, developed by Microsoft Corporation, tracks
the skeleton of a person standing in front of the device. It has a set of IR and RGB
cameras. The IR cameras are used for sensing the skeleton and hence the body postures
irrespective of the color of the performer’s dress or distance from the camera [1]. Skel‐
eton data contain 3D position data for human skeletons. Each joint position in the skel‐
eton space is represented as three coordinates (x, y, and z). The skeleton space coordi‐
nates are expressed in meters [2]. The real-time skeleton tracking using OpenNI SDK
provides among others, a high-level skeleton tracking module, which can be used for
detecting the captured user and tracking his/her body joint. More specifically, the
OpenNI tracking module produces the positions of 17 joints (Head, Neck Torso, Left
and Right Collar, L/R Shoulder, L/R Elbow, L/R Wrist, L/R Hip, L/R Knee and L/R
Foot), along with the corresponding tracking confidence [3].

3.1 Kinect in Education

Hui-Mei J. explores the potential of Kinect as interactive technology and discusses how
it can facilitate and enhance teaching and learning. Kinect is examined in terms of its
affordances of technical interactivity, which is an important aspect of pedagogical inter‐
activity. As it utilizes gesture-based technology, Kinect can support kinesthetic peda‐
gogical practices to benefit learners with strong bodily-kinesthetic intelligence. As far
as a teaching tool is concerned, due to the multiple interaction types it supports, Kinect
has the potential to enhance classroom interactions, to increase classroom participation,
to improve teachers’ ability to present and manipulate multimedia and multimodal
materials, and to create opportunities for interaction and discussion. In addition, students
can utilize the bodily information gathered by Kinect with software programs to create
highly interactive multimedia works [4].

3.2 Kinect for Teaching Dance

Emiko C. et al. presented a study comparing a dance instruction video to a rhythm game
interface. This research explores the player’s perceptions of their own capabilities, their
capacity to deal with a high influx of information, and their preferences regarding body-
controlled video games. The results indicate that the game-inspired interface elements
alone were not a substitute for footage of a real human dancer, but participants overall
preferred to have access to both forms of media [5].

Zoe M. et al. proposed the Super Mirror, a Kinect-based system that combines the
functionality of studio mirrors and prescriptive images to provide the user with instruc‐
tional feedback in real-time. In this study, they developed a working prototype of their
system, which records ballet movements (also called “positions” and “poses”) and
contains step-by-step illustrations of individual movements, captures live motion. The
fundamental purpose of the Super Mirror is to render the useful features of mirrored
reflection and modeled instruction in a clear and informative way [6].
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4 Thai Dance Training Tool System Architecture

The system diagram of Thai Dance Training Tool, in our proposed system is shown in
Fig. 1. The end-user (player or learner) can interact with the system to be installed on
the user’s computer or available on-line. The user’s computer is equipped with Microsoft
Kinect. Figure 1 shows the architecture of the proposed system. The optical Motion
Capture system is used to capture the movements of the Thai Dance expert performer.
The motion data is then stored into a database. For each posture and gesture of a dance
to teach, we captured some samples from the expert performer. The database represents
the reference motion data of the dances. Such reference samples are used to rate the
learner’s performance using posture and motion recognition techniques. When the end-
user performs in front of his Kinect device, his postures and movements are displayed
on the screen while the system analyzes the performance to provide useful feedback.

Fig. 1. Thai dance training tool architecture

Note that the reference dataset of postures and gestures is captured only once and
offline. As said earlier, in our system, we rely on 2 Thai dance experts to perform the
motion of Thai traditional dance. We captured 11 gestures since the experts teaching
Thai dance in the college.

Figure 2 shows the motion capture system and Thai dance expert while they were
performing and the system was capturing.

Fig. 2. Capturing Thai dance expert motion
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5 System Prototype

We proposed a system prototype for training people Thai dance and we have imple‐
mented the interactive training tools system. In our application, the dataset contains two
types of Thai dance (Central Thai dance and Northern Thai dance) as shown in Fig. 3.
The graphical user interface of the system includes:

– Main menu (dance type choice): When a user chooses the type of the Thai dance he
wants to learn, the gestures selection page shows 22 motion gestures and 1 song as
shown in Fig. 4.

– Gestures menu: When a user selects the gesture, the system shows the reference 3D
model captured using the motion capture system and the learner’s model on the right
side. The user should try to match the pose on the left, then the system provide
performance feedback for user. Moreover, user can play gesture animation before
perform as shown in Fig. 5.

Fig. 3. Main menu Fig. 4. Gestures selection page

Fig. 5. Reference model and learner’s model

In addition to the user interface, the prototype involves reference Thai dance posture
and gesture samples captured from the experts. When learning, the system tracks the
skeleton of the learner in real time and compares it with the chosen gestures or postures
to learn. In order to do such comparison, we have reference model on the left side for
the 3D model which have each joint and for each joint can be connected and make the
bone for the comparison we use the angle of each bone. We compare the reference bone
with the Learner’s model bone in real-time and calculate the difference each bone. We
supposed to max angle different is 90°. For difference degree of each bone, we
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summarize overall difference angle and give grade for Learner. Moreover, the prototype
can show list of each joint which low performance for Learner to improve their dance
performance.

Note that the result of the comparison is a global score… which we graphically
represent in colors and text message (such as: Good, bad…). In addition, in order to
point out the exact p arts of the body where the performance went wrong, the concerned
joints of the skeleton are highlighted and displayed directly on the screen.

The proposed prototype has been successfully implemented and tried in realistic
conditions on the two captured Thai dances by some volunteers. The first results are
very encouraging but there is need to assess empirically our system on a sample of
learners and a wide range of dances in different conditions.

6 Conclusion and Future Work

The work reported in this short paper results from preliminary works in the AniAge
project dealing with Asian intangible cultural heritage digital contents. This paper
presented an interactive training prototype for representing basic postures and gestures
of Thai dances. We provide the system description including data collection, learner’s
performance evaluation and providing feedback. In future works, we will address all the
remaining issues, in particular how represent complex gestures, how to evaluate user
performance for a whole performance and how to improve performance the rating and
feedback. We will add the comparison of the system feedback with expert. We also plan
to use abstract descriptions of dances instead of motion data captured from dance experts.
For instance, it would be very interesting and challenging to use dance notations (ex.
Labanotation) as reference models and compare the learner’s performance with such
notations.
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Abstract. Creating the behavior for non-player characters (NPCs) in
video games is a complex task that requires the collaboration among pro-
grammers and game designers. Usually these game designers are respon-
sible of configuring and fine tuning certain parameters of the behav-
ior, while programmers write the actual code of those behaviors. That
requires several iterations between them. In this paper, we present a new
approach for creating the behavior of NPCs that gives more power to the
game designer to create behavior without technical knowledge using pro-
gram by demonstration but preserving the designer confident of the final
behavior.

Keywords: Case-based reasoning · Machine learning · Entertainment ·
Game AI · Program by demonstration

1 Introduction

Game AI development is a hard problem that involves two roles: program-
mers and designers. On the one hand, game programmers deal with low-level
algorithms, perception systems or behavior representation. On the other hand,
designers envision the way their characters should behave and have in mind the
player experience and whether the behaviors are enjoyable or not.

To successfully accommodate both sides of the same task, programmers and
designers must work together. Designers do not usually have programming skills,
and this implies that building the final AIs is an iterative process where designers
specify the desired behaviors, programmers develop them and designers test
them. The process repeats itself over and over again until designers are satisfied.

To minimize the number of cycles, programmers have developed different
mechanisms to allow designers to specify the Non-Playable Characters (NPCs)
behavior in richer and richer ways, without requiring programming abilities.

A lot of formalisms have been used in game development for designing
game AI. Over the last decade, however, behavior trees (BTs) [2,6] have gained
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momentum. This technique is widely used in a several games like Halo [7,8], and
also in control systems and robotics [3].

Although BTs were born as a tool for designers because behaviors can be
created through visual interfaces without writing code, they involve concepts
that can be difficult for a game designer to fully grasp, such as parameter passing,
behavior abstraction or parallel execution. Some previous studies [12] confirm
that programmers are more skillful creating BT than designers and today they
are primarily a programmer tool.

A different promising way for creating NPC behaviors is Program by Demon-
stration (PbD) [4], which has been gaining momentum in the academic field
during the last few years [9]. Although very intuitive for designers, this app-
roach has a main problem: either the result is too simple to be fun to play with,
or it is too complex to be fully predictable.

In this paper, we describe Trained-Behavior Bricks, a tool which combines
program by demonstration and visual scripting through behavior trees. They
allow designer to first sketch a behavior by demonstration and then fine-tune a
BT induced from that demonstration. To make it possible, we have extended BTs
with a new type of nodes, Trained-Query Nodes, using Case-based Reasoning [1]
to select the best task to run at each moment.

The rest of the paper runs as follows. Next section describes some related
work on tools for visual scripting by game designers. Then, we describe the
use of Trained-Behavior Bricks from the designer point of view. Afterwards a
section on the underlying technology for Trained-Behavior Bricks is provided.
Next we describe the experiment with game designers and finally present some
conclusions and future work.

2 Related Work

The creation of tools and techniques that simplify behavior definition has been
tackled in both Academia and industry for years.

On one hand, the game industry has used different approaches, always trying
to reduce the development time. Today, the leading commercial game engines
have available some kind of visual tool for authoring behaviors. For example,
PlayMaker1 is a plug-in for Unity3D that provides a Finite State Machine editor;
CryEngine R© incorporates Behavior Selection Tree Editor2 and Blueprints3 have
replaced Kismet and UnrealScript in Unreal Engine R©.

All of them try to simplify the game logic and the behavior authoring, using
visual scripting languages.

On the other hand, in Academia significant work done under the label of pro-
gramming by demonstration has emerged recently in the Case-Based Reasoning
community. For example, Floyd et al. [5] present an approach to learn how to

1 http://hutonggames.com/index.html.
2 http://docs.cryengine.com/display/SDKDOC4/Modular+Behavior+Tree.
3 https://docs.unrealengine.com/latest/INT/Engine/Blueprints/index.html.
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play RoboSoccer by observing the play of other teams or Ontañón et al. [9,10]
use program by demonstration for real-time strategy games.

These other approaches are focused into imitating the human play, but they
are not always suitable for real-world settings due to the loss of control. Learning
by demonstration is usually an all-or-nothing option and designers are forced to
be confident of the generated emergent behavior.

Our approach tries to go beyond of visual scripting (that it also uses).
Designers without programming knowledge can define behaviors using program
by demonstration and visually adjust the learned behaviour, so a compromise
between ease of use and reliability is reached.

3 Description of Trained-Behavior Bricks

As explained in the Introduction, designers envision and decide the behaviors
that NPCs must follow, and programmers make those ideas reality. This requires
an iterative process of refinement shared by roles.

To shorten this task, Trained-Behavior Bricks helps non-technical designers
create behaviors in a more intuitive way, just by playing the game as the NPC
would do. The process starts with the creation of a minimal BT using the pro-
vided BT editor. This initial BT contains a special node called Trained Query
Node. This node can be trained by a designer in a pure game session where
he simulates the intended behavior of the NPC. The knowledge acquired during
this training session is later used at run-time when the player executes the game.
When the execution of the BT reaches the Trained Query Node, it selects the
task that better fits the actual state of the game, using the traces recorded in
the training session.

For this approach to work, some basic tasks should be available, so that
complex behaviors can be built using them. These basic tasks are implemented
by programmers. We propose the following methodology: the designer starts
with the definition of the behavior of the game NPCs using a very high level
specification, for example, natural language. Using this description, designers and
programmers identify the basic tasks of the NPC. These tasks are implemented
by the programmers and later used by designers as bricks when building the
behaviors. The designers then place a Trained Query Node on the BT, to create
the high level behavior by demonstration, training the character in a game session
and finally, validate the behavior in a running session.

4 Technology Used in Trained-Behavior Bricks

Trained-Behavior Bricks works on top of our BT infrastructure, named Behavior
Bricks (BB), implemented as a plug-in for Unity game engine. The leaf nodes in
behavior bricks are named task and can be conditions for checking the environ-
ment state, actions for changing it, and other behaviors that act as macros.

Trained Query Nodes are also a special type of leaf nodes, that enrich BTs
with program by demonstration. They have two independent running modes:
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training mode and game mode. During training mode, the node takes samples of
the game environment and the actions the designer playing the role of an NPC
takes. During this training process, designers must be able to pause the game
and instruct the NPC to execute one of the available actions.

The training mode produces a case base relating the environment parameters
and the corresponding actions. When run in game mode, the Trained Query
Node chooses which action should execute next, depending on the current game
state, using the collected cases. It uses the k-NN algorithm for choosing the
most similar cases to the current state, comparing the environment parameters
that were considered more relevant during sampling with the current ones. The
similarity measure used is a weighted Euclidean distance among the parameters
recorded while training, that was chosen because this distance is applicable to
nearly any domain.

Once trained, Trained-Behavior Bricks converts the Trained Query Node into
an equivalent regular BT. This feature is invaluable for designers because offers
an insight of the Trained Query Node internals, bringing to light the way it takes
its decisions. To achieve this, the system first generates a decision tree with the
training data using the C4.5 algorithm [11]. Then, a greedy algorithm is used in
order to simplify the tree, looking for, as an instance, identical sibling subtrees
that can be joined together.

5 Experimental Results

Although program by demonstration has proved to be a promising technique
for authoring AI behavior, our hypothesis is that it is not enough to ensure
behavior fidelity and to make designers confident with the predictability of the
result. Using our Training Query Nodes, program by demonstration could be
used in specific and independent parts of the entire behavior, for those moments
where the technique is better suited.

We have carried out an experiment for testing that a pure program-by-
demonstration behavior creation fails in complex environments. In the exper-
iment we use an in-house developed game called TowoT as a testbed. This game
is a tower defense like Orcs Must Die4 but the player is accompanied by an NPC
(a TowoT). The goal of the experiment is the creation of the TowoT behavior.

The experiment was carried out for thirty students in a master program in
game design, and was divided into three episodes.

During the first episode, the TowoT had to defend the core, a game element
that, when destroyed, makes the game ends. This behavior was called defensive
behavior. In the second episode, the TowoT must attack enemies far away from
the core and only when the core is directly attacked, the TowoT must defend it.
This behavior was called offensive behavior. In both behaviors, the TowoT must
keep its batteries charged, otherwise it will not be able to fire. The third episode
consisted of trying to get both behaviors at the same time, joining both traces
in just a case base.
4 http://es.omd.gameforge.com/.

http://es.omd.gameforge.com/
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At the end of each episode, users measure the quality of the behavior, putting
a score between 1 and 5. In addition, we calculate the similarity between both
executions (training and test), making a vector with actions executed in both
of them by the TowoT and comparing them using the Levenshtein distance.
The Pearson product-moment correlation coefficient between both measures was
0.68, which indicates that the use of the Levenshtein distance was good enough.

Regarding the parameters used in the experiment, the k-NN selected the
most popular task among the k more similar, where k = 10. We select the
k value empirically. Some previous training episodes revealed that this value
usually produces good results. The system stores seven parameters taken from
the environment, related to the TowoT energy and the risk levels of some critical
parts of the level to be attacked, including the main player character. All the
values were normalized taking into account their value ranges, and had a weight
depending on their relative importance in the game evolution.

The experimental results shown in Table 1 demonstrate that in the two first
strategies the designers satisfaction is good and the similarity is high (86 and 71
per cent). But in the third setting results are worse. That indicates that mixing
training data is not enough to determinate which strategy is better. To achieve
this goal, the system needs more contextual information. In these situations,
when the Program by Demonstration fails, the designer can generate the BT
that explains the model learned by the system and use it to refine the behavior
or the programmer to implement it.

Table 1. Average results using similarity and users score

Strategy 1 Strategy 2 Union strat. 1 & 2

Similarity 0.86 0.71 0.54

Score (1–5) 3.77 3.19 2.77

6 Conclusions and Future Work

In this paper, we have presented a novel approach to facilitate the collaboration
between programmers and game designers in game development. Game designers
can be seen as end-user programmers that need to build a very complex software
system in close collaboration with their programmer partners.

Trained-Behavior Bricks combines program by demonstration and behav-
ior trees to put in the hands of game designers the tools for creating complex
behavior for non-player characters. The proposed combination of techniques has
a number of benefits:

– It is easy to use without programming knowledge. Designers can create the
behavior for NPCs just by playing the game while controlling them.
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– Behavior trees for designers. BTs are state-of-the-art technology for program-
ming behavior in games, but they are usually too complex for the average
game designer. Trained-Behavior Bricks proposes a BT to the designer based
on his game traces, and therefore greatly facilitates the creation of the tree.

– Power to the designer. This combination of techniques put the designer at
the driver’s seat, providing enough control on the user experience.

Our experiments demonstrate how the use of program by demonstration
can provide useful behavior in certain situations but not in every situation.
Our approach to PbD uses Case-based Reasoning (CBR) to record and reuse
actions to be taken in particular situations. These examples can be used as
input for CBR, or be processed to generate a decision tree, that is automatically
transformed into a BT, closing the gap between both techniques.

Regarding future work, we plan to test Trained-Behavior Bricks to train more
complex behaviors for other types of games. In addition, we want to test our tool
in a real working environment to create the attributes of a video game and to
verify if the tool is useful to designers for creating behaviors without any help
for programmers.

References

1. Aamodt, A., Plaza, E.: Case-based reasoning: foundational issues, methodological
variations, and system approaches. AI Commun. 7, 39–59 (1994)

2. Champandard, A.J.: Getting started with decision making and control systems. In:
AI Game Programming Wisdom, vol. 4, Chap. 3.4, pp. 257–264. Course Technology
(2008)
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(eds.) Artificial Intelligence for Computer Games, pp. 103–124. Springer, New York
(2011)



Using PbD and Visual Scripting to Supporting Game Design 39

11. Quinlan, J.R.: C4.5: Programs for Machine Learning. Elsevier, San Francisco
(2014)
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Abstract. People cannot use a text search to find mathematical expres-
sions because expressions cannot be replaced with words. Our research
uses an ordinary text search and presents appropriate mathematical
expression images (hereinafter called math-images) for input keywords.
First we classify a set of the top ranking images from all the images
in HTML files by scoring them. We focus on three viewpoints that
are unique to mathematical expression images and mark the images by
using these viewpoints. Then by adding bonus points to these marked
images, the best three images are chosen from the set and presented with
an explanation of the keyword and the surrounding information in the
HTML files. We conducted two experiments to optimize the parameters
of the expression giving the mark and to evaluate the effect of the bonus
points. The rate of the average correct images of the best three was
79.5%.

Keywords: Mathematical expression image · Mathematics understand-
ing ·Mathematical information retrieval ·Web search · SVM ·Wikipedia

1 Introduction

For such fields as science, technology, or economics, searching for mathematical
expressions is necessary because these concepts are explained using expressions.
However, mathematical information retrieval is difficult. Since expressions are
not annotated by names, we cannot search for them by names; we cannot use a
text search.

Our research uses an ordinary text search given a mathematical term as a
keyword and presents appropriate math-images for an input keyword. We focus
on the viewpoints where important math-images are on a separate line in a
document, and many of these images have unique feature quantities. Adding
another viewpoint where these important images often have a keyword around
them to the viewpoints, we obtain a set of the top ranking math-images. Focusing
on one more viewpoint where important information often appears in the first

c© Springer International Publishing AG 2017
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part of a document, we obtain the best three math-images from a set of the
top rankings. Our experiment result showed that at least two of the best three
math-images were correct images. To support mathematics understanding, the
best three images are shown on a screen display with keyword explanations and
the surrounding information in HTML files.

2 Approach

2.1 Mathematical Expression

General ways of writing mathematical expressions on the web use pdfs, images
embedded in a HTML file, or MathML based on XML. The following is the
writing style for mathematical expressions in a document. (a) A variable, a sign,
or an additional expression is on a line and is expressed with math notation
instead of characters because the mathematical font is special. (b) An important
theorem or a formula is on a separate line, even though it is in a sentence. (c)
Connected by equal signs, a mathematical expression is too long from which a
theorem is derived or a calculation example is shown.

2.2 Method

In the following steps, we explain Fig. 1.

Fig. 1. Overview

(1) Obtain images: When the HTML files of a mathematical term are given,
we obtain the images and extract the following image information: the file
size, the number of width pixels, and the number of height pixels. When
there is no text between the images, they are concatenated and considered
as one.



42 K. Yamada et al.

(2) Determine images on a separate line: When an image satisfies the
following two conditions, it is defined as being on a separate line: (a) An
image tag to which the image belongs has no text before or after it. (b) The
image tag has tags that denote a new line before and after, such as <br>,
<p>, <tr>, </br>, </p>, </tr>.

(3) Determine candidate images by SVM: We determine whether an image
is a candidate by Support Vector Machines (SVM). The features given to
the SVM are file size, the number of width pixels, the number of height
pixels, the density, and the aspect ratio.

(4) Determine images having a keyword: We search for the closest image
to a keyword as the window size that is set from −80 to +80 Japanese
characters surrounding the keyword. If it exists, the image is defined as
having a keyword. However, if an image and a keyword appear in the same
sentence, it is preferentially defined as having a keyword.

(5) Give marks to images: Each image is given a mark using (2) to (4) and
ranked in descending order of points. Figure 2 shows an example of the top
ranking images when the keyword is “spherical harmonics”. The first two
images are incorrect and the others are correct.

(6) Give bonus points to images: In Fig. 2, the first two happen to be incor-
rect, because their order is affected by the ranking of the original web pages.
This order is not useful when we choose the best three or five from the top
ranked images. To solve this problem, we propose a bonus point system
where the important information on a keyword often appears in the first
part of a document. This system gives an additional point to an image
when it obtains the highest marks in the order of the appearance in the
HTML file. Then the possibility increases that the actually correct image in
each HTML file rises to the higher position in the set of the top rankings.

(7) Present image: Figure 3 shows a screen display example that has all cor-
rect images (The third image is omitted). At the top, the display shows the
outline extracted from the first paragraph of Wikipedia that matches the
keyword. Below it, the display shows the best three images with the informa-
tion around them in the HTML files. Adding the surrounding information
provides clearer explanation about the images.

Fig. 2. Example of top ranking images for keyword: spherical harmonics
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Fig. 3. Screen display example of keyword: spherical harmonics

3 Experiment

3.1 Dataset

We extracted 16 keywords from the science and engineering web syllabi of Osaka
City University and obtained the top five HTML files for each keyword using
a text search in Experiment 1. We added five keywords in Experiment 2, for a
total of 105 web pages and 3,262 images. These images were judged manually
and SVM used eight keyword search results as training data. In Experiment 1,
the remaining eight keyword search results were evaluation data. In Experiment
2, 13 keyword search results including additional five keyword search results were
evaluation data.

3.2 Experiment 1

To give marks to the images, we developed Expression (1), where points is the
acquisition mark, image is the math-image, and αk is the weights. When k = 1,
an image in a separate line is correct; when k = 2, an image determined to be
correct by SVM is correct; when k = 3, an image with a keyword is correct. The
aim of this experiment is to optimize the values of αk and δ3(image) when an
image is incorrect.
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points =
3∑

i=1

αkδk(image) (1)

When k = 1, 2

δk(image) =

{
1 (image : correct)

−1 (image : incorrect)

When k = 3

δk(image) =

{
1 (image : correct)

−1 or 0 (image : incorrect)

First, to determine −1 or 0 of δ3(image), two sets were created by fixing
each αk = 1. One had −1 as its δ3 value and the other had 0, and then the
top ranking images were compared using precision, recall, and F-measure. From
Figs. 4(1) and (2), we adopted 0. Next, to determine the αk values, four sets
were created. The first had α1 = α2 = α3 = 1 as its condition and the second to
the fourth had conditions where only one value of each αk was 2 and the others
were 1. Then we compared these sets using F-measure. In Figs. 4(2) to (5), since
(2) is the highest, we adopted α1 = α2 = α3 = 1.

Fig. 4. Results of Experiment 1

3.3 Experiment 2

Expression (1) was fixed to points =
∑3

i=1 δk(image) and δ3(image) = 0 when
the image is incorrect. Using this expression, we examined the validity of our
bonus point system. In Fig. 5, adding bonus points was basically better than
not adding them. Especially in Fig. 5(a), the number of correct images of the
third keyword, “Gauss’ law”, rose to 2 from 0. The rates of the average correct
images showed that the bonus point system was effective, and since the rate of
the average correct images of the best three exceeded the rate of the best five,
we adopted the best three to which bonus points were added.
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Fig. 5. Comparison of adding and not adding bonus points

4 Related Work

Even though various methods have addressed mathematical information retrieval
[1], they are searching for math notations with similar structure or semantics for a
given expression. Among those methods, content-based image retrieval (CBIR)
inputs a digital image to search for similar images [2], and instead of using
images, others use MathML [3] or LaTeX [4].

This paper’s approach is quite different. Focusing on the unique features of
mathematical expressions and math-images led us to use text information. Even
people who are unfamiliar with handling MathML or LaTeX can use our method.

5 Conclusions

We proposed a method to present math-images with the information around
them in the HTML files. Our method uses an ordinary text search that inputs
a mathematical term as a keyword. To obtain the best three math-images, we
developed Expression (1) and optimized its parameters. Our results showed that
at least two of the best three were correct, and the rate of the average correct
images of the best three was 79.5%. Then using these three images, we showed
a screen display with an explanation of the keyword and information about the
images to support mathematics understanding.
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Abstract. Chiang Mai is known as the capital city of handicraft and tourism
industry of Thailand. It generates source of income and employment to the local
people for a long time. Nowadays, the craftsmen have tried to exploited their
wisdom, creativity, skills and technology to enhance the product’s value in order
to create the sustainable and higher economic growth. However, most of the time,
the created value was not delivered along with the product or transferred via seller.
Therefore, buyer could not perceive the wisdom, creativity, or craftsmanship skill
of the purchased product. Our work aimed at applying the notion of digital content
e.g. storytelling, 360-degree images, 3D-model, or augmented reality to preserve
the added value and deliver to the customer. Then, the digital content was
conveyed to customer through various IT tools i.e. website, web application,
video streaming, and mobile application.

Keyword: Handicrafts · Digital content technology · Knowledge representation

1 Introduction

Chiang Mai is the home to prosperous crafts industries where Ceramics, textiles, wood‐
carvings, silverwork and lacquerware are of primary importance and look back to a long
history. Over millions of visitors visited Chiang Mai in every year [1]. The attractions
include historic sites, cultural ceremonies, and handcraft shopping [2]. The handicrafts
product in Chiang Mai has engaged with long tradition, fine skills and great expertise
regarding crafts. The craftsmanship’s skill and knowledge is considered to be the most
valuable added since it has been involved in many process of creativity process. This
era, the creative economy has played a crucial role in economy aspect [3]. Creative
economy mainly mention in creativity as the main factors which can improve value of
economic good and service [4]. Therefore, these unique skills of craftsmanship have
enhanced the product’s value and create the higher economic growth. However, most
of the time, the created value were not delivered along with the product or transferred
via seller. Therefore, buyer could not perceive the wisdom, creativity, or craftsmanship
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skill of the purchased product. Moreover, local company cannot effort the advance
digital technology which is normally requested high budget of investment.

The aim of project “Chiang Mai Digital craft” applied the notion of digital content
to preserve the added value of product and deliver to the customer. Moreover, the result
of project would contribute positive impact, particularly in economy and cultural aspect
and it would be provided a good international collaboration between United Kingdom
and Thailand. In this paper, we represent the scopes of project in 3 main areas. Firstly,
background area will provide the general information which is related to project. Then,
the second area is the project framework which illustrates development process of each
part of project. The result of project implementation within 3 years will be present in
the end part of this paper.

2 Background

2.1 Chiang Mai Digital Crafts

The project Chiang Mai Digital craft was formed by the cooperation between the
British Council and Thai partners, namely the Chiang Mai Creative City Initiative
(CMCC), the Technology Development Center for Industry (TDCI), the Northern
Handicrafts Manufacturers and Exporters (NOHMEX) and the College of Arts, Media
and Technology (CAMT), Chiang Mai University. The aim was to give support to
Chiang Mai’s c creative crafts by establishing channels and materials to propagate
them, and by raising their competitiveness through knowledge and technology
exchange. Additionally, the project laid stress upon such references as tourism, arts,
heritage, culture and digital content. To reach these goals, this project focused on the
implementation of new digital technologies as a key to enhance the competitiveness
of SMEs in Chiang Mai’s creative industry. The project encourages the collaboration
between the participating countries (Thailand and United Kingdom) by the exchange
of knowledge, best practices, expertise and technology in the field of the creative
economy. The wider public has been involved in the project by disseminating the
results on seminars, meetings, workshops, publications etc.

3 Methodology

3.1 Project Framework

The project Chiang Mai Digital Crafts consisted of three main phases. In the first step,
a preliminary assessment has been executed to gain a better understanding of the current
situation. The preliminary assessment was based on a SWOT analysis. In the second
step, the website “handmade chiangmai.com” has been created. This website was dedi‐
cated to promote the crafts online supporting Chiang Mai’s traditional craftsmen with
state of the art digital technologies. The third project phase focused on digital production
design and the exploration of the various possibilities that the application of different
3D technologies have to offer for the crafts industry. 3D technologies with the potential
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to boost the competitiveness of craft products have been investigated, applied and tested
in this phase.

3.2 Development Process

Phase 1: Preliminary Assessment
As an introductory step, a SWOT analysis has been executed to get a clear picture

about crafts in Chiang Mai. This analysis later functioned as a guideline to define the
further project phases and their operative activities. The results of the SWOT analysis
are shown in Table 1.

Table 1. SWOT analysis results

Phase 2: Digital Story-Telling Through an Interactive and Content Rich
Website

As the SWOT analysis made it clear in which direction to go, the next project phase
was dedicated to the creation of the website “handmade-chiangmai.com”. The concept
behind the website was based on the recognition of some of the difficulties related to the
crafts industry in Chiang Mai. Although the city looks back to a long tradition of crafts
production with high expertise, producers had disadvantages in meeting the demands of
the 21st century markets and its customers in terms of branding, product design, distri‐
bution channels, online media presence and the use of digital technologies. The website
aimed to function as a role model for crafts producers, emphasizing the importance of
online media presence with high quality visual contents. When trying to solve the above-
mentioned problems related to the crafts industry of Chiang Mai, great stress was laid
upon website and storytelling, allowing the site to give its visitors an insight to local
traditions and history, craftsmanship, production techniques, skills and knowledge, as
well as local communities and lifestyles.

The Website Creation Process
As an early step of the Chiang Mai Digital Crafts project some of the subsectors of

the crafts industry have been selected to be represented on the website with rich multi‐
media content. The following aspects were taken into consideration in the selection
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process: significance, uniqueness of the subsector, storytelling potential, availability of
entrepreneurs, businesses, and artisans to participate in the online content production,
just as the suitability for the next project phases. As a result of the selection process,
wood, ceramics and textiles were selected to be presented online. The list has later been
expanded by 3 new subsectors as follows: metals, paper, soaps and oils. The idea was
to display a few companies related to each selected subsector on the website. As the
final step of the website creation process, having all the sectors and companies selected,
the production team created the visual content. The key elements of the visual content
are the story-telling videos and the product photographs. Find more about such content
under the Project Output chapter.

Phase 3: Digital Design and Production
3D technologies allow realistic experiences in virtual environments. With the fast

growing popularity of e-commerce platforms this characteristic of 3D technologies poten‐
tially delivers competitive advantage [5]. Realizing their growing importance, this project
aimed to seek for 3D technologies that can be implemented for an enhanced crafts design.
The SWOT analysis as a preliminary assessment method of the project clearly indicated that
producers in the crafts industry of Chiang Mai tend to lack knowledge on digital media and
product design. Such deficiencies result in an incapacity of revealing the full market poten‐
tial of the products. It was a substantial goal of the project to let the craftsmen realize the
importance of product design and to make them recognize the possibilities of digital tech‐
nology applications. During the project Chiang Mai Digital Crafts, the following 3D tech‐
nology solutions have been investigated together with their possible ways of implementa‐
tion in the crafts industry. For example, 3D printing is a process whereby solid 3D objects
are produced from a digital file. This process can create almost any shape of various
geometric features. The end product is almost identical with the virtual illustration [6]. 3D
scanning is a device that analyzes a real-world object or environment to collect data on its
shape and possibly its appearance [7]. 360° capturing allows viewers to observe the captured
objects in 3D, from any angles [8]. This technology makes it possible to reveal the impor‐
tant characteristics of objects without their real presence.

4 Results

When trying to evaluate the results of the project Chiang Mai Digital Craft first of all
we have to understand the special nature of the crafts industry and the distinguishing
characteristics of the sector. The classic terms of economics like profit maximization,
market extension, increase of profit margins etc. doesn’t seem to have the potential to
sufficiently describe the crafts markets as they by-pass some of the most crucial elements.
Talking about the crafts sector of Chiang Mai as a whole, first of all we need to bear in
mind that this is not just a competitive market sector. Being a source of income is only
one of the many functions that can be linked to crafts. It is not just a profession in the
classic way of sense but it is a lifestyle. It should not be ignored that craftsmen represent
a traditional lifestyle where cultural heritage is preserved as values, knowledge and skills
are passed over from generation to generation. Therefore, the key aspect of the crafts
sector is sustainability in contrast with short term economic goals like the growth of
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sales. Sustainability means finding the balance between the rich traditions of the past or
the aim of value and culture preservation and the free emergence of modern influences,
the capability to meet contemporary needs. And of course, sustainability has its strong
environmental and social references. Using natural resources in a sustainable manner is
of primary importance in the crafts industry representing a traditional lifestyle based on
harmony with nature. Nature is the supporting background from which human creativity
can emerge thus it is something to be respected and protected and not to be exploited
by short-term profit interests. As already mentioned, craftsmanship is passed from
generation to generation which gives the social dimension a great significance. Sustain‐
ability in terms of social conditions means that the crafts sector should remain attractive
for the young generations and it should cope with the challenges of rapid changes in
modern societies.
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Abstract. The aim of this work is to produce and test a robust, distributed, multi-
agent task allocation algorithm, as these are scarce and not well-documented in
the literature. The vehicle used to create the robust system is the Performance
Impact algorithm (PI), as it has previously shown good performance. Three
different variants of PI are designed to improve its robustness, each using Monte
Carlo sampling to approximate Gaussian distributions. Variant A uses the
expected value of the task completion times, variant B uses the worst-case
scenario metric and variant C is a hybrid that implements a combination of these.
The paper shows that, in simulated trials, baseline PI does not handle uncertainty
well; the task-allocation success rate tends to decrease linearly as degree of
uncertainty increases. Variant B demonstrates a worse performance and variant
A improves the failure rate only slightly. However, in comparison, the hybrid
variant C exhibits a very low failure rate, even under high uncertainty. Further‐
more, it demonstrates a significantly better mean objective function value than
the baseline.

1 Introduction

The ability to assign tasks well in the light of intrinsic uncertainty is very valuable for
multi-agent task allocation systems. However, despite the advantages of distributed
systems [1] very few robust algorithms have been developed with this architecture. To
date, centralized systems have dominated research focus. This is not surprising since
distributed task allocation for multi-agent systems operating in uncertain environments
is a challenging problem [2]. One of the main difficulties is that the scheduling system
must run independently on each agent but must generate the same schedule in each case.
This can be problematic when connectivity between agents is limited or subject to
change, when measurements are unreliable, or when information is imprecise or vague.
These situations typically arise in Search-and-Rescue (SAR) missions where each agent
may record a different location for each survivor because of inaccuracies in sensor read‐
ings, and none of the locations may be exact. Furthermore, measurements of the agents’
positions and velocities may also be uncertain and different for each agent. SAR missions
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are time-critical and demand a low probability of failure; it is vital that the assignment
is reached quickly and that it represents a robust, conflict-free solution, where every
survivor is rescued within the given time-frame. The main aim of this work is to attempt
to address some of these challenges by creating a robust, distributed, multi-agent task
allocation system with a very low failure rate.

To achieve the aim, the Performance Impact algorithm (PI) is used as the baseline
for building a more robust architecture [3]. The PI algorithm has demonstrated better
performance than CBBA [4] when solving deterministic model SAR problems, but lacks
any mechanism for handling uncertainty. Ponda [5] has developed a robust version of
CBBA using stochastic metrics such as the expected value metric [6] and worst-case
scenario metric. The approach used here to extend PI is similar, but it takes the technique
a step further by using a hybrid combination of expected value and worst-case scenario
metric to improve robustness. The hybrid algorithm consistently demonstrates a very
low failure rate and a low number of unallocated tasks in model SAR problems. Further‐
more, it has a significantly better mean objective function value when compared to the
baseline PI algorithm, and uses far fewer samples than Ponda’s model [5].

2 Related Work

There is an extensive body of work related to multi-agent task planning, task allocation, and
scheduling with many solutions proposed. These include the Contract Net method [7],
Markov Random Fields (MRFs) [8], auction-based methods [9], and Distributed Constraint
Optimization methods (DCOPs) [10]. In addition, solution methods can be sub-divided into
optimization and heuristic types, online and offline types, and centralized and distributed
communication architectures. A good review of the different approaches is presented in [11].

Time-critical, multi-agent, task allocation problems are NP-hard [12] and are thus
difficult to solve using optimization approaches such as linear programming (LP), mixed
integer linear programming (MILP), MRFs, and DCOPS. A MILP solution has been
attempted, but the problem is not time-constrained and only eight agents and six targets
are tested [13]. Pujol-Gonzalez applies an MRF-based solution to UAV online routing
using the max-sum algorithm [8], but the problem is also not time-constrained and
empirical tests restrict the number of UAVs to ten surveying a limited area of 100 km2.
In general, when the number of tasks and agents increases sufficiently, the optimization
approach becomes intractable because of the exponential number of constraints in the
model [14].

Heuristic-based methods provide an alternative as scalability is not such a problem.
Popular heuristic methods include Tabu-search [15], genetic algorithms [16], and
auction-based techniques [17]. In general, heuristic systems are less complex and
demonstrate relatively fast execution times, although the trade-off is that they often
provide sub-optimal solutions.

Auction-based heuristic algorithms, a subset of market-based approaches [18] have
been widely used for solving these problems [19]. The method is easily adapted to a
decentralized architecture, although this can increase complexity and communication
overheads [20]. However, auction-based approaches have many benefits including high
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efficiency, good scalability [21], and robustness when implemented within a decentral‐
ized paradigm.

Two particular combinatorial auction-based algorithms lend themselves to the solu‐
tion of the problems of interest in this paper - CBBA [4] and the PI algorithm [3]. Both
algorithms use combinatorial auctions, where bundles of tasks are formed. These combi‐
natorial methods have exhibited superior performance to single-item auctions and have
generated good results when compared to optimal centralized approaches [22]. It has
been shown empirically that the baseline PI algorithm performs better than the baseline
CBBA algorithm [3, 23], with PI demonstrating a much better success rate with different
numbers of tasks and agents, and different network topologies. However, the papers
mentioned do not examine PI’s handling of uncertainty.

2.1 Incorporating Uncertainty into Task Allocation Algorithms

To account for uncertainty, many researchers use Monte Carlo sampling techniques to
allow the approximation of complex distributions. Undurti and How formulate the
problem as a Constrained Markov Decision Process (C-MDP) [24]. Their method allows
risk, defined as the probability of violating constraints, to be kept below a threshold
value whilst optimizing the reward. Simulation results showed that the algorithm
performed well, but the experiments were limited to only two agents. An online MDP
method is used in [25], but results are inferior to basic reactive approaches and testing
is based on a much simpler problem.

Maheswaran et al. enable users to encode their intuition as guidance for the system [26].
This approach simplifies a scheduling problem by decomposing it into simpler problems
that can be solved in a centralized fashion. The work of Ramchurn et al. follows a similar
approach, where human decisions are encoded as additional constraints for the optimization
[27]. However, in work presented here attention is restricted to solutions that do not involve
human intervention.

Lui and Shell postulate an alternative method that assesses the robustness of any
given solution to uncertainty given a measure of it [28]. They propose the Interval
Hungarian Algorithm that provides a tolerance-to-uncertainty metric for a given allo‐
cation. In particular, they compute a set of inputs that yield the same output schedule,
providing a reliable method for assessing the tolerance of the allocation to uncertainties.

Creation of a solution that can hedge against uncertainty is an alternative tech‐
nique to those already listed. Ponda implements this by adding probabilistic models
of uncertain variables, Monte Carlo sampling, and stochastic metrics (such as the
expected-value and worst-case scenario) to baseline CBBA to improve its robustness
[5]. Simulation results showed improved performance over the baseline, achieving
results similar to centralized approaches. However, the experiments involved only six
agents and 10,000 samples were required. In addition, beyond about twelve tasks the
robust algorithms began to fail. This suggests that further research in this area is
needed to address the problems.

A Robust, Distributed Task Allocation Algorithm 57



3 Methodology

3.1 Problem Definition

The problem of interest is documented fully in [3, 23, 29, 30]. It is the optimal, conflict-
free assignment of a set of n heterogeneous agents V = [v1, …, vn]T to an ordered
sequence of heterogeneous tasks from an m-sized set T = [t1, …, tm]T. Each task has a
fixed location and a maximum (latest) start time g, i.e., the problem is time-critical. Each
task requires only one agent to service it, and each agent can complete only one task at
a time, although it can complete other tasks afterwards, if there is time. The objective
function is the minimization of mean individual task cost over all tasks rather than mean
completion time for each agent, as the former takes into account the number of tasks
that benefit from the time saving. The constraints are that the number of tasks assigned
to a particular agent must be less than or equal to the total number of tasks, all tasks
must be assigned to an agent, each ordered sequence of allocations is a subset of the
whole set of tasks, tasks cannot be assigned to multiple agents, and an agent must
complete a task before its latest start time.

3.2 The PI Algorithm

The PI algorithm is a distributed, multi-agent task allocation system that runs simulta‐
neously on each agent. As in CBBA, the tasks are grouped into bundles that are contin‐
uously updated as the auction proceeds. In CBBA, the agents bid on the bundles rather
than individual tasks and the bundles are formed by logically grouping similar tasks. In
contrast, the PI algorithm uses a novel concept called performance impact to score and
organize the task bundles. These are incrementally built and updated by systematically
swapping tasks between agents, and then measuring the benefit over all tasks using
special metrics. The removal performance impact (RPI) measures the benefits of
removing a task from a bundle and the inclusion performance impact (IPI) measures the
benefits of adding a task. Full details of the metrics and the PI algorithm are presented
in [3, 23, 29, 30]. The details are not reproduced here because of space limitations. In
addition, for the purposes of this paper, the reader only needs to know that the RPI and
the IPI are calculated using the time costs ci,k associated with each agent i and task k. In
addition, creation of a robust scheduler in this way means that the methodology can be
applied to other task allocation algorithms; it is not limited to the PI algorithm.

3.3 The Robust PI Variants

Each robust PI variant creates robust time cost values ri,k by sampling uncertain variables
from a Gaussian distribution N times. A Gaussian distribution is selected because phys‐
ical quantities that are the sum of many independent processes (for example measure‐
ment errors) often have distributions that are nearly normal.

In variant A, the expected values of the actual time costs are taken as the robust time
costs, where the expected value of an uncertain variable ζ is calculated as follows:
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E(𝜁) =
N∑

s=1

𝜁s
‖‖ps

‖‖. (1)

In (1), ps is the probability of the sample value ζ s, and ‖ps‖ is the normalized value
of this given by:

‖‖ps
‖‖ =

ps

N∑
l=1

pl

.
(2)

Thus, in variant A, the robust time costs are given by:

ri,k = E(ci,k) =
N∑

s=1

ci,k
‖‖ps

‖‖. (3)

In (3), the probability ps of sample s is taken as the combined probability of the
component uncertain variables. Variant B makes use of the worst-case scenario metric
to calculate the robust time costs so that:

ri,k =
N

max
s=1

(ci,k). (4)

Variant C uses a hybrid technique that places a buffer value ψ on the difference
between the expected time cost and the maximum (latest) start time of the task gk. If

gk − E(ci,k) < 𝜓 (5)

is true then the maximum time cost (4) is used for ri,k; the deadline for the task is tight
so it pays to be pessimistic. In other words, the algorithm is simply more cautious about
accounting for uncertainty in its allocation. However, if (5) is false then the deadline is
more flexible and the expected time cost can be used for ri,k as in (3).

It is important to note that each variant uses the same objective function as the base‐
line, but substitutes the robust time costs ri,k for the measured ones ci,k. Apart from
sampling and calculating the robust time costs, the procedural details for the robust PI
algorithms follow the same pattern as the baseline.

4 Experimental Design

4.1 Scenario

The algorithms are tested on a scenario based on the rescue aspect of a SAR mission.
The agents are UAVs carrying food and helicopters carrying medicine, and their
mission is to rescue disaster survivors by delivering the supplies to them. Each
survivor requires either food or medicine and their delivery constitutes the comple‐
tion of a task. The start locations of the UAVs and helicopters are known in advance,
as are the 3-dimensional locations and requirements of the survivors. The world x and

A Robust, Distributed Task Allocation Algorithm 59



y coordinates range from −2500 m to 2500 m and the z coordinates range from 0 m
to 1000 m. The helicopters travel at 30 m/s and the UAVs at 50 m/s. The mission time
limit is set at 5000 s, the earliest start time for each task is 0 s, and the latest start time
is a random fraction of 5000 s that cannot be less than 1500 s. The task durations are
fixed at 300 s and 350 s for medicine and food delivery respectively. Forty tasks and
five vehicles are tested in each case.

4.2 Uncertainty Models

Three levels of uncertainty (low, medium and high) are considered, which vary
according to prescribed errors in the key uncertain variables - task location, vehicle
velocity and task duration. These variables are modelled as Gaussian distributions
centered on a known mean with standard deviation equal to the estimated error. Monte
Carlo sampling is used to allocate a value from the distribution to each uncertain variable
and this is carried out separately for each vehicle. Relatively large errors are modelled
for the task location as information relies upon intelligence from mixed external sources.
UAVs generally use airspeed indicators to measure their velocity [31], but these can
demonstrate instrument errors of up to about 7 m/s [32]. Task durations are the most
uncertain parameters since many sources contribute to them. For this reason, relatively
large errors are modelled, but the uncertain values are not allowed to fall below their
real values by more than 50 s as it is assumed that there is a minimum time for each. For
the low uncertainty case, the errors are 50 m for task location, 5% for vehicle velocity
and 10% for task duration. For the medium case they are 100 m, 10% and 25% respec‐
tively, and for the high case they are 200 m, 20% and 50% respectively.

4.3 Parameter Setting and Metrics

Preliminary trials with values between 5 s and 40 s confirmed that the best value to use
for ψ in variant C is about 20 s, although the algorithm does not appear to be very
sensitive to the parameter. The size N of the samples is maintained at 100 throughout
all the experiments, which are conducted using a randomly generated network topology
where half of all possible connection pairs are set as communicable. This represents a
realistic structure as it is not fully connected and is not as simplistic as a row or circular
structure.

Each algorithm is run 100 times to obtain a percentage failure rate. Success is
measured by selecting random real values for the uncertain parameters from the known
probability distributions and calculating the actual number of tasks allocated to vehicles
using the robust solution. If any tasks are unassigned then the run is counted as a failure;
a run is only successful when all tasks are allocated. The total number of unassigned
tasks is also recorded for each algorithm and uncertainty case, as are the mean objective
function values.
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5 Results

Figure 1 shows the total number of unassigned tasks across all 100 runs and Fig. 2 shows
the percentage failures for each algorithm and each uncertainty case.

Fig. 1. Unallocated tasks for each algorithm and each uncertainty case

Fig. 2. Percentage failures for each algorithm and each uncertainty case

Failure to allocate tasks is a serious drawback for CBBA and baseline PI when
uncertainty is modelled. For PI, the problem scales linearly with the level of uncertainty
in terms of both the failure rate and the number of unassigned tasks. CBBA shows 100%
failure rate for all uncertainty cases, and similar results to PI for the unassigned tasks,
although it performs slightly better for high uncertainty in this respect.
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Robust PI (A) improves on the baseline performance with less difference between
the uncertainty cases, but the algorithm does not produce an acceptable failure rate or a
low enough number of unassigned tasks. Robust PI (B)’s performance is comparable to
that of CBBA in terms of the failure rate, and to Robust PI (A) in terms of the unassigned
tasks. It proves 100% capable of predicting its performance but, in most cases, just
predicts its own failure.

Robust PI (C) demonstrates a very low failure rate and low total number of unas‐
signed tasks, which can be attributed to the more ‘cautious’ design of the algorithm.
When the time margin for task completion is tight it acts pessimistically, selecting the
worst-case metric to calculate the robust task costs. In addition, t-tests comparing the
mean objective function for baseline PI and variant C reveal that the latter is significantly
faster in all of the uncertainty cases (low: 1316 s vs 1321 s, medium: 1322 s vs 1340 s,
high: 1340 s vs 1378 s).

There is a trade-off between a fast run-time and a robust solution; the robust variants
(A and C) that use expected time-costs take about 50 times longer to run than the baseline
(for example, a 1 s run-time for the baseline in the high uncertainty case compares to
47 s for variant C). In the baseline, the IPI-calculation dominates, taking up about 85%
of execution time. Examination of the individual run times for each part of PI variants
A and C shows that about 78% of run-time is devoted to the MATLAB statistical func‐
tions associated with determining the expected time costs and the probabilities of the
uncertain variables. This is the key factor underlying the longer run-times. However,
the IPI calculation still dominates the remaining routines, taking around 20% of total
run-time, with actual time spent in the IPI routine longer than for equivalent problems
solved with the baseline. Around 8 s are added to run-time, which may be attributed to
the increase in complexity associated with computing the expected time costs and prob‐
abilities of the uncertain variables.

6 Conclusions

CBBA and baseline PI do not handle uncertainty well; a high percentage of the solutions
fail to allocate all of the tasks, and the number of unallocated tasks is relatively high.
Taking the expected value of the time costs reduces the failure rate and the numbers of
unallocated tasks, but the method is still not reliable enough for time-critical problems.
Using the worst-case scenario metric demonstrates poor performance, especially for
high uncertainty. However, when a combination of the expected value and the worst-
case scenario metric is used, the results are greatly improved, in terms of both a more
robust solution (a 1% to 2% failure rate and low number of unallocated tasks) and a
significantly smaller objective function value for all the uncertainty cases tested. In
addition, only 100 samples are required to achieve this low failure rate, which compares
very favourably to the 10,000 samples used by Ponda, [5]. However, despite the small
sample size, scalability in the numbers of agents and tasks is still a problem, with variant
C displaying a higher run time compared to the baseline. For the model problems tested,
one run still completes in a relatively short time compared to the mission length, but
there is a limit to usability in terms of the numbers of tasks and agents because of the
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increased computation time. Future work will aim to improve the efficiency of variant
C and then provide estimates of how this scales as the number of samples, tasks and
agents increases.

The study of distributed robust optimization remains wide open. Most methods
designed for solution of the types of problem discussed in this paper do not consider
uncertainty in their solutions. Thus, the main contribution here is the successful design
and implementation of a robust distributed system for solving such problems.
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Abstract. We propose to use a recently introduced merging procedure
for jointly inconsistent probabilistic assessments to the statistical match-
ing problem. The merging procedure is based on an efficient L1 distance
minimization through mixed-integer linear programming that results not
only feasible but also meaningful for imprecise (lower-upper) probabil-
ity evaluations elicitation. Significance of the method can be appreciated
whenever among quantities (events) there are logical (structural) con-
straints and there are different sources of information. Statistical match-
ing problem has these features and is characterized by a set of random
(discrete) variables that cannot be jointly observed. Separate observa-
tions share some common variable and this, together with structural
constraints, make sometimes inconsistent the estimates of probability
occurrences. Even though estimates on statistical matching are mainly
conditional probabilities, inconsistencies appear only on events with the
same conditioning, hence the correction procedure can be easily reduced
to unconditional cases and the aforementioned procedure applied.

Keywords: Probabilistic merging · Statistical matching · L1
constrained minimization · Mixed integer programming

1 Introduction

This contribution is a straight application of the merging procedure proposed in
[1] to the statistical matching problem as presented in [6,17].

The merging procedure has been shown to be particularly meaningful when-
ever the probabilistic assessments come from different sources of information that
share some common elements and there are some impossible configurations (the
so called “structural zeroes”). These are exactly the peculiarities of the statistical
matching problem. Even though the merging procedure is based on an efficient
L1 distance minimization and such a measure was already investigated for the
statistical matching problem in [3,5,6], we can reappraise its methodic use since
it can legitimate and operationally obtain imprecise (lower-upper) probability
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assessments, not only for the initial marginal probabilities of the common events,
as already depicted in [3], but also for the corrected parts.

For the sake of completeness, we briefly review both the statistical match-
ing problem and the efficient L1 merging procedure in the next Sects. 2 and 3,
respectively. In the following Sect. 4 we show how the merging procedure can be
systematically applied to the statistical matching problem.

2 The Statistical Matching Problem

Denote by (X1, Y1), ..., (XnA
, YnA

) and by (XnA+1, ZnA+1), ..., (XnA+nB
,

ZnA+nB
) two random samples, related to two sources A and B, of dimensions nA

and nB . Samples observe three categorical variables X,Y,Z with modalities xi,
i ∈ I, yj , j ∈ J and zk, z ∈ K, respectively. We suppose that the two samples are
related to the same population of interest. The two samples can be supposed to
be drawn according to the same sampling scheme, as done in [17], or according
to different schemes and with different relevance (weight) of the two sources, as
also contemplated in [3].

Let Ss (with s = 1, 2) be the two, possibly different, sampling schemes. From
them, relevant parameters, represented by (conditional) probabilities, can be
estimated: from A the probability to observe Y = yj conditional on (X = xi)
(for any i ∈ I)

yj|i = PY |(X=xi)(yj), (1)

and analogously from B the probability to observe Z = zk conditional on (X = xi)
(for any i ∈ I)

zk|i = PZ|(X=xi)(zk). (2)

Moreover, from A we can estimate the probability to observe X = xj by
following the first sampling scheme

xS1
i = PX(xi|S1), (3)

while from file B by following the second one

xS2
i = PX(xi|S2), (4)

and, by supposing that an observation can be obtained through one single sam-
pling scheme Ss, with s ∈ {1, 2} and probability P (Ss), we get

xi = PX(xi) = xS1
i P (S1) + xS2

i P (S2). (5)

Under the assumption of a common sampling scheme, estimations are
obtained through partial maximum likelihood method, and the result brings
to the frequencies

yj|i =
nij

A

ni·
A

zk|i =
nik

B

ni·
B

xi =
ni·

A + ni·
B

nA + nB
(6)
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with ni·
A and ni·

B cardinalities of elements with (X = xi) in samples A and B,
respectively, while nij

A is the cardinality of elements in A with (X = xi, Y = yj)
and nik

B is the cardinality of elements in B with (X = xi, Z = zk).
Whenever ni·

A (resp., ni·
B) is equal to zero, i.e. no observation in A has (X = xi),

(resp., no observation in B has (X = xi)), the value yj|i (resp., zk|i) is undefined
and this specific parameter has no estimation.

If the probabilities P (Ss), s = 1, 2, can be elicited, we get a precise assessment
(E ,p) with

E = {(X = xi), (Y = yj)|(X = xi), (Z = zk)|(X = xi)}i∈I,j∈J,k∈K ,

p = {xi,yj|i, zk|i}i∈I,j∈J,k∈K .
(7)

Usually, the first step is to check the coherence (see [9]) of (E ,p), that, in the
particular context of the statistical matching (see [17]), could be lead back to
find at least a solution of a linear system like

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

yj|i
∑

j,k αijk =
∑

k αijk for any yj|i
zk|i

∑
j,k αijk =

∑
j αijk for any zk|i

xi =
∑

j,k αijk for any xi∑
i,j,k αijk = 1

αijk ≥ 0

(8)

where the unknowns αijk are associated to events (X = xi, Y = yj , Z = zk)
different from the impossible one and represent their probabilities.

In the trivial case of logical independence, coherence is automatically ensured
by the following theorem (see [17]):

Theorem 1. Let X,Y,Z be three finite random variables and EX , EY , EZ the
associated partition generated by X,Y,Z. Consider the following three separately
coherent conditional probability assessments {xi}i, {yj|i}j and {zk|i}k.

Then, the assessment
{xi ,yj|i}i,j

is coherent (analogously for {xi , zk|i}i,k).
Moreover, if the partitions EY , EZ are logically independent with respect to

EX (i.e. (X = xi, Y = yj , Z = zk) is possible for any value xi of X, yj of Y , zk

of Z s.t. the events (X = xi, Y = yj) and (X = xi, Z = zk) are possible), then
the whole assessment

p = {xi ,yj|i , zk|i}i,j,k on E
is coherent.

Generally, whenever (E ,p) is coherent there is more than one solution to
system (8) and the set of all of them forms a so called “credal set” (see [18]).

In the more worthwhile case of structural zeroes among variables Y and Z
(for real applications where these are present refer, e.g., to [12]), coherence of
the entire assessment (E ,p) in (7) is not directly ensured by the coherence of
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the distinct assessments (1), (2), (5). Anyhow, whenever present, inconsistencies
focus on conditional events with the same conditioning (X = xi) (proofs and
examples again in [17]).

The check of coherence can be implicitly embedded in the merging procedure
that we will present in the last section: if the L1 distance of the assessment (E ,p)
from those coherent is zero, then (E ,p) is coherent.

Anyhow, in [3] it has been considered also the case whenever the two samples
are observed through two different sample schemes Ss and with no relevant
information about their probabilities P (Ss),s = 1, 2. Consequentially xi, i ∈ I
cannot be univocally estimated, and coherent values for them are those in the
interval

lubi = [min{xS1
i ,xS2

i },max{xS1
i ,xS2

i }]. (9)

This implies the adoption of an imprecise assessment

lub = {lubi,yj|i, zk|i}i,j,k. (10)

on E . In [3] it has been proved that, again, in the trivial case of logical inde-
pendence of the partitions EY , EZ with respect to EX , coherence is automati-
cally ensured, while, whenever there are some structural zeroes, incoherences
can appear but focused among conditional events with the same conditioning
event (X = xi). This result will permit to split the problem of the merging of
the two estimates into separate subproblems: one for the unconditional values
lubi, i ∈ I, and one for each conditioning (X = xi) about the conditional quan-
tities {yj|i, zk|i}, j ∈ J and k ∈ K. In each of these subproblems the merging
procedure that minimize L1 distance can be applied. Let us show how it works
in the next section and how it can be used in the statistical matching framework
in the subsequent one.

3 An Efficient L1 Correct and Merging Procedure

The risk of dealing with incoherent probability assessments is significantly
present when the numerical evaluation comes from different sources of infor-
mation and/or structural constraints limit the possible states (see, e.g., [4,7,8,
11,15,17]). The basic idea is to “correct” an inconsistent evaluation by finding
a coherent one that will be as close as possible to it. This means that a choice
for a distance between probability evaluations must be done.

In particular we will deal with the simple and easily understood L1-distance,
known also as “Manhattan” or “taxi-cab” metric:

L1(p,p′) =
n∑

i=1

|p(Ei) − p′(Ei)| (11)

where Ei, i = 1, . . . , n, are the events of the set E , p and p′ two numerical
evaluations on them.
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The main reason for using such metric is because we are able to propose
an effective procedure (presented into details in [1]), which is based on inte-
ger linear programming and hence is much more efficient than the correction
procedures needed for other distances, for instance the quadratic programming
for L2-distance. L1-distance minimization has moreover a simple interpretation,
since it implies a direct minimal modification of each single value.

The peculiarity of using L1 minimization is the non-uniqueness, in general,
of the solution and this could represent an alternative way of legitimating the
adoption of imprecise probability models, in addition to the historical ones as
stemming from buying/selling prices or desirability of gambles [18], or from
extensions of coherent precise initial assessments [9, Chap. 15]. Of course, in
some extreme case the imprecise solution could be extremely vague by including
all the coherent assessments.

Starting with an initial assessment (E ,p), all the corrections form a convex set
C(p) and can be found by a solving a mixed integer programming (MIP) problem.
There exist fast procedures for solving MIP problems, even if this problem is NP-
hard. The particular program we can use for our correction purposes has been
fully described in [1] and was inspired by a similar one introduced in [10]. We
can report here just the main steps on which it is based, demanding to the
aforementioned papers the technical details.

Let
δ = L1(p,p′) (12)

be the distance between the original probability vector p and any of its correc-
tions p′. If δ = 0, p is already coherent and no correction is needed. Otherwise,
we can find the extremal points q1, . . . ,qs of C(p). Indeed

C(p) = Q ∩ Bp(δ), (13)

where Q is the set of all coherent assessments q ∈ R
n on E and Bp(δ) is the ball

of all vectors q such that L1(p,q) ≤ δ.
Note that, in general, for conditional probability assessments like (E ,p), the

set Q is not convex (see, e.g., [2]) but, as already anticipated in the previous
section and described in the next one, we will split the domain E into segment
of unconditional events or conditioned to the same event, hence for each iter-
ation of the procedure Q will result a convex polytope (simplex). Since the
balls Bp(δ) are also convex polytopes, fast procedures for face-enumeration and
vertex-enumeration can be used for detecting C(p).

Computed in this way, the convex set C(p) results to be strongly coherent,
i.e. each element p′ ∈ C(p) is coherent. The correction can be relaxed to a
coherent lower-upper assessment by 2n minimizations/maximizations, two for
each component of p′ ∈ Q, under the constraint L1(p,p′) = δ. This can be
applied also whenever the initial assessment would be a credal set P (and in
particular one described by lower-upper constraints like lub in (10)) by simply
generalizing the distance to

L1(P,p′) = min
p∈P

L1(p,p′). (14)
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This actually results an easier procedure since it does not require the face/vertex
enumeration procedures.

The correct procedure can be used as a merging operator by simply putting
together two different assessments on sub-domains of E , possibly with some
value given on common events. In fact we can take as result of the merging the
correction, if needed, of the concatenation of the original assessments.

Since the peculiarity of the structure of E in the statistical matching prob-
lem described in previous section, let us see how the merging procedure can be
applied on it.

4 Application of the Merging and Correction Procedures
to the Statistical Matching Problem

In the previous section we have (briefly) described the correction procedure that
could be used in the statistical matching problem once we have the whole assess-
ment (E ,p) or (E , lub). But it can be actually used also in the preliminary oper-
ation of merging the estimates coming from the two different sampling schemes
S1 and S2. In particular, since incoherences could be focused only on events
conditioned to the same event, we can split the domain E into sub-domains

EΩ = {(X = xi)}i∈I ; (15)
Ei = {(Y = yj)|(X = xi), (Z = zk)|(X = xi)}j∈J,k∈K for i ∈ I. (16)

Since, as described in Sect. 2, variables Y and Z are not jointly observed, on the
�(I) domains Ei the two sources of information do not overlap and hence the
problem will be to, eventually, correct the estimates {yj|i, zk|i} obtained through
(1) and (2). A proper merging operation is needed for the estimates {xS1

i }i∈I

and {xS2
i }i∈I , both on elements of EΩ .

As described in [1], two different merging procedure that uses the efficient L1
minimization can be used: the “supervised” procedure that relies on a specific
choice of a ”weight” ω for the relevance or reliability of sources; or the “unsu-
pervised” one that relies on a duplication of the events that have associated
estimates in both sources (hence all events (X = xi) with non null frequencies if
maximum likelihood estimates are used) and consequent addition of structural
constraints that express such duplication.

Schematically, we can say that the first approach needs to firstly perform a
componentwise“weighted average”

xS1 +ω xS2 = ω{xS1
i }i∈I + (1 − ω){xS2

i }i∈I (17)

that is a convex combination of the two for a chosen weight ω ∈ [0, 1], and
consequently apply the correct procedure to (EΩ ,xS1 +ω xS2) obtaining

lub = xS1 ⊕ω xS2 = Correct(xS1 +ω xS2). (18)

If there is some missing value for {xS1
i }i∈I or for {xS2

i }i∈I it must be put
equal to 0 in (17). Remember that the correct procedure could lead to either
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a single solution or to a convex set of solutions, hence lub in (18) could be
either an actually precise coherent assessment {xi}i∈I or a proper lower-upper
assessment {lubi}i∈I .

Note moreover that, if estimates are taken through frequencies in both sam-
ples, xS1 +ω xS2 in (17) turns out to be directly coherent for any choice of
ω ∈ [0, 1] so that lub = {xi}i∈I = xS1+ωxS2 . In particular, choosing ω = nA

nA+nB

we obtain exactly the xi estimates already described in (6). So the common sam-
pling scheme can be re-interpreted in our method as separate sampling schemes
with weights proportional to the different sample dimensions.

The second approach is to let the correct procedure work without any exoge-
nous weight of the sources and contemplating simultaneously the two differ-
ent estimates {xS1

i }i∈I and {xS2
i }i∈I . The obvious inconsistencies are solved by

duplicating the events in EΩ as

E ′
Ω = {Ai ≡ (X = xi), Bi ≡ (X = xi)}i∈I (19)

and by adding structural zeros induced by the duplicates Ai = Bi, i ∈ I. So to
the concatenation assessment

xS1
⊎

xS2 (20)

that assigns xS1
i to Ai and xS2

i to Bi, for any i ∈ I, the correction procedure
can be applied by obtaining a, generally imprecise, assessment

lub = xS1 ⊕I xS2 = Correct(xS1
⊎

xS2). (21)

Note that with this second method, whenever estimates {xS1
i }i∈I and

{xS2
i }i∈I are performed through frequencies in both samples, the lower-upper

assessments (21) coincide with the min/max bounds already obtained in (9),
legitimating in this way its adoption.

As already mentioned, to the other conditioned “strata” (Ei, {yj|i,
zk|i}j∈J,k∈K) the correction procedure can be straightly applied obtaining, gen-
erally imprecise, estimates {lubj|i, lubk|i}j∈J,k∈K , i = 1, . . . , �(I).

At the end, by collecting all the corrections we get a coherent, generally
imprecise and not “strongly coherent” (see [16]), assessment

(E , {lubi, lubj|i, lubk|i}i∈I,j∈J,k∈K) (22)

as the merging of the separate estimates based on the two sample schemes S1

and S2.

4.1 A Prototypical Example

As a preliminary application of our proposal we resume the example firstly
described in [12] (see also [17]). The data are a subset of 2313 employees (people
at least 15 years old) extracted from the pilot survey of the Italian Population
and Household Census in the year 2000. Three categorical variables have been
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analyzed: Age, Educational Level and Professional Status. In file A, contain-
ing 1148 units, the variables Age and Professional Status are observed, while
file B, consisting of 1165 observations, the variables Age and Educational Level
are considered. The variables are grouped in homogeneous response categories
as follows: A1 = 15–17 years old, A2 = 18–22 years old, A3 = 23–64 years old,
A4 = more than 65; E1 = None or compulsory school, E2 = Vocational school,
E3 = Secondary school, E4 = Degree; S1 = Manager, S2 = Clerk, S3 = Worker.

Logical constraints between the variables Age and Educational level (Age and
Professional Status) are denoted by the symbol “–” (to be distinguished from the
zero frequencies) in Table 1: for example, in Italy a 17 years old person cannot
have a University degree. Table 1 show the distribution of Age and Professional
Status in file A, and in file B that related to Age and Educational level.

Table 1. Distribution of Age and Professional Status in file A and of Age and Educa-
tional level in file B.

Additional logical constraints involving both the variables Professional Status
and Educational level are:

S1 ∧ (E1 ∨ E2) = ∅ and S2 ∧ E1 = ∅.

By considering a common sampling scheme and the maximum likelihood
estimations (6), we get the unconditional assessment {xi}i∈I for the variable
Age:

P (A1) =
15

2313
, P (A2) =

55
2313

, P (A3) =
2219
2313

, P (A4) =
24

2313
; (23)

We recall that to the same result we arrive by applying the first supervised
merging procedure (18) with the choice of ω = nA

nA+nB
= 1148

2313 .
On the other hand, by the second merging procedure we obtain the imprecise

values {lubi}i∈I (21):

lub1 =
[

11
1165

,
9

1148

]

, lub2 =
[

22
1148

,
33

1165

]

,

(24)

lub3 =
[
1111
1165

,
1108
1148

]

, lub4 =
[

9
1148

,
15

1165

]

.
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About the conditional estimates for the Professional Status given the Age,
we get the following {yj |xi}j∈J , segmented for each (X = xi):

P (S2|A2) = 5
22 , P (S3|A2) = 17

22 ,

P (S1|A3) = 179
1108 , P (S2|A3) = 443

1108 , P (S3|A3) = 486
1108 , (25)

P (S1|A4) = 2
3 , P (S2|A4) = 1

9 , P (S3|A4) = 2
9 ;

that we have to merge with the conditional estimates for the Educational level
given the Age {zk|xi}k∈K , segmented for each (X = xi):

P (E1|A1) = 1, P (E2|A1) = 0,

P (E1|A2) = 14
33 , P (E2|A2) = 6

33 , P (E3|A2) = 13
33 ,

(26)
P (E1|A3) = 387

1111 , P (E2|A3) = 102
1111 , P (E3|A3) = 464

1111 , P (E4|A3) = 158
1111 ,

P (E1|A4) = 2
3 , P (E2|A4) = 0, P (E3|A4) = 1

5 , P (E4|A4) = 2
15 .

By concatenating these estimates in each segment, we can easily discover that the
only incoherences appear in the assessments conditioned to A4, as shown in [17],
since from logical constraints between Educational Level and Professional Status
it follows that E1∧S1 = ∅ and E1 ⊆ S3, while we have P (E1|A4)+P (S1|A4) > 1
and P (E1|A4) > P (S3|A4).

Then, we can focus on the minimal set of incoherent merged values
{

P (S1|A4) =
2
3
, P (S3|A4) =

2
9
, P (E1|A4) =

2
3

}

(27)

that, by L1 minimal correction, lead to the coherent imprecise probabilities:

lubS1|A4 =
{

2
3

}

, lubS3|A4 =
[
2
9
,
1
3

]

, lubE1|A4 =
[
2
9
,
1
3

]

(28)

(note the degenerate interval associated to S1|A4).
Correction (28) induces on the other events of the same segment the coherent,

but not “strongly coherent”, bounds:

lubS2|A4 =
[

0,
1
9

]

, lubE2|A4 =
[

0,
1
9

]

, lubE3|A4 =
[

0,
7
9

]

, lubE4|A4 =
[

0,
7
9

]

.

(29)
More significant numerical merging and correction values on this example

framework, involving not only frequencies estimates but also expert evaluations,
are under evaluation as well as the extension to cases of statistical matching
with misclassification (see [14]).
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Abstract. In probability theory the notion of coherence has been intro-
duced by de Finetti in terms of bets and it reveals to be equivalent to the
notion of consistence of a partial assessment with a finitely additive prob-
ability. An important feature of coherent assessments is their coherent
extendibility: in general we obtain a class of coherent extensions, deter-
mining a lower and an upper envelope. A similar notion of coherence
has been recently introduced for (T -conditional) possibility measures,
where T is a t-norm. The extendibility of coherent possibility assessments
reveals to be particularly suitable for studying interval-based possibilistic
logic. Our aim is to compare the results implied by the coherent setting
with those obtained in different approaches, in particular, that relying
on classical T -based conditioning.

Keywords: Coherence · Conditional possibility envelopes · Interval-
based possibilistic logic

1 Introduction

The notion of conditioning is a problem of long-standing interest and it involves
different uncertainty measures. In this paper we focus on (finitely maxitive)
possibility measures that can be seen as specific upper probabilities, arising
from a convex set of probabilities or as a result of a generalized probabilistic
inferential process (see, e.g., [12,20]).

Several proposals of conditioning have been introduced for possibility mea-
sures [3,4,6,16,18,22,27], most of them by analogy with the Kolmogorovian
probabilistic framework: starting from an unconditional possibility measure, a
conditional possibility is defined as the solution of an equation involving joint
and marginal possibilities. Some criterion, such as the minimum specificity prin-
ciple (see, e.g., [4,16,19]), is added when the output of the rule is undefined or
not unique.
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In [6] a different approach has been considered: a general notion of T -
conditional possibility (with T a t-norm) has been directly introduced as a
primitive concept. The conditional possibility is a real function on a set of con-
ditional events, satisfying a suitable set of axioms. Referring to the aforemen-
tioned axiomatic definition, a comparison with the conditioning notion obtained
through the minimum specificity principle (introduced in [19]) has been given
in [10] for T = min and is extended here for T strict. In the following we call
such conditioning T -DP-conditioning, showing that it produces particular T -
conditional possibilities.

In this paper we refer to the notion of coherence for T -conditional possibilities
which allows to consider envelopes of coherent T -conditional possibilities and to
face their coherent extension: the envelopes can always be intended as interval
assessments. In particular, we highlight that, under T -conditional possibility
(T = min or strict) the set of coherent extensions to a new conditional event is
always a closed interval, while for min-DP-conditional possibility connectedness
may fail [10]. This leads to a difference with the classical setting relying on
minimum specificity in which it is difficult to work with interval assessments
when T = min [5]. By referring to coherent min-conditional possibilities we are
enlarging the set of compatible assessments filling the eventual “holes” obtained
if only coherent min-DP-conditional possibilities are taken.

2 T -conditional Possibility Envelopes

An event E is singled out by a Boolean proposition, that is a statement that can
be either true or false. Since in general it is not known whether E is true or not,
we are uncertain on the realization of E, which, in this case, is said to be possible.
We denote with Ω and ∅ the certain event and the impossible event, respectively.
Such events coincide with the top and the bottom of every Boolean algebra A
of events, i.e., a set of events closed with respect to the Boolean operations of
contrary c, conjunction ∧ and disjunction ∨ and equipped with the partial order
⊆ of implication. A conditional event E|H is an ordered pair (E,H) of events,
with H �= ∅. In particular any event E can be seen as the conditional event E|Ω.

In what follows, A × H denotes a set of conditional events with A a Boolean
algebra and H an additive set (i.e., closed with respect to finite disjunctions)
such that H ⊆ A0 = A\{∅}. Recall that any arbitrary set of conditional events
G = {Ei|Hi}i∈I can be embedded into a set A × H by taking A = 〈{Ei,Hi}i∈I〉
and H = 〈{Hi}i∈I〉A, which are the Boolean algebra generated by {Ei,Hi}i∈I

and the additive set generated by {Hi}i∈I , respectively.
For a t-norm T , in the following we refer to the notion of T -conditional

possibility (see [6,15]) axiomatically defined as a function Π : A × H → [0, 1]
satisfying the following properties:

(CP1) Π(E|H) = Π(E ∧ H|H), for every E ∈ A and H ∈ H;
(CP2) Π(·|H) is a finitely maxitive possibility on A, for any H ∈ H;
(CP3) Π(E ∧ F |H) = T (Π(E|H),Π(F |E ∧ H)), for any H,E ∧ H ∈ H and

E,F ∈ A.
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A T -conditional possibility is said full on A if its domain is A × A0.
Specific T -conditional possibilities have been studied, focusing on T = min

[14] or a strict t-norm � [21] (i.e., a strictly monotone and continuous t-norm),
see also [7]. As shown in [15], the continuity of the t-norm T assures the
extendibility of every T -conditional possibility on A × H to any superset of
conditional events (in particular to A × A0). For that here we only deal with
continuous t-norms.

When T = min in [10] we have shown that the Dubois and Prade definition
of conditional possibility based on the minimum specificity principle gives rise
to a particular min-conditional possibility. The Dubois and Prade approach to
conditioning can be generalized also to strict t-norms.

For T = min or a strict t-norm with associated residuum →T (see [23]),
a T -DP-conditional possibility can be axiomatically defined as a function Π :
A × H → [0, 1] satisfying the properties (CP1)-(CP2) together with

(CP3’) for every E|H ∈ A × H it holds

Π(E|H) =
{

0 if E ∧ H = ∅,
Π(H|H0

0 ) →T Π(E ∧ H|H0
0 ) otherwise,

provided H0
0 =

∨
H∈H H belongs to H.

Proposition 1. For T = min or a strict t-norm, if Π on A × H is a T -DP-
conditional possibility, then Π is a T -conditional possibility.

Proof. For T = min the claim has been proved in [10]. If T is a strict t-norm
� with associated pseudo-division �, then for every x, y ∈ [0, 1], we have x →�

y = y � x if y < x and 1 otherwise [23].
We need only to prove that if Π is a �-DP-conditional possibility on A×H,

then it satisfies axiom (CP3). Let H,E ∧H ∈ H and E,F ∈ A. If E ∧F ∧H = ∅
then the claim trivially follows, thus suppose E ∧ F ∧ H �= ∅ in which case we
have Π(E∧F |H) = Π(H|H0

0 ) →� Π(E∧F ∧H|H0
0 ), Π(E|H) = Π(H|H0

0 ) →�

Π(E ∧ H|H0
0 ) and Π(F |E ∧ H) = Π(E ∧ H|H0

0 ) →� Π(E ∧ F ∧ H|H0
0 ).

By monotonicity Π(E ∧ F ∧ H|H0
0 ) ≤ Π(E ∧ H|H0

0 ) ≤ Π(H|H0
0 ) and the

claim immediately follows if we have at least an equality. Finally, if all inequalities
are strict then (CP3) follows since all Π(E ∧ F |H), Π(E|H) and Π(F |E ∧ H)
are defined in terms of the pseudo-division �.

In the finite case, every T -DP-conditional possibility on A × H can be
extended as a full T -DP-conditional possibility on A′, with A′ ⊃ A a finite
superalgebra (see [10]). Moreover, being a particular T -conditional possibility it
can be extended also as a full T -conditional possibility on A′. In both cases the
extension is generally not unique but we have two classes of extensions PDP and
P such hat PDP ⊆ P. As proven in [10], when T = min, projE|H(PDP) is a com-
pact set that can fail connectedness for some E|H, while projE|H(P) is always
a non-empty closed interval, where projE|H denotes the projection mapping on
E|H in the product topology. Vice versa, for T = � both projE|H(PDP) and
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projE|H(P) are always closed intervals, with projE|H(PDP) possibly reducing
to the singleton {1}. Thus, the envelopes of PDP provide a useful information
for T = � but not for T = min, while the envelopes of P are always meaningful.

The notion of coherence, originally introduced by de Finetti for (conditional)
probability assessments [17] has been introduced also in other frameworks and
in particular in possibility theory (see [14,15,21]), by referring to an assessment
on an arbitrary set of conditional events G = {Ei|Hi}i∈I .

Definition 1. A function Π : G → [0, 1] is a coherent T -conditional pos-
sibility (assessment) if there exists a T -conditional possibility Π ′ : A × H →
[0, 1] such that Π ′

|G = Π, with A = 〈{Ei,Hi}i∈I〉 and H = 〈{Hi}i∈I〉A.

Notice that in the previous definition it is equivalent to require the existence
of a full T -conditional possibility on A extending Π.

For an arbitrary family of conditional events G = {Ei|Hi}i∈I and A =
〈{Ei,Hi}i∈I〉, we denote by T -CCohe(G) the set of coherent T -conditional pos-
sibilities on G, that is:

T -CCohe(G) = {Π ′
|G : Π ′ is a full T -conditional possibility on A}. (1)

When G is finite the class T -CCohe(G) can be determined through the
solutions of a suitable sequence of non-linear systems [15]. In particular, every
Π ∈ T -CCohe(G) can be always coherently extended, generally not in a unique
way, to a superset of conditional events G′ ⊃ G. The set of coherent extensions
of Π on G′ form a class P ⊆ T -CCohe(G′) which is a compact subset of [0, 1]G

′

endowed with the product topology [8] and singles out the envelopes Π = min P
and Π = max P. In particular, when T = min or a strict t-norm, then for every
E|H ∈ G′, projE|H(P) is a non-empty closed interval (see [15]).

3 Envelopes of Coherent T -conditional Possibilities

Imprecision can be introduced in assessing conditional possibilities by referring
to coherent T -conditional possibility envelopes defined on an arbitrary set of
conditional events G = {Ei|Hi}i∈I , according to the following definition.

Definition 2. A pair of functions (Π,Π) on G are coherent T -conditional
possibility envelopes if there exists a class P ⊆ T -CCohe(G) of coherent
T -conditional possibilities on G such that Π = inf P and Π = supP.

Notice that no assumption is made about the class P ⊆ T -CCohe(G), which
may be a non-closed subset of T -CCohe(G): this implies that, in general, the
pointwise infimum and supremum of P could not be reached by elements of P.

Nevertheless, since T -CCohe(G) is compact, the closure cl(P) is a subset of
T -CCohe(G) and it holds inf P = min cl(P) and supP = max cl(P), thus we
can always consider a closed set of coherent T -conditional possibilities on G.

Coherence of (Π,Π) defined on G is a necessary and sufficient condition for
the coherent extendibility of the envelopes on every superset of conditional events
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G′ ⊃ G. In the extension we search for the pair of envelopes (Π ′,Π
′
) reaching

pointwise on G′ the minimum and the maximum coherent values, respectively. We
call the pair (Π ′,Π

′
) natural extension in analogy to lower and upper conditional

probabilities [25,26]. In detail, by the compactness of T -CCohe(G′), it holds

Π ′(E|H) = min
{

Π ′(E|H) : Π ′ ∈ T -CCohe(G′),Π ≤ Π ′
|G ≤ Π

}
, (2)

Π
′
(E|H) = max

{
Π ′(E|H) : Π ′ ∈ T -CCohe(G′),Π ≤ Π ′

|G ≤ Π
}

. (3)

In case of extension on more than one conditional event, then the extension
process must be thought as carried on in parallel on each single new conditional
event through Eqs. (2) and (3).

Both coherence of (Π,Π) defined on G and the computation of its natural
extension (Π ′,Π

′
) on G′ ⊃ G can be faced in terms of finite subfamilies of G [11].

In particular, in case of a finite set G = {E1|H1, . . . , En|Hn}, the coherence of an
assessment (Π,Π) on G can be characterized in terms of the existence of a finite
class P2n ⊆ T -CCohe(G), which is therefore a closed subset of T -CCohe(G).
The class P2n is composed at most by 2n distinct coherent T -conditional possi-
bilities on G, that can be determined solving, for each event Ei|Hi, two suitable
sequences of non-linear systems (see [9,11]). Furthermore, the natural extension
on a new conditional event E|H can be computed through two optimization
problems over a suitable sequence of non-linear systems [9,11].

4 Natural Extension of Coherent Possibility Envelopes

Let E = {E1, . . . , En} be a finite set of events, possibly linked by logical rela-
tions, and A = 〈E〉 the generated Boolean algebra, whose set of atoms is
CA = {C1, . . . , Cp}. In this section we address the problem of computing the
natural extension of coherent T -conditional possibility envelopes (Π,Π) defined
on E × {Ω} to the whole A × A0, focusing on the case T is the minimum or a
strict t-norm.

Such problem has been considered in [5] referring to the Dubois and Prade
conditioning and to interval possibility assessments, when A is the Lindembaum
algebra [24] generated by a finite propositional language and E coincides with
the corresponding set of atoms CA (so, p = n = 2m, where m is the number of
considered propositional variables).

Let (Π,Π) be defined on E × {Ω} as

{(Π(Ei) = ai,Π(Ei) = bi) : 0 ≤ ai ≤ bi ≤ 1, i = 1, . . . , n}.

Our first question concerns the coherence of the above assessment that can be
verified by the help of the following Boolean operator defined, for γ ∈ [0, 1], as

L(γ) =
∧

{Ec
j : Π(Ej) < γ},

where the above conjunction reduces to Ω if the corresponding set is empty. The
following theorem generalizes Theorem 1 in [1].
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Theorem 1. (Π,Π) is a pair of coherent T -conditional possibility envelopes
(where T is any continuous t-norm) on E × {Ω} if and only if, for every i =
1, . . . , n, we have Π(Ei) = Π(Ei) = 0 if Ei = ∅, Π(Ei) = Π(Ei) = 1 if
Ei = Ω, Ei ∧ L(Π(Ei)) �= ∅ and there is no j �= i such that Ei ⊆ Ej and
Π(Ej) < Π(Ei) if ∅ �= Ei �= Ω, and if

∨n
i=1 Ei = Ω then maxi=1,...,n Π(Ei) = 1

and Π(Ei) = Π(Ei) = 1 whenever there is a unique i ∈ {0, . . . , n} such that
Π(Ei) = 1 and Ei ⊇ ∨{Ej : Π(Ej) = 1}.
Proof. The necessity of the condition is trivial thus we prove its sufficiency.
The condition allows to build a finite class of possibility measures Q2n =
{Π1,0,Π1,1, . . . , Πn,0,Πn,1} on A such that for j = 1, . . . , n, Πj,0(Ej) = Π(Ej)
and Π(Ek) ≤ Πj,0(Ek) ≤ Π(Ek), for k �= j, and Πj,1(Ej) = Π(Ej) and
Π(Ek) ≤ Πj,1(Ek) ≤ Π(Ek), for k �= j. Denoting with P2n the class of restric-
tions of elements of Q2n on E it follows that Π = min P2n and Π = max P2n by
construction.

A straightforward modification of results in [1,2], shows that checking the
coherence of an assessment (Π,Π) can be reduced to a linear number of queries
to a SAT solver. The NP-hardness of the problem follows by results in [2].

If (Π,Π) are coherent, then the largest class of coherent possibilities on E
having (Π,Π) as envelopes is P = {Π ′ ∈ T -CCohe(E ×{Ω}) : Π ≤ Π ′ ≤ Π},
which is such that projEi|Ω(P) = [ai, bi], for every i = 1, . . . , n.

For every continuous t-norm T , to compute the natural extension of (Π,Π)
on A|B ∈ A×A0 we need to solve two optimization problems over a sequence of
non-linear systems (Sα)α=0,...,k (see [11]). The first system has unknowns x0

r ≥ 0,
for Cr ∈ CA, and has form

minimize/maximize θ

S0 :

⎧⎪⎪⎨
⎪⎪⎩

maxCr⊆A∧B x0
r = T

(
θ,maxCr⊆B x0

r

)
,

maxCr⊆Ei
x0

r ≤ Π(Ei) i = 1, . . . , n,
maxCr⊆Ei

x0
r ≥ Π(Ei) i = 1, . . . , n,

maxr=1,...,p x0
r = 1.

(4)

For T = min or T a strict t-norm, the optimal values are determined by the
solutions of S0 and, so, by the values of the natural extension (Π ′,Π

′
) on A ×

{Ω}. For this, we first characterize the natural extension of (Π,Π) on A×{Ω}.

Theorem 2. If (Π,Π) is a pair of coherent T -conditional possibility envelopes
(where T is any continuous t-norm) on E × {Ω} then its natural extension
(Π ′,Π

′
) on A × {Ω} is such that, for every A ∈ A, Π(A) = 0 if

∨{Ei :
Ei ⊆ A} = ∅ and Π(A) = 1 if A ∧ ∧n

i=1 Ec
i �= ∅, otherwise,

Π ′(A) =

{
1 if A ⊇ ∨{Ei : Π(Ei) = 1} and

∨n
i=1 Ei = Ω,

max
Ei⊆A

Π(Ei) otherwise,

Π
′
(A) = min

⎧⎨
⎩max

j∈J
Π(Ej) : A ⊆

∨
j∈J

Ej , J ⊆ {1, . . . , n}
⎫⎬
⎭ .
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Proof. For every A ∈ A, we solve the optimization problems on (Sα)α=0,...,k

related to A|Ω. For S0 defined as in (4), if
∨{Ei : Ei ⊆ A} = ∅ a solution ξ

0

minimizing θ is such that maxCr⊆A ξ0r = 0, otherwise if
∨{Ei : Π(Ei) = 1} ∧

Ac �= ∅ or
∨n

i=1 Ei �= Ω, a solution ξ
0

minimizing θ is such that maxCr⊆A ξ0r =
maxEi⊆A Π(Ei) otherwise, it must be ξ0r = 1 for some Cr ⊆ ∨{Ei : Π(Ei) =
1}. A solution ξ

0
maximizing θ is such that maxCr⊆A ξ0r = 1 if A∧∧n

i=1 Ec
i �= ∅,

otherwise maxCr⊆A ξ0r = min
{

maxj∈J Π(Ej) : A ⊆ ∨
j∈J Ej , J ⊆ {1, . . . , n}

}
.

The next systems in the sequence do not contain the constraint involving θ and
their resolution is trivial, so, the claim follows.

The following two theorems characterize the natural extension on the whole
set A × A0 just relying on the values of the natural extension on A × {Ω}
characterized in the previous theorem.

We first cope with the case T = min.

Theorem 3. If (Π,Π) is a pair of coherent min-conditional possibility
envelopes on E × {Ω}, then its natural extension (Π ′,Π

′
) on A × A0 is such

that, for every A|B ∈ A × A0, Π ′(A|B) = Π
′
(A|B) = 0 if A ∧ B = ∅,

Π ′(A|B) = Π
′
(A|B) = 1 if A ∧ B = B, and if ∅ �= A ∧ B �= B,

Π ′(A|B) =
{

1 if Π ′(A ∧ B) > Π
′
(Ac ∧ B),

Π ′(A ∧ B) otherwise,

Π
′
(A|B) =

{
Π

′
(A ∧ B) if Π

′
(A ∧ B) < Π ′(Ac ∧ B),

1 otherwise.

Proof. We can restrict to the case ∅ �= A ∧ B �= B since other cases are trivial.
For Π ′(A|B), if Π ′(A ∧ B) > Π

′
(Ac ∧ B), then every solution ξ

0
of S0 in (4)

is such that maxCr⊆A∧B ξ0r = maxCr⊆B ξ0r > 0 and this implies Π ′(A|B) = 1.
On the converse, there is a solution ξ

0
of S0 in (4) such that maxCr⊆A∧B ξ0r =

Π ′(A ∧ B) < maxCr⊆B ξ0r and this implies Π ′(A|B) = Π ′(A ∧ B). Analogous
considerations hold for Π

′
(A|B).

Now, let T be a strict t-norm � with associated pseudo-division �.

Theorem 4. If (Π,Π) is a pair of coherent �-conditional possibility envelopes
on E ×{Ω}, then its natural extension (Π ′,Π

′
) on A×A0 is such that, for every

A|B ∈ A×A0, Π ′(A|B) = Π
′
(A|B) = 0 if A∧B = ∅, Π ′(A|B) = Π

′
(A|B) = 1

if A ∧ B = B, and if ∅ �= A ∧ B �= B,

Π ′(A|B) =

⎧⎨
⎩

0 if Π ′(B) = 0,
Π ′(A ∧ B) if Π ′(B) = 1,

Π ′(A ∧ B) � max{Π ′(A ∧ B),Π
′
(Ac ∧ B)} otherwise,

Π
′
(A|B) =

⎧⎨
⎩

1 if Π ′(B) = 0,

Π
′
(A ∧ B) if Π ′(B) = 1,

Π
′
(A ∧ B) � max{Π

′
(A ∧ B),Π ′(Ac ∧ B)} otherwise.
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Proof. We can restrict to the case ∅ �= A∧B �= B since other cases are trivial. If
Π ′(B) = 0, then there exists a solution ξ

0
of S0 in (4) such that maxCr⊆B ξ0r = 0

which implies Π ′(A|B) = 0 and Π
′
(A|B) = 1. If Π ′(B) = 1, then every solution

ξ
0

of S0 in (4) is such that maxCr⊆B ξ0r = 1 and then Π ′(A|B) = Π ′(A ∧ B)
and Π

′
(A|B) = Π

′
(A ∧ B). On the remaining cases, every solution ξ

0
of S0

in (4) is such that 0 < maxCr⊆B ξ0r ≤ 1, thus the minimum value is obtained
choosing a solution ξ

0
, that always exists, such that maxCr⊆A∧B ξ0r = Π ′(A∧B)

and maxCr⊆Ac∧B ξ0r = Π
′
(Ac ∧ B), which implies Π ′(A|B) = Π

′
(A ∧ B) �

max{Π ′
(A ∧ B),Π ′(Ac ∧ B)}. Analogous considerations hold for Π

′
(A|B).

Both for T equal to the minimum and a strict t-norm, consider the largest
class of full T -conditional possibilities on A having (Π ′,Π

′
) as envelopes, which

is defined as P ′ = {Π ′ ∈ T -CCohe(A × A0) : Π ′ ≤ Π ′ ≤ Π
′}. By results in

[11,15] it follows that, for every A|B ∈ A×A0, the projection set projA|B(P ′) is
a non-empty closed interval. This leads to a differentiation with classical frame-
work [5] where, for T = min, the connectedness of the set of possibility values
for A|B was not guaranteed. This problem, as already pointed out in [10], is
essentially due to the imposition of the minimum specificity principle [19] in
conditioning.

Example 1. Take the set of events E = {A,B,C,D} where C = A ∧ B and D =
Bc, together with the coherent T -conditional possibility envelopes (where T is any
continuous t-norm): (Π(A) = 0.2,Π(A) = 1), (Π(B) = 0.3,Π(B) = 1), (Π(C) =
0.1,Π(C) = 1) and (Π(D) = 0.5,Π(D) = 0.6). The set of atoms generated by E
is CA = {C1, C2, C3, C4} with C1 = A ∧ Bc ∧ Cc ∧ Dc, C2 = A ∧ B ∧ C ∧ Dc,
C3 = Ac ∧ B ∧ Cc ∧ Dc and C4 = Ac ∧ Bc ∧ Cc ∧ D.

Both forT = minor a strict t-norm, the natural extension onCA×{Ω} gives rise
to the “unconditional” distribution envelopes on the left, while taking B = C2∨C3

we obtain the “updated” distribution envelopes on CA×{B} reported on the right:

5 Coherent Interval-Based Possibilistic Logic

Let Σ = {σ1, . . . , σm} be a finite set of propositional variables and L
∗ be

the propositional language generated by Σ, through ∧, ∨ and c. Let Γ =
{γ1, . . . , γt} ⊂ L

∗ be a propositional theory which, as usual, contains formu-
las intended as “assertions”: assume Γ is satisfiable (i.e.,

∧t
i=1 γi is satisfiable).

The theory Γ is used to define a congruence relation ≡Γ on L
∗, setting, for every

ψ1, ψ2 ∈ L
∗,

ψ1 ≡Γ ψ2 if and only if
t∧

i=1

γi |= (ψc
1 ∨ ψ2) ∧ (ψc

2 ∨ ψ1).
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The Γ -Lindembaum algebra A = L
∗
/≡Γ

(see, e.g., [24]) is a finite Boolean algebra
whose elements are equivalence classes [ψ]≡Γ

’s that can be identified with events
E’s. Notice that formulas in Γ correspond to a set of logical constraints and if Γ
is empty, then A reduces to the usual Lindembaum algebra on m propositional
variables which is isomorphic to a free Boolean algebra with m generators.

Given Σ, L∗ and Γ , an imprecise possibilistic knowledge base is a finite family
of triples

{(ψi, ai, bi) : ψi ∈ L
∗, 0 ≤ ai ≤ bi ≤ 1, i = 1, . . . , n},

that determines, via the congruence ≡Γ , the envelopes assessment

{(Π(Ei) = ai,Π(Ei) = bi) : Ei = [ψi]≡Γ
, 0 ≤ ai ≤ bi ≤ 1, i = 1, . . . , n}.

If the functions (Π,Π) are coherent T -conditional possibility envelopes (with
T = min or strict), then we can compute their natural extension to the whole
A × A0, as seen in Sect. 4. Recall that the set of atoms CA = {C1, . . . , Cp} of
the Boolean algebra A is in bijection with the set of truth assignments on Σ
satisfying the theory Γ . In particular, the natural extension procedure allows to
compute the possibility distribution envelopes generated by (Π,Π)

{(Π ′(Cr),Π
′
(Cr)) : r = 1, . . . , p},

and, fixed H ∈ A0, the “updated” possibility distribution envelopes

{(Π ′(Cr|H),Π
′
(Cr|H)) : r = 1, . . . , p}.

The discussion carried on in Sect. 4 allows to interpret the coherent T -conditional
possibility envelopes above as interval-based constraints.

Notice that the introduction of logical constraints through the theory Γ
allows to distinguish between “structural zeroes” from “believed zeroes”, where
the latter are due only to lack of information and can be, therefore, “updated”
if new information is acquired. This is explained in detail in [13] where a study
of entailment and the axiomatization of System P are faced in the precise case.
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Abstract. We generalize, in the setting of coherence, the notions of
conjunction and disjunction of two conditional events to the case of n
conditional events. Given a prevision assessment on the conjunction of
two conditional events, we study the set of coherent extensions for the
probabilities of the two conditional events. Then, we introduce by a pro-
gressive procedure the notions of conjunction and disjunction for n con-
ditional events. Moreover, by defining the negation of conjunction and
of disjunction, we show that De Morgan’s Laws still hold. We also show
that the associative and commutative properties are satisfied. Finally,
we examine in detail the conjunction for a family F of three conditional
events. To study coherence of prevision for the conjunction of the three
conditional events, we need to consider the coherence for the prevision
assessment on each conditional event and on the conjunction of each pair
of conditional events in F .

Keywords: Conditional events · Conditional random quantities · Con-
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1 Introduction

In probability theory and in probability logic a relevant problem, largely dis-
cussed by many authors (see, e.g., [2,6,16]), is that of suitably defining logical
operations among conditional events. In [17] it has been proposed a theory for
the compounds of conditionals which has been suitably framed in the setting
of coherence in [11,12,15]. In these papers, conjunction and disjunction of two
conditional events in general are not conditional events but conditional random
quantities. Moreover, the coherent extensions of a probability assessment (x, y)
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on two conditional events {A|H,B|K} to their conjunction (A|H) ∧ (B|K) and
their disjunction (A|H) ∨ (B|K) has been studied. In this paper we generalize
the notions of conjunction and disjunction of two conditional events to the case
of n conditional events. After some preliminary notions and results, in Sect. 3
we study the set of coherent extensions for the probabilities of two conditional
events, given the prevision of their conjunction. In Sect. 4 we introduce, in a
progressive way, the notions of conjunction and disjunction for n conditional
events; we also define the negation of conjunction disjunction; then we show that
De Morgan’s Laws are satisfied. We define the notion of conjunction (resp., dis-
junction) for the conjunctions (resp., disjunctions) associated with two families
of conditional events, by showing then the validity of commutative and asso-
ciative properties. In Sect. 5 we examine in detail the conjunction for a family
of three conditional events E1|H1, E2|H2, E3|H3. We also consider the relation
between the notion of conjunction and the notion of quasi-conjunction studied in
[1]; see also [13,14]. In Sect. 6 we determine the set of coherent prevision assess-
ments on the whole family {E1|H1, E2|H2, E3|H3, (E1|H1) ∧ (E2|H2), (E1|H1) ∧
(E3|H3), (E2|H2) ∧ (E3|H3), (E1|H1) ∧ (E2|H2) ∧ (E3|H3)}. In Sect. 7 we give a
summary of results. We remark that, due to the lack of space, some aspects on
De Morgan’s Laws and on disjunction are not illustrated in detail.

2 Some Preliminaries

In this section we recall some basic notions and results on coherence for condi-
tional prevision assessments. In our approach an event A represents an uncertain
fact described by a (non ambiguous) logical proposition; hence we look at A as a
two-valued logical entity which can be true (T ), or false (F ). The indicator of A,
denoted by the same symbol, is a two-valued numerical quantity which is 1, or 0,
according to whether A is true, or false. The sure event is denoted by Ω and the
impossible event is denoted by ∅. Moreover, we denote by A ∧ B, or simply AB,
(resp., A ∨ B) the logical conjunction (resp., logical disjunction). The negation
of A is denoted A. Given any events A and B, we simply write A ⊆ B to denote
that A logically implies B, that is AB is the impossible event ∅. We recall that n
events are logically independent when the number m of constituents, or possible
worlds, generated by them is 2n (in general m ≤ 2n). Given two events A and
H, with H �= ∅, the conditional event A|H is defined as a three-valued logical
entity which is true if AH is true, false if AH is true, and void if H is false.

Coherent Conditional Prevision Assessments. We recall below the notion of
coherence (see, e.g., [3–5,7,9,15,21]). Given a prevision function P defined on an
arbitrary family K of finite c.r.q.’s, consider a finite subfamily Fn = {Xi|Hi, i ∈
Jn} ⊆ K, where Jn = {1, . . . , n}, and the vector Mn = (μi, i ∈ Jn), where
μi = P(Xi|Hi) is the assessed prevision for the c.r.q. Xi|Hi. With the pair
(Fn,Mn) we associate the random gain G =

∑
i∈Jn

siHi(Xi − μi); moreover,
we set Hn = H1∨· · ·∨Hn and we denote by GHn

the set of values of G restricted
to Hn. Then, using the betting scheme of de Finetti, we have
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Definition 1. The function P defined on K is coherent if and only if, ∀n ≥ 1,
∀ Fn ⊆ K, ∀ s1, . . . , sn ∈ R, it holds that: min GHn

≤ 0 ≤ max GHn
.

Given a family Fn = {X1|H1, . . . , Xn|Hn}, for each i ∈ Jn we denote by
{xi1, . . . , xiri} the set of possible values for the restriction of Xi to Hi; then,
for each i ∈ Jn and j = 1, . . . , ri, we set Aij = (Xi = xij). Of course, for
each i ∈ Jn, the family {Hi, AijHi , j = 1, . . . , ri} is a partition of the sure
event Ω, with AijHi = Aij ,

∨ri
j=1 Aij = Hi. Then, the constituents generated

by the family Fn are (the elements of the partition of Ω) obtained by expanding
the expression

∧
i∈Jn

(Ai1 ∨ · · · ∨ Airi ∨ Hi). We set C0 = H1 · · · Hn (it may
be C0 = ∅); moreover, we denote by C1, . . . , Cm the constituents contained in
Hn = H1 ∨ · · · ∨ Hn. Hence

∧
i∈Jn

(Ai1 ∨ · · · ∨ Airi ∨ Hi) =
∨m

h=0 Ch. With
each Ch, h ∈ Jm, we associate a vector Qh = (qh1, . . . , qhn), where qhi = xij

if Ch ⊆ Aij , j = 1, . . . , ri, while qhi = μi if Ch ⊆ Hi; with C0 it is associated
Q0 = Mn = (μ1, . . . , μn). Denoting by In the convex hull of Q1, . . . , Qm, the
condition Mn ∈ In amounts to the existence of a vector (λ1, . . . , λm) such that:∑

h∈Jm
λhQh = Mn ,

∑
h∈Jm

λh = 1 , λh ≥ 0 , ∀h; in other words, Mn ∈ In is
equivalent to the solvability of the system (Σ), associated with (Fn,Mn),

(Σ)
∑

h∈Jm
λhqhi = μi , i ∈ Jn ;

∑
h∈Jm

λh = 1;λh ≥ 0 , h ∈ Jm. (1)

Given the assessment Mn = (μ1, . . . , μn) on Fn = {X1|H1, . . . , Xn|Hn}, let S
be the set of solutions Λ = (λ1, . . . , λm) of system (Σ) defined in (1). Then,
assuming the system (Σ) solvable, that is S �= ∅, we define:

I0 = {i : max
Λ∈S

∑

h:Ch⊆Hi

λh = 0}, F0 = {Xi|Hi , i ∈ I0}, M0 = (μi, i ∈ I0). (2)

Then, the following theorem can be proved ([3, Theorem 3])

Theorem 1 [Operative characterization of coherence]. A conditional prevision
assessment Mn = (μ1, . . . , μn) on the family Fn = {X1|H1, . . . , Xn|Hn} is
coherent if and only if the following conditions are satisfied:

(i) the system (Σ) defined in (1) is solvable;
(ii) if I0 �= ∅, then M0 is coherent.

By following the approach given in [8,11,12,15] a conditional random quantity
X|H can be seen as the random quantity XH + μH, where μ = P(X|H). In
particular A|H can be interpreted as AH +xHc, where x = P (A|H). Moreover,
the negation of A|H is defined as A|H = 1 − A|H = A|H. Coherence can be
characterized in terms of proper scoring rules ([4,10]), which can be related to
the notion of entropy in information theory ([18,19]).

Quasi conjunction, conjunction and disjunction of two conditional events. The
notion of quasi conjunction plays an important role in nonmonotonic reason-
ing. In particular for two conditional events A|H,B|K the quasi conjunction
QC(A|H,B|K) is the following conditional event

QC(A|H,B|K) = min {H ∨ A,K ∨ B} | (H ∨ K) = [(H ∨ A) · (K ∨ B)] | (H ∨ K). (3)
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Note that: QC(A|H,B|K) is true, when a conditional event is true and the
other one is not void; QC(A|H,B|K) is false, when a conditional event is false;
QC(A|H,B|K) is void, when H∨K is false. In other words, the quasi conjunction
is the conjunction of the two material conditionals H ∨ A, K ∨ B given the
disjunction of the conditioning events H,K.

If we replace in formula (3) the material conditionals H ∨ A, K ∨ B by the
conditional events A|H,B|K we obtain the following [12].

Definition 2. Given any pair of conditional events A|H and B|K, with
P (A|H) = x, P (B|K) = y, we define their conjunction as the conditional ran-
dom quantity (A|H) ∧ (B|K) = Z | (H ∨ K), where Z = min {A|H,B|K}, and
their disjunction as (A|H)∨(B|K) = W | (H∨K), where W = max {A|H,B|K}.

Based on the betting scheme, (A|H) ∧ (B|K) can be seen as the random
quantity 1 ·AHBK +x ·HBK +y ·AHK +z ·HK, where z = P[(A|H)∧ (B|K)].
Moreover, (A|H) ∨ (B|K) can be seen as the random quantity 1 · AH ∨ BK +
x · HBK + y · AHK + w · HK, where w = P[(A|H) ∨ (B|K)]. We also recall the
following result ([15, Theorem 7]):

Theorem 2. Given any coherent assessment (x, y) on {A|H,B|K}, with
A,H,B, K logically independent, H �= ∅,K �= ∅, the extension z = P[(A|H) ∧
(B|K)] is coherent if and only if the following Fréchet-Hoeffding bounds are
satisfied: max{x + y − 1, 0} = z′ ≤ z ≤ z′′ = min{x, y}.

3 Inference from (A|H) ∧ (B|K) to {A|H,B|K}
In this section, given a coherent assessment z = P((A|H) ∧ (B|K)), we find the
set of coherent extensions (x, y) on {A|H,B|K} of the assessment z.

Theorem 3. Given any prevision assessment z on (A|H) ∧ (B|K), with z ∈
[0, 1], with A,H,B,K logically independent, the extension x = P (A|H), y =
P (B|K) is coherent iff (x, y) ∈ Tz = {(x, y) : x ∈ [z, 1], y ∈ [z, 1 + z − x]}.

Proof. We recall that, by logical independence of A,H,B,K, the assessment
(x, y) is coherent for every (x, y) ∈ [0, 1]2. From Theorem 2, the set Π of all
coherent assessment (x, y, z) on {A|H,B|K, (A|H) ∧ (B|K)} is Π = {(x, y, z) :
(x, y) ∈ [0, 1]2,max{x + y − 1, 0} ≤ z ≤ min{x, y}}. We note that

Π = {(x, y, z) : z ∈ [0, 1], x ∈ [z, 1], y ∈ [z, 1 + z − x]} =
= {(x, y, z) : z ∈ [0, 1], (x, y) ∈ Tz}.

Then, (x, y) is a coherent extension of z if and only if (x, y) ∈ Tz.

Remark 1. We observe that, given any z ∈ [0, 1] and defining Πz = {(x, y, z) :
(x, y) ∈ Tz}, it holds that Π =

⋃
z∈[0,1] Πz. The set Π is the tetrahe-

dron with vertices the points (0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 1). Hence, contrar-
ily to the general case, for the family {A|H,B|K, (A|H) ∧ (B|K)} the set of
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coherent prevision assessments Π is convex. Indeed, Π is also the (convex)
set of coherent probability assessment (x, y, z) on the family of unconditional
events {A,B,AB}. We recall that, assuming H ∧ K = ∅, the set of coher-
ent prevision assessments (x, y, z) on {A|H,B|K, (A|H) ∧ (B|K)} is the surface
{(x, y, z) : (x, y) ∈ [0, 1]2, z = xy}, which is a strict non-convex subset of Π (see
[12, Sect. 5]).

4 Conjunction and Disjunction of n Conditional Events

We now define the conjunction and the disjunction of n conditional events
in a progressive way by specifying the possible values of the correspond-
ing conditional random quantities. Given a family of n conditional events
F = {E1|H1, . . . , En|Hn}, we denote by C0, C1, . . . , Cm, with m + 1 ≤ 3n,
the constituents associated with F , where C0 = H1H2 · · · Hn. With each Ch,
h = 1, 2, . . . ,m, we associate a tripartition (S′

h, S′′
h , S′′′

h ) of the set {1, . . . , n},
such that, for each i ∈ {1, . . . , n} it holds that: i ∈ J ′

h, or i ∈ S′′
h , or i ∈ S′′′

h ,
according to whether Ch ⊆ EiHi, or Ch ⊆ EiHi, or Ch ⊆ Hi. In other words,
for each h = 1, 2, . . . ,m, we have

S′
h = {i : Ch ⊆ EiHi}, S′′

h = {i : Ch ⊆ EiHi}, S′′′
h = {i : Ch ⊆ Hi}.

Definition 3 (Conjunction of n conditionals). Let be given a family of n
conditional events F = {E1|H1, . . . , En|Hn}. For each non-empty subset S of
{1, . . . , n}, let xS be a prevision assessment on

∧
i∈S(Ei|Hi). Then, the conjunc-

tion C(F) = (E1|H1) ∧ · · · ∧ (En|Hn) is defined as

Z|(H1 ∨ · · · ∨ Hn) =
∑m

h=0 zhCh, where zh =

⎧
⎨

⎩

1, if S′
h = {1, . . . , n},

0, if S′′
h �= ∅,

xS′′′
h

, if S′′
h = ∅ and S′′′

h �= ∅.
(4)

As shown by (4), the conjunction (E1|H1) ∧ · · · ∧ (En|Hn) assumes one of the
following possible values: 1, when every conditional event is true; 0, when at
least one conditional event is false; xS , when the conditional event Ei|Hi is void,
for every i ∈ S, and is true for every [20] i /∈ S.

Remark 2. We observe that to introduce the random quantity defined by formula
(4) we need to specify the prevision assessments xS for every S ⊆ {1, 2, . . . , n}. In
particular, when the conditioning events H1, . . . , Hn are all false, i.e. C0 is true,
the associated tripartition is (S′

0, S
′′
0 , S′′′

0 ) = (∅, ∅, {1, 2, . . . , n}) and the value of
the conjunction C(F) is its prevision xS′′′

0
= P[C(F)]. Moreover, we observe that

the set of the constituents {C0, . . . , Cm} associated with F is invariant with
respect to any permutation of the conditional events in F . Then, the opera-
tion of conjunction introduced by Definition 3 is invariant with respect to any
permutation of the conditional events in F .
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Definition 4. Given two finite families of conditional events F ′ and F ′′, based
on Definition 3, we set C(F ′) ∧ C(F ′′) = C(F ′ ∪ F ′′).

Remark 3. By Definitions 3 and 4, the operation of conjunction is associative
and commutative. Moreover, we observe that (A|H) ∧ (A|H) = A|H.

Given a family of n conditional events F = {E1|H1, . . . , En|Hn}, we denote by F
the family {E1|H1, . . . , En|Hn}. We also define the negation of the conjunction
as C(F) = 1 − C(F).

Definition 5 (Disjunction of n conditionals). Let be given a family of n
conditional events F = {E1|H1, . . . , En|Hn}. Morever, for each non-empty sub-
set S of {1, . . . , n}, let yS be a prevision assessment on

∨
i∈S(Ei|Hi).

Then, the disjunction D(F) = (E1|H1) ∨ · · · ∨ (En|Hn) is defined as the
following conditional random quantity

W |(H1 ∨ · · · ∨ Hn) =
∑m

h=0 whCh, where wh =

⎧
⎨

⎩

1, if S′
h �= ∅,

0, if S′′
h = {1, 2, . . . , n},

yS′′′
h

, if S′
h = ∅ and S′′′

h �= ∅.
(5)

Of course, yS′′′
0

= P[
∨n

i=1(Ei|Hi)]. As shown by (5), the disjunction D(F)
assumes one of the following possible values: 1, when at least one conditional
event is true; 0, when every conditional event is false; yS , when the conditional
event Ei|Hi is void, for every i ∈ S, and is false for every i /∈ S.

Remark 4. As it can be easily verified, the random quantities D(F) and C(F)
coincide for a family F of n = 2 conditional events. For n = 3, by Definitions 3
and (5), D(F) and C(F) coincide when H0 = H1 ∨ H2 ∨ H3 is true. Then, the
difference D(F) − C(F ) is zero, when H0 is true, so that P(D(F) − C(F )) = 0
(see also [15, Theorem 4]) and hence P(D(F)) = P(C(F )). Therefore D(F) also
coincides with C(F) when H0 is false, so that D(F) = C(F) for n = 3. Thus, by
applying a similar reasoning, it can be proved by induction that D(F) = C(F) for
n > 3. Moreover, by defining D(F) = 1−D(F), it also holds that C(F) = D(F).
Therefore, De Morgan’s Laws still hold.

Definition 1. Given two finite families of conditional events F ′ and F ′′, based
on Definition 5, we set D(F ′) ∨ D(F ′′) = D(F ′ ∪ F ′′).

Remark 5. By Definition 1, one has (1−C(F ′))∨(1−C(F ′′)) = D(F ′)∨D(F ′′) =
D(F ′ ∪ F ′′) = 1 − C(F ′ ∪ F ′′). By Definitions 5 and 1, disjunction is associative
and commutative. Moreover, we observe that (A|H) ∨ (A|H) = A|H.
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5 Conjunction of Three Conditional Events

In this section we develop our analysis for the conjunction of three conditional
events. Given a family of three conditional events F = {E1|H1, E2|H2,E3|H3},
we set P (Ei|Hi) = xi, i = 1, 2, 3, P[(Ei|Hi) ∧ (Ej |Hj)] = xij = xji, i �= j, and
x123 = P[Z|(H1 ∨ H2 ∨ H3)]. Then, by Definition 3, the conjunction C(F) =
(E1|H1) ∧ (E2|H2) ∧ (E3|H3) is the conditional random quantity

C(F) = Z|(H1 ∨ H2 ∨ H3) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1, if E1H1E2H2E3H3 is true

0, if E1H1 ∨ E2H2 ∨ E3H3 is true,

x1, if H1E2H2E3H3 is true,

x2, if H2E1H1E3H3 is true,

x3, if H3E1H1E2H2 is true,

x12, if H1H2E3H3 is true,

x13, if H1H3E2H2 is true,

x23, if H2H3E1H1 is true,

x123, if H1H2H3 is true.

(6)

Remark 6. Notice that in the betting scheme x123 is the quantity to be
paid in order to receive Z|(H1 ∨ H2 ∨ H3). Assuming that the assessment
(x1, x2, x3, x12, x13, x23) on {E1|H1, E2|H2, E3|H3, (E1|H1)∧ (E2|H2), (E1|H1)∧
(E3|H3), (E2|H2) ∧ (E3|H3)} is coherent, we are interested in finding the val-
ues x123 which are coherent extension of (x1, x2, x3, x12, x13, x23). Of course, as
xi ∈ [0, 1], i = 1, 2, 3, and xij ∈ [0, 1], i �= j, a necessary condition for coherence
is x123 ∈ [0, 1].

From Remarks 2 and 3 the conjunction C(F) = (E1|H1)∧(E2|H2)∧(E3|H3))
is invariant with respect to any given permutation (i1, i2, i3) of (1, 2, 3). More-
over, it holds that [(Ei1 |Hi1) ∧ (Ei2 |Hi2)) ∧ (Ei3 |Hi3) = Z|(H1 ∨ H2 ∨ H3), for
any permutation (i1, i2, i3) of (1, 2, 3).

Remark 7. We recall that if xi = xj = 1, then Ei|Hi ∧ Ej |Hj = QC(Ei|Hi,
Ej |Hj), and coherence requires that xij = 1 [12]. If xi = 1, i = 1, 2, 3, from
Theorem 2 it follows that xij = 1 for each i �= j and (as we will show later) x123 =
1. We recall that the quasi conjunction of n conditional events E1|H1, . . . , En|Hn

is the conditional event QC(E1|H1, . . . , En|Hn) = (
∧n

i=1(Hi∨EiHi))
∣
∣
∣(

∨n
i=1 Hi),

with P (QC(E1|H1, . . . , En|Hn)) = 1 when xi = 1, i = 1, . . . , n. Then, from (6),
if xi = 1, i = 1, . . . , n, it holds that

(E1|H1) ∧ (E2|H2) ∧ (E3|H3) =

3∧

i=1

(Hi ∨ EiHi)
∣
∣
∣

3∨

i=1

Hi = QC(E1|H1, E2|H2, E3|H3).

More in general: (E1|H1) ∧ (E2|H2) ∧ (E3|H3) ≤ QC(E1|H1, E2|H2, E3|H3), so
that: P((E1|H1) ∧ (E2|H2) ∧ (E3|H3)) ≤ P (QC(E1|H1, E2|H2, E3|H3)).
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6 Set of Coherent Assessments

Based on Sect. 2, we determine the set Π of all coherent assessments
M = (x1, x2, x3, x12, x13, x23, x123) on F = {E1|H1, E2|H2, E3|H3, (E1|H1) ∧
(E2|H2), (E1|H1)∧ (E3|H3), (E2|H2)∧ (E3|H3), (E1|H1) ∧ (E2|H2) ∧ (E3|H3)}.
We assume that E1, E2, E3,H1,H2,H3 are logically independent. The con-
stituents Ch’s and the points Qh’s associated with (F ,M) are illustrated in

Table 1. Constituents Ch’s and corresponding points Qh’s associated with
(F , M), where M = (x1, x2, x3, x12, x13, x23, x123) is a prevision assessment
on F = {E1|H1, E2|H2, E3|H3, (E1|H1) ∧ (E2|H2), (E1|H1) ∧ (E3|H3), (E2|H2) ∧
(E3|H3), (E1|H1) ∧ (E2|H2) ∧ (E3|H3)}.

Ch Qh

C1 E1H1E2H2E3H3 1 1 1 1 1 1 1 Q1

C2 E1H1E2H2E3H3 1 1 0 1 0 0 0 Q2

C3 E1H1E2H2H3 1 1 x3 1 x3 x3 x3 Q3

C4 E1H1E2H2E3H3 1 0 1 0 1 0 0 Q4

C5 E1H1E2H2E3H3 1 0 0 0 0 0 0 Q5

C6 E1H1E2H2H3 1 0 x3 0 x3 0 0 Q6

C7 E1H1H2E3H3 1 x2 1 x2 1 x2 x2 Q7

C8 E1H1H2E3H3 1 x2 0 x2 0 0 0 Q8

C9 E1H1H2H3 1 x2 x3 x2 x3 x23 x23 Q9

C10 E1H1E2H2E3H3 0 1 1 0 0 1 0 Q10

C11 E1H1E2H2E3H3 0 1 0 0 0 0 0 Q11

C12 E1H1E2H2H3 0 1 x3 0 0 x3 0 Q12

C13 E1H1E2H2E3H3 0 0 1 0 0 0 0 Q13

C14 E1H1E2H2E3H3 0 0 0 0 0 0 0 Q14

C15 E1H1E2H2H3 0 0 x3 0 0 0 0 Q15

C16 E1H1H2E3H3 0 x2 1 0 0 x2 0 Q16

C17 E1H1H2E3H3 0 x2 0 0 0 0 0 Q17

C18 E1H1H2H3 0 x2 x3 0 0 x23 0 Q18

C19 H1E2H2E3H3 x1 1 1 x1 x1 1 x1 Q19

C20 H1E2H2E3H3 x1 1 0 x1 0 0 0 Q20

C21 H1E2H2H3 x1 1 x3 x1 x13 x3 x13 Q21

C22 H1E2H2E3H3 x1 0 1 0 x1 0 0 Q22

C23 H1E2H2E3H3 x1 0 0 0 0 0 0 Q23

C24 H1E2H2H3 x1 0 x3 0 x13 0 0 Q24

C25 H1H2E3H3 x1 x2 1 x12 x1 x2 x12 Q25

C26 H1H2E3H3 x1 x2 0 x12 0 0 0 Q26

C0 H1H2H3 x1 x2 x3 x12 x13 x23 x123 Q0
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Table 1. Denoting by I the convex hull generated by Q1, Q2, . . . , Q26, the coher-
ence of the prevision assessment M on F requires that the condition P ∈ I be
satisfied; this amounts to the solvability of the following system

(Σ) M =
∑26

h=1 λhQh,
∑26

h=1 λh = 1, λh ≥ 0, h = 1, . . . , 26.

We observe that

Q3 = x3Q1 + (1 − x3)Q2, Q6 = x3Q4 + (1 − x3)Q5,
Q7 = x2Q1 + (1 − x2)Q4, Q8 = x2Q2 + (1 − x2)Q5,
Q9 = x23Q1 + (x2 − x23)Q2 + (x3 − x23)Q4 + (x23 − x2 − x3 + 1)Q5,
Q12 = x3Q10 + (1 − x3)Q11, Q15 = x3Q13 + (1 − x3)Q14,
Q16 = x2Q10 + (1 − x2)Q13, Q17 = x2Q11 + (1 − x2)Q14,
Q18 = x23Q10 + (x2 − x23)Q11 + (x3 − x23)Q13 + (x23 − x2 − x3 + 1)Q14,
Q19 = x1Q1 + (1 − x1)Q10, Q20 = x1Q2 + (1 − x1)Q11,
Q21 = x13Q1 + (x1 − x13)Q2 + (x3 − x13)Q10 + (x13 − x1 − x3 + 1)Q11,
Q22 = x1Q4 + (1 − x1)Q13, Q23 = x1Q5 + (1 − x1)Q14,
Q24 = x13Q4 + (x1 − x13)Q5 + (x3 − x13)Q13 + (x13 − x1 − x3 + 1)Q14,
Q25 = x12Q1 + (x1 − x12)Q4 + (x2 − x12)Q10 + (x12 − x1 − x2 + 1)Q13,
Q26 = x12Q2 + (x1 − x12)Q5 + (x2 − x12)Q11 + (x12 − x1 − x2 + 1)Q14.

Thus, I coincides with the convex hull of the points Q1, Q2, Q4, Q5,
Q10, Q11, Q13, Q14. For the sake of simplicity, we set: Q′

1 = Q1, Q
′
2 = Q2, Q

′
3 =

Q4, Q
′
4 = Q5, Q′

5 = Q10, Q
′
6 = Q11, Q

′
7 = Q13, Q

′
8 = Q14. Then, the condition

M ∈ I amounts to the solvability of the following system

(Σ′) M =
∑8

h=1 λ′
hQ′

h,
∑8

h=1 λ′
h = 1, λ′

h ≥ 0, h = 1, . . . , 8

that is

(Σ′)

⎧
⎨

⎩

λ′
1 + λ′

2 + λ′
3 + λ′

4 = x1, λ′
1 + λ′

2 + λ′
5 + λ′

6 = x2, λ′
1 + λ′

3 + λ′
5 + λ′

7 = x3,
λ′
1 + λ′

2 = x12, λ′
1 + λ′

3 = x13, λ′
1 + λ′

5 = x23, λ′
1 = x123,∑8

h=1 λ′
h = 1, λ′

h ≥ 0, h = 1, 2, . . . , 8.

System (Σ′) can be written as

(Σ′)

⎧
⎨

⎩

λ′
1 = x123, λ′

2 = x12 − x123, λ′
3 = x13 − x123, λ′

4 = x1 − x12 − x13 + x123,
λ′
5 = x23 − x123, λ′

6 = x2 − x12 − x23 + x123, λ′
7 = x3 − x13 − x23 + x123,

λ′
8 = 1 − x1 − x2 − x3 + x12 + x13 + x23 − x123, λ′

h ≥ 0, h = 1, 2, . . . , 8.

As it can be verified, by non-negativity of λ′
1, . . . , λ

′
8 it follows that (Σ′) is

solvable (with a unique solution) if and only if
{

x123 ≥ x′
123 = max{0, x12 + x13 − x1, x12 + x23 − x2, x13 + x23 − x3},

x123 ≤ x′′
123 = min{x12, x13, x23, 1 − x1 − x2 − x3 + x12 + x13 + x23},

(7)
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or, in a more explicit way, if and only if
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(x1, x2, x3) ∈ [0, 1]3,
max{x1 + x2 − 1, x13 + x23 − x3, 0} ≤ x12 ≤ min{x1, x2},
max{x1 + x3 − 1, x12 + x23 − x2, 0} ≤ x13 ≤ min{x1, x3},
max{x2 + x3 − 1, x12 + x13 − x1, 0} ≤ x23 ≤ min{x2, x3},
1 − x1 − x2 − x3 + x12 + x13 + x23 ≥ 0,
x123 ≥ max{0, x12 + x13 − x1, x12 + x23 − x2, x13 + x23 − x3},
x123 ≤ min{x12, x13, x23, 1 − x1 − x2 − x3 + x12 + x13 + x23},

(8)

Moreover, assuming (Σ′) solvable, with the solution (λ′
1, . . . , λ

′
8), we associate

the vector (λ1, λ2, . . . , λ26), with λ1 = λ′
1, λ2 = λ′

2, λ4 = λ′
3, λ5 = λ′

4, λ10 =
λ′

5, λ11 = λ′
6, λ13 = λ′

7, λ14 = λ′
8, λh = 0, h /∈ {1, 2, 4, 5, 10, 11, 13, 14}, which

is a solution of (Σ). Moreover, defining J = {1, 2, 4, 5, 10, 11, 13, 14}, it holds
that

∨
h∈J Ch = H1 ∧ H2 ∧ H3. Therefore,

∑
h∈J λh =

∑
h:Ch⊆H1H2H3

λh =
1 and hence

∑
h:Ch⊆Hi

= 1, i = 1, 2, 3,
∑

h:Ch⊆Hi∨Hj
= 1, i �= j,

∑
h:Ch⊆H1∨H2∨H3

= 1; thus, by (2), I0 = ∅. Then, by Theorem 1, the solvability
of (Σ) is also sufficient for the coherence of M. Finally, Π is the set of conditional
prevision assessments (x1, x2, x3, x12, x13, x23, x123) which satisfy the conditions
in (8). In particular for any coherent assessment (x1, x2, x3, x12, x13, x23) the
extension x123 on (E1|H1)∧ (E2|H2)∧ (E3|H3) is coherent iff x123 ∈ [x′

123, x
′′
123],

where x′
123, x

′′
123 are defined in (7).

7 Conclusions

We generalized the notions of conjunction and disjunction of two conditional
events to the case of n conditional events. We also introduced the notion of
negation and we showed that De Morgan’s Laws still hold. We also showed
that the associative and commutative properties are satisfied. We considered
the relation between conjunction and quasi-conjunction. Moreover, we studied
the set of coherent extensions for the probabilities of two conditional events,
given the prevision assessment on their conjunction. Finally, we examined the
details of the operation of conjunction for three conditional events. The study
of the coherence for the prevision of the conjunction required to consider the
coherence for the whole set of prevision assessments on each conditional event
and on the conjunction of each pair of conditional events. The results given in
Sects. 5 and 6 will be extended to disjunction in a future work.

Acknowledgments. We thank DFG, FMSH, and Villa Vigoni for supporting joint
meetings at Villa Vigoni where parts of this work originated (Project: “Human Ratio-
nality: Probabilistic Points of View”).
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Abstract. Crowdsourcing, in particular microtasking is now a pow-
erful concept used by employers in order to obtain answers on tasks
hardly handled by automated computation. These answers are provided
by human employees and then combined to get a final answer. Never-
theless, the quality of participants in microtasking platforms is often
heterogeneous which makes results imperfect and thus not fully reliable.
To tackle this problem, we propose a new approach of label aggrega-
tion based on gold standards under the belief function theory. This lat-
ter provides several tools able to represent and even combine imperfect
information. Experiments conducted on both simulated and real world
datasets show that our approach improves results quality even with a
high ratio of bad workers.

Keywords: Crowdsourcing · Gold standards · Belief function theory ·
Error rate · Label aggregation

1 Introduction

Crowdsourcing has attracted a big interest in recent years due to its capacity
to distribute work to a large number of people in order to get advantage of
the crowd efforts. Crowdsourcing first coined in 2006 in [1] has different forms
depending on the type of work. The most known form is called microtasking
and has been used in the market to perform through a platform a high variety
of small tasks that are hard to be computerized. The problem is microtasking
systems is the low results quality caused essentially by the quality of workers. In
fact, a worker reliability depends on many factors such as skills, knowledge and
motivations. As a basic solution, assigning a task to many workers also called
redundancy was proposed by many microtasking platforms. Since this leads to
having multiple answers, several methods [7,10,13] addressed the problem of
label aggregation. However, answers might be unreliable.

In this paper, we propose a novel approach of label aggregation based on
the belief function theory. This theory allows the combination of many pieces of
information besides of taking into account the reliability of the various sources
providing them. In [14], the belief function theory was also used successfully in a
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 97–106, 2017.
DOI: 10.1007/978-3-319-60045-1 12
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crowdsourcing environment. Indeed, authors apply the theory of belief function
in order to determine a reliable method of identifying experts. Based on the
belief model of the workers’ labels, they calculate a global degree (including an
exactitude and a precision degree) to characterize the expertise level of each
labeler.

In this paper, our approach offers a plenary framework that aggregates label
besides of calculating and integrating workers expertise based on gold standards
(i.e. questions which answers are known by the requester).

The rest of this is organised as follows: Sect. 2, provide an overview of the
related works of label aggregation methods. In Sect. 3, we present the fundamen-
tal concepts of the belief function. Section 4 introduces our proposed method.
Experimentation evaluations are discussed in Sect. 5. Finally, we conclude in
Sect. 6.

2 Label Aggregation: Related Works

Many aggregation approaches were proposed in order to improve results quality.
One simple solution is to aggregate answers using the majority voting heuris-
tic method (MV) but the problem is that it considers all workers equally reli-
able. To overcome this problem, the Honeypot (HP) method [7] suggests that
unreliable workers are removed in a preprocessing step. Unreliable workers are
those who fail to answer some number of gold standards. Providing a framework
called Expert Label Injected Crowd Estimation (ELICE), authors in [10] use
gold standards to estimate two parameters, the reliability degree of each worker
by calculating the ratio of his answers which are similar to true labels of gold
standards and the difficulty level of each question is estimated by the number of
workers who correctly answer a given number of the gold questions. These two
parameters are then integrated into the aggregation process.

The Expectation Maximization (EM) method used in [9] generates both label
probabilities and workers levels of expertise iteratively in a sequence of computa-
tional rounds. The Generative Model of Labels Ability and Difficulties (GLAD)
[17] has the same concept as the EM method but it considers both labelers relia-
bility and the question difficulty of every question. As for the Iterative Learning
method [13], it is a sum-product message passing based method that estimates
the workers reliability degree and question difficulty.

These existing approaches do not cope effectively with uncertainty. This
inspired our previous work, the Belief Label Aggregation (BLA) [8], that adopted
the belief function theory to represent and aggregate labels. However, worker
expertise was computed considering majority voting. This makes this method
highly vulnerable against bad labelers.

3 Belief Function Theory

The theory of belief function was first introduced by Dempster in [2] then
described by Shafer in [3] as a model to represent beliefs. Several models have
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been proposed from this theory. One of the most used is the Transferable Belief
Model (TBM) developed by [11] to represent quantified beliefs. It is considered
as a powerful tool dealing with uncertainty and has the ability of representing
several kinds of imperfections.

3.1 Basic Concepts

The frame of discernment Ω is a finite set of exclusive and exhaustive elements
and its power set 2Ω containing hypotheses about some problem domain is
defined by:

2Ω = {A : A ⊆ Ω}. (1)

A basic belief assignment or a mass function mΩ : 2Ω → [0, 1] represents the
degree of belief given to an element A. It affects a real value from [0, 1]. It is
defined as follows: ∑

A⊆Ω

mΩ(A) = 1 (2)

A focal element A is a set of hypothesis with positive mass value (i.e. mΩ (A)
> 0).

In order to express particular situations of imperfection, some special bbas
have been proposed [3]:

– certain bba: in this case a singleton is the only focal element. m({ωi}) = 1 for
one particular element ωi of Ω.

– vacuous bba: Ω is the unique focal element: m(Ω) = 1. This models the case
of total ignorance.

– categorical bba: The bba has a unique focal element A.
– simple support function: The bba focal elements are {A, Ω}.

When combining bbas induced from not fully reliable information sources may
lead to a non informative bba. It is important then to weaken the masses by the
discounting operator also called discount rate α ∈ [0, 1]. Accordingly (1 − α) is
the degree of reliability of the source. Then the discounted bba m becomes:

{
mα(A) = (1 − α) · m(A), ∀ A ⊂ Ω,

mα(Ω) = (1 − α) · m(Ω) + α.
(3)

3.2 Combination Rules

Let m1 and m2 two bbas representing two sources of information and having the
same frame of discernment Ω. There are several combination rules proposed,
each rule has its specificities and its characteristics.

One classical rule is the conjunctive rule of combination. Introduced by Smets
[6], it combines data when sources are considered as distinct and reliable. It is
noted ∩© and defined as follows:

m1 ∩©m2(A) =
∑

B∩C=A

m1(B)m2(C) (4)
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The Dempster’s rule of combination was proposed by [2]. It is equivalent to the
conjunctive rule of combination but it does not support the existence of a mass
on the empty set. It is denoted by ⊕ and defined as follows:

m1 ⊕ m2(C) =

⎧
⎨

⎩

m1 ∩©m2(C)
1 − m1 ∩©m2(∅)

if A 
= ∅,∀ C ⊆ Ω

0 otherwise.
(5)

The Combination With Adapted Conflict (CWAC) rule was introduced in [5]
proposing an adaptive weighting between the conjunctive and Dempster’s rules
denoted by ↔©.

This latter acts as the conjunctive combination when the belief functions are
antonym (opposite), and as the Dempster rule when belief functions are similar
and this adaptation is made possible with a measure of dissimilarity between all
sources.

The notion of dissimilarity is obtained through a distance measure. The Jous-
selme distance [4] is one of the most used in the framework of belief functions.
It is defined as follows:

d(m1,m2) =

√
1
2
(m1 − m2)td(m1 − m2), (6)

where d is the Jaccard index defined by:

d(A,B) =

{
0 if A = B = ∅,
|A∩B|
|A∪B| ∀ A,B ∈ 2Ω .

(7)

The objective of this rule is to identify if at least one of the sources is in
disagreement with the others. This synthesis can be obtained by taking, for
example, the maximal value of all the distances. Accordingly, the value of D can
be defined as:

D = max[d(mi,mj)], (8)

with i ∈ [1, N ] and j ∈ [1, N ] and N is the total number of mass functions. The
combination rule becomes then:

m ↔©(A) = ( ↔©mi)(A) = Dm ∩©(A) + (1 − D)m⊕(A) (9)

3.3 Decision Process

The Transferable Belief Model (TBM) proposed by [11] is composed by the credal
level where evidence is represented by bbas and combined and the pignistic level
where bbas are transformed into pignistic probabilities denoted by BetP and
defined as follows:

BetP({ωi}) =
∑

A⊆Ω

|A ∩ ωi|
|A| · m(A)

(1 − m(∅))
∀ ωi ∈ Ω (10)
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4 GS-BLA: Belief Label Aggregation Based on Gold
Standards

As an attempt to improve the workers expertise estimation due to the unrelia-
bility of the majority voting based method [8] in case of the existence of many
bad labelers, we came up with the idea of integrating some a priori knowledge
in order to make the expertise estimation more accurate. In this context, we
introduce our belief label aggregation approach denoted by GS-BLA. We need
to mention that to keep it simple and to be able to compare properly with other
related work methods, we focused our work on binary labeling but our method
can as well handle multi-class labeling.

4.1 Prelimiraries

Consider a dataset of N questions that are labeled as either positive (+1) or
negative (−1). True label Li of each question is unknown. There are M workers
and the label of the jth worker for the ith question is lij , lij ∈ {−1,1}.

4.2 Gold Standards-Based Belief Label Aggregation

Our method is composed of five steps as follows:
The first step of our proposed approach is the workers’ error rates estimation.

Concretely, the error rate is calculated using a subset of n gold standards (i.e.,
tasks which we know already their answers) from the initial N tasks. These
gold standards (GS) can be obtained by expert labeling. So, we compare gold
standards labels with labelers’ answers on these gold standards and the worker’s
error rate αj is estimated as follows:

αj =
Number of incorrect labels

Number of gold standards
(11)

Example 1. Let us consider the case of three distinct workers giving answers to
four questions. We calculate their error rates αj using (Eq. 11).

We suppose that question one and four are the gold standards and their
relative ground truth (GT) are respectively (−1) and (1). We see that worker
three gave wrong answers on the gold standards. Accordingly, α3 = 2/2 = 1.
Results are reported in Table 1.

Table 1. Example of αj estimation for three workers by GS

Worker (j) Answer (l1j) Answer (l2j) Answer (l3j) Answer (l4j) αj

1 −1 1 1 1 0

2 −1 −1 1 −1 0.5

3 1 1 −1 −1 1

GT −1 X X 1 X
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In the second step, labels are represented under the belief function theory
known for its capacity to model several kinds of imperfection. Thus, each label
will be transformed into a bba mΩ

ij with Ω = {ω1, . . . , ωn}.
In the case of binary labeling, the frame of discernment is Ω = {−1,1}.

Example 2. Let us consider Example 1 and transform the workers’ labels to
question 2 into bbas. Results are shown in Table 2.

Table 2. Example of label transformation

Worker (j) Answer (l2j) bba (m2j)

1 1 m21({1}) = 1

2 −1 m22({−1}) = 1

3 1 m23({1}) = 1

After modelling labels, workers’ error rates are integrated. This third step
consists in weakening each bba by the reliability degree (1−αj) of its correspond-
ing worker using the discounting operation (Eq. 3) and thus bbas are changed
into simple support functions.

Example 3. We consider the bba m22 given by the second worker which discount
rate is equal to 0.5. The discounting operation, will change the initial certain
bba to a simple support function as follows:

mα
22({−1}) = (1 − 0.5) · 1 = 0.5,

mα
22({−1,1}) = 0.5 + (1 − 0.5) · 0 = 0.5

As for the fourth step, we apply the combination with adapted conflict
(CWAC) rule to aggregate discounted labels of all workers (i.e. ↔©mi = mα

i1

↔©mα
i2 ↔© ...mα

ij) as it deals well with conflictual data. In fact, in [12] CWAC
turns up to be more accurate than the conjunctive and Dempster’s rules in
classifier fusion field.

The pignistic probability (BetP ) (Eq. 10) is then applied in the fifth and final
step, and the answer with the greater value is considered as the final decision.

Example 4. Supposing that once aggregating with the CWAC rule we obtain the
following bba for the second question:

m2(∅) = 0.1,m2({−1}) = 0.9

Accordingly, we get the following pignistic probability:

BetP({−1}) = 1 · (0.9 / (1 − 0.1)) = 1,
BetP({1}) = 0

Thus, the label (−1) is chosen as the final decision.
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5 Experimentation and Results

In order to evaluate our Belief Label Aggregation method (GS-BLA) and demon-
strate its efficiency at aggregating labelers’ answers, we conducted experiments
on both synthetic and real world datasets.

5.1 Experimental Protocol

Description of Datasets. In order to evaluate this approach and to be able
to compare it with other methods, we require balanced datasets with complete
data (i.e. where workers labeled all the questions). Therefore, we based our
experiments on two datasets from the UCI repository and a real world dataset.
These latter are described in what follows.

UCI Datasets. We selected from the UCI repository [16] the two following
datasets:

– IRIS: restricted to 2 classes and composed of 100 instances (50 positive and
50 negative)

– Mushroom: has a total of 8124 instances (3916 positive and 4208 negative)

Bluebird dataset. This real world dataset is collected by [15] from the Amazon
mechanical turk platform. In this dataset, 39 workers were given a task with
108 images containing two species of blue birds and were asked if each image
presented at least one Indigo Bunting.

Evaluation Criteria. We evaluate our method according to the two following
criteria:

– Accuracy: The main measure for evaluating aggregation methods is accuracy
defined as the ratio of correctly labeled questions to total questions.

– Robustness to bad labelers: This evaluation is achieved by recording the
accuracy while changing the ratio of bad labelers.

5.2 Experimental Results

Results on UCI Datasets. In this experiment, 20 labelers were simulated for
every instance. We assume that bad labelers make more than 80%. We note that
we randomly selected n instances to be our gold standards. In [10], ELICE set
the number of gold standards for the IRIS dataset to 4 instances and for the
mushroom dataset to 20 instances. We follow the same setup for the GS-BLA
method in order to properly compare to ELICE.

This experiment aims to evaluate the method resistance to bad labelers so we
increased their ratio from 0% to 100% to be able to see its influence on accuracy.

Figure 1 displaying results on the IRIS dataset, shows that GS-BLA keeps
a constant variation of accuracy (an average of 98%) up to 80% bad labelers
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unlike the other methods. ELICE drops from 60% and records a better average
accuracy than MV and BLA but GS-BLA still outperform them all. Figure 2
corresponding to the Mushroom dataset also shows the same observations and
GS-BLA remains the best method. Table 3 presents for the two UCI datasets
the average accuracies when we have more than 40% of bad labelers.

Table 3. Average accuracies of MV, ELICE, BLA and GS-BLA with more than 40%
bad labelers

Dataset MV ELICE BLA GS-BLA

IRIS 0.14 0.6 0.2 0.74

Mushroom 0.2 0.65 0.3 0.8

Results on Bluebird Dataset. To test our method on a real world dataset, we
considered the bluebird dataset [15]. In this experiment, we measured accuracy
of each technique while increasing the number of workers per question.

We note that for ELICE and GS-BLA we limited the number of gold stan-
dards n to 8. In Fig. 3, accuracies (ratio of true estimated labels to total ques-
tions) as function of labelers number are illustrated. Labelers are sampled
randomly 100 times to reduce the noise. Clearly, when the number of work-
ers increases, our method GS-BLA achieves higher accuracies than the other
approaches. Table 4 presents the average accuracies of the compared methods.
It demonstrates that our method outperformed them all in estimation quality
hitting the highest values with an average of 60%.

Table 4. Average accuracies of MV, ELICE, BLA and GS-BLA

Dataset MV ELICE BLA GS-BLA

Bluebird 0.54 0.53 0.56 0.6

Fig. 1. Effects of bad labelers on accu-
racy (IRIS dataset)

Fig. 2. Effects of bad labelers on accuracy
(Mushroom dataset)
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Fig. 3. Accuracies as function of the labelers’ number for Bluebird

6 Conclusion and Future Works

Overall, we show that our method (GS-BLA) achieves highest accuracy and
works strongly against bad labelers. As future works, we intend to improve the
expertise level of workers. We can also consider other correction mechanisms
besides the discounting operation such as the reinforcement operation to better
manage the integration of workers’ reliability.
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5. Lefèvre, E., Elouedi, Z.: How to preserve the confict as an alarm in the combination

of belief functions? Decis. Support Syst. 56, 326–333 (2013)
6. Smets, P.: The combination of evidence in the transferable belief model. IEEE

Trans. Pattern Anal. Mach. Intell. 12(5), 447–458 (1990)
7. Lee, K., Caverlee, J., Webb, S.: The social honeypot project: protecting online

communities from spammers. In: International World Wide Web Conference, pp.
1139–1140 (2010)

8. Abassi, L., Boukhris, I.: Crowd label aggregation under a belief function frame-
work. In: Lehner, F., Fteimi, N. (eds.) KSEM 2016. LNCS, vol. 9983, pp. 185–196.
Springer, Cham (2016). doi:10.1007/978-3-319-47650-6 15

9. Dawid, A.P., Skene, A.M.: Maximum likelihood estimation of observer error-rates
using the EM algorithm. Appl. Stat. 28, 20–28 (2010)

10. Khattak, F.K., Salleb, A.: Quality control of crowd labeling through expert evalu-
ation. In: The Neural Information Processing Systems 2nd Workshop on Compu-
tational Social Science and the Wisdom of Crowds, pp. 27–29 (2011)

11. Smets, P., Mamdani, A., Dubois, D., Prade, H.: Non Standard Logics for Auto-
mated Reasoning, pp. 253–286. Academic Press, London (1988)

http://dx.doi.org/10.1007/978-3-319-47650-6_15


106 L. Abassi and I. Boukhris

12. Trabelsi, A., Elouedi, Z., Lefèvre, E.: Belief function combination: comparative
study within the classifier fusion framework. In: Gaber, T., Hassanien, A.E., El-
Bendary, N., Dey, N. (eds.) AISI 2015. AISC, vol. 407, pp. 425–435. Springer,
Cham (2016). doi:10.1007/978-3-319-26690-9 38

13. Karger, D., Oh, S., Shah, D.: Iterative learning for reliable crowdsourcing systems.
In: Neural Information Processing Systems, pp. 1953–1961 (2011)

14. Ben Rjab, A., Kharoune, M., Miklos, Z., Martin, A.: Characterization of experts
in crowdsourcing platforms. In: Vejnarová, J., Kratochv́ıl, V. (eds.) BELIEF
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giulianella.coletti@unipg.it
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Abstract. De Finetti’s approach of an event of two levels of knowledge
was recently proposed as the model of reference for psychology studies.
We show that de Finetti’s qualitative probability framework seems to be
“natural” to children aged from 3 to 4 as well as to account for children’s
heuristic approach to probabilistic reasoning.
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1 Introduction

In the last years, the study of psychology of reasoning has been overthrown by
replacing the model of reference of formal logic with the Bayesian model (seen
as a probabilistic logic) for coping with deductive inferences under uncertainty
(supposed to be applicable to real life). Inside the literature concerning this “new
paradigm” for the psychology of reasoning, a convergence toward a common
accepted standard Bayesian approach is still lacking (see, e.g., [1]).

In this paper we maintain that the subjective interpretation theorized by
de Finetti [8] is the most appropriate model to be considered as a reference
in psychological reasoning. First of all, this theory naturally encodes the same
objective of the “new paradigm” of reasoning, that is to represent and manage
the subjective probability evaluations of individuals [2,3]. Furthermore, it has a
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“radically subjective” spirit in the sense that all probability evaluations express a
degree of belief (referring to the particular state of knowledge of each individual).

In de Finetti’s approach, the probability of an event E can be directly “mea-
sured” through the well-known betting scheme, i.e., by asking the subject to
quantify his degree of belief in a hypothetical coherent bet. Then the notion of
coherence extended to any combination of bets avoids inconsistencies.

De Finetti’s theory has the advantage of offering a complete and robust
conceptual-methodological framework, particularly suitable for experimental
studies. But what is usually not highlighted is that introducing probability
through coherence frees the subject from assessing probability also on events
which are irrelevant for him. Nevertheless, sometimes a subject can be unable
to attach of numbers to a family of events but he can be only able to provide
comparisons expressing the idea of “no more believable than”, i.e., a compara-
tive degree of belief. De Finetti in [7] proposed the minimal system of (purely
qualitative) conditions for a comparative degree of belief to be a comparative
probability relation. Such conditions are necessary for the existence of an agree-
ing numerical probability and are sufficient when the elementary events are at
most 4 [10]. For larger sets of events the necessary and sufficient condition [4,11]
involves indicators of events and so is not purely qualitative.

Our aim is to find a correspondence between de Finetti’s theory and the “new
paradigm” of reasoning (see [3,12]) by verifying if the intermediate epistemic
level of knowledge consisting of comparative probability judgements is actually
the primary way in which reasoning is faced by human beings. To see this we
focus on pre-school children not disposing of complex quantitative skills (such
as, awareness of computation and worth). The experiment is designed to test
purely qualitative probabilistic conditions involving 4 elementary events. In the
literature only few studies have been addressed in this direction (see [9]).

2 Qualitative Probability and Coherence

Let � be a binary relation on an arbitrary set of events F = {Ei}i∈I expressing
the intuitive idea of being “no more believable than”. The symbols ∼ and ≺
represent, respectively, the symmetric and asymmetric parts of �. The relation
� expresses a qualitative judgement and, as such, we have to set up a system of
rules assuring the consistency of the relation with some numerical model.

We recall that a real function ϕ defined on F represents (or agrees with) the
relation � if and only if, for every E,F ∈ F , we have

E � F =⇒ ϕ(E) ≤ ϕ(F ) and E ≺ F =⇒ ϕ(E) < ϕ(F ).

If we focus on the relations representable (or induced) by a capacity (i.e., a
function ϕ monotone with respect to implication ⊆), it is necessary that there
exists a weak order extending � on the algebra B spanned by F such that:

(c1) ∅ � E for every E ∈ B, and ∅ ≺ Ω;
(c2) for every E,F ∈ B, E ⊆ F =⇒ E � F .
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In the following we call comparative degree of belief a binary relation on an
arbitrary set of events F , which admits an extension on B satisfying (c1)–(c2).

When we specialize the numerical function ϕ (probability, belief function,
lower probability, and so on) agreeing with a relation �, then we need to require
that there exists an extension of � satisfying a further characteristic condition,
proper of the numerical framework of reference.

The most known among these conditions is the qualitative additivity axiom
(introduced by de Finetti [7] and Koopman [11]), for defining a qualitative (or
comparative) probability, that reveals to be necessary for the representability of
� by a probability:

(p) For every E,F,H ∈ B, with (E ∨ F ) ∧ H = ∅, it must be

E � F =⇒ E ∨ H � F ∨ H and E ≺ F =⇒ E ∨ H ≺ F ∨ H.

Notice that, since � is complete on B, then condition (p) can be expressed as
E ≺ F ⇐⇒ E∨H ≺ F ∨H. Actually axiom (p) characterizes those comparative
degrees of belief representable by a weakly ⊕-decomposable measure, with ⊕ a
suitable strictly increasing binary operation (see [5]).

We recall that, given a function ϕ : B → [0, 1] and a commutative binary oper-
ation ⊕ on ϕ(B) having ϕ(∅) as neutral element, ϕ is a weakly ⊕-decomposable
measure if the restriction of ⊕ to the set Γ = {(ϕ(A), ϕ(B)

)
: A,B ∈ B, A∧B =

∅} is associative and increasing, and moreover one has ϕ(A∨B) = ϕ(A)⊕ϕ(B).
We recall also that a commutative, associative and increasing operation ⊕

on Γ satisfying the equation above is not necessarily extendible to an operation
with the same properties on the whole [0, 1]2.

Working with an arbitrary finite set of events F , we can represent a com-
parative degree of belief � on F with a coherent probability on F if and only
if � satisfies the following condition (cp) [4], which is the comparative version
of de Finetti’s numerical coherence condition and is equivalent to those given in
[10,13] if F is an algebra. Nevertheless, (cp) is not a “pure” qualitative condi-
tion, since it does not directly refer to events Ei’s but to their truth values |Ei|’s
and to gambles involving money payoffs:

(cp) For every n ∈ IN and Ai, Bi ∈ F with Ai � Bi (at least a strict comparison)
and λi > 0, it must be sup

∑n
i=1 λi(|Bi| − |Ai|) > 0.

Condition (cp) is immediately interpretable in terms of bets: if You think
Ai � Bi, i = 1, . . . , n, with at least a strict degree of belief, then in a combination
of bets where You gain λi when Bi occurs and You pay λi when Ai occurs, You
must have a positive global gain in at least a case (i.e., in at least an elementary
event generated by the Ai’s and Bi’s).

3 The Experiment

In the following we provide a short summary of the experimental setting.
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Population: We considered 54 children (28 girls and 26 boys) ranging from 3.11
to 4.09 years old. The sample has been reduced of 4 children due to language
troubles. All the children were French speaking, schoolarized since 2 years old
and coming from middle class families. The experiment was carried on in two
pre-schools in the est of the Ile-de-France region.

Material for the experiment: The experiment is carried on individually
on a table where the child finds: (1) two identical sets of 4 toy cars
(6.5 cm × 2.5 cm × 1.8 cm) of different models and colors (red, blue, orange
and green); (2) two sheets of white paper (A4 format) reporting each a 4-
place grid, one of them marked A, B, C, D. The latter is the arrival grid,
while the other is the departure grid.

The children are individually examined in an isolated room sitting at a table in
front of the experimenter. The experimentation consists of two preliminary activ-
ities, followed by the test of qualitative probability axioms. In the first prelimi-
nary activity the experimenter submits to the children two glass tubes containing
two immiscible liquids, one is transparent (“water”) and the other is scarlet red
(“orange juice”) with ratios 20%:80% and 40%:60%, respectively. The children is
asked to indicate which tube assures a “higher chance” to have juice and which
assures a “higher chance” to have water. In the second preliminary task, an anal-
ogous trial is carried on by means of two glass jars containing toy cars and candies
with ratios 5:2 and 2:5, respectively. Both preliminary tasks and both questions
in each of them are counter-balanced in between different children and serve for
testing the understanding of the “more probable than” concept.

The experiment on qualitative probability axioms is carried on in 3 steps:

Step 1: The experimenter submits to the children the two sheets of paper
together with the two identical sets of toy cars. The experimenter shows
one of the two sets of toy cars and says that they are engaging in a race, so,
the children is asked to position them on the departure grid.

Step 2: Referring to the second set of cars, the children is said that is not going
to assist to the race. The experimenter asks which car “has more chance” to
win the race and the children has to place the chosen car in position A on
the arrival grid. The procedure is repeated iteratively on the remaining set of
cars in a way to fill the other positions B,C,D.

Step 3: The arrival positions A,B,C,D of the previous step are used as ele-
mentary events. The experimenter proceeds in testing the chosen qualitative
probability axioms on events built using A,B,C,D. In each tested axiom the
child is asked to indicate a car with his finger providing, therefore, non-verbal
answers that are recorded.

In the experiment we test a set of axioms descending from (cp1)–(cp2) and
(p). We mainly focus on the strict relation ≺ and, in particular, on its dual relation
� expressing the judgement “more probable than”. Such relation appears easier to
understand to young children and does not present possible linguistic drawbacks.
The experiment is designed in order to avoid comparisons involving ∼. Table 1
reports the list of tested axioms, where E,F,H,K are distinct events. Let us stress
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Table 1. Tested qualitative probability axioms

(P1): Strict comparability E � F or F � E

(P2): Extreme events E � ∅
(P2’): Extreme events’ Ω � E

(P2”): Extreme events” Ω � ∅
(P3): Transitivity [E � F and F � H] =⇒ E � H

(P4): Additivity [(E ∨ F ) ∧ H = ∅ and E � F ] ⇐⇒ E ∨ H � F ∨ H

(P4’): Additivity’ [E ∧ F = ∅ and H ∧ K = ∅ and E � F and H � K]
=⇒ E ∨ H � F ∨ K

(P5): Qualitative Bayes [E ⊆ H and F ⊆ H and E � F ] =⇒ E|H � F |H
(P6): Strict monotonicity E ⊂ F =⇒ F � E

(P7): Negation E � F =⇒ F c � Ec

Fig. 1. Experimental results

that axioms (P1)–(P7) are more restrictive than (cp1)–(cp2) and (p): if � on
an algebra B with at most 4 atoms satisfies them, then we can always find a numer-
ical probability everywhere positive on B\{∅}, representing �. We limit to the case
of 4 elementary events for both cognitive manageability and mathematical corre-
spondence between the qualitative and numerical probability models.

Figure 1 shows the inter-individual percentages of correct answers for the
tested qualitative probability axioms. It is easily seen that axioms (P1) con-
cerning strict comparability, axioms (P2)–(P2”) concerning extreme events,
and axiom (P6) concerning strict monotonicity, are respected by all children in
the sample. Also axiom (P3) concerning transitivity, axioms (P4)–(P4’) con-
cerning additivity, and axioms (P5) concerning qualitative Bayes, are respected
by almost 90% of children. Only axiom (P7) concerning negation shows quite
distant results that we impute to linguistic issues related to negations. The intra-
individual analysis shows that axioms (P1)–(P7) are completely respected by
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24/54 of children, 7/54 violate only 1 axiom ((P3) or (P4) or (P7)), 17/54
violate only 2 axioms, and the remaining 6/54 violate more than 3 axioms.

4 Conclusions and Perspective

As discussed in Sect. 3, condition (p) is necessary but not sufficient for the repre-
sentability of a comparative degree of belief by a probability when the considered
events are more than 24. On the other hand, limiting the experiments to 4 ele-
mentary events appears very restrictive. Actually axiom (p) is sufficient (but not
necessary) for the representability by both a belief function and a plausibility
function (usually not dual). This suggests that the Dempster-Shafer framework
could be more suitable: weaker qualitative additivity axioms have been intro-
duced in literature [6,14], characterizing relations representable by a belief or a
plausibility function. We plan to extend the experimental study to these axioms
since they are purely qualitative and assure a numerical representation in the
corresponding framework, for any finite number of elementary events.
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Abstract. This short note studies a multiple source extension of
categorical mass functions in the sense of Shafer’s evidence theory. Each
subset of possible worlds is associated with a subset of information
sources and represents a tentative description of what is known. Analogs
of belief, plausibility, commonality functions, valued in terms of sub-
sets of agents or sources, are defined, replacing summation by set union.
Set-valued plausibility is nothing but set-valued possibility because it is
union-decomposable with respect to the union of events. In a special case
where each source refers to a single information item, set-valued belief
functions decompose with respect to intersection and are thus multiple
source necessity-like function. Connections with Belnap epistemic truth-
values for handling multiple source inconsistent information are shown.
A formal counterpart of Dempster rule of combination is defined and
discussed as to its merits for information fusion.

1 Introduction

Qualitative settings (e.g., [4,6]) often refer to approaches where maximum and
minimum operations replace sum-product structures. But other kinds of qualita-
tive frameworks exist, in particular where set functions become set-valued rather
than being numerical or taking their values on an ordinal scale. An example of
such a set-valued counterpart is given in possibility theory by the semantical
counterpart of multiple agent logic [2].

In this short paper, we study a set-valued framework that seems to mimic
Shafer’s evidence theory [7]. We first introduce a multiple source extension of
a categorical basic assignment and its intended meaning, from which set-valued
belief, plausibility, commonality functions are defined. Actually, these set-valued
functions are quite close to the ones of set-valued possibility theory. Then the
interest of this setting in information fusion is advocated, and a counterpart
of Dempster rule of combination can be defined. Lastly, directions for further
research are briefly mentioned.

2 An Evidential Set-Valued Framework

In Shafer’s evidence theory, information is represented by a mass function m,
originally called ‘basic probability assignment’, from the power set of a frame of
c© Springer International Publishing AG 2017
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discernment Ω to the unit interval. Then the mass function is supposed to be
such that ∀A ⊆ Ω,m(A) ≥ 0 and

∑
A⊆Ω m(A) = 1 [7].

Set-Valued Mass Function. In the set-valued counterpart we propose here,
we start with a set of sources of information (that could be agents) named ALL.
In the most elementary setting, each source a proposes a certain view of the real
world in the form of a non-empty set Γ (a) = E of Ω. Then, the analog of a
basic assignment function associates to each set E ∈ 2Ω the subset of sources
M(E) ⊆ ALL such that Γ (a) = E. As usual, the focal sets E are non-empty
subsets of Ω, such that M(E) �= ∅, forming a collection F . Total ignorance is
represented by M(Ω) = ALL and ∀E �= Ω,M(E) = ∅, i.e., no source provide
information. We assume no inconsistent source, i.e. M(∅) = ∅. Since each source
in ALL is supposed provide some information, we should have

⋃

E∈F
M(E) = ALL

This understanding supposes that the piece of information provided by each
source is precisely known. Namely,

∀E1, E2 ∈ F , if E1 �= E2 then M(E1) ∩ M(E2) = ∅ (∗)

This assumption is not compulsory for the definitions given in the following. In
fact, we may extend the setting by assigning to each source a a collection Γ̃ (a)
of subsets of Ω. Intuitively, it means that the receiver is unsure about what
message the source conveys. In this case M(E) is the set of sources that possibly
forward information item E (i.e., M(E) = {a : E ∈ Γ̃ (a)}). In that case, it is a
higher-order model of information source, more similar to a usual mass function.
Conversely, Γ̃ (a) = {E : a ∈ M(E)}.

Moreover, it is worth mentioning that, provided that condition (∗) holds, a
regular probability assignment m can be associated in a natural way with a set-
valued basic assignment by replacing the subset of sources by their cardinality,
namely mM(A) = |M(A)|

|ALL| since then
∑

A mM(A) = 1.

The Four Set-Valued Set Functions. The multiple source counterpart of
a numerical belief function Bel(A) =

∑
∅�=B⊆A m(B) is BEL(A), the set of all

sources that support A according to the information they convey:

BEL(A) =
⋃

E s.t. ∅�=E⊆A

M(E)

The idea of attaching to propositions sets of sources that support them was
already discussed in [1]. Note that BEL will not change if one adds in Γ̃ (a) a
set E′ containing some set E ∈ Γ̃ (a). So we can modify M(E) by restricting,
for each agent a ∈ All to minimal subsets for inclusion in Γ̃ (a), which leaves
BEL(A) unchanged.
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The counterpart PL(A) of plausibility is the set of sources providing infor-
mation not inconsistent with A. Namely, we have (without assuming M(∅) = ∅):

PL(A) =
⋃

E∩A �=∅
M(E).

The subset of sources that find A plausible includes the subset of sources that
are certain about A, i.e., PL(A) ⊇ BEL(A). PL(A) does not exhibit the usual
duality with respect to BEL, that is, PL(A) �= ALL\(BEL(A) ∪ M(∅)) where
A = Ω\A, except if condition (∗) holds. Indeed, if E1 �= E2 ∈ Γ̃ (a), then there
is an event A such that a ∈ PL(A) ∩ BEL(A) (e.g. E2 ∩ A �= ∅, while E1 ⊆ A).
These set-valued set-functions are monotonic in the sense that if A ⊆ B, then
BEL(A) ⊆ BEL(B) and PL(A) ⊆ PL(B).

The counterpart of commonality Q(A) =
∑

E⊇A m(E) is the set of sources
whose information is possibly not more specific than A:

Q(A) =
⋃

E⊇A

M(E).

If M(Ω) = ∅, letting M(E) = M(E), we can see that QM(A) = BELM(A).
The dual is

Q

(A) =
⋃

E∪A �=Ω M(E), generally not equal to ALL\Q(A), except
if condition (∗) holds. Q and

Q

are anti-monotonic with respect to set inclusion.

Non Unicity of the Function M in the General Case. Let Ω =
{ω1, ω2, ω3}, ALL = {a, b}. The table below shows four functions M0, M1,
M2 and M3, the associated belief functions of the first three BEL0, BEL1 and
BEL2 being equal.

{ω1} {ω2} {ω3} {ω1, ω2} {ω1, ω3} {ω2, ω3} {ω1, ω2, ω3}
M0 {a} ∅ {b} ∅ ∅ ∅ ∅
M1 {a} ∅ {b} ∅ ∅ ∅ {a, b}
M2 {a} ∅ {b} {a} {b} {b} ∅
M3 ∅ ∅ ∅ ∅ ∅ ∅ {a, b}

BEL0 = BEL1 = BEL2 {a} ∅ {b} {a} {a, b} {b} {a, b}
BEL3 ∅ ∅ ∅ ∅ ∅ ∅ {a, b}
PL0 {a} ∅ {b} {a} {a, b} {b} {a, b}

PL1 = PL3 {a, b} {a, b} {a, b} {a, b} {a, b} {a, b} {a, b}
PL2 {a, b} {a, b} {b} {a, b} {a, b} {a, b} {a, b}

M0 describes the case when each source a and b supply precise information.
But M1 and M2 violate condition (∗) on mass functions. According to M1,
information provided by sources is either precise or vacuous, while for M2, the
receiver has a much more blurred view of source information. It is not always
possible to recover M from BEL if some focal sets are nested as for M1 and M2

that yield the same BEL. But note that plausibility functions differ. Actually
given a basic assignment M and the belief function BEL, then the same belief
function is obtained by restricting each set Γ (a) to its minimal elements for
inclusion. When, ∀a ∈ All, no two focal sets in Γ̃ (a) are nested (in particular if
condition (∗) holds), it can be shown that M(E) = BEL(E) if BEL(E) �= ∅ and
BEL(E\{ω}) = ∅,∀ω ∈ E. This is like focal sets of qualitative capacities [4].
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Link with Belnap Epistemic Truth-Values. Belnap logic [3] deals with a
set of conflicting sources and assigns to any atomic proposition B an epistemic
truth-value in {T,F,U,C}, where T means that B is supported by one source
and negated by none, F means that B is negated by one source and supported
by none, U means that B receives no support, and C means that B and its
negation receive support from some source. It is clear that these assignments
can be generalised to any proposition B in terms of set-valued belief functions:
T if BEL(B) �= ∅ and BEL(B) = ∅, F if BEL(B) = ∅ and BEL(B) �= ∅, U if
BEL(B) = BEL(B) = ∅, C if BEL(B) �= ∅ and BEL(B) �= ∅.

Behavior with Respect to Combinations of Events. It is worth noticing
that if condition (∗) holds,

BEL(A ∩ B) = BEL(A) ∩ BEL(B) (1)

Indeed, ∀a ∈ All, a ∈ BEL(A ∩ B) if and only if Γ (a) ⊆ A ∩ B if and only
if a ∈ BEL(A) ∩ BEL(B). However, in general (if some agent is associated to
several focal subsets), this equality does not hold, and we only have inclusion due
to monotonicity. This is very similar to the graded qualitative capacity setting
[4,6] where the union in BEL is replaced by the max, and only Belq(A ∩ B) ≤
min(Belq(A), Belq(B)) holds in general, since the maximum over focal sets in
A ∩ B may be smaller than the minimum of the maxima over A and over B.

A situation when (1) holds without satisfying condition (∗) is when the focal
sets are singletons. It means that information provided by sources is precise,
but each source can propose several information items. Then, ∀A,BEL(A) =
PL(A) =

⋃
ω∈A M({ω}). If, on top, condition (∗) holds, we are in a probabilistic-

like situation (one Dirac function per agent), and the numerical mass function
mM induced by counting the proportion of sources supporting a focal set is a
probability distribution.

In contrast with (1), we always have

PL(A ∪ B) = PL(A) ∪ PL(B).

In particular, ∀a ∈ All, a ∈ PL(A∪B) if and only if ∃E ∈ Γ̃ (a), E ∩ (A∪B) �= ∅
if and only if E ∩ A �= ∅ or E ∩ B �= ∅, if and only if a ∈ PL(A) or a ∈ PL(B).
Then, PL can be directly expressed from a set-valued distribution πF , from Ω
to 2ALL, namely the contour function πF (ω) = PL({ω}) =

⋃
E�ω M(E) as

PL(A) =
⋃

E∩A �=∅
M(E) =

⋃

ω∈A

πF (ω)

where πF (ω) = {a : ∃E,ω ∈ E ∈ Γ̃ (a)}. Thus, PL being ∪-decomposable is
nothing but a set-valued possibility measure Π. Its dual is N(A) = PL(A) is
a multiple-agent necessity measure that satisfies ∩-decomposability (1), hence
generally different from BEL. Function N is thus induced by a mass function
MPL obeying condition (∗), and associated to a set-valued mapping ΓPL such
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that ΓPL(a) =
⋃{E ∈ Γ̃ (a)} (see mass function M3 in the previous table). It

can be checked that ω ∈ ΓPL(a) if and only if a ∈ πF (ω). In other words, each
agent a has epistemic state ΓPL(a). This is the setting of multiple agent logic
[2] briefly recalled below.

In this logic, constraints of the form N(A) ⊇ S where S ⊆ ALL express that
according to at least all sources in S the true state of the world is in A. Clearly,
N(A) ⊇ S is the semantical counterpart of a possibilistic logic-like formula
(A,S). This formula is associated with the multiple agent ma-distribution:

∀ω ∈ Ω,π{(A,S)}(ω) =
{

ALL if ω ∈ A
S if ω ∈ A.

Indeed the complement of S is the maximal subset of sources that may find
possible that the real world be outside A (since for all sources in S the true
state of the world is in A). More generally, the ma-distribution πΓ semantically
associated to a set of ma-formulas K = {(Ai,Si), i = 1,m} is given by

πK(ω) =
{

ALL if ∀(Ai,Si) ∈ Γ, ω ∈ Ai⋂{Si : (Ai,Si) ∈ Γ, ω ∈ Ai} otherwise.

Finally, taking advantage of the connection between BEL and Q, it is easy
to see that the property Q(A ∪ B) = Q(A) ∩ Q(B) holds under condition (∗),
while

Q

(A ∩ B) =

Q

(A) ∪ Q

(B) always holds.

3 Fusion Rules

Dempster rule of combination is central in the theory of evidence. Then, the
combination of two mass functions can be viewed as a (normalized) intersection
of the two random sets represented by these two basic probability assignments.
A kind of counterpart of this rule in the set-valued setting is as follows: ∀E �= ∅:

(M1 ⊗ M2)(E) = M12(E) =
⋃

A,B s.t. E=F∩G

M1(F ) ∪ M2(G)

It is especially meaningful to combine two disjoint sets of sources and refine their
information. It makes no sense to use M1(F ) ∩ M2(G) in the above expression
if ALL ∩ ALL′ = ∅, M1(F ) ⊆ ALL, M2(G) ⊆ ALL′ since then M1(F ) ∩
M2(G) = ∅. In the case where ALL = ALL′, it means that we have two versions
of the information provided by each source, and information items are combined
conjunctively. For instance, consider two sources a and b with epistemic states
Γ1(a) = Ea and Γ2(b) = Eb. The fusion rule gives Γ12(a) = Γ12(b) = Ea ∩ Eb,
i.e., M12(Ea ∩ Eb) = {a, b}, and M12(E) = ∅ otherwise. Just as Dempster rule
of combination amounts to performing the product of commonality functions [7],
the above rule corresponds to the union of the set-valued commonality functions,
as shown below.
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Q12(D) =
⋃

C⊇D

M12(C) =
⋃

C⊇D

⋃

A,B s.t. C=A∩B

M1(A) ∪ M2(B)

=
⋃

A,B s.t. A∩B⊇D

M1(A) ∪ M2(B) =
⋃

A,B s.t. A⊇D,B⊇D

M1(A) ∪ M2(B)

= (
⋃

A⊇D

M1(A)) ∪ (
⋃

B⊇D

M2(B)) = Q1(D) ∪ Q2(D)

Hence, the combination rule is commutative, associative and idempotent.
Other combination rules make sense such as the generalized disjunction, replac-
ing A ∩ B by A ∪ B in the fusion rule. This rule boils down to the union of the
set-valued belief functions BEL1(A) ∪ BEL2(A),∀A ⊆ Ω.

4 Concluding Remarks

There are several lines for further research. First, this set-valued setting has
been presented in terms of knowledge, but it might apply as well to preference
modeling. Besides, the approach could be generalized by allowing the use of
weighted subsets of sources leading to fuzzy set-valued set functions. Moreover,
one may follow ideas expressed in [5,8] advocating the interest of a bipolar view
of information that can be represented in evidence or in possibility theory, for
introducing a similar bipolar setting in set-valued evidence theory. Lastly, the
set of sources that are the values of the set functions may be understood in terms
of arguments, following an idea already suggested in [1] in a different setting.
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Abstract. WalkSAT is a local search algorithm conceived for solving
SAT problems, which is also used for sampling possible worlds from a
logical formula. This algorithm is used by Markov Logic Networks to per-
form slice sampling and give probabilities from a knowledge base defined
with soft and hard constraints. In this paper, we will show that local
search strategies, such as WalkSAT, may perform as poorly as a pure
random walk on a category of problems that are quite common in indus-
trial fields. We will also give some insights into the reasons that make
random search algorithms intractable for these problems.
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Markov Logic Network · WalkSAT · Chronicles · First-order logic ·
Temporal logic

1 Introduction

In many industrial fields, it is necessary to manage large temporal streams of
raw data that usually represent the first observable layer of a very complex
system with a broad variety of interactions between agents. Being able to extract
more valuable informations from this data is a major concern, especially in case
of critical activities like air traffic safety, market surveillance, or cyber-attack
detection. These needs have led to much research about efficient methods for
analysing this kind of temporal data and recognising high level information.

In this paper, we focus on a specific formalism from the complex event
processing domain known as Chronicles [8], more precisely on this latest ver-
sion [9]. Chronicles are a powerful way to represent and recognise activities on
temporal data flows. However, since chronicles are defined with logical formulae,
using them on unreliable data may prove hard. Indeed, these streams are usu-
ally made of events detected by sensors, which can fatally miss some event or
even produce them erroneously making the chronicles inefficient. Our first intent

c© Springer International Publishing AG 2017
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was to make chronicles able to deal with uncertainty by combining them with
Markov Logic.

Markov Logic Networks (MLN), introduced by [10], are graphical models that
try to combine the expressiveness of first-order logical formulae and the ability of
graphical models to deal with uncertainty. During the last ten years, MLN have
been quite popular and have led to many practical and efficient experiments [2,
11,18], ranging over a wide spectrum of fields, including automatic image analysis
[2,7] or event recognition [16,17]. The efficiency of MLN inference mainly relies
on algorithm MC-SAT [10] which approximates probabilities of different worlds
using a sampling technique. This sampling is performed by MaxWalkSAT for
sampling plausible worlds. In this paper, we will mostly focus on this algorithm
and issues that appear when it is applied to a specific category of problems.

MaxWalkSAT is a SAT solver, extended from WalkSAT, which handles
weighted soft and hard constraints. SAT solvers are mainly divided into two
families: complete and local search. Complete methods are extensions of the
Davis-Putnam-Logemann-Loveland algorithm (DPLL) from [3] that assigns
truth values to predicates of a first-order logic (FOL) formula until reaching
a satisfactory assignment, known as world. This problem is NP-hard, but differ-
ent techniques of pruning speed up the resolution.

Local search methods, as WalkSAT, on the other hand, try to find a satis-
factory world by solving each inconsistent clause one by one. An advantage of
local search strategies is that they are an approximately uniform sampler.

This paper is organised as follows. In Sect. 2, we will present briefly chronicles
and their design with a FOL formula in Conjunctive Normal Form (CNF). In
Sect. 3, we will introduce the Markov Logic and the WalkSAT algorithm. In
Sect. 4, we will narrow chronicles design to a simple but common problem on
FOL, for which we will show that trying and finding a satisfiable solution for
this structure with WalkSAT strategies is exponential on time, resulting in MLN
providing untrustworthy probabilities. In Sect. 5, we will give some insights into
the reasons that lead WalkSAT strategies to be intractable in this case.

2 Chronicles

The purpose of chronicles is the detection of meaningful information within tem-
poral data flows. Data is composed of events, called Low Level Events (LLE),
together with their detection time. Using these LLE and Allen’s operators1 [1],
it is possible to define formulae describing the recognition of specific High Level
Events (HLE). These HLE can be reused to compose more complex HLE. Figure 1
presents the recognitions of a chronicle where an event A precedes two events B,
without any event C between the two B, which is denoted A((BB) − [C]). Here,
(BB) − [C] is a sub-chronicle used to define the final chronicle.

As said before, this logical construction needs the analysed data to be lossless
or errorless. To make chronicles robust to uncertainty, we modelled them into
1 In fact, chronicles use more than 15 interval operators, including Allen’s and some

duration-related constraints. For further details, the reader may refer to [9].



On the Use of WalkSAT Based Algorithms for MLN Inference 123

A B B BBB BC A C
1 2 3 4 5 6 7 8 9 10

Fig. 1. All recognitions of chronicle A((BB) − [C])

Markov Logic. In order to achieve this, we transformed each needed operator
into a FOL formula. This step is almost straightforward.

For instance, the sequence operator OpSeq may be defined as follows:

Ch(c1, t1, t2) ∧ Ch(c2, t3, t4) ∧ (t2 ≤ t3) =⇒ OpSeq(c1, c2, t1, t2, t3, t4) (1)
¬Ch(c1, t1, t2) =⇒ ¬OpSeq(c1, c2, t1, t2, t3, t4) (2)
¬Ch(c2, t3, t4) =⇒ ¬OpSeq(c1, c2, t1, t2, t3, t4) (3)

¬(t2 ≤ t3) =⇒ ¬OpSeq(c1, c2, t1, t2, t3, t4) (4)

where variables ci represent the type of a chronicle and tj instant of time. Ch and
OpSeq are predicates that respectively define when a chronicle of a certain type
has been recognised and when a sequence between two chronicles is satisfied.
For instance, if the predicate Ch(c1, t1, t2) is valued to true, a recognition of a
chronicle of type c1 has started at time t1 and terminated at time t2. OpSeq is
valued to true if two chronicles of types c1, c2 have been recognized at the given
times and if chronicle c2 happens after the recognition of c1. Notice that these
rules are equivalent to formula (1) with ⇐⇒ but usually FOL problems are
presented in CNF, so we adopt this presentation here.

Once the sequence has been defined, new types of chronicle may be con-
structed, such as the following (where A and B are chronicles types and AB the
new type that defines the sequence of two chronicles A and B):

OpSeq(A,B, t1, t2, t3, t4) =⇒ Ch(AB, t1, t4) (5)
∃t2, t3 ¬OpSeq(A,B, t1, t2, t3, t4) =⇒ ¬Ch(AB, t1, t4) (6)

3 MLN and MaxWalkSAT

3.1 Markov Logic

A first-order knowledge base (KB) is a set of clauses, which may be seen as
constraints on possible worlds of predicate values. If a rule is violated by a world
x, this world does not satisfy the KB. With MLNs, the latter rule is weakened,
letting clauses being wrong by associating them to a weight that reflects how
strong the constraint is. The higher is the weight, the more probable is the
clause to be satisfied. MLNs are Markov random fields where ground predicates
are vertices and clauses are cliques on the graph. MLNs are designed using
Markov Logic (ML). In ML, each formula Fi is associated to a weight wi and
the probability distribution over possible worlds x is given by

P (X = x) =
1
Z

exp

(∑
i

wini(x)

)
(7)
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where ni is the number of true groundings of Fi and Z =
∑

X=x exp (
∑

i wini(x))
is the partition function. On ML, an infinite weight on a formula is equivalent to
defining a hard constraint as the probability will be zero if the formula is false.

The inference with MLN relies on MC-SAT: a MCMC (Markov Chain Monte-
Carlo) technique used to approximate the probability distribution. MC-SAT uses
a slice sampling approach to represent the probability distribution over worlds.
In this algorithm, it is necessary to be able to sample worlds from the KB. For
this purpose, MC-SAT uses SampleSAT [20], to perform approximately uniform
samples. SampleSAT consists on taking the solution given by any WalkSAT
method, i.e. a SAT solver using random search to find a solution for a FOL
formula, smoothed by temperature annealing.

MLN uses MaxWalkSAT which is a weighted version of WalkSAT that allows
both soft and hard constraints but the principle remains identical.

3.2 WalkSAT Strategies on Details

In their paper, [20] describe a way to sample approximately uniform solutions
from a hard 3-SAT problem using a WalkSAT algorithm.

WalkSAT [14] (Algorithm 1) is an improved version of GSAT [15]: a simple
procedure that tries and reaches a solution of a KB with a gradient technique that
minimises the number of false clauses. WalkSAT adds a random step probability
parameter that sets the chances to take a random step, i.e. flipping a random
atom of the selected false clause2, thus allowing escaping local optima.

Algorithm 1. WalkSAT(KB,mt,mf , p)
inputs : KB, a knowledge base in CNF

mt, maximum number of tries
mf , maximum number of flips
p, probability of random step

outputs: bestSol, the best solution found
1 for i ← 1 to mt

2 tmpSol ← a random assignment for the KB
3 bestSol ← tmpSol
4 for i ← 1 to mf

5 Choose a random unsatisfied clause c
6 if Uniform(0, 1) < p
7 flip a random atom in c
8 else
9 flip best atom in c

10 if tmpSol better than bestSol
11 bestSol ← tmpSol

12 return bestSol

2 For MaxWalkSAT, the cost function is no longer the number of false clauses, but
the sum of their weights.
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4 A Simple Intractable Problem for WalkSAT

In this section, we show that using MLNs for solving a chronicle problem is
intractable, and more generally, that this happens when the definition of a system
with logical formulae contains too many biconditional statements.

4.1 Problem Statement

For the sake of clarity, we show a simplified chronicle problem F . As chronicles
may be seen as a succession of deductions at different levels, like a truncated
pyramid of deductions, we will choose the following representation:

Given a set of boolean variables V = {x1,1, . . . , xi−j+1,j , . . . , x1,k} for j ∈
{1, . . . , k} and i ∈ {1, . . . , k−j+1} and given the set of clauses R = {c1, . . . , cn},
the problem is designed as follows: F =

∧
ci∈R

ci and

⎧⎨
⎩

(xi,j ∧ xi+1,j =⇒ xi,j+1) ∈ R
(xi,j+1 =⇒ xi,j) ∈ R
(xi,j+1 =⇒ xi+1,j) ∈ R

with
{

0 < j ≤ k;
0 < i ≤ k − j + 1 (8)

where j is the height of a predicates layer, i the position of a predicate on jth

layer and k the total number of layers. An example of this problem with a height
of three and twelve nodes is shown on Fig. 2. It is worth noting the similarity
with the sequence operator definition provided previously on Eq. 1.

To complete this problem, we add all predicates from the first layer as evi-
dences. This simulates the recognition or non-detection of LLE on the data flow;
note it will make the number of solutions drop from 2k to 1.

P1,1 P2,1 P3,1 P4,1 P5,1

P1,2 P2,2 P3,2 P4,2

P1,3 P2,3 P3,3

Fig. 2. A simplified chronicles representation with a height of 3 and a base length of 5
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4.2 Experimental Setup

For our experiments, we used MaxWalkSAT as a SAT solver implemented in
Alchemy 2 [19] Our KB is designed with infinite weights on every clause, so it
is supposed to produce equivalent results than WalkSAT [4]. This version uses
a TABU implementation which will not let a predicate be flipped twice without
n other predicates having been flipped in between3.

We designed two experiments. In the first one, we want to set the number of
nodes but keep control on the length of the first layer. So we ask MaxWalkSAT
to solve, at the same time, parallel instances of F (Eq. 8) with the first layer
length equal to the structure height. We set the nodes number to the closest
value around 2000 considering previous constraints. This experiment could be
seen as a chronicle problem where many distinct chronicles are being recognised
on the same data flow.

In the second experiment, we wanted to study the impact of the length of
first layer on the resolution time with a fixed height. We launch MaxWalkSAT
on a single instance of a problem with height 4.

On both problems, MaxWalkSAT stops if it finds a solution or reaches one
million flips4.

Table 1. Number of flip before depending on the height and length of the structure
with 2000 nodes.

Height 2 3 4 5 6 7 8 9 10

Nodes per struct 3 6 10 15 21 28 36 45 55

Structures 666 333 200 133 95 71 55 44 36

Total flips 1505 3530 8265 25324 71567 406655 980000 984068 984189

Percentage solved 100% 100% 100% 100% 100% 100% 50% 10% 0%

4.3 Experimental Results

Table 1 shows the experiment results. The total number of needed flips quickly
rises with the structure size growing, and MaxWalkSAT stops finding the optimal
solution as soon as the height structure reaches 8. It could seem normal, given
that, at constant nodes number, the number of clauses goes up, but keep in mind
that this structure is not random and it is just made of repetitions of the same
pattern. Usually, random strategies find all solutions for problems of this size.
For instance [20], found all solutions for problems with more than 20 000 clauses
and almost 5 000 variables.

3 In our case, n was set at 10.
4 In fact, the solver will stop before reaching the million flips because sometimes, when

the algorithm has to flip the best atom, the flip does not occur if it leads to a worse
solution than the current one, but this still counts as a flip. Our results just consider
efficient flips, i.e. times when the value of a variable actually changes.
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We have indicated the percentage of substructures solved even if the whole
problem is not, because random strategies can restart from the beginning (num-
ber of tries5 in Algorithm 1). But we can see that, when reaching a height of ten,
restart is not even useful since no structure is solved.

Unfortunately, the algorithm stops with a really low amount of nodes but,
looking only at the steps where all the problem is fully solved, it is interesting
to note that, per structure, the number of flips is worse in average than a pure
random walk strategy on 3SAT known to be exponential regarding the number
of nodes, namely O(1.334n) [12].

One could think height is the main problem, since the algorithm has then to
propagate truth along longer deduction layers. So on our second experiment
on Table 2, we designed the same case than previously but with dependen-
cies between the structures. Even if we showed that problems with numerous
instances of height 4 were easily solved, we have evidenced that, at constant
height, the problem becomes quickly intractable; especially if deductions shared
a lot of common atoms, letting a predicate having an even small influence on all
others.

In the light of the considerations above, it seems that the general structure
has as much impact as the number of double implications in the formula.

Table 2. Number of flips needed to solve with the height fixed to 4.

Base length 10 20 25 30 40 50

Total nodes 34 74 94 114 154 194

Total clauses 92 192 232 292 392 592

Flips 6450 62394 386969 864892 886892 898827

Fig. 3. An instance with strong difference on the node degree

5 Discussion

5.1 General Discussion

In this section, we discuss the reasons that make random walk strategies ineffi-
cient when dealing with this kind of logical structure. Structural problems have
5 With MLNs, the number of tries is usually set to 1 due to the cost on the algorithm.
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already been isolated like in [13] where GSAT has shown poor experimental
results on specific situations. For instance, in a graph colouring problem using
only three colours, if the graph presents nodes of a comparatively higher degree,
GSAT tends to be stuck. An instance is shown on Fig. 3 where GSAT will often
be stuck with the two bottom nodes assigned to the same colour. WalkSAT has
been introduced in this same article to solve this problem.

But we have shown that, even in balanced cases, a computational problem
may arise, especially when a FOL formula is designed with clauses and their
inverse. This substructure allows the solver to flip the same atom a huge number
of times without being able to determine when it leads to an improvement.

In a local search, decision is completely correlated to the context around the
atom to flip. For instance, in our problem, a node has 18 neighbours, which
define the context. It is interesting to know that, on the 218+1 contexts, the
WalkSAT algorithm has a 46.2% chance of flipping the atom of interest from the
good configuration to the wrong one, and a 36.6% chance the other way around.

If we choose a FOL formula mostly designed with rules of the following kind:
x1∧· · ·∧xn ⇐⇒ y, it CNF will have one clause of size n+1 and n clauses of size
2. It is easy to see that in this configuration there are 2n+1 −1 solutions where y
is false and only one when y is true. And if y is used for higher deductions of this
kind, putting y to false has a cost only if atoms on the above layer have been
already set to true. This make usually WalkSAT more likely to put y to false.
More simply, this sub-problem is almost equivalent to the highlighted structure
by Selman and Kautz, which is easily solved by WalkSAT. But in our problem, an
additional difficulty may account for the poor performance of WalkSAT. Indeed,
the structure is repeated many times, with its high-degree nodes serving as low-
degree nodes in several higher instances of the structure: this intrication is likely
to cause a drop in performance. Assume for instance that such a node of degree
n occurs also with a low degree in k structures. There will be n + k clauses
where it will occur negatively and k + 1 clauses where it will occur positively:
consequently, the local search will show a structural tendency to set it to false.

Independently from the structure, double implications are intuitively prob-
lematic to solve with a local search. Usually, a deductive system tends to propa-
gate truth values. But, with local search, tracks of this propagation are lost, and
the algorithm is only guided by the number of truth values around the node6.
Figure 4 is a simple but clear case of the inefficiency of WalkSAT on double
implications. In this situation, where xi−1 is valued true (light gray) and xi+1

false (dark gray), determining the value of xi will be random and meaningless.

xi−1 xi xi+1. . . . . .

Fig. 4. Conflicting propagation of truth based on local search

6 Especially the number of nodes with a certain truth value.
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5.2 Extension of the Problem to MLN

We expressed at the beginning of this article that local search methods lead MLN
to give poor probabilities for deductions problems. The reason is straightforward:
as the WalkSAT method cannot reach solutions that require a high level of
deduction, using it as sampler would result in worlds with only few layers of the
deduction consistent with the evidence. Therefore, the sample sets produced for
MCSAT will not be reliable enough to produce trustworthy results.

6 Conclusion

Our first intent was to improve chronicles to let them handle uncertainties. But
we have shown in this paper that MLNs can not perform well when applied on
such problems. This is not due to the MCMC technique they use, but on a deeper
problem correlated to the SAT domain. We have highlighted that specific logical
problems designed with a lot of biconditional statements may lead local search
techniques to be stuck, even on problems with small dimensions compared to
other works where these methods have been used.

In the Max-SAT 2016 competition, many benchmarks — whether crafted
or industrial — are designed that way. Considering the performances variations
between complete and local methods, the highlighted problem might be a rea-
son explaining these differences. We know that many parameters impact the
efficiency of SAT-solvers, like the number of solutions or the diameter of the
associated neighbourhood graph [6], so, obviously, inner structures might not be
the only reason, but seem to be an interesting lead.

Even if complete methods have better results, they still have difficulties to
solve large problems and local algorithms are still needed for many tasks. But,
for future works, this inner structural problem should be taken in consideration
when we design and use local search methods. To help with this design, it would
also probably be useful to quantify somehow difficulties linked to structure repe-
titions evoked in Sect. 5.1. Some other candidates for local search would also have
to be assessed in the context of MLN: some algorithms on the Max-SAT com-
petition have sometimes really good results on benchmarks that seem designed
as chronicles. It might be interesting to investigate them.

Another possibility will be to look at complete methods; latest improvements
on the field made algorithms almost as fast as local search. However, in the con-
text of MLN where it is necessary to make MCMC calculations to compute
probabilities, local search methods have a big asset, as they provide approxi-
mately uniform samples [20]. On the other hand, to our knowledge, the question
whether complete methods also provide such samples has not been studied yet,
probably as complete methods used to be too computation time-demanding to
be even considered in this context, and would have to be assessed beforehand.

Finally, there are other approaches like the probabilistic logic programming
that mix probabilities and logical formulae, Problog [5] for instance. WalkSAT
algorithms are sometimes used there too, but many probabilistic logic program-
ming approaches make use of complete methods instead. Hence, investigating
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these approaches would be an interesting lead to solve the problem arisen here,
and we plan to tackle them in future work.
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Abstract. To support health monitoring and life-long capability man-
agement for self-sustaining manufacturing systems, next generation
machine components are expected to embed sensory capabilities com-
bined with advanced ICT. The combination of sensory capabilities and
the use of Object-Oriented Bayesian Networks (OOBNs) supports self-
diagnosis at the component level enabling them to become self-aware
and support self-healing production systems. This paper describes the
use of a modular component-based modelling approach enabled by the
use of OOBNs for health monitoring and root-cause analysis of manufac-
turing systems using a welding controller produced by Harms & Wende
(HWH) as an example. The model is integrated into the control soft-
ware of the welding controller and deployed as a SelComp using the
SelSus Architecture for diagnosis and predictive maintenance. The Sel-
Comp provides diagnosis and condition monitoring capabilities at the
component level while the SelSus Architecture provides these capabili-
ties at a wider system level. The results show significant potential of the
solution developed.

Keywords: OOBNs · Real-World Application · Software architecture

1 Introduction

A Bayesian network (BN) [1–4,11] is a powerful and popular model for proba-
bilistic inference. Its graphical nature makes it well-suited for representing com-
plex problems where the interactions between entities represented as variables
are described using conditional probability distributions (CPDs). A Bayesian
network is an efficient knowledge integration tool enabling information from dif-
ferent sources such as mathematical formulas, historical data and domain expert
knowledge to be combined into a single model. As such they have been used in
a wide range of domains for managing uncertainty.
c© Springer International Publishing AG 2017
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We describe the application of OOBNs for health monitoring and root-cause
analysis of manufacturing systems using a welding controller produced by Harms
& Wende (HWH) as an example. HWH serves tens of thousands of welding
equipments worldwide. Today, three service technicians are permanently avail-
able on phone hotline for solving customer problems. Obviously, one can reduce
the load on this personnel by implementing a root-cause analysis solution at the
customer service center combined with health monitoring at component level.
Several benefits are expected from the successful implementation of such a tool.
The average service technician training time is now six months. By implementing
and using a service analysis solution this training time can be reduced to two
weeks. HWH has about 20 requests per week or about 1000 requests in a year.
HWH expects that by using an analytical software solution the average service
request processing time will be reduced from 1 h to less than 40 min. This in turn
should result in a reduction of load on each employee, improvement of service
quality by eliminating human errors, and 333 h of savings annually.

The HWH OOBN model for component-based diagnostic has been encapsu-
lated as a SelComp in the SelSus software architecture to enable system-level
diagnostic capabilities [14]. We describe the integration and present the results
of a performance evaluation of different levels of integration (direct, local net-
work and wider network). There is a fair amount of related work on the use of
OOBNs for diagnosis of industrial equipment including [6,9,12,15].

2 Preliminaries and Notation

A BN [1–4,11] consists of two main components. The first component is a graph-
ical structure specifying dependence and independence relations between the
random variables of the model and the second component is a set of CPDs
specifying the strengths of the dependence relations. More precisely, a BN is a
pair 〈G,P〉, where G = (V,E) is an acyclic, directed graph (DAG) over a set
of random variables X ∼ V with directed edges E that represent probabilis-
tic relationships between variables X and P is the set of CPDs. This means
that a BN is a decomposition of a joint probability distributions as follows
P (X ) = P (X1, . . . , Xn) =

∏
Xi∈X P (Xi|pa(Xi)). A BN supports the calcula-

tion of the posterior probability P (Xi | ε) where ε is the observed evidence and
Xi is any non-observed variable.

An OOBN can been seen as a Bayesian network augmented with network
classes, class instances and an associated notion of interface and private vari-
ables [3,5,10]. A class instance is the instantiation of a network class representing
a sub-network within another network class. An OOBN can be used to repre-
sent a problem domain with repetitive structures more compactly and supports
efficient model reuse as well as distributed knowledge elicitation. The variables
X (C) of network class C are divided into disjoint subsets of input I, output O
and hidden/private H variables such that X (C) = I ∪O∪H where the interface
variables I ∪ O are used to link nested class instances.

The OOBN for the HWH welding controller has been developed following a
six steps methodology [9] that has proven to be efficient and effective in practice.
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The six steps of the model development cycle are begin, design, implement, test,
analysis and deploy as shown in Fig. 1 (taken from [3]). The begin and deploy steps
are usually performed once whereas the remaining four steps are iterated until
the model performance requirements are satisfied or until further improvements
are not possible or too costly.

Fig. 1. Model development cycle [3].

3 HWH Welding Controller

The objective of this work has been to realize functionality that allows fast and
efficient root-cause analysis of failures and health monitoring of a welding system
in the field. Because of the huge amount of components of such a system, e.g.,
welding gun, transformers, cables, cooling systems and welding control including
its sub-components, and their complex interrelationships, root-cause analysis
nowadays is a manual task which consumes a lot of time. Often, the root causes
can only be identified after several iterations including phone conversations with
the customer, logging data analysis or even time-consuming in situ analysis.

Here, we consider the HWH welding controller Genius MFI in combination
with the control software XPegasus. The Genius MFI has two separated parts of
electronics: the power electronic and the cards electronic. The power electronic
provides high power output for performing the welding. The cards electronic is
used to control the power electronic and to connect the control with periph-
eral hardware and software components. The welding controller can be parame-
trized by the XPegasus PC software. XPegasus also supports documentation and
analysis of welding data. The welding controller and XPegasus are connected via
TCP/IP over Ethernet. Figure 2(a) shows the XPegasus interface.

XPegasus has a component-oriented software architecture including a huge
amount of components, e.g., components for data analysis, quality inspection and
client-server connectivity already exist. The objective is to provide the analytical
software solution both to HWH service personnel as well as to the customers of
HWH. The integration of diagnosis capabilities into the equipment provides the
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(a) XPegasus. (b) Diagnosis Capabilities

Fig. 2. The XPegasus start screen and diagnosis capabilities.

following benefits: (1) reaction time in case of failures reduced from up to 12 h
to maximum 1 h (due to different time zones), (2) many problems can be solved
locally without contacting HWH customer service center. This will result in
an additional reduction of the load on service personnel, and (3) the embedded
analytical software will support early identification of potential problems/failures
and provide warnings to avoid them. This results in a substantial qualitative
improvement of the equipment itself. Considering all the factors listed above, the
use of OOBNs is expected to substantially improve Overall Equipment Efficiency
(OEE) and reduce investments.

4 OOBN for HWH Welding Controller

This section describes the development of the component-level diagnosis model
for the welding controller produced by HWH using the method of [9]. The results
of the six steps of the method are described next. The model was developed
during two physical modelling workshops, numerous web meetings and email
exchanges. The process was launched with a physical workshop.

4.1 Begin: Model Choice

The HWH diagnosis model has been developed as an OOBN since it is to be used
for root-cause analysis at the component level as well as to be integrated into
a larger system-wide model for root-cause analysis at a higher level of abstrac-
tion, i.e., shop-floor or even factory level. The model is developed using HUGIN
software [7]1. An OOBN has the advantage of supporting model reuse and can
be extended into a dynamic model to support predictive maintenance.

4.2 Design: Structure

As part of the design step, domain experts from HWH and knowledge engi-
neers identified possible root causes, mediating variables and a set of possible
1 http://www.hugin.com.

http://www.hugin.com
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observables (e.g., an observation by the operator or a sensor reading). Figure 3
shows the top level network class that was the output of the Design-step. The
OOBN reflects root causes, possible observations and whether a problem has
been reported or not. The model contains four instance nodes that represent
instances of embedded components (white boxes with rounded corners). Figure 4
shows the network class representing the Power Electronics of the welding con-
troller. This network class has one instance of the network class representing the
parameter settings. The Power Electronics class is instantiated in the Electron-
ics class (not shown) instantiated in the top level class. The OOBN has a total
of eight network classes and four layers in the class component tree (number of
nested classes). The unfolded model has 24 Boolean root causes, 8 observations,
i.e., sensor readings and operator input and a total of 48 variables with a total
CPD size of 623. Notice that some root causes have parents in the structure and
that the number of observations is relatively low.

Fig. 3. The top level class of the welding controller model.

Fig. 4. The power electronics network class.

4.3 Implement: Quantification

In order to assess the root cause probabilities, domain experts were asked to esti-
mate the prior probability of a problem and provide a ranking of the root causes
taking conditional variables into consideration. Each root cause was assigned
a prior probability proportional to its ranking. Since each root cause is repre-
sented as a Boolean variable the conditional probability distributions for the
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problem defining variables are mainly specified as a logical disjunction of the
parent nodes. In some cases, a small leak probability is added to represent that
some unlikely or unknown failures are not represented in the model or that a
problem is not observed yet even though a root cause is present. Distributions
for sensor readings and operator observations have been assessed by experts.

4.4 Test and Analysis

The model was first evaluated qualitatively by domain experts using a web inter-
face and the XPegasus software. Secondly, it was evaluated quantitatively by
means of a synthetic data set that was produced by random sampling from the
model. For each possible root cause, a set of observations was sampled from the
model (given the root cause being set to a failure state and all other causes set
to non-failure). Next, the sampled observations and a problem being observed
were entered as evidence. The probability of each root cause was retrieved. Ide-
ally, the original root cause would have the highest probability in every case.
This evaluation showed that in six cases the true root cause had the highest
probability while in 16 out of 21 cases the true root cause was between the five
root causes with highest probability.

Due to a low number of sensor readings and operator observations, the model
is not able to distinguish between certain root causes. For instance, the model
contains no evidence variables to distinguish root cause variables Grounding
problems and Incorrectly sized supply as they share one common sensor reading.

4.5 Deploy

The model has been integrated directly into the control software of the welding
controller in order to support diagnosis at the component level as well as deployed
inside the SelSus architecture. This is described in more detail in the next section.
In addition, a special-purpose web interface [8] for the welding controller model
was developed to support the Test-step of the development process2. This has
served as an important tool in the Test and Analysis-step as the domain experts
have been able to interact with the model at their own convenience.

5 The SelSus Architecture

The SelSus architecture is primarily based on the concept of independent smart
automation components that can be integrated in a bottom-up fashion into a
wider automation system [14]. The underlying intention is to enable the providers
of automation components, such as HWH, to offer more encapsulated diagnostic
and monitoring functionality as part of their device offering while enabling faster
integration and reconfiguration of devices into automation systems.

2 http://selsus.hugin.com.

http://selsus.hugin.com
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5.1 The SelComp Concept

The automation components in SelSus are encapsulated using the concept of a
SelComp. The aim is to encapsulate the automation component with its own
control and sensory capabilities including some embedded data processing, diag-
nostic and prognostic capabilities. A SelSus system is an integration of a number
of SelComps with the added system-level functionalities on the SelSus cloud.
This enables diagnostic and prognostic reasoning to be conducted on two lev-
els: locally on the SelComp level where the only issues within the scope of the
SelComp itself are possible to be detected and analysed; and System-level rea-
soning where various SelComps make some or all of their observations available
for system-level reasoning. This enables system-level visibility in capturing and
analysing the state of the system as a whole covering the various influences
between individual SelComps. Figure 5 shows an overview of the generic internal
architecture of the SelComp and how it relates to the system-level functionalities
within SelSus, while Fig. 2(b) shows how the diagnosis capabilities offered by the
model at the SelComp level has been made available to the user of XPegasus.
The OOBN approach enables component-based encapsulated modelling at the
SelComp level, while enabling the individual SelComp models to be integrated
into a wider system-level model that can be used at system level.

Fig. 5. The SelComp internal architecture concept.

5.2 Wider System Level Diagnosis

Following the notions of component-based modelling the aim here is to enable
modular, component-based OOBN models to be constructed on the SelComp
level while accommodating for the possibility of integrating these local models
into a wider system-level model that covers the overall system. The component
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models should ideally be self-sufficient and only require information from the
available information to the SelComp.

The objective is to enable independent SelComps to operate normally even
when they are not connected to an overall SelSus system. This can only be
true if the diagnostic and prognostic models along with the reasoning process
are entirely self-contained within each individual SelComp and do not depend
in their operation on external resources, either in the form of observations or
reasoning and computation. The system-level models will be a collection of the
constituent component-models. In the context of manufacturing systems, indi-
vidual component models will typically be connected together through the means
of process quality characteristics in order to form system-level diagnostic models.

In the use-case we consider, the SelComp model presented could be linked to
other SelComp models representing other components in an integrated system
in which the HWH welding controller is deployed. This is ongoing work.

5.3 The HWH Diagnosis Model as a SelSus Cloud Service

In the SelSus architecture, SelComps have the ability to transmit data to and
receive data from the SelSus Cloud. The SelSus Cloud is a collection of Soft-
ware Services from which a SelComp can request (stored) sensor data or it can
communicate with, for instance, another Service that is exposing the HUGIN
functionality. This latter web service can be equipped with the welding con-
troller model, when requested - thus allowing a SelComp to perform diagnosis
and health monitoring on the HWH welding controller. Specifically, this web
service communicates using a REST based API where requests can be bundled
in JSON objects to minimize the communication overhead.

5.4 Experimental Analysis

This section reports on an experimental analysis of the performance of different
levels of integration of the HWH model into the SelSus architecture. The tightest
level of integration has been achieved by integrating the model directly into the
XPegasus software. In addition, the model has been deployed using a web service
inside the SelSus Cloud having the control software and web service running on
the same machine as well as having the control software and web service running
on machines located far apart (more than 1000 km). In the experiment, one state
for each possible observation was propagated and this process was repeated 1000
times producing 8000 propagations. Table 1 shows the time performance results
for different configurations. It is clear from the table that direct integration
into the control software using save-to-memory3 is by far the most time efficient
solution. Using this approach it is possible to perform thousands of propagations
in the model each second using the test computer, which is a standard PC.

3 Save-to-memory is an optimisation option in HUGIN software trading time for space.
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Table 1. Average time cost of one belief update across three different setups.

Configuration Total time (ms) Average time (ms)

Direct integration 1,508 0.189

Direct integration (w/save-to-memory) 778 0.097

Localhost deployment 10,263 1.283

Network deployment 382,785 47.848

6 Discussion and Conclusion

The use of Bayesian networks for diagnosis at the component level has several
benefits to HWH. For HWH, in general, this will result in a substantial qualita-
tive improvement of welding equipment and reduction of costs related to service.
A qualitative improvement implies that equipment will become more intelligent,
reliable, stable and predictive and human-friendly. In addition, these new capa-
bilities provide competitive advantages.

For the HWH customer service center, the new software will reduce the load
related to service problem analysis. It will also improve quality of service, reduce
training times for new personnel and reduce requirements to their expertise.

For HWH customers, the usage of embedded analytical software provides
several advantages. The welding equipment will become more intelligent with
self-awareness and self-diagnosis capabilities. Self-awareness helps in easy inte-
gration and configuration into the system while self-diagnosis will help in pre-
dicting and preventing failures or finding solutions in case of problems/failures.
For the customer this means a substantial simplification of equipment service,
improvement of production line efficiency and stability by reducing down-times
and failures. All this results in a significant reduction of costs.

The results of the experimental analysis clearly demonstrate that inference
is highly efficient using the tightest level of integration and that communication
overhead adds significantly to the time cost of the inference process. Even with
the deployment of the web service and control software on different machines
located far apart, the cost of inference should not be problematic in relation to
providing support on root-cause analysis over the phone.

Future work includes development of a system-wide model for diagnosis at
line or even factory level combining the HWH welding controller model with
models for other components on the line or factory level as well as collecting
operational data for parameter estimation in batch and considering algorithms
for on-line adjustment of parameters using operational data. Although the mod-
elling methodology is primarily driven by domain expert knowledge, current work
focuses on enabling the derivation of Bayesian network models for diagnosis from
existing engineering design information such as FMEA data [13].
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Abstract. A multiple-agent logic, which associates subsets of agents
to logical formulas, has been recently proposed. The paper presents a
graphical counterpart of this logic, based on a multiple agent version of
possibilistic conditioning, and applies it to preference modeling. First,
preferences of agents are supposed to be all or nothing. We discuss how
one can move from the network to the logic representation and vice-
versa. The new representation enables us to focus on networks associated
to subsets of agents, and to identify inconsistent agents, or conflicting
subsets of agents. The question of optimization and dominance queries
is discussed. Finally, the paper outlines an extension where gradual pref-
erences are handled.

Keywords: Possibilistic network · Multiple agent logic · Preferences

1 Introduction

Modeling preferences has been an active research topic in Artificial intelligence
for about twenty years. Graphical and logical formalisms have been proposed for
describing user’s preferences compactly. Graphical representations are appealing
for elicitation purposes, and offer a basis for local computation; see, [1] for an
overview. Note that only a few graphical models have been proposed for mod-
eling multiple agent preferences, based on different extensions of Conditional
Preference networks (CP-nets) [5,8], or Generalized Additive Independence net-
works (GAI-nets) [7]. Besides, a multiple agent logic [2], where formulas are
pairs of the form (p,A) made of a proposition p and a subset of agents A, has
been advocated for handling beliefs: then (p,A) means ‘(at least) all agents in A
believe that p is true’. But (p,A) may also have a preference reading (‘(at least)
all agents in A want p to be true’).

The strong similarity of multiple agent logic with possibilistic logic and the
existence of transformations between possibilistic logic and possibilistic networks
[3] suggest to develop a graphical counterpart to multiple agent logic. When
modeling preferences, multiple agent networks can be seen as a generalization
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 142–153, 2017.
DOI: 10.1007/978-3-319-60045-1 17
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of individual π-Pref nets (when possibility degrees are binary valued). In the
following we investigate the interest of multiple agent networks (and of their
graded extension) for handling preferences.

This paper is organized as follows. Section 2 defines conditioning in case of
Boolean possibilities. Section 3 introduces multiple agent logic, and its graphical
counterpart in a preference perspective. Section 4 presents the main steps for
transforming one model into another. Section 5 discusses queries evaluation for
multiple agent network. Section 6 outlines an extension with priority levels of
multiple agent logic and network.

2 Conditioning and Possibilistic Networks: Boolean Case

Conditioning is a crucial notion when dealing with possibilistic networks. Here
we consider the elementary situation of a single agent and of two-valued possibil-
ity distributions. Possibilistic networks [3] are usually defined for non-dogmatic
possibility distributions, i.e., taking only positive values in (0, 1]. However, in the
two-valued case, the only non-dogmatic possibility distribution is the vacuous
one with value 1 for all states. So we must use a definition of conditioning that
makes sense for dogmatic possibility distributions. Conditioning in this case is
defined in the following way: Let Ω be the universe of discourse (set of all inter-
pretations). Then the interpretations known as possible are restricted by a subset
E �= ∅, E ⊂ Ω, and the considered possibility measure Π is such that Π(S) = 1
if E ∩ S �= ∅ and Π(S) = 0 otherwise (the possibility distribution being the
characteristic function of E). Conditioning obeys the equation:

Π(S ∩ T ) = Π(S|T ) ∧ Π(T ) (1)

where ∧ stands for Boolean conjunction. Then we define Π(·|T ) as the possibility
measure associated with the subset ET = T ∩E if T �= ∅ and ET = T if T ∩E = ∅.
ET is the result of revising E by T , the minimally specific solution of the above
equation under the success postulate ET ⊆ T . Thus:

Π(S|T ) = 1 if

{
S ∩ ET = S ∩ T ∩ E �= ∅ (Π(S ∩ T ) = Π(T ) = 1)
S ∩ ET = S ∩ T �= ∅, T ∩ E = ∅ (Π(S ∩ T ) = Π(T ) = 0)

= 0 otherwise (Π(S ∩ T ) = 0, Π(T ) = 1)

A Boolean possibility distribution can be decomposed into a combination of
conditional possibility distributions. This can be done by applying repeatedly
the definition of conditioning. Indeed, taking an arbitrarily order of variables in
set V = {X1, . . . , Xn}: π(X1, . . . , Xn) = π(X1|X2, . . . , Xn) ∧ · · · ∧ π(Xn). This
decomposition can be simplified when assuming some independence between
variables. Graphically, it can be represented by a possibilistic network where
each node represents a variable, edges represent the dependencies and conditional
distributions define the associated tables.

Example 1. Consider 3 Boolean variables X,Y,Z and π defined by the two inter-
pretations of x∧y. The possibilistic network associated to the ordering (X,Y,Z)
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Table 1. Joint possibility distribution

XYZ π(Z | Y ) π(Y | X) π(X) π(XY Z)

¬x¬y¬z 1 1 0 0

¬x¬yz 1 1 0 0

¬xy¬z 1 1 0 0

¬xyz 1 1 0 0

x¬y¬z 1 0 1 0

x¬yz 1 0 1 0

xy¬z 1 1 1 1

xyz 1 1 1 1

Table 2. Joint possibility distribution

XYZ π(Z | Y ) π(Y | X) π(X) π(XY Z)

¬x¬y¬z 1 0 0 0

¬x¬yz 0 0 0 0

¬xy¬z 1 1 0 0

¬xyz 1 1 0 0

x¬y¬z 1 0 1 0

x¬yz 0 0 1 0

xy¬z 1 1 1 1

xyz 1 1 1 1

corresponding to this possibility distribution is given by columns 2, 3, 4 of
Table 1. The original knowledge xy can be recovered from the joint distribu-
tion of Table 1 in the last column using the chain rule. In this network, Z is
independent from X and Y .

Consider the same ordering of variables with the conditional tables given
in Table 2. This illustrates the two first cases above in the definition of Π(S |
T ). Note that here Y does not depend on X. The two networks have different
tables but correspond to the same possibility distribution. The first network has
conditional distributions less specific than the second one. So having fixed the
ordering of variables, not only the conditional tables are not unique, but even
the network topology is not unique.

3 Multiple Agent Representations

Multiple agent logic has been discussed in details in [2]. Formulas in this logic
are pairs of the form (p,A), made of a proposition p and a subset of agents A.
In this section, we explain the use of this logic for modeling preferences and
present its graphical counterpart. All will denote the set of all the agents and
capital letters, e.g., A, B, Ai, · · · denote subsets of All. Let p, q, pi, · · · denote
propositional formulas of a finite language.

3.1 Multiple Agent Logic

A possibilistic logic formula [6] of the form (p, α) is understood as N(p) ≥ α
(N is a necessity degree), where the higher α, the more imperative p. Multiple
agent logic shares formal similarity with possibilistic logic in terms of inference
rules, axioms, possibilistic measures and possibility distribution [2]. However, a
multiple agent formula (p,A) is understood at the semantic level as a constraint
of the form N(p) ⊇ A where N is a set-valued mapping that returns the set
of agents for whom satisfying p is imperative. Therefore, the formula (p,A)
means that at least all the agents in A find p imperative. Set-valued possibility
measure and necessity measure are related via duality. Indeed, Π(p) = N(¬p),
which corresponds to the maximal set of agents for whom the falsity of p is
not imperative, which could be expressed as “the truth of p is acceptable”.
Π(p)∩Π(¬p) represents the set of agents that are indifferent to the truth value
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of p, and N(p) ∩ N(¬p) represents a set of inconsistent agents, which may be
empty or not. It can be checked that the set of agents who think that the truth
of p is imperative is a subset of the set of agents who think that its falsity is
not imperative, namely, N(p) ⊆ Π(p) provided there is no inconsistent agent.
The semantics of such a logic is defined by a so-called ma-distribution from a
universe of discourse Ω to subsets of agents, formally, π : Ω → 2All. Subsets
are partially ordered, which contrasts with a possibilistic logic distribution that
maps to a totally ordered scale. A multiple agent formula (pi, Ai) leads to the
following semantic representation by the ma-distribution

π(pi,Ai)(ω) =

{
All if ω |= pi

Ai (= All \ Ai) otherwise.
(2)

This expression indicates that agents not in Ai are indifferent to pi, but agents
in Ai find ¬pi unacceptable. More generally an ma-distribution should be inter-
preted as follows: π(ω) is the set of all agents that do not find ω unacceptable.

A ma-logic base Γ = {(pi, Ai)|i = 1,m} is associated to an ma-distribution,
s.t. πΓ(ω) is the intersection of sets of agents Ai that find the interpretation ω,
for which all formulas pi are false, acceptable.

πΓ (ω) =

{
All if ∀(pi, Ai) ∈ Γ, ω |= pi⋂{Ai : (pi, Ai) ∈ Γ, ω |= ¬pi} otherwise.

(3)

Two types of normalization exist for π: (i) The ma-normalization where ∃ ω ∈ Ω
s.t. π(ω) = All. Thus, all agents are altogether consistent and have at least
one common not unacceptable interpretation. This normalization entails the
following one. (ii) the i-normalization where

⋃{π(ω), ω ∈ Ω} = All. This means
that each agent is consistent individually by having at least one interpretation
that is not rejected. Yet, there may exist some contradictions between subgroups
of agents, for instance Γ = {(p,A), (¬p,A)}.

Example 2. Let us consider preferences of subsets of agents about drinks and their
accompaniments. We consider that the agent population is described by two char-
acteristics namely, being aWoman (W ) or aMan (M) and beingYoung (Y ) orOld
(O). The variables are Drink = {Tea(t), Coffee(¬t)}, Sugar = {Yes(s), No(¬s)}.
If we consider the ma-base: Γ = {(¬t, M), (t, M ∩ Y ), (¬s, O), (s, Y )}, we can check
that the ma-normalization is not verified. This is because N(¬t) ⊇ M and N(t) ⊇
M ∩ Y , hence N(t) ∩ N(¬t) ⊇ M ∩ Y ∩ M = M ∩ O. The old men demand tea
and not tea.

3.2 Graphical Representation of Multiple Agent Preferences

Possibilistic networks are the graphical counterpart of possibilistic logic and one
may go from one format to another while preserving semantics [3]. Likewise,
given the close similarity between possibilistic and multiple agent logic, we pro-
pose a graphical reading of the latter. First, we introduce the multiple agent
conditioning rule:

Π(p ∧ q) = Π(p|q) ∩ Π(q) (4)
This means that the set of all agents for whom the truth of p∧q is not unaccept-
able is equal to the intersection between the set of all agents for whom the truth
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of q is not unacceptable and the set of all agents for whom the truth of p is not
unacceptable when q is true. It generalizes the conditioning of Boolean possibili-
ties to multiple agents. As in standard possibilistic networks, the decomposition
of a possibility distribution consists in expressing a joint possibility distribution
as a combination of conditional possibility distributions, a process that in the
two-valued possibility case, does not yield a unique result, even when fixing the
ordering of the variables, as shown above. Let E be a subset of All × Ω repre-
senting an ma-distribution π, and let E(a) the set of interpretations that agent
a ∈ All does not reject. The result of conditioning E by a set of interpretations
B will be again defined as the minimally specific revision of E(a) by B that
agrees with the definition of conditioning (4), for each agent a ∈ All, namely
EB(a) = E(a)∩B if this intersection is not empty and B otherwise. Notice that
the result differs from E ∩ (All × B) even if this set is not empty. If B contains
the set of models [q] of q, then the characteristic function of EB is denoted by
Π(· | q). The solution of Eq. (4) is then:

Π(p|q) =
{

All if Π(p ∧ q) = Π(q)

Π(p ∧ q) otherwise.
(5)

Let V = {X1, . . . , Xn} be a set of variables, each variable Xi has a value
domain D(Xi). xi denotes any value of Xi. In coherence with Eq. (4), we can
use the chain rule:

π(X1, ...,Xn) = π(X1|X2, ...,Xn) ∩ .. ∩ π(Xn−1|Xn) (6)

to decompose a joint ma-distribution into a conjunction of conditional possibility
distributions. Now, we introduce a new graphical model for representing multiple
agent preferences, called ma-net for short. This model shares similar graphical
component and independence relations as possibilistic networks [3]. Formally,

Definition 1 (ma-net). A multiple agent network G over a set of variables
V consists of two components: (i) Graphical component composed of a directed
acyclic graph (DAG). (ii) Numerical component associating to each node Xi

a conditional multiple agent distribution for each the context ui of its parents
Pa(Xi).

Example 3. Let us use the same variables and sets of agents as in Example 2, plus
variable Cake = {Yes(c), No(¬c)}. The network Drink → Cake ← Sugar and
the following conditional distributions: π(t) = W , π(¬t) = M ∩ Y , π(s) = Y ,
π(¬s) = O, π(c | ts) = M ∩Y,π(c | t¬s) = O,π(c | ¬ts) = M ∩Y,π(c | ¬t¬s) =
W,π(¬c | ts) = M∩O,π(¬c | t¬s) = W,π(¬c | ¬ts) = W,π(¬c | ¬t¬s) = M∩O
represent conditional preferences of agents. Using the chain rule, we have the
following ma-distribution: π(tsc) = ∅, π(ts¬c) = W ∩ Y ∩ O = ∅, π(t¬sc) = W ∩ O,

π(t¬s¬c) = W ∩ O, π(¬tsc) = M ∩ Y , π(¬ts¬c) = M ∩ Y ∩ W = ∅, π(¬t¬sc) =

M ∩Y ∩O∩W = ∅, π(¬t¬s¬c) = M ∩Y ∩O∩M ∩O = ∅. In ma-logic, we can encode
it by the following base: {(t¬s)∨(¬tsc), All), (¬t∨s,M∪Y ), (t∨¬s∨¬c,W ∪O)}.

Let us reconstruct the ma-conditional distributions π(Cake|Drink, Sugar)
and the marginals π(Drink),π(Sugar) using the conditioning rule:
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π(tsc) = π(ts¬c) = π(ts) = ∅ so π(c|ts) = π(¬c|ts) = All.

π(t¬sc) = π(t¬s¬c) = π(t¬s) = W ∩ O so π(c|t¬s) = π(¬c|t¬s) = All.

π(¬tsc) = π(¬ts) = M ∩ Y so π(c|¬ts) = All.

But π(¬ts¬c) = ∅, π(¬ts) = M ∩ Y so π(¬c|¬ts) = ∅.
π(¬t¬sc) = π(¬t¬s¬c) = π(¬t¬s) = ∅ so π(c|¬t¬s) = π(¬c|¬t¬s) = All.

It can be checked that π(s) = M ∩ Y , π(¬s) = W ∩ O, π(t) = W ∩ O, π(¬t) =
M ∩ Y . We can easily check that even if this network has different conditional
tables it again yields the same ma-distribution.

4 Bridging Logical and Graphical Multiple Agent
Representations

Transformations between possibilistic graphical and logical representations [3]
can be adapted to multiple agent representations.

4.1 Logical Encoding of a Multiple Agent Network

The main idea consists in considering the ma-net G as a combination of local
multiple agent logic bases. Each node Xi ∈ V is associated to a logic base ΓXi

containing formulas of the form (xi ∨ ¬ui, A) and (¬xi ∨ ¬u′
i, A

′) where ui, u
′
i

are instantiations of Pa(Xi), and π(xi|ui) = A , π(¬xi|u′
i) = A′ appear in the

tables of G and A,A′ �= All. Each (conditional) possibility is viewed as a neces-
sity formula expressing the material counterpart of the condition. Indeed, for a
single agent N(¬p | q) = 1 − Π(p | q) = 1 − Π(p ∧ q) = N(¬q ∨ ¬p) = 1 pro-
vided that Π(p|q) = 0. So, in the multiagent case we can replace π(xi|ui) by the
clause ¬xi ∨¬ui when A �= All. When considered separately, we can see that the
conditional possibilities can be recovered from the local possibility distribution
such that Π(xi) =

⋃

ω|=xi

π(ω) since from Π(xi ∧ ui) = A and Π(ui) = All we

get Π(xi|ui) = A (by solving (4)). A multiple agent network is rarely normal-
ized due to conflicting preferences (which contrasts with standard possibilistic
networks), thus each conditional possibility distribution is represented by more
than one formula. Combined together, it is clear that the resulting logic base is
inconsistent with a degree equal to the intersection of all necessity values asso-
ciated to formulas. Then, the multiple agent base associated with the ma-net G
is ΓG = ΓX1

⋃ · · · ⋃ ΓXn
, ∀Xi ∈ V . The joint possibility distribution computed

from the multiple agent network G by the chain rule is the intersection of the pos-
sibility distributions associated to each node. The possibility distribution asso-
ciated to ΓG is also an intersection of distributions associated to the formula(s)
corresponding to each node. This explains why the two representations are rep-
resented by the same ma-distribution. This is the counterpart of the fact that
the union of possibilistic logic bases corresponds to the min-based aggregation
of their distributions [4]. Thus, the ma-net of Example 3 can be rewritten as the
union of the bases ΓCake = {(t∨¬s∨ c,All)}, ΓDrink = {(¬t,M ∨Y ), (t,W ∨O)},
ΓSugar = {(¬s,W ∨ O), (s,M ∨ Y )}.
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4.2 Transformation of a Multiple Agent Logic into a Graphical
Structure

This converse transformation is more complex. Indeed, the independencies repre-
sented by the network are not explicit in logic bases. The transformation consists
of two steps: (i) Constructing the network, thus detecting the dependencies, (ii)
Computing the conditional possibilities. First, the logic base should be put into
a special form, where tautologies are removed (by removing subsumed formulas)
each formula should represent a disjunction of a variable value and an instance
of all it parents. An algorithm performing this type of transformation is given
in [3]. To adapt this algorithm the following definitions are useful:

Definition 2. Let (p,A) be a formula in Γ . Then (p,A) is said to be subsumed
by Γ if Γ⊇A � p, where Γ⊇A is composed of classical formulas that appear in Γ
in association with sets of agents that include A or are equal to A.

Removing subsumed formulas does not change the possibility distribution. This
means that several syntactically different multiple agent logic bases may have
the same possibility distribution as their semantic counterpart. For instance,
(x ∨ y,A ∩ B) is subsumed by (x,B), therefore Γ = {(x ∨ y,A ∩ B), (x,B)} =
{(x,B)}.

Definition 3. Let Γ be a multiple agent logic base in a clausal form, where all
clauses involve an instance of a variable X. Let Z be the set of other variables
appearing in the clauses of Γ . A clausal completion of Γ with respect to variable
X, denoted by E(Γ ), is the set of clauses of the form (x ∨ ¬z, A) where x is an
instance of X, z is an instance of all variables in Z, and A =

⋃{Ai : (x∨pi, Ai) ∈
Γ, z |= ¬pi}, with

⋃
(∅) = ∅.

It can be proved that the two bases Γ and E(Γ ) are equivalent, i.e. correspond
to the same possibility distribution.

The notions of subsumption and clausal completion are instrumental in the
procedure (similar to the one in [3]) for finding the dependence graph from the
multiple agent logic base. More precisely, for each Xi in V we execute these
steps:

– Determination of the local base for Xi: Let (xi ∨ p,A) be a clause of Γ s.t.
xi is an instance of Xi, and p is only built from Xi+1, . . . Xn. If (xi ∨ p,A)
is subsumed, then remove it from Γ . If Γ � (p,A), then replace (xi ∨ p,A)
by (p,A). Let Ki be the set of clauses (xi ∨ p, ) in Γ s.t. p is only built from
Xi+1, . . . , Xn

– The parents of the variable Xi are Pa(Xi) = {Xj : ∃c ∈ Ki s.t. c contains an
instance of Xj}

– Compute the clausal completion of Ki: Replace in Γ , Ki by its clausal com-
pletion E(Ki)

– Remove incoherent data: For each (xi ∨ p,A) of Γ (where p is built from
Xi+1, . . . , Xn s.t. Γ � (p,A) replace (xi ∨ p,A) by (p,A).
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– Produce Γi: Let Γi be the set of clauses (xi ∨ p,A) in Γ s.t. p is only built
from Xi+1, . . . , Xn.

At the end of the procedure, each node Xi of the constructed graph
is associated to a local multiple agent base ΓXi

= {(xi ∨ ui)|xi ∈
D(Xi) and ui an instatiation of Pa(Xi)} containing only an instantiation of the
node and its parents. These local bases are useful to compute the conditional
possibilities such that:

πA(xi|ui) =

{
A if (¬xi ∨ ¬ui, A) ∈ Γ
All otherwise.

(7)

For instance if Γ = {(x∨y,A), (x∨ t, B)}, this base is equivalent to {(x∨y ∨
t, A∪B), (x∨¬y∨t, B), (x∨y∨¬t, A)}, so, π(¬x|¬y¬t) = A∩B, π(¬x|¬yt) = A,
π(¬x|y¬t) = B, π(¬x|yt) = All.

5 Specializing Representations and Queries

Before handling queries, we discuss two types of specializations, performed equiv-
alently on ma-nets and ma-logic bases, w.r.t. a subset of agents.

5.1 Sections and Restrictions of Networks and Logic Bases

In some cases, one may need to display preferences that are only related to a
subset of agents. Two possible operations are conceivable.

First, one may extract the network with common preferences expressed by
a subset of agents A, i.e. preferences approved by each element in A. This is
called a section. The obtained network has the same structure (with possible
deletion of nodes or edges) as the original ma-net and its conditional possibilities
are computed such that: π∀

A(xi|ui) = A if A ⊆ π(xi|ui) and π∀
A(xi|ui) = ∅

otherwise. Its logical counterpart ΓA is a propositional logic base where only
formulas weighted by Ai, such that A ⊆ Ai, are retained. This network can be
represented by a Boolean one, the same for each agent in A. If the section ΓA

is inconsistent, then, all the interpretations have a possibility degree equal to 0.
Second, one may restrain the set of agents to (subsets of) A, that is, forget about
preferences of agents out of A. This is called a restriction. The corresponding
network can be constructed as: π↓

A(xi|ui) = π(xi|ui) ∩ A. Its logical reading
corresponds to a multiple agent logic base containing multiple agent formulas of
the form (¬xi ∨ ¬ui, Ai ∩ A) s.t. Ai ∩ A �= ∅.

Example 4. In Example 2, the logic base corresponding to the common pref-
erences of the subset W ∪ O is ΓW∪O = {t}. However, the restriction of the
multiple-agent base to subset W∪O corresponds to Γ ↓

W∪O = {(¬t,M∩O), (t,W∪
O), (¬s,O), (s,W ∩ Y )}.
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5.2 Optimization, Dominance and Other Queries

Optimal configurations for group A of agents in an ma-net exist if the set of
preferences of group of agents A is consistent, precisely, if for each node and
depending on the parents instantiation, the set of agents represented by the
conditional possibility is a superset of A. Finding an optimal configuration is
straightforward and linear wrt the number of variables. Starting from the root
nodes, we choose each time the value(s) xi s.t. A ⊆ π(xi). Then, depending on
the parents instantiation, each time we again choose a value with a conditional
possibility that includes or equals A. In case π(xi) is not a superset of A for some
i, then the algorithm stops and the set of agents A have inconsistent preferences.
Note that under the ma-normalization, one is always sure to have at least one
preferred configuration no matter the set A. In the Boolean setting, dominance
queries just amount to testing if each of the two interpretations is accepted
or rejected. Another possible query, is to search for the maximal set of agents
that prefer a given interpretation. The answer can be obtained by sweeping
through the ma-net starting from the roots with the set of agents initialized to
All, performing, at each node, the intersection of the current evaluation with
the ma-possibility corresponding to the value of the node variable for the given
interpretation.

6 Extension to Graded Possibilistic Networks. A Brief
Outline

Multi-agent possibilistic logic. We can extend multi-agent possibilistic logic
to graded preferences of agents using fuzzy set-valued counterparts of the notions
of possibility distribution, possibility measure, and necessity measure. Formulas
in ma-π logic are of the form (p, α/A) (where α is a necessity measure and A is
a subset of agents) expressing that, for at least all agents in A, it is imperative
to satisfy p with a minimal priority degree α. Asserting (p, α/A) means that
A is the maximal set of agents that tolerate the falsity of p with level at most
1 − α, while the agents in A are indifferent to the truth or falsity of p, finding
both tolerable at level 1. By duality, Π(p) is the fuzzy set of agents who do
not require the truth of ¬p imperatively. Each possibilistic ma-logic base Γ is
associated to an ma-π distribution πΓ .

πΓ (ω) =

{
1/All if ∀(pi, αi/Ai) ∈ Γ, ω |= pi⋂{(1 − αi)/Ai ∪ 1/Ai | (pi, αi/Ai) ∈ Γ, ω |= ¬pi} otherwise.

(8)

where πΓ (ω) = α/A means that at most all the agents in A find ω acceptable
with a maximal satisfaction degree equal to α. The ma-normalization and the
i-normalization defined above are still valid. Precisely, ma-normalization is still
related to the consistency of the propositional logic base and means that ∃ ω ∈
Ω, π(ω) = 1/All, where 1/All is clearly the same as All. Moreover, the i-
normalization is still defined by Π(Ω) =

⋃
ω∈Ω π(ω) = All, and means that all

the agents are individually consistent.
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Example 5. Let us consider a multiple agent possibilistic logic corre-
sponding to the preferences over the variable Drink ∈ {t,¬t}: Γ =

{(¬t, 0.9/W ), (t, 0.3/M ∩ Y )}. The possibility distribution corresponding to this
base is:
π(t) = ((0.1/W ) ∪ (1/W ))∩(1/All) = (0.1/W ) ∪ (1/W ),

π(¬t) = (1/All) ∩ ((0.7/M ∩ Y ) ∪ (1/M ∩ Y )) = 0.7/M ∩ Y ) ∪ (1/M ∩ Y ).
π(t) indicates that women find a cup of tea fully acceptable and men find it
tolerable at best to a very low level 0.1. The preference base for women is
ΓW = {(t, 0.3)}.

Multi-agent possibilistic networks. Based on the same conditioning (Eq. (4))
and the same chain rule (Eq. (6)), where intersection is extended to fuzzy sets,
we can define multi-agent possibilistic networks (ma-π nets for short) an exten-
sion of the above-defined graphical counterpart of ma-logic, that have the same
structure as ma-nets.

Example 6. Let us consider the ma-π tables of Table 3, associated to the network
Drink → Cake ← Sugar. We can see that the local possibility distribution
associated to node ‘Drink’ corresponds to the logic base of Example 5. It is clear
that the network is not ma-normalized and this can be verified on its associated
possibility distribution. For instance, π(t¬sc) = (1/W ∪0.1/W )∩(1/O∪0.2/Y )∩
(1/O ∪ 0.1/Y ) = (1/W ∩O)∪ (0.1/M ∪Y ). It is clear that non-sugared tea with
cake (t¬sc) is satisfactory at degree 1 only for old women (W ∩ O).

Table 3. Conditional tables of an ma-π net

From an ma-π net to an instantiated π-Pref net. In contrast with ma-nets,
ma-π nets enable us to express levels of preference. Indeed, preferences are no
longer all or nothing. Then, the network pertaining to the preferences of a set
of agents A, induced as a section of the ma-π net, corresponds to a possibilistic
preference network (π-Pref net) with instantiated weights. Its structure is similar
to the ma-π net and the local possibility distributions associated to A are defined
by: πA(xi|ui) = α, ∀A ⊆ B s.t. πΓ (xi|ui) ⊆ α/B. Note that the induced net
is not always normalized due to the possible lack of normalization of the ma-π
net. Clearly, normalization states that the preferences of the set A of agents are
consistent and at least one interpretation has a possibility degree equal to 1 for
agents in A.

Example 7. Consider the ma-π net defined in Example 6. Its restriction to the set
of agents W ∩O are possibilistic tables: π(t) = 1, π(¬t) = 0.7, π(s) = 0.6, π(¬s) = 1,
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π(c|ts) = 0.3, π(c|t¬s) = 1, π(c|¬ts) = 0.2, π(c|¬t¬s) = 1, π(¬c|ts) = π(¬c|t¬s) =

π(¬c|¬ts) = 1, and π(¬c|¬t¬s) = 0.7. The resulting network is normalized. The
joint possibility distribution too. It can be computed using the standard product-
based chain rule, and t¬sc and t¬s¬c are the best interpretations (π(t¬sc) =
π(t¬s¬c) = 1).

7 Related Work

Few models exist for representing multiple agent preferences. First, multi-agent
CP-nets (mCP-nets) [8] are an extension of CP-nets in a multiple agent setting.
They are made of several partial CP-nets representing the preferences of each
agent, such that a partial CP-net is a CP-net where some variables may not be
ranked when the agent is indifferent about the values of these variables. Graph-
ically, the network is obtained by combining the partial CP-nets. We can reason
about an mCP-net by querying each partial CP-net, and then deduce the answer
using different voting concepts like Pareto optimality, lexicographic ordering,
and quantitative ranking. Second, probabilistic CP-nets (PCP-nets) [5] enable
a compact representation of a probability distribution over several CP-nets and
stand for a summary of collective preferences. A PCP-net has the same graphical
component as a CP-net. Lastly, generalized additive independence (GAI) nets
[7] are quantitative graphical models where preferences of agents are expressed
by utilities. In a multiple agent framework, each node is characterized by a util-
ity vector where each of its elements represents the utility of the node given by
an agent. An aggregation procedure is then applied to these utilities to find the
optimal solution.

As shown here, ma-nets represent the collective preferences of agents with a
single network, similarly to PCP-nets and GAI nets (and in contrast with mCP-
nets), which facilitates the handling of preferences. Besides, it may handle the
indifference and non consistency of some agents, and can deal with the agents
based on their profiles and not only in terms of proportions contrarily to GAI
nets and PCP-nets. The model can be extended to describe preference intensities
by adding priorities, unlike mCP-nets and PCP-nets.

8 Concluding Remark

This paper calls for several lines of research. The handling of graded prefer-
ences has been only outlined. Algorithms for different types of queries have to
be extended to this general case. We may also think of other requests such as
identifying non consistent agents directly from multiple agent (possibilistic) net-
works. Besides, the full strength of the representation power of π-Pref nets comes
from a symbolic handling of the priorities yet to be developed.
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Abstract. Fault Trees or Bow Tie Diagrams are widely used for sys-
tem dependability assessment. Some probabilistic extensions have been
proposed by using Bayesian network formalism. This article proposes a
general modeling approach under the form of a probabilistic relational
model (PRM), relational extension of Bayesian networks, that can repre-
sent any fault tree, defined as an event tree with possible safety barriers,
simply described in a relational database. We first describe an underly-
ing relational schema describing a generic fault tree, and the probabilistic
dependencies needed to model the existence of an event given the possible
existence of its related causes and eventual safety barriers.

Keywords: Fault trees · Bow Tie diagram · Bayesian network ·
Probabilistic relational model

1 Introduction

Risk prevention has always been a major concern in many areas such as industrial
system, offshore and public security... Nowadays, different approaches for risk
analysis in the areas of Dependability (operating reliability) have been proposed
in the literature such as preliminary risk analysis (PRA), Petri networks, Bow-
Tie method, Fault Tree method.

Fault Trees or Bow Tie Diagrams are widely used for system dependability
assessment. Some probabilistic extensions have been proposed by using Bayesian
network formalism. This article proposes a general modeling approach under the
form of a probabilistic relational model (PRM), relational extension of Bayesian
networks, that can represent any fault tree, defined as an event tree with possible
safety barriers, simply described in a relational database. We first describe the
underlying relational schema describing a generic fault tree, and the probabilis-
tic dependencies needed to model the existence of an event given the possible
existence of its related causes and eventual safety barriers.

The rest of the paper is organized as follows: Sect. 2 presents the background
about Fault Trees, Probabilistic Graphical Models (PGMs) such as Probabilistic
Relational Models, and related works about use of PGMs for reliability. Section 3
c© Springer International Publishing AG 2017
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presents our contribution, starting from a description of a Fault Tree, and build-
ing a generic PRM from its relational schema to the probabilistic dependencies
modeling the initial fault tree. We summarize our work and discuss open ques-
tions and perspectives offered by our contribution in Sect. 4.

2 Background

2.1 Fault Trees (FTs)

Several formalisms have been proposed in Systems Dependability Assessment.
They are classified into two categories: combinatorial models (as fault trees or
reliability block diagrams) and state-space models (as Markov chain or Petri
nets). Among the combinatorial models, FT is one of the most popular and
diffused formalisms for analysis of large, safety critical systems [9]. A FT is syn-
thetically defined by all combinations of events that can lead to failure. This
search of combinations of events that can cause a failure continues with a search
of minimum cut-sets (sets of basic events, or conditions, necessary and suffi-
cient to produce the failure) and then an evaluation of the likelihood of the
occurrence of the failure from the combination of the likelihood that elementary
events occur. The FT modeling is based on a descending approach (top-down
approach). It is based on the following assumptions: (i) events are binary events
(working/not-working); (ii) events are statistically independent; and (iii) rela-
tionships between events and causes are represented by means of logical gates [1].
In risk analysis, to assess the impacts of an undesired event, an event tree (ET)
is added to the FT, resulting in bow tie model. The goal is to place and assess
barriers to prevent or protect from the undesired event. An example of Fault
tree associated with safety barriers is described in Fig. 1.

Fig. 1. Example of a Fault Tree with safety barriers.

However, the FTs and Bow tie diagrams are static models. Dynamic fault
trees have been proposed to extend standard FTs to dynamic systems [5].
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2.2 Probabilistic Relational Models

For representing uncertain knowledge, Probabilistic Graphical Models, in par-
ticular, Bayesian networks (BNs) are increasingly used in the field of artificial
intelligence [11]. They are a powerful modeling and analysis tool that has been
applied in a variety of real-world tasks. Bayesian networks have been extended
in order to model more complex problems, such as dynamic ones with Dynamic
Bayesian networks, object-oriented ones or relational ones with Probabilistic
Relational Models.

As defined in [7], A Probabilistic Relational Model (PRM) Π for a relational
schema R (i.e., set of entities and relations) is defined through a qualitative
dependency structure S and a set of parameters associated with it θS . The
relational schema R describes a set of classes X = {X1, . . . , X1}, each of which
has a set of descriptive attributes denoted by A(X), which take on a range of
values V(X.A) and a set of reference slots denoted by R(X) = {ρ1 . . . ρk}. Each
X.ρ has X as domain type and Y as a range type, where Y ∈ X . A sequence
of slots ρ1 . . . ρk, where ∀i, Range[ρi] = Dom[ρi+1] defines a slot chain K. The
notion of aggregation is also adopted from the database theory: an aggregate γ
takes a multi-set of values of some ground type, and returns a summary of it, a
single-valued attribute is derived from the aggregation function.

Formally, a PRM Π is defined as follows. For each class X ∈ X and each
descriptive attribute A ∈ A(X), we have:

– A set of parents Pa(X.A) = {U1, . . . , Ul}, where each Ui has the form X.B if
it is a simple attribute in the same relation or γ(X.K.B), where K is a slot
chain and γ is an aggregation function.

– A legal conditional probability distribution (CPD), P (X.A|Pa(X.A)).

An example is described in Fig. 2 (right) for the relational schema depicted in
Fig. 2 (left). Probabilistic inference is performed on a Ground Bayesian Network
(GBN) obtained from a PRM for the given database instance I. A GBN is

Fig. 2. (left) An example of relational schema. (right) An example of Probabilistic
Relational Model.
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generated by a process (also called unrolling) of copying the associated PRM
for every object in I. Thus a GBN will have a node for every attribute of every
object in I and probabilistic dependencies and CPDs as in the PRM.

2.3 Related Work

The formalism of BNs is well suited to represent complex multi-state systems.
Recent works have shown that reliability formalisms such as event trees, fault
trees (FTs) or Bow Tie diagram are easy to model by an equivalent BN. For
example, [13] has shown that a reliability structure represented as a reliability
block diagram can be transformed into a Bayesian network model. This approach
makes it possible to compute the reliability of the system using probabilistic
inference in the equivalent BN. Similar works have proposed a language allowing
to transform fault trees or Bow Tie diagrams into Bayesian networks [1,6,8].
However, these approaches do not allow to model the dynamic aspect of the
system. In [2,12,14], a description of a Dynamic fault tree (DFT) with a Dynamic
Bayesian network (DBN) has been proposed. These works consider time as a
discrete variable and describe temporal probabilistic dependencies with Markov
chain. A generalization to continuous time has been proposed by [3,10].

The majority of the previously cited methods deal with Boolean variables
(existence of an event). A few of them consider the notion of barrier, and when
this barrier is defined, its existence is also Boolean. In addition, BNs are not
adapted to model large and complex domains because the structure of the net-
work is fixed in advance. Thus, no part is reusable and therefore explicitly
requires rewriting structure or parameter regularity. The data and the model
are not decoupled, so taking into account a new component requires updating
BN model by an expert or a complete learning of the model. As in the oriented-
object framework used in [14], Probabilistic relational models (PRMs) improve
the possibilities of generalization in this direction.

3 Contribution

We propose here a general modeling approach under the form of a probabilistic
relational model (PRM) that can represent any fault tree, defined as an event
tree with possible safety barriers, simply described in a relational database.

3.1 Fault Tree Modeling

We suppose that our FT is defined by a triplet (E ,G,B).
E = {Ei} is a set of events, with a prior probability PriorStrength(Ei)

defined in a set of ordered discrete values {absent, low, ...strong}.
G = {Gj} is a set of gates, with Inputs(Gi) ⊂ E , Output(Gi) ∈ E ,

Type(Gi) ∈ {OR,AND, ...} and DependencyStrength(Ei, output(Gj)) ∈
{absent, low, ... strong} for each Ei ∈ Inputs(Gj).
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B = {Bk, (Ei, Gj)} is a set of barriers. A barrier Bk is associated to
one specific event Ei appearing as an input of a given gate Gj , with a
BarrierStrength(Bk, Ei, Gj) ∈ {absent, low, ... strong}. We can notice here
that our definition of barrier is related to one association input-output for a
given gate, more general than the usual one where a barrier is only describing
an effect on a gate output.

3.2 A PRM for Fault Tree Modeling

Relational Schema. From the previously defined Fault Tree, we propose a
relational schema described in Fig. 3 with two entity classes Event, class of events,
and Barrier, class of barriers. and two association classes CausedBy, association
between events, and BarrierOf association between a barrier and one association
of events.

Instances of the classes are defined by the following rules: (i) one instance
of Event for each Ei ∈ E , (ii) one instance of Barrier for each Bk ∈ B,
(iii) one CausedBy instance for each Gj ∈ G and Ei ∈ Inputs(Gj) with
Cause = Ei and Effect = Output(Gj), and (iv) one BarrierOf instance for
each {Bk, (Ei, Gj)} ∈ B with Barr = Bk and CauseById is the instance related
to gate Gj and input Ei.

Fig. 3. Relational schema for Fault Tree modeling.

Probabilistic Dependencies. The probabilistic dependencies are defined
over the corresponding attributes of the previous classes. Event.existence ∈
{absent, low, ... strong} represents the potential existence of an event. This
attribute can be observed, or will be estimated depending on its prior strength
(Event.PriorStrength) and the existence of the events than can raise it in the
fault tree.

We propose to model the logical gate between an event and its possi-
ble causes by an ICI (independence of causal influence) model [4] by adding
CausedBy.Triggering attribute as an inhibitor node between each cause
and the effect node. This attribute Triggering has the same domain than
Event.Existence. This model will correspond to probabilistic dependencies
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between CausedBy.Triggering and CausedBy.Cause.Existence, and deter-
ministic function γ (determined by gate type) between Event.existence and the
set of possible triggering associations Event.Effect−1.T riggering. For instance
the deterministic function corresponding to an OR gate is the max function.

The triggering will be weighted by CausedBy.DependencyStrength or inhib-
ited by the strength of the associated barriers CausedBy.CauseById−1.Barrier-
Strength. As this association can possibly be inhibited by several barriers, we
decide here to use the max aggregation function to merge the effects of these pos-
sible barriers.

Conditional Probability Distributions. The conditional probability dis-
tribution (CPD) P (Event.Existence | PriorStrength, γ(Event.Effect−1.
T riggering)) is defined by a simple dependency. When the corresponding event
is a root event, γ(Event.Effect−1.T riggering)) = NULL and this CPD is an
increasing function depending only on PriorStrength. In the opposite, when
this event is not a root event, this CPD is independent from the PriorStrength
and corresponds only to the deterministic function γ.

The conditional probability distribution concerning CausedBy.Triggering,
P (CausedBy.Triggering | CausedBy.Cause.Existence, ... CausedBy.
DependencyStrength,max(CausedBy.CauseById−1.BarrierStrength)), is
defined by two components. First the dependency between Caused.Triggering
and CausedBy.Cause.existence is parametrized like in any ICI model, where the
strength of each cause is here weighted by the CausedBy.DependencyStrength
or inhibited by the several possible BarrierStrength.

The distributions P (Event.PriorStrength), P (CausedBy.Dependency-
Strength), P (Barrier.BarrierStrength) correspond to probability distribution
of observed root attributes, so their exact definition has no impact in our model.
We choose here uniform distributions.

Fig. 4. Probabilistic relational model for Fault Tree modeling.

Ground Bayesian Network. Figure 4 shows the corresponding probabilistic
relational model (PRM) defined with its relational schema, its associated prob-
abilistic dependencies and conditional probability distributions. As defined in
Sect. 2.2, probabilistic inference is performed on the Ground Bayesian Network
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Fig. 5. Instantiations of the relational schema describing the FT model of Fig. 1.

obtained from a PRM by unrolling the PRM template model for each instance
of each class in the database.

We present here a simple example with the description of a FT (Fig. 1) in the
database of Fig. 5 with 6 events, 3 OR gates and 2 barriers. Figure 6 describes the
ground BN obtained from our PRM for this FT. Given a set of Event.Existence
and possible BarrierOf.BarrierStrength, the GBN can finally be queried to
estimate the probability of other Event.Existence.

Figure 6 presents two scenarios in the same context where Landslide effect
is low, Weather damage is medium and Traffic offense is strong. In the first
scenario, we consider that the two barriers are low, and we observe that the

Fig. 6. Ground Bayesian network obtained by unrolling the PRM of Fig. 4 on the
instance given in Fig. 5, with two scenarios of probabilistic inference.
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probability of having a low Stopping road traffic is 69%, the probability of a
strong Accident is 49%, and the probability of a low 4 h traffic jam is 42%.

In the second scenario, we consider strong barriers, and we observe that the
probability of having a low Stopping road traffic is 91% (increasing because of
the Safety net barrier), the probability of a strong Accident is 14% (decreasing
because of the Police patrol barrier), and the probability of a low 4 h traffic jam
is 81% (because of the cumulative effects of both barriers).

4 Conclusion and Perspectives

This preliminary work proposes a general modeling approach under the form of
a probabilistic relational model, that can represent any fault tree, defined as an
event tree with possible safety barriers, simply described in a relational database.
We first describe the underlying relational schema used to model a generic fault
tree, and the probabilistic dependencies needed to model the existence of an
event given the possible existence of its related causes and eventual barriers.

The way we model barriers in this work is more general than a simple inhibi-
tion of a gate output. Our barriers can (totally or partially) inhibit any input of a
logical gate. As already proposed in the literature, we also use ICI models (such
as NoisyMax) in order to deal with probabilistic extensions of the logical gates
used in Fault Trees. With our proposal, adding new events, gates or barriers
simply consists in adding new instances in the database, and generating a new
ground Bayesian network where probabilistic inference can then be performed.
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Abstract. Evidential graphical models are considered as an efficient
tool for representing and analyzing complex and real-world systems, and
reasoning under uncertainty.

This work raises the issue of estimating the different parameters of
these networks. More precisely, we address the problem of updating these
parameters when getting new data without repeating the learning process
from the beginning. Indeed, we propose a new incremental approach to
update the different parameters based on the combination rules proposed
in the evidence framework.

Keywords: Parameter estimation · Graphical models · Belief function
theory · Incremental learning · Evidential data

1 Introduction

Nowadays, systems in most common application fields become more and more
complex, hence graphical models have gained a surge of interest as a flexible
and powerful tool for modeling uncertainty. On one hand, these models are able
to deal with uncertainty through the use of uncertainty theories. On the other
hand, they are able to deal with the complexity through the use of graph theory.

In this paper we are interested in graphical models based on belief function
theory, more specifically in Directed EVidential Networks with conditional belief
functions (DEVNs). These models are proposed by Ben Yaghlane et al. [4] to
generalize other graphical models such as Bayesian Networks (BNs) for handling
different types of uncertainty in data.

Generally the different parameters of these models are unknown, they can
be defined by experts or estimated from data. Once estimated, an interesting
question will be how update these parameters when having new data especially
with the fast increase of the amount of collected data in the majority of fields. To
take into account the new collected data, two possible solutions can be adopted:
repeat the whole learning process from the beginning taking into account both
old and new data, or update the different parameters of the existing network.
Although the simplicity of the first solution, it has a very high temporal and
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 163–170, 2017.
DOI: 10.1007/978-3-319-60045-1 19
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spatial complexity. In fact, if we repeat the learning process from the beginning,
the total amount of data must be recorded and the computational complexity
will increase proportionally with the volume of data.

To resolve this problem, we address in this paper, the problem of updating
the different parameters of an evidential network when having new evidential
data.

The rest of this document is organized as follows: In Sect. 2, we remind briefly
the most important background notions regarding evidence theory, evidential
networks and evidential databases. The learning parameters process in DEVNs is
summarized in Sect. 3. In Sect. 4, we present the main purpose of the paper which
is the incremental algorithm for learning parameters in DEVNs from evidential
databases. In the last section we analyze the performance of our incremental
approach through a brief experimental study.

2 State of the Art

In the following we introduce briefly the framework of this paper which includes
the belief function theory, databases and graphical models based on this theory.

2.1 Evidence Theory

Evidence theory is a general framework for managing different forms of uncer-
tainty in data. This theory, called also belief function theory or Dempster-Shafer
theory, is considered as a powerful tool for fusing data through its rules of com-
bination. We review, in this section, some basic concepts of this theory, other
details can be found in [12,14].

We call a frame of discernment Ω a finite set of exclusive and exhaustive
elements and 2Ω its power set.

The amount of belief supporting a proposition A from 2Ω is called a mass
function or a basic belief assignment, it is a function from 2Ω to [0, 1] such that:

∑

A⊆Ω

mΩ(A) = 1 (1)

A conditional mass function of a proposition A given B, mΩ [B](A) is defined by
Dempster’s rule of conditioning as:

mΩ [B](A) =
∑

C⊆B

mΩ(A ∩ C), (2)

where B̄ is the complement of the proposition B. More details about the rules
of conditioning in the belief functions theory can be found in [13,15].

One of the most classical rules of combination commonly used in the belief
function framework is Dempster’s rule of combination. This rule is defined as
follows:
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(m1 ⊕ m2)(A) =

{ ∑
B∩C=A m1(B).m2(C)

1−∑B∩C=∅ m1(B).m2(C) ∀A ⊆ Ω,A �= ∅
0 ifA = ∅ (3)

More rules of combination can be found in [6,7,17].

2.2 Evidential DataBase

Evidential DataBase (EDB) is a database storing data modeled in the evidence
framework [1]. We denote by EDB(L,C) an evidential database with L lines and
C columns. Each cell in the lth line and cth column is defined by a mass function
mlc from 2Ωc to [0, 1] such that:

mlc(∅) = 0 and
∑

A⊆Ωc

mlc(A) = 1 (4)

2.3 Directed Evidential Networks with Conditional Belief Functions

Directed Evidential Networks with Conditional Belief Functions are graphical
models based on the belief function theory to manage uncertainty. As in the
majority of graphical models, these networks are defined by two parts:

– The graphical structure modeled by a Directed Acyclic Graph (DAG) with
a set of nodes N = {N1, ..., Nx} representing the different variables and a set
of edges E = {E1, ..., Ey} coding conditional dependencies between variables.

– The set of parameters quantified by conditional belief functions.

These models are considered more flexible than Bayesian networks and other
evidential networks in the quantification of parameters. In fact, conditional belief
functions in DEVNs can be defined in two manners: per child node (each child
node is defined by a conditional belief function given all its parent nodes) and
per edge (the conditional relation between a child node and a parent node,
represented by an edge, is weighted with a conditional mass function).

3 Learning Parameters in DEVNs

The problem of estimating parameters in directed evidential networks with con-
ditional belief functions from evidential data is studied in [3]. This process is
based essentially on the maximum likelihood principle generalized to the belief
function theory [8].

As we said previously the quantitative part of a DEVN is characterized by
a priori mass function for each node in the graph and a conditional belief func-
tion for each child node given its parent nodes, these two metrics are defined
respectively by Eqs. 5 and 6:

mΩNi (Ni = Ak) =
∑|L|

l=1 m
ΩNi

lc (Ni = Ak)
∑|L|

l=1 m
ΩNi

lc (Ni)
, (5)
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mΩNi [PA(Ni) = x](Ni = Ak) =

∑|L|
l=1 m

ΩNi
lc (Ni = Ak) ∗∏j m

Ωpaj

lcj (paj(Ni) = xj)
∑|L|

l=1

∏
j m

Ωpaj

lcj (paj(Ni) = xj)
,

(6)

where Ak is a proposition from 2ΩNi , c denotes the column corresponding to the
node Ni ∈ N , m

ΩNi

lc is the mass function defining the cell in the lth line and
cth column, PA(Ni) = {pa1(Ni), ..., paz(Ni)} is the set of parents of the node
Ni and x is a configuration of values in which each parent node takes a possible
proposition from its frame of discernment.

The detailed description of the learning process in the two cases (per child
node and per edge) is presented in [3].

4 Incremental Process for Parameters Estimation
in DEVNs

In this section we address the main purpose of this paper which is how to update
the different parameters of an evidential network when having new evidential
data without repeating the whole learning process from the beginning in order
to reduce the complexity of the learning method.

Thus, we propose an incremental method for learning parameters based on
combining beliefs using one of the combination rules proposed in the belief func-
tion theory. As shown in Algorithm1, this method includes essentially three
steps: the first step consists in learning parameters from the new evidential data
according to the structure of the original network and the type of the condi-
tional dependencies in the network (per child node or per edge). The second
step involves combining the new estimated parameters with the parameters of
the initial network using Dempster’s rule of combination1. The third step is to
update the network by the different calculated parameters obtained in the second
step.

In this algorithm, any combination rule other than Dempster’s rule of combi-
nation can be used in the fusion step. Note that this process can be also applied
when having new data from expert opinions. The knowledge of the expert will be
considered as new parameters and combined with the parameters of the original
network.

It is important to notice, also, that our learning approach can be used to learn
the different parameters of a Bayesian network from uncertain data. In fact, after
applying our approach to learn each parameter in the network (per child node),
we will get for each variable a mass distribution that can be transformed into a
probability mass function using the pignistic transformation.

1 The prior mass function of each node will be combined with the prior mass function
of the same node and the conditional mass function associated to each configuration
of parents with the conditional mass function of the same configuration in the new
learned parameters.
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Algorithm 1. Incremental method for learning parameters in DEVNs
Require: DEV N1 = (N, E, θp, θc) , EDB
Ensure: UPDATED − DEV N = (N, E, θp, θc)

Step 1: Learning parameters from new data
if Parameters are defined per child node then

DEV N2 ← Learn − parameters − child − node(DEV N1.DAG, EDB)
else if Parameters are defined per edge then

DEV N2 ← Learn − parameters − edge(DEV N1.DAG, EDB)
end if
Step 2: Combination of belief
for each node Ni ∈ N do

if Ni is a root node then
m3ΩNi (Ni) = m1ΩNi (Ni) ⊕ m2ΩNi (Ni)

else
for each possible configuration confj do

m3ΩNi [PA = confj ](Ni) = m1ΩNi [PA = confj ](Ni) ⊕ m2ΩNi [PA =
confj ](Ni)

end for
end if

end for
Step 3: Updating DEVN
UPDATED DEV N.Ni.θp ← m3ΩNi (Ni)
UPDATED DEV N.Ni.θc ← m3ΩNi [PA](Ni)

5 Discussion and Experimental Study

In this section, we try to demonstrate the performance of our incremental learn-
ing approach by comparing the standard learning to the incremental one in terms
of computational time and resulted beliefs.

A classical problem that generally encounters people working on evidential
networks, is the absence of standard evidential networks used in the real world
problems. Thus, we tried to generate some evidential systems that will be used
in our experimental study.

Regarding the graphical part of the evidential network, we have adopted two
strategies: take the structure of a well known system or generate random DAGs.
The set of known systems is formed of four systems: the Asia network [11],
the alarm network [2] and two other systems well known in the reliability field
(the 2-out-of-3 system and the bridge system [16]). For the generation of DAGs,
we have adopted one of the methods proposed in the literature to generate the
graphical structure of BNs [9]. For the different parameters of the network, we
tried to generate random belief functions [5] for each needed distribution.

This experimental study is based on several steps: (1) Generate from each
network an evidential data set. (2) Use these data sets to learn parameters using
the standard learning process. (3) Divide each data set into two equal data sets.
(4) Use the first part of data to learn new parameters. (5) Update the learned
parameters from the second part of data using the incremental learning process.
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Table 1. Accuracy of the incremental learning vs standard learning

Networks Data Set

100 500 1000 5000 10000

Asia network 0.456 0.4598 0.654 0.349 0.02

Alarm network 0.564 0.402 0.2798 0.0848 0.0054

2oo3 network 0.7182 0.276 0.05 0.0073 0.0001

Bridge network 0.632 0.067 0.05 0.004 0.0003

Random networks 0.4182 0.31 0.07 0.0098 0.001

(6) Compare the updated parameters with the different parameters resulted from
the standard learning (using the whole data set).

To compare the updated parameters and the original ones in the last step,
we calculated the dissimilarity between their associated mass functions in each
node using Jousselme’s distance [10], which is one of the most appropriate mea-
sures used for calculating the dissimilarity between mass functions. The dif-
ferent results presented in Table 1 reveal the good accuracy of the incremental
process. In fact, the different calculated distances are very low mainly with 10000
instances (last column of the table).

The complexity of the learning process comparing to the standard one is
shown in Fig. 1. The speedup of the incremental algorithm (curves in red) is
clear with Asia network, 2-out-of-3 (2OO3) system and bridge system. For the
alarm network the standard algorithm is faster. These results are justified by the
fact that the computational complexity of the conjunctive rule of combination
depends essentially on the size of the frame of discernment defining variables.
This problem can be resolved by using an approximate rule of combination in
the fusion step.

Fig. 1. Standard learning vs incremental learning (Color figure online)
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6 Conclusion

We have presented in this paper the idea of updating the different parameters
of an evidential network when having new data which is based on learning para-
meters from the new EDB then combine beliefs to get the updated DEVN. The
proposed approach have shown a good accuracy with several networks.

Nevertheless, this work is still subject to improvement and extension. In fact,
it will be interesting to use approximate rules of combination in the incremental
process in order to decrease the execution time when having complex systems.
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Abstract. This paper presents the aGrUM framework, a C++ library
providing state-of-the-art implementations of graphical models for deci-
sion making, including Bayesian Networks, Influence Diagrams, Credal
Networks, Probabilistic Relational Models. This is the result of an ongo-
ing effort to build an efficient and well maintained open source cross-
platform software, running on Linux, MacOS X and Windows, for deal-
ing with graphical models. The framework also contains a wrapper, pyA-
grum, for exploiting aGrUM within Python.

1 Introduction

The aGrUM project started eight years ago at the artificial intelligence and
decision department of University Pierre and Marie Curie (http://www.lip6.fr).
Developed by several contributors, in particular the authors of the present paper,
the project grew into an extensive open source graphical model framework. This
one includes the aGrUM C++ library, a Python wrapper and some applica-
tions, all running on Linux, MacOS and Windows (supported compilers include
g++, clang, mvsc, mingw). The framework is freely available at http://agrum.
org1. There also exists a dedicated website (http://agrum.org) for the python
wrapper: pyAgrum.

The goal of aGrUM is the development of an efficient, easy-to-use and well
maintained framework for dealing with graphical models for decision making
(e.g., Bayesian Networks, Influence Diagrams, etc.). The emphasis is set on high
standards for performance, code quality and usability. The aGrUM framework
is now used by academics and industrials around the world, both end-users and
algorithm designers. European projects DREAM, MIDAS and SCISSOR as well
as French ANR projects SKOOB, INCALIN, LARDONS and DESCRIBE also
exploit aGrUM. It is a placeholder for its authors’ research and more than
fifty papers published in international conferences and journals use aGrUM
for implementation and benchmarking. The framework’s name, aGrUM, stands
for “A GRaphical Universal Model” but let us be clear that aGrUM does not
provide a universal model but offers serveral puns in the French language.

1 The website also contains installation instructions, the library’s documentation and
support.

c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-60045-1 20
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2 AGrUM Features

The aGrUM C++ library is divided into seven modules, the majority of which
relate to different graphical models:

– BN: Bayesian Networks.
– Learning: Bayesian Network learning algorithms [2,5].
– CN: Credal Networks [3].
– FMDP: Factorized Markov Decision Processes [4].
– ID: Influence Diagrams.
– PRM: Probabilistic Relational Models [6].
– Core: common data structures and utilities.

The BN module provides flexible and efficient implementations of Bayesian
Networks. Those can be read from (and written to) files of different formats
(BIF, DSL, net, cnf, BIFXML, UAI). They can also be generated (randomly)
from several “generators” or learnt from data using the Learning module. The
aGrUM library allows users to define BNs using traditional Conditional Prob-
ability Tables (CPT), but also using Noisy OR or Noisy AND gates, Logit mod-
els, aggregators (and, or, max, min, exists, forall, etc.). In addition, for a high
level of efficiency, CPTs can be encoded using different representations (arrays,
sparse matrices, algebraic decision diagrams, etc.). Those are exploited in various
inference algorithms like Lazy Propagation, Shafer-Shenoy, Variable Elimination,
Gibbs sampling, etc., including relevant reasoning methods.

A specific module is provided for learning the structure and/or parameters
of BNs from datasets. Currently, those can be either CSV files or SQL data-
bases. Here again, the library has been designed in order to be as flexible as
possible and follows a component-based approach: structure learning algorithms
are a combination of a handler for reading the database, a score among (BD,
BDeu, K2, AIC, BIC/MDL) with, possibly, some additional a priori (smoothing
or Dirichlet), a component for scheduling local structure changes and a set of
constraints that the user wishes to be satisfied. The latter includes structural
constraints like requiring/forbidding arcs, limiting the indegrees and imposing
a partial ordering on the nodes. The learning algorithms currently implemented
using this framework are greedy hill climbing, local search with tabu list and K2.
BN parameters can also be learnt either by maximum likelihood or maximum
a posteriori. All the learning algorithms are highly parallelized thanks to the
OpenMP library.

Beside BNs, other graphical models have been implemented: Credal Net-
works (module CN), Factorized Markov Decision Processes (FMDP), Influence
Diagrams (ID) and Probabilistic Relational Models (PRM). These modules fol-
low the same philosophy as the BN module: high flexibility, inference efficiency,
extended file format support. For instance, all these models are shipped with
tailored inference algorithms, e.g., loopy propagation and Monte Carlo for CN,
SPUDD for FMDPs, Shafer-Shenoy for IDs.

All the aforementioned modules rely on the core module for their data struc-
tures and common algorithms. These include classical data structures like lists,
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Fig. 1. Some Python notebooks using pyAgrum.

hashtables, AVL search trees, sets, heaps, etc., that have been implemented in
the library in such a way that they are both safe and particularly efficient. More
complex data structures and algorithms are provided, like graph definitions and
algorithms (including, e.g., a whole hierarchy of triangulations, notably incre-
mental ones) and the different flavors of multidimensional tables described in
the preceding page. The core of the aGrUM library also provides some tools
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used to make sure that aGrUM’s code satisfies the highest quality standards
and is memory leak free.

3 Extensions

Beside the aGrUM library, the aGrUM framework provides a wrapper for
Python: pyAgrum. It also implements the specific probabilistic graphical mod-
els (PGM) language O3PRM (http://O3PRM.lip6.fr).

3.1 PyAgrum

pyAgrum is a Python wrapper for the C++ aGrUM library. It provides a very
user friendly high-level interface for manipulating aGrUM’s graphical models
while keeping the high performance level of the C++ library. Within Python
Notebooks, pyAgrum can be easily used as a PGM graphical editor. Figure 1
shows such notebooks, illustrating, e.g., how BN structure learning and infer-
ences can be performed. Note that many computations’ outputs are provided
graphically in order to facilitate their analysis by the users. Other learning
libraries, such as Pandas (http://pandas.pydata.org), can also be used in con-
junction with pyAgrum’s models. The latter include Bayesian Networks, Credal
Networks and Influence Diagrams. All these features make pyAgrum a very ver-
satile and efficient PGM package. Tutorials, demos and downloading/installation
instructions can be found at http://agrum.org.

Figure 2 is taken from one of many examples provided with the pyAgrum note-
books (notebooks are available on pyAgrum website http://agrum.org). In this
example, we use pyAgrum to iterate over 100 probabilistic inferences to produce
these results. Without entering into details, the idea is to visualize the impact
of evidence over one variable on another. Here the x axis represents an increas-
ing belief that the MINV OLSET variable of the classical benchmark Bayesian
network Alarm equals NORMAL. The y axis indicates the posterior probability
of the V ENTALV variable given the evidence over MINV OLSET . Each curve
indicates the probability of a particular value of V ENTALV given the evidence
on MINV OLSET .

3.2 O3PRM

The aGrUM library contains a specific module named PRM for Probabilis-
tic Relational Models. They are a fully object-oriented extension of Bayesian
Networks, as specified in [7]: they implement the notions of classes, interfaces,
instances, attributes, reference slots, slot chains, systems, etc.. Their object-
oriented nature greatly reduces the maintenance and creation costs of complex
systems with many repeated subcomponents. Highly efficient inference engines
like structured variable elimination (SVE) or SVE with relevant reasoning are
provided in the module. A bridge with the BN module exists that enables ground-
ing PRMs into BNs, thereby allowing the exploitation of all the available BN-
related algorithms of aGrUM. Finally, a domain specific language O3PRM
has been developed to enable users to easily create PRMs.

http://O3PRM.lip6.fr
http://pandas.pydata.org
http://agrum.org
http://agrum.org


aGrUM: A Graphical Universal Model Framework 175

Fig. 2. pyAgrum in action: sensibility analysis

4 Towards aGrUM 1.0

aGrUM is under active development and, even if many of its features are robust
and well designed, aGrUM is still missing some fundamental algorithms and
useful features that we strive to implement.

Regarding approximate probabilistic inference, we wish to add various Belief
Propagation algorithms. For exact inference, we still have to parallelize and
further optimize our inference engines. With these additions, aGrUM will offer a
wide variety of optimized probabilistic inference algorithms, making it a complete
framework for probabilistic inference.

We plan to add the Expectation-Maximization (EM) algorithm and its struc-
tural counterpart SEM into aGrUM’s learning module. The EM algorithm is
widely used in machine learning for finding maximum likelihood or maximum a
posteriori estimates of parameters. In conjunction with the learning algorithms
already implemented in aGrUM, the framework will offer a broad range of meth-
ods for learning Bayesian Networks and other graphical models.

We also plan to add into aGrUM mixed discrete/continuous extensions of
Bayesian networks, including, e.g., that proposed in [1], and to provide efficient
learning and inference algorithms for these models.
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Algorithms are not the only way we wish to improve aGrUM for a first stable
version. Indeed, documentation and tutorials are as important as algorithms for
spreading aGrUM’s use. Even if we try to provide the most complete and up-
to-date documentation, we still feel that its readability and examples can be
improved.

As for all open source projects, aGrUM’s community is very important to
us and we hope to convince more people from various scientific communities to
adopt aGrUM and pyAgrum as their main tool for modeling graphical models. To
achieve this goal we are putting a lot of efforts in making aGrUM and pyAgrum
easier to use: distributing PyPi and conda packages, porting aGrUM to Win-
dows, talking about aGrUM in various conferences. Another important change
for aGrUM is its open source license. Currently, aGrUM is distributed under
GPL2.0, which can forbid its use due to the contaminant nature of GPL2.0. We
plan to switch to LGPL or another integration friendly open source license.

We hope to release version 1.0 of aGrUM in 2017. Afterwards, we plan to
improve aGrUM’s performance with integration of GPU support and memory
optimization. We also plan to test aGrUM against other open source framework
with the goal to provide the most performing graphical model framework in the
open source community.

5 Conclusion

This paper has presented aGrUM, a powerful framework for manipulating
graphical models for decision making. It is designed to be flexible, well main-
tained and highly efficient. The core of the framework is the C++ aGrUM
library but wrappers like pyAgrum enable users to exploit aGrUM within
high level and easy-to-use programming languages like Python.

The development of the aGrUM framework has not only been stimulated by
academic research, it is also the result of different industrial collaborations. For
instance, aGrUM’s O3PRMs are exploited in ongoing projects with EDF (the
French national electricity provider) on risk management in nuclear power plants
and with IBM on the exploitation of probabilities in rule-based expert systems.
The BN learning module is exploited in projects with IRSN, the French Institute
for Nuclear Safety, for nuclear incident scenario reconstruction. Other projects
with Airbus Research and the Open Turns project use aGrUM for structural
learning in copules with continuous variables.
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Abstract. We propose a new approach to detect credit card fraud based
on suspicious payment patterns. According to our hypothesis fraud-
sters use stolen credit card data at specific, recurring sets of shops. We
exploit this behavior to identify fraudulent transactions. In a first step
we show how suspicious patterns can be identified from known compro-
mised cards. The transactions between cards and shops can be repre-
sented as a bipartite graph. We are interested in finding fully connected
subgraphs containing mostly compromised cards, because such bicliques
reveal suspicious payment patterns. Then we define new attributes which
capture the suspiciousness of a transaction indicated by known suspicious
patterns. Eventually a non-linear classifier is used to assess the predic-
tive power gained through those new features. The new attributes lead
to a significant performance improvement compared to state-of-the-art
aggregated transaction features. Our results are verified on real trans-
action data provided by our industrial partner (Worldline http://www.
worldline.com).

Keywords: Credit card fraud detection · Supervised learning · Feature
engineering · Frequent pattern mining · Bicliques · Graph analysis

1 Introduction

In today’s world payments are often effected electronically. Instead of cash, peo-
ple use credit and debit cards for payments at the point of sale (POS) and
can directly issue purchases on shopping websites using their card data (E-
commerce). However the rise of electronic financial transactions has led to new
crime patterns: fraudsters try to misuse the data of legitimate persons to effect
payments in their name. Therefore payment processors employ detection tech-
niques to identify fraudulent transactions.

Historically fraud detection is carried out within rule-processing systems
where fraudulent transactions are detected if they fulfill certain criteria, e.g. issued
c© Springer International Publishing AG 2017
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at a specific shop at a specific time of a day. The rules of these systems are crafted
manually by human experts or generated by rule learning algorithms [12]. More
sophisticated systems use supervised learning to build classification models which
learn to identify fraud from known fraudulent transactions in the past [4].

In the best case a fraudulent transaction is immediately detected and rejected
by the system. However, even after acceptance of a fraudulent transaction it
is useful to detect it because the fraudster is likely to reuse the same card
data for further transactions until the card is blocked. Finding compromised
cards becomes easier with each further fraudulent transaction from the card in
question, under the condition that detection techniques are not solely analyzing
individual transactions. Therefore, feature aggregates built from the transaction
history of a credit card are heavily used to improve fraud detection in rule-based
systems as well as machine learning approaches [17].

The historical rule based approach has the advantage that it allows human
investigators to adapt detection systems according to very specific fraud scenar-
ios. The full expertise of the investigator results in very targeted fraud detection
with few false alerts. On the other hand non-linear models such as neural net-
works are not transparent in regard to how they decide on the label of a trans-
action, but they are able to find hidden meaning in the data, that investigators
are not aware of.

In this work we combine the advantages of historical rule learning and non-
linear models to outperform existing fraud detection methods. For this purpose
we feed the pattern-indicated “suspiciousness” of a transaction into a non-linear
classifier. This additional information boosts the classifier performance by 20%
in terms of area under precision-recall-curve (AUCPR).

To provide an example assume that we find in historical data that some fraud-
sters tend to issue their fraudulent transactions always at the shops {E,F,G}.
After further investigation we find out that actually 50% of the cards which
have made a transaction at all the shops {E,F,G} are compromised. The pat-
tern {E,F,G} is therefore highly suspicious—We have identified an anomaly
which can be used to find further fraud cases. Therefore we not only provide
classical transaction features such as amount and timestamp to our non-linear
model but in addition whether the card is used according to a known suspicious
pattern. We show that this combined approach leads to a significant performance
increase. A similar approach has been applied to identify companies which might
go bankrupt deliberately in order to avoid taxation [16]. We extend and adapt
the core ideas from this work to the domain of credit card fraud and show that
the relationships between cards and card acceptors similarly carry information
indicating which cards might be under the control of a fraudster.

Regarding the structure of this paper we first give a detailed description
of our contribution (Sect. 2). Subsequently we explain the preprocessing and
augmentation of our data based on existing scientific work (Sect. 3). Then we
describe the concrete experimental setup (Sect. 4) for testing our contribution.
Finally we report our results (Sect. 5) before drawing a conclusion (Sect. 6).
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2 Pattern Suspiciousness

Our contribution is based on the hypothesis that compromised credit cards can
be identified by inspecting the patterns of card acceptors, e.g. shops, at which
they have been used [6]. A pattern is for example “card x has been used in the
shops {E,F,G}” (See Definitions 1 and 2).

Definition 1. Pattern: Unordered set of acceptors containing at least 2, and at
most n, elements, where n is the maximally allowed pattern size. We require that
a pattern consists at least of 2 acceptors.

Definition 2. Pattern match: A credit card c matches a pattern at moment t
if all acceptors of the pattern appear in the transaction history T[t−Δt,t] of c. Δt
denotes a time difference.

Definition 3. Pattern support: The absolute number of cards which match a
given pattern.

With techniques originating from the domain of association rule mining we
can identify frequent patterns [1] in the transaction data, i.e. patterns that are
common among multiple credit cards. We aim to compute the suspiciousness of
such patterns by counting how many of the matching cards are compromised.
The underlying assumption is that a pattern which is highly exposed to fraud in
the past can be used to detect fraud on future transactions. Thus our approach
requires a database of patterns and their suspiciousness. However, we do not
want to use the suspicious patterns directly to detect fraudulent cards. Instead
we incorporate this information in newly defined transaction features and build
a model which also takes into account all other given information to detect
fraudulent transactions.

When a new transaction arrives we evaluate whether we recognize a pattern
from the database in the transaction history of the card. Then we augment the
new transaction with information about the matching patterns’ suspiciousness.

2.1 Pattern Enumeration and Scoring

To derive suspiciousness scores for each pattern we need to look at the cards
which match the patterns in our historical data. A higher number of compro-
mised cards indicate a higher pattern suspiciousness. For this purpose we intro-
duce the definition of a biclique which incorporates a pattern and all its matching
cards. We can conclude that for each pattern a corresponding biclique exists and
vice versa. The biclique definition relies on a graph representation of the data
in which the acceptors form a first and the credit cards a second vertex type.
A credit card can be linked to an acceptor by a transaction. An example for a
biclique is depicted in Fig. 1. The representation of a bipartite graph to find suspi-
cious bicliques has already been applied successfully in the domain of bankruptcy
fraud, i.e. predicting which companies might go bankrupt deliberately in order
to avoid taxation by analyzing the business partners of those companies [16].
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Fig. 1. Example transaction graph to demonstrate the hypothesis of suspicious accep-
tor patterns. Red long-dashed edges represent fraudulent transactions, blue dotted
edges represent genuine transactions. The depicted pattern {E,F,G} is suspicious as
two out of three (=66%) of its matching cards are compromised (i.e. have fraudulent
transactions). (Color figure online)

Definition 4. Bipartite graph: Let G = (N,E) denote a graph consisting of the
vertices N and edges E. G is bipartite if N can be divided into two sets U and
V such that every edge has one endpoint in U and one endpoint in V .

Definition 5. Biclique: Let G = (V ∪U,E) denote a bipartite graph. A subgraph
(V ′ ∪ U ′, E′) of G is called a biclique if V ′ ⊆ V,U ′ ⊆ U,E′ ⊆ E and for every
u ∈ U ′ and v ∈ V ′, {u, v} ∈ E′.

The patterns’ suspiciousness is directly expressed through the ratio of com-
promised cards among all cards in its corresponding biclique. The biclique
depicted in Fig. 1 contains three cards out of which two are compromised because
they have fraudulent transactions. Therefore the suspiciousness score of this
biclique is 0.66. In addition to the biclique fraud ratio we store the pattern size
and the number of matching cards in the pattern database for later use.

Algorithmically the bicliques are identified in two consecutive steps. First, we
identify candidates for suspicious patterns only taking into account compromised
cards. In a second step we generate full bicliques from those candidates, now
taking into account all cards. The first step can be performed by any appropriate
frequent pattern mining algorithm such as the apriori-algorithm [2]. In the second
step the bicliques are created by identifying the common cards of each acceptor
pattern, which is equivalent to a set intersection operation for each pattern [11,
Chap. 10.3.3].

The time complexity of enumerating all maximal bicliques based on frequent
itemset mining can be reduced to O(mnN), where m is the number of edges
in the graph (credit card transactions), n the number of vertices (cards and
acceptors) and N the number of maximal bicliques [9]. The apriori algorithm
does not achieve this complexity but has proven to be adequately efficient for
our experiments.
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2.2 Feature Aggregation

At this point we have identified suspicious patterns on historical transaction
data and quantified this suspiciousness in terms of pattern features. In the next
step these pattern features will be used to find compromised cards in a target
dataset with unknown labels. Therefore the cards in this distinct dataset must
be augmented with the pattern information.

We verify for each card which patterns it matches and derive new features
from the matched patterns: the number, the mean and the maximum suspicious-
ness among them. In the domain of credit card fraud we suspect that patterns
having the maximum suspiciousness are most important for detecting future
fraud. Therefore we add more information about these most suspicious patterns
to the new card features: the number of acceptors (pattern size) and the number
of matching cards (pattern support). The five new features are summarized in
Table 1.

Table 1. Newly proposed pattern features. Each transaction is augmented with these
five attributes to achieve a better predictive performance.

Attribute Explanation

Pattern count Number of patterns matched by the card

Mean suspiciousness Of all matching patterns

Max suspiciousness Score of most suspicious matching pattern

Max suspicious pattern’s size Size of m. s. matching pattern

Max suspicious pattern’s support Supporting cards of m. s. matching pattern

3 Real Data and Preprocessing

To assess our approach we use a real-world transaction dataset from our indus-
trial partner. The dataset contains (POS) and E-commerce-transactions. Each
day of data comprises on average 517, 569.7 transactions with a standard devia-
tion of 59902.9. Out of these transactions on average 0.152% are fraudulent with
a standard deviation of 0.040%.

The dataset provides 21 intrinsic transaction features. Those comprise nom-
inal identifiers of transactions, cards and acceptor and more information related
to these entities: for example the transaction amount, the timestamp of the trans-
action and the merchant category. These attributes are common in the domain
of fraud detection [12,13].

A classifier which is only trained on intrinsic attributes is likely to achieve
a poor predictive performance. Therefore we augment the given attributes
with aggregated new features, which have proven to enhance the prediction
performance in other scientific work [3]. The authors derive information on how
often the card was used in a similar manner before the current transaction. For
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example they add the number of transactions issued at the same shop in the
past and the average transaction amount of recent payments.

Another approach [5, Chap. 5.1.3] computes the risk of discrete attribute
values of being associated to fraud transactions, e.g. the risk that a specific
acceptor is used for a fraud transaction. In this work transactions are merged
with the risk scores associated with their attribute values.

In total a set of 45 transaction features is used to obtain a baseline perfor-
mance score for a state-of-the-art fraud detection model. These consist of basic
features being intrinsic to each transaction (amount etc.), aggregated card fea-
tures [3] and risk scores [5, Chap. 5.1.3] for all categorical attributes in our data.
As the data used for the referenced work is not publicly available we have fully
reimplemented their work to augment our data with the same attributes.

4 Experimental Setup

To estimate the predictive performance gain we compare the performance of
a model trained on a state-of-the-art dataset with the performance reached
when adding our newly proposed features (Table 1). We choose a random forest
model because it is a standard and well-performing model in the domain of fraud
detection [3,6]. It allows the construction of sophisticated performance metrics
because it is capable of returning class likelihoods instead of hard labels. We
use random undersampling for training the random forest model such that each
training set contains 1500 fraudulent transactions and 13500 genuine transac-
tions to address the imbalance in the data. We choose a sampling ratio of 10% to
compare to [3]. This technique performs well in conjunction with random forest
models [15]. A random forest model requires two parameters: we fix the number
of trees at 501 and leave the number of split candidate variables at

√
p, where

p is the number of transaction attributes in the training set—a common default
setting [10]. No further tuning of the parameters is required as we want to com-
pare the performance of multiple random forests trained on different attribute
subsets rather than producing one highly tuned classifier. For the performance
measures requiring hard labels we set a static cutoff threshold of 0.75, i.e. if a
transaction is voted to be fraudulent by less than 75% of the trees, it is classified
as genuine.

For computing the newly proposed pattern features we restrict the size of the
acceptor patterns to two to six. Patterns of size one (i.e. individual acceptors) are
already incorporated in the acceptor risk score [5]. Patterns of larger sizes than
six are ignored because they would require that a fraudster issues more than six
transactions at different acceptors before they can be detected. Additionally we
require that each pattern is matched by at least 4 compromised cards to ensure
a minimum evidence for a suspiciousness score (minimum absolute support). In
summary we only assess bicliques consisting of two to six acceptors and at least
four cards.

Another parameter is the size of the time-window Δt from which we derive
frequent patterns. We choose a window of five days, relying on the fact that
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fraudsters try to issue their payments within a short time-frame before the card
of the customer is blocked. A larger window could be an interesting subject for
future research, because the acceptors used by the legitimate cardholder might
also carry important information because in many cases one of those acceptors
is the source of the data breach.

4.1 Data Splits

When evaluating our approach we have to be careful about setting up training
and test data. The risk score [5] and the newly introduced pattern features
require the labels of historical transactions as input which might lead to a biased
model when the same transactions are used for training. To ensure that this does
not occur we split data into three sets: feature learning set, training set and test
set. Additionally we want to assess how good the model behaves in a temporal
context, i.e. learning on past transactions for predicting future transactions.
Therefore we split based on the timestamp of transaction acceptance. We use
five days of transaction data for learning suspicious patterns and risk scores.
The subsequent five days of data are used for training the random forest model.
Finally we test this model on the subsequent day of data (See Fig. 2). To obtain
statistically sound results we generate 40 different learning, training and test
sets from our data.

In fraud detection it is trivial to predict the label of transactions once we
know that a card is compromised. To avoid an overoptimistic estimate of the
performance we remove transactions from known compromised cards from sub-
sequent splits. For example when a card already has a fraudulent transaction in
the training set, its transactions are removed from the test set.

4.2 Performance Measures

The choice of adequate performance indicators is highly influenced by the class
imbalance of the fraud detection problem. Standard measures as prediction accu-

Fig. 2. The transaction dataset is split into three parts: a feature learning dataset,
a training set and a test set. The first is used to learn which acceptors patterns are
suspicious. The second is used to train a model and the third to test its predictive
performance. To avoid reporting already known compromised cards, those are removed
from subsequent splits.
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racy and area under ROC-curve (AUC) [14] are not suitable because negative
and positive instances contribute equally to them while in unbalanced problems
the positive class should be emphasized [17].

We base our conclusions on precision and recall which focus on the fraudulent
class. In the fraud domain the precision shows how many transactions might be
reported erroneously by the model. The recall captures how many fraudulent
transactions are completely missed by the system and are eventually detected
by the cardholder in their account statement.

Additionally we use the area under precision-recall-curve (AUCPR) as a
cutoff-independent measure, which is better suited to imbalanced problems than
the classical AUC [7]. The precision among the top-k-ranked alerts is another
meaningful performance indicator in fraud detection [3,5]. We fix the parame-
ter k at the number of positive instances in the test set such that a score of 1
indicates perfect prediction.

Table 2. Performance of classifiers: row 1, 3 our baseline; row 2, 4 baseline + con-
tributed features. We report the average performance and std. deviation obtained from
40 different learning-training-test cycles.

Model, attributes Precision Prec. at k Recall AUCPR Accuracy AUC

Random forest
baseline

0.333± 0.11 0.381± 0.09 0.418± 0.10 0.323± 0.10 0.999 0.971

Random forest +
contribution

0.371± 0.11 0.419± 0.09 0.444± 0.11 0.387± 0.10 0.999 0.971

Logistic
regression
baseline

0.072± 0.04 0.129± 0.10 0.338± 0.10 0.072± 0.056 0.995 0.942

Logistic
regression +
contribution

0.095± 0.05 0.183± 0.11 0.406± 0.11 0.103± 0.071 0.996 0.944

5 Results

As a first result we observe in Table 2 that our baseline performance differs from
what is reported in other scientific work1, although our dataset contains the same
and more features. Our precision is higher, while the recall is lower, i.e. the alerts
of our model are more accurate, but it detects less fraudulent transactions. This
may be caused by our experimental setup which is oriented towards a real-world
scenario in which we use past data to predict future fraud. The differences may
also originate from unknown deviations between the used datasets and model
parameters.

Looking at our random forest classifier we observe that the new pattern
features lead to an average performance improvement of 0.064 in AUCPR. On
1 [3, Tables 6c, 7c] reports for another dataset a precision of 0.233, a precision at k of

0.494, a recall of 0.747, an accuracy of 0.987 and an AUC of 0.934.
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average the area grows by 20%. In the cycle of largest absolute performance
improvement the AUCPR grows from 0.157 to 0.357, while in other cycles there is
no significant improvement in performance. This indicates that the importance of
the new features changes between the different time windows of data. Generally
the mean deviation of the performance measurements is high compared to the
performance difference between the models. Therefore we apply the Friedman-
Nemenyi test [8] on the performance results. For a significance level of α =
0.05 the test confirms that the newly proposed pattern features significantly
improve the performance regarding all different performance measures reported
in Table 2. A logistic regression classifier confirms the positive effect of the new
features, although performing generally worse than the random forest model.

The performance fluctuation demonstrates the concept drift in the data, i.e.
the constant change in the payment behavior of fraudsters. For some days the
task of identifying fraudulent transactions can be simple while it becomes more
challenging on other days. Likewise for some days fraudsters might act according
to previously identified patterns while on others they change their habits and the
patterns lose their explanatory power. During the experiments we observe that
the generation of suspicious patterns leads to more than 300 patterns for some
time windows of data and sometimes only to around 50. We presume that by
storing all previously found patterns in a database and only re-estimating their
suspiciousness for new time windows could further improve the performance.

6 Conclusion

We have investigated a pattern-based approach to identify fraud among financial
transactions. It is common knowledge that the individual transactions of ongo-
ing fraud can seem entirely unsuspicious. The fraudulent activity only becomes
evident once the full sequence of transactions is analyzed. In this work we incor-
porate pattern information in the form of new attributes into a classical machine
learning model and show that the predictive performance improves significantly.
The area under precision-recall-curve grows on average by 20% when compared
to a state-of-the-art baseline. This result shows that fraudsters tend to use com-
promised cards at the same set of card acceptors over and over again. This
knowledge can be exploited to detect fraud more reliably through generating a
database of suspicious acceptor patterns.

Our approach can of course be used to reveal suspicious acceptor patterns,
but it can also be used in a wider sense too. It can for example be extended to
suspicious patterns of point of sale locations or any other categorical transaction
attributes. First experiments into this direction based on the merchant category
code show promising results.

While looking at several transactions to detect fraud increases the detection
performance it has one drawback: compromised cards are only detected once
they have been used for transactions at all acceptors in a suspicious pattern. In
practice that means that a fraudster is able to issue multiple transactions before
the fraud is detected. However, this drawback comes rather from the nature
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of fraud—Human experts have found that it is in most of the fraud scenarios
impossible to detect them on the first fraudulent transaction.
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Abstract. Air leakage in braking pipes is a commonly encountered
mechanical defect on trains. A severe air leakage will lead to braking
issues and therefore decrease the reliability and cause train delays or
stranding. However, air leakage is difficult to be detected via visual
inspection and therefore most air leakage defects are run to fail. In this
study we present a contextual anomaly detection method that detects
air leakage based on the on/off logs of a compressor. Air leakage causes
failure in the context when the compressor idle time is short than the
compressor run time, that is, the speed of air consumption is faster than
air generation. In our method the logistic regression classifier is adopted
to model two different classes of compressor behavior for each train sep-
arately. The logistic regression classifier defines the boundary separating
the two classes under normal situations and models the distribution of
the compressor idle time and run time separately using logistic func-
tions. The air leakage anomaly is further detected in the context that
when a compressor idle time is erroneously classified as a compressor
run time. To distinguish anomalies from outliers and detect anomalies
based on the severity degree, a density-based clustering method with
a dynamic density threshold is developed for anomaly detection. The
results have demonstrated that most air leakages can be detected one
to four weeks before the braking failure and therefore can be prevented
in time. Most importantly, the contextual anomaly detection method
can pre-filter anomaly candidates and therefore avoid generating false
alarms.

Keywords: Contextual anomaly detection · Density-based clustering ·
Air leakage · Train braking pipe

1 Introduction

Dutch Railways, the principal railway operator in the Netherlands, operates 178
VIRM (lengthened interregional rolling stock) trains which are a series of elec-
tric multiple unit (EMU) double-deck trains. These trains were built between
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1994 and 2009 with on-board train management systems continuously logging
particular events on the local disk or on a remote disk using wireless data com-
munications. In this work, the switch on and off logs of compressor are used to
detect air leakages in braking pipes.

The air pressure of a main reservoir on VIRM trains should be kept in the
level between 8.5 and 10 bar at all times. When it drops to below 8.5 bar, the
compressor will be switched on to pump air into the main reservoir until the air
pressure reaches 10 bar again. After 10 bar is researched, the compressor will
be switched off. Air in the main reservoir will be consumed by the braking pipe
during service. The time it takes for a compressor to pump air into the main
reservoir is defined as the “Compressor Run Time” in this work. The time it takes
for the braking pipe to consume air in the main reservoir while the compressor
is switched off is defined as the “Compressor Idle Time”. It is not difficult to
imagine that when the speed of air generation is slower than air consumption
there will be insufficient air supply to the braking pipes and therefore braking
issues will occur. One of the most possible cause of this phenomenon is air leakage
in the braking pipe which is a commonly found mechanical defect on trains.
To the best of our knowledge, this is the first work discovering the capability
of switch on/off logs of a compressor in detecting air leakage in braking pipes.
Such a discovery is extremely valuable since air leakage is one of the most difficult
defect to be detected by visual or audio inspection carried out in the workshops.
By converting the switch on/off logs of a compressor into duration of compressor
run time and idle time, air leakage is finally possible to be continuously monitored
and detected from data.

Anomaly detection [4,5,9] is widely applied in many applications where con-
tinuous monitoring is available. The goal is to find variants that are different
from normal behaviors. In applications where false positives are very expensive,
post-processing or human interaction are often required to eliminate false posi-
tives. Contextual anomaly detection [3,7] is a newly emerging field of study that
aim to detect anomalies that occurs within the context of other meta-information
such as spatial or temporal information. For instance, a sensor value 0 during
work hours might be normal while it is abnormal during off-work hours. In this
study the logistic regression classifier [1,2] is adopted for building context of
“Compressor Run Time” and “Compressor Idle Time” separately for each train.
The context is used for defining a threshold to filter out non-targeted regions
because air leakage are most likely occur in regions where “Compressor Idle
Time” is overlapped with “Compressor Run Time”. This threshold differs per
train due to difference in configuration, age and usage, and therefore the role of
the logistic regression classifier is to model the distribution of these two classes in
order to identify the decision boundary between them separately for each train
and use it as the threshold.

Due to the high variation and noisy nature of the compressor behavior data,
clustering techniques [5,6,9] are considered most applicable to our application
for anomaly detection. However, during normal services, the air consumption in
the braking pipes can be triggered by activities such as braking, door opening
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and closing and bioreactor usage and so forth. Also the number of carriers of the
train has an impact on the duration of air consumption. Therefore there might
be sudden and singular occurrences of speedy air consumption due to sudden
increase of air consumption demands. This kind of sudden increase of usage
demand is defined as an outlier. The most intuitive way to distinguish anomaly
from outlier is based on density since a leakage is a mechanical failure which
will occur constantly in a certain period of time. On the other hand, a sudden
increasing demand is often a single and random event. In this work, we have
developed a density-based clustering approach which is inspired by DBSCAN
[8] to detect regions of high density. These regions indicate the existence of air
leakage. To consider the severity degree of air leakage in anomaly detection, we
have defined a dynamic density threshold based on the logistic model describing
the context. The result of contextual anomaly detection based on the density-
based clustering approach suggest that air leakages in braking pipes can be
detected at least one to four weeks before the braking failure.

2 Contextual Air Leakage Detection in Braking Pipes

Due to the difference in configuration and operational use of each train, the
range and distribution of “Compressor Idle Time” and “Compressor Run Time”
differ per train. However, the physical observation that when the speed of air
consumption is faster than the speed of air generation, there might exist an air
leakage applies in general to all trains. To find out the region of interest for
air leakage detection for each train, the logistic regression classifier is adopted
for building context of “Compressor Run Time” and “Compressor Idle Time”
separately for each train as a two class problem where “Compressor Run Time” is
the positive class and “Compressor Idle Time” is the negative class. By building
the context with logistic models, a threshold can be defined at the intersecting
point where the probability of the positive class and negative class are both
0.5 to pre-filter non-targeted regions. Since air leakages occur most likely in
regions where “Compressor Idle Time” is overlapped with “Compressor Run
Time” and therefore only “Compressor Idle Time” with a similarity higher than
0.5 by applying the logistic model of the positive class will be considered for the
clustering procedure.

2.1 Learning Context with Logistic Regression Classifier

Logistic regression classifier is a linear model for learning P (Y |X) in the case
where Y is the class label and X = <x1, x2, ..., xm> is an input data vector.
In our application we only consider the case where Y is a boolean variable (2
class problem) and m = 1 which means the data vector is one-dimensional. The
parametric model assumed by logistic regression in the 2 class setting is:

P (Y = 0|X) =
1

1 + exp(w0 +
∑m

i=1 wixi)
(1)
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and

P (Y = 1|X) =
exp(w0 +

∑m
i=1 wixi)

1 + exp(w0 +
∑m

i=1 wixi)
. (2)

The goal is to learn the parameters wj ,∀j from training data. Since the sum of
the two probabilities in Eqs. (1) and (2) must equal 1, Eq. (2) can be directly
derived from Eq. (1).

In our application, we use the point X̂ where P (Y = 0|X̂) = P (Y = 1|X̂) as
the threshold. That is the point X̂ where

1
1 + exp(w0 + w1x̂1)

=
1
2
, (3)

and X̂ = <x̂1> since the data vector is one-dimensional in our application. By
taking the natural log, this becomes

w0 + w1x̂1 = 0. (4)

By transforming Eq. (4), one can derive

x̂1 = −w0

w1
. (5)

Therefore, after learning parameters wj ,∀j, the point X̂ can also be derived.
That is, for all data points in the negative class (“Compressor Idle Time”), only
those ≤X̂ will be included in the clustering procedure for anomaly detection.

In Fig. 1, an example is given to illustrate the functionality of the logis-
tic regression classifier in our application. From the distribution of 2 classes in
Fig. 1(a), the overlapped area can be observed. The logistic regression classi-
fier models these 2 classes with logistic functions as shown in Fig. 1(b) to find
the most significant point to distinguish these 2 classes. In this example, the
intersecting point of these 2 classes is at 497.4 and it is used as the threshold
for filtering out any “Compressor Idle Time” with a duration value larger than
497.4 since these values are very unlikely to be generated from air leakages.

Training Logistic Regression Classifier. One common approach to train
a logistic regression model is to choose parameter values that maximize the
probability of the observed Y values in the training data, conditioned on their
corresponding X values. That is, to choose parameters W satisfying

W ← argmax
n∑

k=1

lnP (Y k|Xk,W ), (6)

where W = <w0, w1, ..., wm> is the vector of parameters to be estimated, Y k

denotes the observed value of Y in the kth training example, and Xk demotes
the observed value of X in the kth training example. The expression to the right
of the argmax is the log of the conditional likelihood.



Contextual Air Leakage Detection in Train Braking Pipes 195

Fig. 1. The (a) distribution in histograms, and (b) trained logistic models of “Com-
pressor Run Time” and “Compressor Idle Time” data of train 8608.

By substituting with Eqs. (1) and (2), the log of the conditional likelihood
l(W ) can be then expressed as:

l(W ) =
n∑

k=1

Y klnP (Y k = 1|Xk,W ) + (1 − Y k)lnP (Y k = 0|Xk,W )

=
n∑

k=1

Y k(w0 +
m∑

i=1

wixi) − ln(1 + exp(w0 +
m∑

i=1

wixi)) (7)

where xk
i denotes the value of xi for the kth training example.

However, these is no closed form solution to maximizing l(W ) with respect
to W , and one common approach is to use gradient ascent. The ith component
of the vector gradient has the form

∂l(W )
∂wi

=
n∑

k=1

xk
i (Y

k − P̂ (Y k = 1|Xk,W ))) (8)

where P̂ (Y k = 1|Xk,W ) is the prediction result of the logistic regression clas-
sifier. Since the conditional log likelihood is a concave function, this gradient
ascent procedure will converge to a global maximum. By beginning with initial
weights of zero, the weights are iteratively updated with

wi ← wi + η

n∑

k=1

xk
i (Y

k − P̂ (Y k = 1|Xk,W ))) (9)

where η is the step size which is often a small constant.

2.2 A Density-Based Clustering Approach for Anomaly
Detection with a Dynamic Density Threshold

For clustering in a noisy dataset, density-based approaches are most commonly
adopted. Among them, DBSCAN is one of the most well-known approach which
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requires two parameters: ε and minPts. The parameter ε defines the neigh-
borhood of a considered point, and minPts is the minimum number of points
required to form a dense region. DBSCAN starts with an arbitrary starting
point that has not been visited. This point’s ε-neighborhood is retrieved, and
if it contains a sufficient number of points, a cluster is started. Otherwise, the
point is considered as a noise. However this point might later be found in the
ε-neighborhood of a different point containing a sufficient number of points and
hence be made a part of a cluster. If a point is found to be a dense part of a
cluster, its ε-neighborhood is also part of that cluster. Hence, all points that
are found within the ε-neighborhood are added, as is their own ε-neighborhood
when they are also dense. This procedure iterates until all points are visited.

In the case of air leakage detection, the detection capability in a severe region
needs to be higher than that in a less severe region. Therefore we have defined
a dynamic density threshold based on the condition of severity. The procedure
of our density-based clustering approach for anomaly detection with a dynamic
density threshold is described in the following:

– Step 1: Use the threshold defined in Sect. 2.1 to limit the search range of
anomalies.

– Step 2: In the interested region, calculate the neighborhood density of each
data point. The neighborhood density of a data point is the number of data
points located in its ε-neighborhood region. A ε-neighborhood region of a data
point xi is defined by:

|xi − xj | ≤ ε,∀j (10)

where ε is an user-defined constant.
– Step 3: Classify a data point and all other points located in its ε-neighborhood

as anomalies if its neighborhood density is higher than the density threshold.
The density threshold should be dynamic and vary with the degree of severity.
That is, a more severe air leakage (shorter idle duration) should be more easily
detected by giving a lower density threshold and vice versa. By giving a user-
defined density limit minPts, the dynamic density threshold β becomes

β = 2 ∗ minPts ∗ 1
1 + exp(w0 +

∑m
i=1 wixi)

, (11)

where 1
1+exp(w0+

∑m
i=1 wixi)

is adopted from Eq. (1).
– Step 4: For a data point, if its neighborhood density ≥ its dynamic density

threshold β, this data point and all the other data points within the neigh-
borhood of this data points will be labeled as anomalies.

3 Experimental Results

From 178 VIRM trains 632,683 data points were collected in the period from May
2015 to October 2016, in which 6,957 are labeled as “Air Leakage” and 625,726
are labeled as “Normal”. The labels are derived from maintenance records of
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air leakages in the same period. In these 178 trains, 55 trains are mounted with
real-time monitoring systems and the data were sent via 4G network directly
into the data center. In the rest of 123 trains, the data were read out physically
with laptops in the maintenance depot. Due to the manual operations, there
were sometimes long gaps in weeks or months between data records.

In the experiments, the logistic regression classifier was built for each train to
derive the filtering threshold on “Compressor Idle Time”. For anomaly detection,
our density-based clustering approach finds clusters in a two-dimensional dataset
consisting two features, i.e., “Compressor Idle Time” and date converted into the
number of days from January 0, 0000. The ε-neighborhood of a data point for the
clustering procedure is therefore two-dimensional with ε1 of “Compressor Idle
Time” being 0.2 × X̂ and ε2 of the number of days being 2 days. The density
limit minPts is set to 20 for computing the dynamic density threshold β.

The original “Compressor Run Time” and “Compressor Idle Time” data,
thresholds derived from logistic regression classifiers, and the results of contex-
tual anomaly detection for four trains with numbers 8608, 9580, 8652 and 8640,
are presented in Figs. 2, 3, 4 and 5, respectively.

Fig. 2. The (a) original compressor duration data and (b) result of the proposed air
leakage detection of train 8608.

From the figures, it can be observed that the logistic regression classifier
identifies a proper boundary separating the “Compressor Run Time” and “Com-
pressor Idle Time”. Please notice that the percentage of air leakage data points
is relatively small and therefore it generally does not give a large impact on the
logistic regression classifier.

In order to verify the effectiveness of pre-filtering using the logistic regression
classifier, a baseline anomaly detection procedure is compared with the proposed
procedure. The baseline anomaly detection procedure first adopted the DBSCAN
clustering approach to find the dense regions on all “Compressor Idle Time” data
points as shown in Fig. 6(a). Then the logistic regression classifier is used for post-
filtering to remove detected points above the threshold as given in Fig. 6(b). It
can be observed in Fig. 6(b) that several points were wrongly detected as anomaly
after post-filtering due to the high density in normal regions.
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Fig. 3. The (a) original compressor duration data and (b) result of the proposed air
leakage detection of train 9580.

Fig. 4. The (a) original compressor duration data and (b) result of the proposed air
leakage detection of train 8652.

Fig. 5. The (a) original compressor duration data and (b) result of the proposed air
leakage detection of train 8640.
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Fig. 6. The results of (a) density-based clustering and (b) baseline anomaly detection
for train 8652.

Table 1. Confusion matrix of the experimental results of the proposed air leakage
detection procedure

Predicted: Air Leakage Predicted: Normal

Actual: Air Leakage 5844 (0.840) 1113 (0.160)

Actual: Normal 665 (0.001) 625061 (0.999)

The confusion matrix of the results of our proposed contextual anomaly
detection is given in Table 1. The values in brackets are those computed in the
form of percentage.

From the confusion matrix, our method for contextual air leakage detection in
train braking pipes not only has a high detection capacity of 84% but also a very
low false alarm ratio. Without the context modeled with the logistic regression
classifier, there will be a large amount of false alarms if a density-based cluster-
ing approach is applied. Even applied with a post-filtering threshold as described
in the baseline anomaly detection procedure, the amount of false alarms is also
significant as shown in Table 2. Moreover, the proposed anomaly detection proce-
dure is computationally much more efficient than the baseline anomaly detection
procedure since the proposed anomaly detection procedure pre-filters the “Com-
pressor Idle Time” which resulting in a small subset of data points considered for
the density-based clustering while in the baseline anomaly detection procedure,
all “Compressor Idle Time” data points were used in density-based clustering.

Table 2. Confusion matrix of the experimental results of the baseline anomaly detec-
tion procedure

Predicted: Air Leakage Predicted: Normal

Actual: Air Leakage 5892 (0.847) 1065 (0.153)

Actual: Normal 6831 (0.011) 618895 (0.989)
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4 Discussion

In this paper, we have proposed a method to detect air leakage in train braking
pipes based on the compressor behavior data. In order to avoid false alarms,
the logistic regression classifier is adopted to model context of “Compressor Run
Time” and “Compressor Idle Time” and use the boundary separating these two
classes as the threshold for pre-filtering candidate of anomalies. In order to detect
anomalies according to their severity degree in a noisy dataset, a density-based
clustering approach with a dynamic density threshold is developed. The exper-
imental results have demonstrated that our method for contextual air leakage
detection can detect air leakages effectively without generating false alarms.
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Abstract. Detecting anomalies in the flow of system logs of a high
performance computing (HPC) facility is a challenging task. Although
previous research has been conducted to identify nominal and abnormal
phases; practical ways to provide system administrators with a reduced
set of the most useful messages to identify abnormal behaviour remains a
challenge. In this paper we describe an extensive study of logs classifica-
tion and anomaly detection using K-means on real HPC unlabelled data
extracted from the Curie supercomputer. This method involves (1) classi-
fying logs by format, which is a valuable information for admin, then (2)
build normal and abnormal classes for anomaly detection. Our methodol-
ogy shows good performances for clustering and detecting abnormal logs.

Keywords: Anomaly detection · HPC · Log processing · K-means

1 Introduction

With the rise of artificial intelligence and intensive simulation in science and
engineering, more and more researchers rely on the massive computing power
of High Performance Computing (HPC) clusters. Large HPC facilities consist of
heterogeneous distributed subsystems, which interact in non-trivial ways. Acci-
dental conditions, hardware or software failures, and sustained heavy load can
cause a component in the system to malfunction. Due to the very large num-
ber of components within a supercomputer results in significant number of fault
occurrences. The fact that HPC systems are designed to maximise performances
rather than reliability further increases the risk.

The top-level architectural units, such as storage or compute, are often imple-
mented as interleaved layers of software and hardware that interact together and
with numerous services running aside. A single computing cluster operated by
CEA at TGCC [1], comprises several thousand compute nodes, which run com-
plex scientific applications and libraries. A job scheduler is in charge of allocating
resources and running the tasks as quickly as possible. The nodes communicate
together over a high bandwidth/low latency InfiniBand network. External stor-
age servers, connected to the fabric, expose distributed file systems to all clusters
of the computing center. The component hierarchy is very deep and the intercon-
nections and dependencies very complex. These subsystems record their activity
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 201–210, 2017.
DOI: 10.1007/978-3-319-60045-1 23
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using unstructured text lines that constitute a prime source of information for
system administrators.

Classical monitoring solutions periodically check whether services are
responding1 [2]. This is indeed essential order to ensure a certain quality of
service. The current technology implemented in the HPC system allows for sam-
pling2 of performance counters at high frequency [3,4], which supplies the user
with highly granular insight into the performance of each node in the system.
Both approaches lack the ability to provide system administrators with enough
information to understand the nature of the issue they are investigating, only
that there is an issue occurring. This information is made available through more
detail in the console logs.

Robust tools exist to aggregate and centralise the many log streams of a
massively distributed computing infrastructure [5]. Nevertheless, the resulting
composite signal is difficult to exploit efficiently because of its high throughput,
its unstructured format, and its level of noise and information redundancy. In
addition, single messages are incomplete in that they do not contain enough
information to fully trace a failure back to the root cause. A task as com-
mon as identifying faulty components that generate abnormal behaviour can
be extremely time-consuming and has to be done by domain experts. Automatic
anomaly detection can be directly coupled with resource management systems
to mark faulty components and prevent them from being used in production
until the problem is solved.

Nowadays, the need for anomaly detection covers almost every domain in
engineering. All these domains converge towards a common definition that the
anomaly is a deviation from a normal behaviour, which most of the data form.
This definition is extensively explored by Agroual [8] and many other authors
[9,10]. In this context, we refer to abnormal log lines that contain a description
and the source of a failure.

As of today, the common approach of analysing logs first consists in writing
and maintaining regular expressions to match known patterns [6]. This does not
scale well and requires a significant amount of human work and experience. The
main drawback of this approach is that it will systematically lead to a situation
where the common messages are properly parsed and the unexpected ones cannot
be matched against a regular expression despite being highly valuable.

As noted by Ning et al. [7] console logs have a reduced vocabulary, highly
skewed word count distribution, and weak syntax. This makes most natural
language processing approaches unsuitable for solving the problem. The choice
was therefore made to look for anomalies based on the geometrical structure of
the messages rather than try to summarise them.

Adding anomaly detection to the system monitoring process leads to health-
ier and better functioning systems. By applying text mining techniques and
unsupervised learning to actual system logs from petascale HPC clusters, we
have developed an approach to filter the messages and provide the system

1 http://shinken-monitoring.org.
2 https://graphiteapp.org.

http://shinken-monitoring.org
https://graphiteapp.org
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administrators with a selection of the most useful entries to identify and under-
stand anomalies and failures.

2 Problem Statement Within HPC

An HPC environment has domain-specific constraints and characteristics with
high component count and complexity. These subsystems change very quickly in
order to stay cutting-edge, which leads to frequent firmware and OS upgrades.
Therefore, administration and monitoring techniques must be scalable with
regard to the number of nodes as well as not be a large impact on perfor-
mance. Current research is oriented toward the reach of exascale. It is expected
that future Exascale machines will contain many more base components rather
than larger and faster components. This will lead to more failures to investigate
within a larger log stream, thus the critical need for efficient automation.

The techniques used to reliably propagate console messages from the nodes
that generate them to a log processing cluster is out of the scope of this article.
This work explores means to process the logs and present them in a useful way to
the system administrators. In particular, identify outliers among the aggregated
stream of messages.

We focused on unstructured text messages, so any attempt to apply machine
learning techniques on the problem had to come with a matrix representation of
the log corpus. The chosen technique had to be efficient, in terms of CPU and
memory footprint, so as to be applicable for the very large volume of logs that
a HPC cluster can generate.

As scalability of mining algorithms are a large factor in this systems automa-
tion, the genomic sequence mining algorithms described in [11] are not applica-
ble due to the scalability limitations. Linking resource usage to console log
[12,13] returned interesting results, but failed at identifying problems that are
not described by both datasets.

Definitions

A log message , or record, consists of one or multiple lines of text attached
to a timestamp. A record describes an event that occurred on a component
of the system at that time. Messages of a component are emitted and recorded
sequentially. The sequence of log messages is referred to as system log or log data.

A record can be divided into fields, which in turn fall into two categories.
The well-known ones (such as date, time, hostname, process name, etc.) usually
prefix the messages and format-free information follows. The latter contains the
most relevant information but is by far the hardest to process. Only a small
minority of applications publish their log format and specifications.

We call anomalies the log records that describe abnormal situations. They
are distant from the records that are emitted during nominal operations. The
definition of abnormality depends on some terms/tags in the log line (Fatal,
Error, Err, etc.), and many other patterns validated by experts.
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Log format varies significantly, an example of these logs is described in the
following figure:

2015-11-xx 15:21:09,568 ERROR tuned.utils.commands:
Executing hdparm error: [Errno 2] No such file or directory

Dec 6 03:56:37 [158XXX] node1789.c-curie.hpc.cea.fr
pengine: error: unpack_resources: Resource start-up
disabled since no STONITH resources have been defined

141912041 2016 Dec 7 03:35:01 x kern warning kernel
Lustre: DEBUG MARKER: Sun Dec 7 03:35:01

Fig. 1. Heterogeneous log format sample

3 Unsupervised Log Clustering and Anomaly Detection

A lot of methods and tools exist in machine learning to analyse and to detect
anomalies in data centers, some of them mentioned previously. The simplest
rely on regular expressions, while others empower more advanced methods like
Natural language processing (NLP) or machine learning [8].

Log data files Data trans-
formation

log clustering Anomaly
detection

Fig. 2. Different phases before achieving detection

Within an unsupervised environment, where no prior information is avail-
able, the detection process of anomalies is complex and challenging. As in every
domain, many elements within the data center can lead to an anomaly. Fur-
thermore, the amount of data generated daily is huge. The detection process is
defined in Fig. 2.

Our first dataset contains more than 300 log lines of heterogeneous logs,
extracted from different templates. Three of these logs are presented in Fig. 1.
The entire dataset contains about 15 different log formats. One of these formats
constitutes our second dataset, that will be used to demonstrate the concept of
the anomaly detection and log clustering. This dataset contains more than 32
million entries used to test the clustering efficiency and scalability, and 1 million
log lines used for anomaly detection.

The transformation of the data is an important phase that has a large impact
on the quality of clustering. Our goal is to cluster the logs by format and message
type using respectively the first and the second datasets. If we consider the
log-files analysis process as a classic text mining problem, where we can for
example cluster the data by the subject of interest, or extract useful information
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such as correlated words. Hence, since we assume no prior knowledge of the
type of logs to keep consistent with the heterogeneity and rapid changes of the
system. The log data are transformed into a frequency matrix that can be easily
consumed by machine learning methods. To do so, we keep only the type of logs
(error, info, debugging, notices, etc.), and the log description (cleaned up). The
cleanup of the message consisted in forcing lowercase, removing punctuation
signs, and stemming process. For log messages that contained a file path, we
concatenated the path into one word to optimise our representation and to avoid
sparse representation by producing too many terms.

The documents term (log-term) matrix, which contains the frequency of
terms regarding all the logs, is our first input from the pre-processing phase.
The term frequency and inverse document frequency (tfidf) [14] is a widely used
matrix in text mining that evaluates how important a term is to a document
within a collection of documents. This is defined as:

tdidf(d, t) = tf(d, t)∗log( |D|
df(t) ), where tf(t) is the number of occurrences of term

t in a document divided by the total number of terms in the documents.
An example of this transformation is illustrated in Fig. 3:

Original log:
148228XXX 2016 Dec 21 03:35:01 node3435 cron info CROND (root) CMD
(/usr/bin/test -e /dev/lnet && /usr/sbin/lctl mark >/dev/null 2>&1) 2

Transformed log:
info crond root cmd usr-bin-test dev-lnet usr-sbin-lctl mark dev-null

Fig. 3. Log transformation

The K-means family methods are used extensively in text mining [9] and
outlier and anomaly detection [8]. A performance discussion of K-means cluster-
ing in comparison to other approaches such as hierarchical (hclust) and density
(dbscan) clustering is done in the next section.

3.1 Log-Files Clustering Using K-means

Our process is illustrated by Fig. 4 where the main input can contain logs with
millions of formats. Then for each format group, we apply another clustering to
build normal and abnormal classes.

The K-means [15] is an unsupervised algorithm which aims to group the data
into K clusters, where K needs to be user defined. The K-means setup can be
resumed into major setup: assignment setup and update setup. The knowledge
of K is not an obstacle in this study, unlike in many unsupervised problems since
we are dealing with known template that generates the logs. So, the number of
K can be estimated easily.

Otherwise, an estimation of K is conceivable in the case where new templates
are setup or new logs appear. For such estimation, several statistic criteria exist
like Akaike Information Criterion [16] or Bayesian Information criterion [17].
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1419129601 2014 Dec 21 03:40:01 bcluster3435 kern warning kernel 
15:37:29,262 INFO anaconda: /sbin/anaconda 19.31.79-1
[Wed Aug 26 15:12:25 2015] (pid=18949) [notice] flushing caches
Mon Dec  7 12:09:04 2015 - INFO | received on stdout

LOG type 1 LOG type 2 LOG type x

Clustering 

Clustering Clustering Clustering 

Normal\abnorm
al classes

Normal\abnorm
al classes x

Normal\abnorm
al classes x

Anomaly 
detection

Fig. 4. Log clustering stages and anomaly detection

The classic K-means similarity measure is, in general, the Euclidean distance
which is defined as:

De = (
n∑

t=1

|wt,a − wt,b|2)1/2

Where T = t1, ...tm is the term set and wt,a is the term weights computed using
(tdidf).

Generally, the document term matrices are known to be highly dimensional.
A situation where standard k-means is less powerful than other techniques.

Consequently, we tried during the prepossessing phase to simplify our doc-
ument term matrix, to get less terms by deleting the least significant ones and
merge paths in one word, etc. Also the standard distance definition of k-means
based on centroids was replaced by the cosine similarity measure which is more
efficient for document term clustering than Euclidian distance [19].

It can be considered as the correlation between two term vectors, with certain
independence of document length. So, with two documents t1, t2 forming the
term-set T = t1, ..., tn, the cosine is denoted by:

Dc =
−→
t1 .

−→
t2

|t1||t2|
In simple manner, when two documents are identical the distance is equal

to 1, and if they are very different the distance equals 0. After computing the
similarity measures, each data point is assigned to the cluster with the highest
cosine similarity measure (the classic k-means steps).

The usage of kmeans for anomaly detection was inspired by many studies
[8,9,18] that use the same method for anomaly detection. Before discussing the
clustering results, we will explain in the next section the anomaly detection
process using K-means.
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4 Anomaly Detection and Log Classification
Using K-Means

In many anomaly detection problems, the unsupervised part is used for labelling
data, then semi-supervised or supervised method like OSVM [9] are used for
detection and classification. However, we propose in this part of the work to use
K-means centroids and Euclidean distance to classify the new logs as abnormal
or not.

In [18] the authors propose to build normal and abnormal classes using K-
means. A data point with a distance closer to the normal centroid and under
a threshold is labelled as normal. Otherwise the data point is abnormal. This
process of detection is adapted to our problematic and used on 1 million of log
lines to detect anomalies.

4.1 Results Discussion

First in this section, we will compare the clustering results of different data set.
The number of k is known for the three datasets (k = 15 for the 300 logs dataset,
and k = 5 or 6 for the other datasets).

Heterogeneous Classification

Clustering the heterogeneous logs is the first relevant information that we can
provide to the admin. Technically, because every log is provided from a spe-
cific template or system, grouping these logs allows us to link specific anomaly
detection to a specific log source, i.e. hardware fault or software application. In
addition to K-means, we have also tested dbscan, which is used for clustering
logs [7] as well as noise and outlier detection, and hclust with an implementation
package of hierarchical clustering in R.

To evaluate the detection and quality of the clustering results, we have chosen
to use the common F-measure evaluation criterion. It expresses the performance
of an anomaly detection method using the precision P and sensitivity R measures
where: P = TP

TP+FP and R = TP
TP+FN and TP , FP , TN , FN are respectively:

True Positive, False Positive, True Negative and False Negative.
To measure the performance of our approach, The F-measure is denoted by

F = 2 × P×R
P+R where F � 1 indicates a good performance and F � 0 means that

the method does not detect any anomaly in the data.

Table 1. Anomaly detection performance (F-measures) in different data sets with
different number of clusters.

Dbscan Hclust Kmeans

300 Log 0.39 0.63 0.87

32M Log 0.20 0.64 0.80

01M Log 0.5 0.7 0.94
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The original log files are composed of 15 clusters (k = 15). Using dbscan
only 9 clusters were formed, with 39% performance. These results are not only
due to misclassification of logs, but can also be explained by the particularity
of dbscan to not cluster logs that do not respect the density parameters. With
an f-score of 63% Hclust misclassified data and returned similar logs with only
minor differences. We observe the same thing for K-means, but with a much
higher performance (87%) (Fig. 5).

Cluster:

info broker master archive old log file

info broker master move old log file var-log-shinken shinken log to var-log-shinken-archives shinken log

info shinken poller master init connection scheduler master https tipasa tipasa ocre cea

info shinken poller master connection ok schedul schedul master

info receive master receive master stop workers

Cluster:

info crond root cmd usr-bin-test dev-lnet usr-sbin-lctl mark dev-null

cron info crond root cmd usr-bin-test dev-lnet usr-sbin-lctl mark dev-null

cron info crond root cmd usr-lib64-sa-sa

kern warning kernel

kern warning kernel lustre debug marker

Cluster:

api ni lnetstartuplndnis add lni

api ni lnetstartuplndnis add lni

lprocosc oscwractive activate ignore repeat request

lprocosc oscwractive activate ignore repeat request

ostosc ffffeaf communicate operation ostconnect failed

Fig. 5. Sample of clustering

Using a classic server to process the original dataset (32 million log lines)
which contains only six format families (k = 6). Clustering accuracy for K-
means is 80%, 20% for dbscan with heavy processing, and an intermediate score
of 64% for hclust. However, these results are accompanied with a great challenge
of scalability where execution time took a few minutes for K-means and many
hours for dbscan.

Anomaly Detection

To build normal and abnormal classes we followed the definition of anomalies
given above. The clustering performances on the training subset of 1 million logs
are presented in Table 1. Two global clusters were built manually, the normal
cluster contains 5 sub-clusters, and the abnormal one which contains mostly
error tags.

To detect anomalies, we extracted (test set) from normal and abnormal clus-
ters about 200 log lines (100 abnormal, 100 normal log lines). And then tried
to use the Euclidean distance from centroid to classify the test set. We did not
make any assumption or threshold about the normal or abnormal clusters, and
the detection process showed very satisfying results. A sample of the results is
presented in Fig. 6.

The dataset we used contains only few types of abnormal logs, which explains
the good clustering and detection performances. To evaluate the method more
efficiently, we would need more types of abnormal logs.
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Abnormal cluster :

err corosync totem marking ringid interface jobalt faulty

err corosync totem marking ringid interface jobalt faulty

err corosync totem marking ringid interface jobalt faulty

err corosync totem marking ringid interface jobalt faulty

err corosync totem marking ringid interface jobalt faulty

err corosync totem marking ringid interface jobalt faulty

Normal Cluster:

info stonith ng info stonith command processed stexecute lrmd

info stonith ng info stonith command processed stexecute lrmd

info stonith ng info log operation restofence curiel getting status ipmijo

info stonith ng info log operation restofence curiel getting status ipmijo

notice corosync totem automatically recovered ring

notice corosync totem automatically recovered ring

notice corosync totem retransmit list

notice corosync totem retransmit list

notice corosync totem retransmit list

Fig. 6. Sample of abnormal and normal cluster

5 Conclusion and Future Works

This work illustrates the ability to provide system administrators with a use-
ful vision of system logs. It significantly speeds up troubleshooting and failure
analysis by clustering heterogeneous logs. The efficiency of the technique, its
scalability, and the fact that it works on unlabelled data makes it particularly
appropriate for very large and constantly changing data centers such as HPC
facilities. The results are limited by the wealth of data, since we have hardly any
prior information about the data. Pre-processing is indeed an important phase
in such methods and we need to improve the new data representation in order to
use more sophisticated algorithms and techniques such as co-clustering or den-
sity methods. Abnormal logs detected can serve as a strong input to troubleshoot
and identify the root-cause of an anomaly.
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Abstract. In Twitter based applications such as tweet summarization,
the existence of ill-intentioned users so-called spammers imposes chal-
lenges to maintain high performance level in those applications. Conven-
tional social spammer/spam detection methods require significant and
unavoidable processing time, extending to months for treating large col-
lections of tweets. Moreover, these methods are completely dependent on
supervised learning approach to produce classification models, raising the
need for ground truth data-set. In this paper, we design an unsupervised
language model based method that performs collaboration with other
social networks to detect spam tweets in large-scale topics (e.g. hashtags).
We experiment our method on filtering more than 6 million tweets posted
in 100 trending topics where Facebook social network is accounted in the
collaboration. Experiments demonstrate highly competitive efficiency in
regards to processing time and classification performance, compared to
conventional spam tweet detection methods.

Keywords: Social spam · Social networks · Collaboration · Topics

1 Introduction

With the enormous popularity of online social networks (OSNs) over the Inter-
net, ill-intentioned users so-called spammers have exploited OSNs for spreading
spam content (e.g. advertisements, porn materials, and phishing websites) [1].
Indeed, performing spamming tasks by spammers may cause major problems in
different directions, such as: (i) polluting search results by spam information; (ii)
degrading statistics accuracy obtained by mining tools; (iii) consuming storage
resources; (iv) and violating user’s privacy. However, with these serious problems,
OSNs’ anti-spam mechanisms have failed to end-up the spam problem, raising
real concerns about the quality of “crawled” data collections. Hence, besides the
importance of OSNs data for tremendous range of areas such as search engines
and research field, filtering out noisy data to have high quality information is
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 211–223, 2017.
DOI: 10.1007/978-3-319-60045-1 24
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the obvious and straight forward solution. Information quality process in social
networks is generically summarized in three dependent steps [2]: (i) selecting
the data collections (e.g. Facebook accounts, Tweets, Facebook posts) that need
improvements; (ii) determining the noise type (e.g. spam, rumor) to be filtered
out; (ii) at last, applying pre-designed algorithms depending on the chosen noise
type to produce noise free data collections.

In the battle of fighting spam on Twitter, a considerable set of methods
[1,3–8] has been designed for detecting spam accounts and spam campaigns
with little attention dedicated toward spam tweets detection. The account-level
and campaign-level detection methods are time consuming, requiring months to
process large collections consisting of millions of Twitter users. The main source
of high time consumption is the use of constrained REST APIs1 to retrieve a
required information (e.g. followers, followees, and user time-line) to perform
such detection methods. On the other side, the existing tweet-level spam detec-
tion methods are grounded on exploiting the features extraction concept com-
bined with supervised machine learning algorithms to build a predictive model
using an annotated data-set. The main strength point of tweet-level is the fast
detection in regards to time consumption since the detection process is performed
on the available information in tweet object only. However, given the fact that
spammers are too dynamic in the spam contents, tweet-level detection methods
have drawbacks and limitations, including the followings aspects: (i) the use of
non-discriminative and ineffective features such as number of words in tweet;
(ii) the need for an annotated data-set to build a classification model; (iii) and
the use of supervised learning algorithms produces biased models toward the
training set adopted.

In this paper, we introduce a design of an unsupervised method for filter-
ing out spam tweets existing in large-scale collections of trending topics. Our
method performs collaboration with other OSNs through searching and gath-
ering information relevant to trending topics. Then, a content matching is per-
formed between a desired tweet and retrieved information, like Facebook relevant
posts, to decide later the class label of the considered tweet. In this work, we
hypothesis that the volume and the content of spam on OSNs vary depending
upon the privacy rules followed by OSNs. For instance, Facebook2 social net-
work adopts restricted rules more than Twitter in opening new accounts such
as mobile verification, which impose difficulties to create huge spam campaigns.

The remainder of the paper is organized as follows. Section 2 gives an overview
about Twitter-based spam detection methods. Section 3 presents the notations,
problem formalization, and design of our collaborative method used in detecting
spam tweets. Section 4 describes the data-set used in validating our approach.
Section 5 presents the experimental results. Section 6 concludes the paper with
providing future perspectives.

1 https://dev.twitter.com/rest/public.
2 https://www.facebook.com/policies.

https://dev.twitter.com/rest/public
https://www.facebook.com/policies
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2 Related Work

Most of the existing works for fighting spam on Twitter have focused on account
and campaign (bot) detection levels with little efforts spent for spam tweet-level
detection.

Tweet-Level. At this level, individual tweets are checked for the existence of
spam content. Benevenuto [1] extracted a set of simple statistical features from
the tweet object such as number of words, number of hashtags, and number
of characters. Then, a binary classifier is built on a small annotated data-set.
Martinez-Romo and Araujo [9] detected spam tweets in trending topics through
employing language models to extract more features such as the probability
distribution divergence between a given tweet and other tweets of a trending
topic. The major problem at this level of detection is derived from the lack of
sufficient information that can be extracted from tweet object itself. In addition,
building language models using tweets of trending topics definitely fails when
having huge spam attacks. Our work overcomes these shortcomings through
exploiting topic relevant information from other OSNs.

Account-Level. Methods designed in [1,3,5,10,11] work firstly through build-
ing features vector by extracting hand-designed features such as number of fol-
lowers, and node betweenness. Then, supervised machine learning algorithms are
applied to build a classification model on an annotated data-set. Despite of high
detection rate when exploiting such features, extracting them requires significant
time to collect information from Twitter’s servers through using REST APIs.
Indeed, these APIs are constrained to a certain and predefined number of calls,
making the extraction of most features not possible in regards to time point of
view, especially when treating large-scale data-set.

Campaign-Level. Chu et al. [8] proposed a spam campaign detection method
through clustering accounts according to available URLs in tweets. Then, they
represented each cluster by a vector of features similar to account-level detec-
tion methods. In [12], a classification model was designed to capture differences
among bot, human, and cyborg. Regrettably, this level of detection has similar
account-level methods drawbacks, making such solutions not scalable for large
collections of users or tweets.

3 Collaborative Model Design

Our approach focuses on finding a matched information on other OSNs for a
given tweet related to a certain topic. As the obvious purpose of using topic
modeling in OSNs is to group similar information, the probability of finding
same information talking about same topic on different OSNs is relativity high.
Conversely, the probability of finding same spam content posted under the same
topic is relativity low because of its dependency on spammers’ goals and the
openness of OSNs themselves. Therefore, instead of extracting uninformative
features (e.g. number of words in tweet) to learn model using machine learning



214 M. Washha et al.

algorithms, we rely on using statistical language model concept to detect spam
tweets.

3.1 Notations and Definitions

Let CH = {T1, T2, ...} be a collection of tweets for a particular trending
topic H, where T• element represents the tweet object modeled as 2-tuple
T• = <Text,Actions>. Also, we model the information retrieved about the
topic, H, from defined social networks (e.g. Facebook, Instagram), SN•, as a
finite set SH = {SNFacbook, SNInstagram, ...}. Each SN• is modeled as a finite
set of posts SN• = {O1, O2, ...} where the element O• is defined by 2-tuple
O• = <Text,Actions>. Each element inside the post O and tweet T tuple is
defined as follows:

Text. As each post may consist of text, we represent the content of post as a
finite set of textual words, Text = {w1, w2, ...}.

Actions. Users of social networks may perform actions on posts as a reaction
toward the content of posts or tweets. We define actions as a finite set of 2-tuple,
Actions = {<aname1 , aval1>,<aname2 , aval2>, ....}, where aname represents the
name of action (e.g. like, share, and comment on Facebook) depending upon
the considered social network, and aval ∈ N≥0 is the number of times that the
corresponding action performed by social network users on the considered post
or tweet.

3.2 Problem Formalization

Given a collection of tweets CH associated with a trending topic, H, and posted
by a set of distinct users UH such that UH ≤ |CH |, our main problem is to
filter out spam tweets in the given collection CH without involving information
requiring REST API calls. More formally, we aim at designing a function f such
that it predicts the class label of each tweet in the desired collection, defined as
f(T ) : T → {spam, non-spam}, T ∈ CH .

3.3 Tweet Likelihood, Post Prior, and Tweet Classification

Tweet Likelihood. We leverage statistical language models [13] to estimate the
relevance degree of other OSNs’ posts with a given tweet to make a decision later
about the tweet. Language modeling method computes the probability P (D|Q)
of a document D being generated by a query Q to rank a set of documents. We
transform the same concept to get out the most relevant post in other social
networks for a given tweet. Thus, we treat tweets as queries and posts as doc-
uments, with computing the post O probability of being generated by a tweet
T as:

PSNi(O|T )rank= PSNi(O).PSNi(T |O) = PSNi(O).
∏

w∈T.Text

PSNi(w|O) (1)
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PSNi(O) is the post prior probability such that O ∈ SNi. The post prior can
be viewed as tweet-independent features (i.e. features not extracted from tweet
object) representing the probability of being non-spam content in the social
network SNi. Estimating the other probability component PSNi(T |O) can be
performed using different models (Jelineck Mercer, Dirichlet) [13] to compute
PSNi(w|O) or (Kullback-Leibler divergence) [14] to calculate the degree of dis-
similarity between the tweet and post language models. In this paper, we use
the uni-gram language model for representing tweets and posts because of its
outstanding performance in information retrieval field. Also, we adopt Kullback-
Leibler divergence (KL) method because of its fast computation time compared
to others. However, the classical version of KL method cannot be exploited
directly in computing the PSNi(T |O) probability since the zero value of KL
means that the language models of tweet and post are completely similar. More-
over, the range of KL method is unbounded, meaning that the ∞ value appears
when two language models are dissimilar. Hence, we customize the current ver-
sion of KL method to inverse the semantic of KL values (i.e. 0 =⇒ dissimilar
and 1 =⇒ similar) with bounding its values, where the probability component
PSNi(T |O) is defined as:

P
SNi (T |O) =

log |T.Text| −∑w∈T.Text P (w|MT ) ∗ min(| log P (w|MT )
P (w|MO) |, log |T.Text|)

log |T.Text| (2)

where P (w|MT ) and P (w|MO) are the probability of word w being generated
by tweet and post language models (MT ,MO), respectively.

Post Prior. As the retrieved posts of social network, SNi, may consist of spam
content, we estimate the probability of being non-spam through leveraging the
actions performed by users on the retrieved posts set (i.e. more actions =⇒ low
probability for being spam post). We assume that actions (e.g. like, comment,
and share) are independent features, and thus the general formula for calculating
post prior is computed as:

PSNi(O) =
∏

A∈O.Actions

P (A) (3)

where P (A) is estimated using the maximum-likelihood of performing the action
A on the post O, computed as P (A) = Count(A,O)

Count(A,SNi)
. Count(A,O) = A.val

means that the number of times that the action A performed on the post O.
Count(A,SNi) represents the summation of action A over available posts in SNi.

Tweet Classification. When doing inference for a given tweet over a set of
posts in SNi, we obtain a vector of probability values where each represents the
degree of matching between a post and a given tweet. We exploit these values
to make a decision about the class label of a given tweet. To do so, we define a
thresholded decision function that labels tweets as non-spam in case of finding at
least one post on any social network having probability above a fixed threshold.
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Table 1. Statistics of Twitter and Facebook crawled data-sets.

Twitter Facebook

Property Value Property Value

# of accounts 2,088,131 (4.9% spammers) # of users 3,122

# of tweets 6,470,809 (11.8% spam) # of posts 6,880

# of replied tweets 76,393 # of comments 2,398,611

# of re-tweeted tweets 3,129,237 # of reactions 64,083,457

Formally, we define the crisp decision function as follows:

F (T, SH) =

{
non-spam max{ PSNi (O|T )

Sum(SNi,T ) |SNi ∈ SH , O ∈ SNi} ≥ Δ

spam otherwise
(4)

where the function Sum(SNi, T ) =
∑

O∈SNi
PSNi(O|T ) normalizes the proba-

bility of each post retrieved from a certain social network SNi, making their sum-
mation equals to one. Δ is a threshold interpreted as the minimum probability
(i.e. matching degree) required to classify the considered tweet T as non-spam.

4 Data-Set Description and Ground Truth

As various social networks available over web, in this paper, we experiment our
method through performing collaboration with Facebook social network only.
Hence, in this section, we describe the Twitter and Facebook data-sets that
have been exploited in validating our method.

Twitter Data-Set. The data-sets used at tweet level detection [1,9] are not
publicly available for research use. Also, Twitter’s polices allow to publish only
the IDs of accounts and tweets of Twitter data-sets. Indeed, in context of social
spam problem, using ID is not a solution since Twitter might already have
deleted the corresponding object (account or tweet) and thus no information is
available to retrieve. Hence, we developed a crawler to collect tweets using real-
time streaming method provided by Twitter. Then, we launched our crawler for
five months, from 1/Jan/2016 to 31/May/2016, with storing the topics that were
trending in the specified period. Afterward, we clustered the crawled tweets based
on the available topics in the text of tweets, with discarding the tweets that don’t
have a trending topic. As thousands of topics available in our tweets collection,
we selected the tweets of 100 trending topics randomly sampled to validate our
approach. To build an annotated data-set consisting of spam and non-spam
tweets, we leverage a widely followed annotation process in the social spam
detection researches, named as “Twitter Suspended Spammers (TSS)” [9]. The
process checks whether the user of each tweet was suspended by Twitter. In case
of suspension, the user is considered as a spammer as well as the corresponding
tweet is labeled as a spam; otherwise we assign non-spam and legitimate user for
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tweet and user, respectively. We performed this process in 1/Nov/2016 to gain
large set of spam tweets, annotated around 763,555 as spam tweets and about
102,318 as spammers (spam accounts), as reported in Table 1.

Facebook Data-Set. For the selected 100 trending topics, we crawled the corre-
sponding Facebook posts that contain those topics and posted during the period
1/Jan/2016 to 31/May/2016. It is important to mention that Facebook com-
munity has stopped recently post searching APIs in the latest version, v2.8, of
Graph API3 released on August 2016. Thus, we overcome this obstacle through
developing a Facebook crawler that searches for a particular topic using a normal
Facebook account and then parses the HTML tags of the retrieved posts. We
automate this process through using open source Selenium web browser automa-
tion tool4. In total, as reported in Table 1, we crawled more than 6,880 Facebook
posts generated by about 3,122 different users in less than one hour.

5 Results and Evaluations

5.1 Experimental Setup

Performance Metrics. As the ground truth class label about each tweet is
available, we exploit accuracy, precision, recall, F-measure, average precision,
average recall, and average F-measure, computed according to the confusion
matrix of Weka tool [15], as commonly used metrics in classification problems.
As our problem is two-class (binary) classification, we compute the precision,
recall, and F-measure for the “spam” class, while the average metrics combines
both classes based on the fraction of each class (e.g. 11.8% * “spam precision” +
88.2% * “non-spam precision”).

Baselines. We define two baselines to compare our method with: (i) baseline
“A” which represents the results when classifying all tweets as non-spam directly
without doing any kind of classification; (ii) baseline “B” which reflects the
results obtained when applying supervised machine learning algorithms on state
of the art “tweet” features described in Table 2. As many learning algorithms
provided by Weka tool, we exploit Naive Bayes, Random Forest, J48, and support
vector machine (SVM) as well-known supervised learning methods to evaluate
the performance of the mentioned state of the art features.

Parameter Setting. In computing the post prior probability, PSNi(O), we
adopt “Likes”, “Shares”, “Comments”, “Wow”, “Love”, “Sad”,“Haha”, and
“Angry” as actions. In our method, Δ is the main variable in classifying tweets
and thus we study the impact of changing its value through performing experi-
ments at different values of Δ ∈ [0.1, 1.0] with 0.1 increment step. For the Naive
Bayes method, we set the “useKernelEstimator” and “useSupervisedDiscretiza-
tion” options to false value as default values set by Weka. For Random Forest, we
set the option max depth to 0 (unlimited), with studying the effect of changing
3 https://developers.facebook.com/docs/graph-api/using-graph-api.
4 http://docs.seleniumhq.org/.

https://developers.facebook.com/docs/graph-api/using-graph-api
http://docs.seleniumhq.org/
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number of trees ∈ {100, 500}. For J48 method, we set the minimum number of
instances per leaf to 2, number of folds to 3, and confidence factor to 0.2. For
the SVM method, we use the LibSVM [17] implementation integrated with Weka
tool with setting the kernel function to Radial Basis and examining the impact
of gamma ∈ {0.5, 1}, where the rest parameters are set to the default ones.

Experiment Procedure. For the baseline “B” experiments, we use the concept
of cross validation along the 100 trending topics in our data-set, summarized in
the following steps: (i) for each topic, we build a feature vector space using the
state of the art features described in Table 2; (ii) then, a feature vector space of
a selected topic (training set) only is used to build a predictive model using a
chosen learning algorithm; (iii) the feature vector spaces of rest topics (i.e. 99
topics for testing) are validated on the built classification model in the previous
step; (iv) the validation results in terms of true positive, true negative, false
positive, false negative are extracted and stored; (v) the steps from ii to iv are
repeated on each topic in the collection; (vi) at last, using the validation results
obtained for each single topic, we calculate the performance metrics mentioned
above. It is important to mention that the experiment procedure for the baseline
“B” simulates exactly the real scenarios in detecting spam tweets.

In experimenting our method, for each topic we perform the following steps:
(i) for a certain value of classification threshold Δ, the designed classification
model in Sect. 3 is applied on the considered topic tweets using the correspond-

Table 2. Description of the state of the art “tweet” features used in building supervised
classification models [1,9,16].

Feature name Description

Number of hashtags Counts the number of hashtags available in the tweet
text

Number of spam words Counts the number of words that listed as spam words
in the tweet text

Hashtags ratio Ratio of number of hashtags with respect to the
number of words in the tweet

URLs ratio Ratio of number of URLs posted in the tweet with
respect to the number of tweet words

Number of words Counts the number of words in the tweet

Number of numeric
characters

Counts the number of numeric characters in the tweet
text

Number of URLs Counts the number of URLs posted in the tweet

Number of mentions Counts the number of accounts (users) mentions in the
tweet

Replied tweet Checks whether the tweet is a replied tweet or not

Tweet and URL content
similarity

Measures the similarity between the tweet text and
the text of URL posted in Tweet
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ing topic Facebook posts to predict the class label of tweets; (ii) then, the results
in terms of true positive, true negative, false positive, false negative are extracted
and stored for final results computations; (iii) the previous two steps are per-
formed on each topic in the data-set; (iv) in the last step, the results of whole
topics are summed together to compute the performance results using the men-
tioned metrics.

5.2 Experimental Results

According to the results of the baselines reported in Table 3, the supervised clas-
sification models have strong failure in filtering out the spam tweets existing in
the 100 trending topics. This failure can be easily captured from the low spam
recall values (4th column) where the highest value is obtained by NaiveBayes
learning algorithm. The 10.5% of spam recall obtained by NaiveBayes means
that less than 80,000 of spam tweets can be detected from around 736,500 spam
tweets. The low spam precision values also give an indication that a signifi-
cant number of “non-spam” tweets has been classified into “spam” ones. Sub-
sequently, as spam F-measure is dependent on recall and precision metrics, the
values of spam F-measure are definitely low. The accuracy values of baseline “B”
are close to the accuracy value of baseline “A”. However, given the low values of
spam precision and spam recall, the accuracy metric in this case is not an indica-
tive and useful metric to judge on the supervised learning as winner approach.
More precisely, the supervised learning approach does not add significant contri-
bution in increasing the quality of the 100 trending topics tweets. The key idea of
using different machine learning algorithms with playing in their parameters is

Table 3. Performance results of baseline A and baseline B in terms of different
metrics.

Learning
algorithm

Accuracy Precision Recall F-measure Avg.
precision

Avg.
recall

Avg. F-
measure

Baseline (A): All tweets labeled as non-spam

————— 88.2% 0.0% 0.0% 0.0.% 88.2% 88.2% 88.2%

Baseline (B): Supervised machine learning approach

Naive Bayes 81.2% 13.7% 10.5% 11.9% 79.0% 81.2% 80.1%

Random Forest
(#Trees = 100)

86.4% 13.2% 2.8% 4.6% 79.0% 86.4% 80.1%

Random Forest
(#Trees = 500)

86.5% 12.6% 2.6% 4.7% 79.4% 86.5% 82.8%

J48 (Confidence
Factor = 0.2 )

86.4% 13.8% 2.9% 4.9% 79.6% 86.4% 82.5%

SVM (Gamma
= 0.5)

87.2% 15.7% 0.2% 0.4% 78.3% 87.2% 82.5%

SVM (Gamma
= 1.0)

87.0% 15.9% 0.1% 0.3% 77.9% 87.0% 82.2%
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Table 4. Our collaborative method performance results in terms of different metrics,
showing the impact of post prior probability component when performing collaboration
with Facebook social network.

Model
(Δ)

Accuracy Precision Recall F-measure Avg.
precision

Avg.
recall

Avg. F-
measure

Uniform post prior probability

Δ = 0.1 49.8% 10.8% 48.3% 17.7% 79.7% 49.8% 61.3%

Δ = 0.2 32.3% 10.8% 69.4% 18.7% 79.1% 32.3% 45.9%

Δ = 0.3 26.2% 10.8% 77.0% 18.9% 78.6% 26.2% 39.3%

Δ = 0.4 22.8% 10.9% 82.3% 19.2% 78.5% 22.8% 35.3%

Δ = 0.5 21.0% 11.0% 85.3% 19.4% 78.7% 21.0% 33.2%

Δ = 0.6 19.4% 11.0% 87.9% 19.6% 78.8% 19.4% 31.2%

Δ = 0.7 18.7% 11.1% 89.3% 19.7% 79.1% 18.7% 30.3%

Δ = 0.8 17.5% 11.1% 90.9% 19.8% 79.3% 17.5% 28.7%

Δ = 0.9 17.2% 11.1% 91.5% 19.8% 79.2% 17.2% 28.3%

Δ = 1.0 17.2% 11.1% 91.6% 19.8% 79.4% 17.2% 28.3%

Non-Uniform post prior probability

Δ = 0.1 80.7% 17.0% 18.8% 17.8% 81.4% 80.7% 81.0%

Δ = 0.2 80.6% 17.2% 19.3% 18.2% 81.5% 80.6% 81.0%

Δ = 0.3 79.3% 15.8% 19.6% 17.5% 81.2% 79.3% 80.2%

Δ = 0.4 77.8% 15.0% 21.1% 17.5% 81.1% 77.8% 79.4%

Δ = 0.5 73.4% 13.5% 24.9% 17.4% 80.8% 73.4% 77.1%

Δ = 0.6 64.0% 12.3% 36.4% 18.5% 80.7% 64.0% 71.4%

Δ = 0.7 57.7% 11.9% 43.4% 18.7% 80.6% 57.7% 67.2%

Δ = 0.8 51.9% 11.5% 49.0% 18.6% 80.3% 51.9% 63.0%

Δ = 0.9 42.2% 11.0% 59.0% 18.6% 79.8% 42.2% 55.2%

Δ = 1.0 34.79% 10.7% 66.0% 18.5% 79.1% 34.79% 48.3%

to highlight the badness of the state of the art tweet features. Overall, the results
obtained by the learning models draw various conclusions: (i) the state of the art
features are not discriminative among non-spam and spam tweets, ensuring the
dynamicity of spam content; (ii) spammers tend to publish tweets almost similar
to non-spam ones; (iii) adopting a supervised approach to perform training on
an annotated data-set of trending topics and applying the classification model
on future or not annotated trending topics is not the solution at all.

Taking a look at our method performance results in Table 4, the behavior
is completely different in recalling (classifying) “spam” tweets, especially when
the value of Δ gets higher. The recall results are completely consistent with the
Eq. 4 designed for classifying tweets. For high values of Δ, the major difficulty is
in finding at one high matched Facebook post to classify the considered tweet as
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“non-spam”. Thus, this explains the dramatic degradation in the accuracy when
increasing the value of Δ. Although of high recall values, the spam precision
values of our method are almost similar to the supervised learning approach ones.

Uniform vs. Non-uniform Post Prior. The role of post prior probability
component is obvious in detecting spam tweets. Working on the assumption that
each Facebook post has same probability (uniform) for being non-spam increases
the spam recall values when the value of Δ gets higher, leading to detect most
spam tweets. On contrary, a significant number of “non-spam” tweets has been
predicted as “spam” ones. We interpret this behavior because of the small value
of post prior probability when working on the uniform probability assumption.
Indeed, this problem is reduced when considering the actions performed on Face-
book post to compute the post prior probability component. Thus, the spam
recall has increased without high degradation in the accuracy values. Although
of low values of spam precision, the high values of average precision mean that
little tweets have been classified as “non-spam” where they are truly “spam”.

High Quality vs. False Positive. In email spam filtering, the efforts are
directed for the false positive problem that occurs when a truly “non-spam”
email is classified as “spam”. However, in the context of social spam, the false
positive problem is less important because of the availability of large-scale data
collections, meaning that classifying “non-spam” tweet as “spam” is not a seri-
ous problem to worry about. Thus, the attention is turned in social networks
context to increase the quality of data where a wide range of Twitter based
applications (e.g. tweet summarization) has high priority to work on noise free
collections. Also, the computational time aspect is significant when targeting
large-scale collections. Hence, our method is completely suitable to process large-
scale collections with providing high quality collections. For instance, the time
required to process our Twitter data-set is no more than few hours, distributed
between crawling data from Facebook and applying our model. At last, as var-
ious experiments are given for different Δ values where no optimal value can
satisfy all performance metrics, the selection is mainly dependent on the desired
requirements of the final collection. For instance, high Δ value is recommended
to have too high quality collection with having high probability to lose not noisy
information.

6 Conclusion and Future Directions

In this paper, we study the impact of performing collaboration with social net-
works to filter out spam tweets in large-scale collections of trending topics. We
propose an unsupervised method grounding on the language model concept to
find out similar information in other social networks considered in the collabora-
tion. Our method outperforms conventional detection spam methods in regards
to time consumption, requiring few hours to process around 6 millions tweets
posted in 100 trending topics. With this novel idea in battle of fighting spam,
we plan as a future work to study the effect of performing collaboration with
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additional social networks such as Instagram. Also, we intend to improve the
classification performance through extracting more features from users’ com-
ments such as sentiment features. Moreover, we plan to study the behavior of
using different language models with their estimations.
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Abstract. Predicting future river flow is a difficult problem. Firstly,
models are (by definition) crudely simplified versions of reality. Secondly,
historical streamflow data is limited and noisy. Bayesian model averag-
ing is theoretically a good way to cope with these difficulties, but it has
not been widely used on this and similar problems. This paper uses real-
world data to illustrate why. Bayesian model averaging can give a better
prediction, but only if the amount of data is small — if the data is con-
sistent with a wide range of different models (instead of unambiguously
consistent with only a narrow range of near-identical models), then the
weighted votes of those diverse models will give a better prediction than
the single best model. In contrast, with plenty of data, only a narrow
range of near-identical models will fit that data, and they all vote the
same way, so there is no improvement in the prediction. But even when
the data supports a diverse range of models, the improvement is far from
large, but it is the direction of the improvement that can predict more
accurately. Working around these caveats lets us better predict floods
and similar problems, using limited or noisy data.

1 Introduction

Least-squares regression finds the model with the highest probability of being
correct, given the data. In contrast, Bayesian model averaging [4] is an ensemble
method: the predictions of all possible models (weighted by each model’s proba-
bility of being correct, given the data) gives a prediction at least as good as the
single best-fit model [9, p. 175]. The weighted vote of a committee of models that
includes the best-fit model plus many others, tends to make better predictions
than the best-fit model by itself.

So why doesn’t everyone use Bayesian model averaging (apart from the extra
computational effort)? This paper will answer that question, by characterizing
the circumstances where it can give better predictions than the best-fit model.

Bayesian model averaging has typically used only a tiny number of hand-
tuned models [7], as few as nine models [2] or eight [10]. In contrast, this study
enumerates up to two million models from each distribution, more than previous
studies of water models [6,11,12].

As a sample problem to explore Bayesian model averaging, this paper will
attempt to predict the flow of the Warrego River (an intermittent river in the
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 227–236, 2017.
DOI: 10.1007/978-3-319-60045-1 25
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Australian outback) for four weeks into the future, further out than conventional
weather forecasting. The motivation is to help cattle farmers: if the next four
weeks will bring a good flow of water, then farmers should keep their calves (and
perhaps buy more) to eat the green grass that will grow after the flow.

2 Experimental Set-Up

Given some observed data y, how to tune a model’s parameters? Bayes’ rule
gives the probability that a model with parameters θ is correct [3, p. 8]:

P (θ|y) ∝ P (y|θ)P (θ) (1)

P (θ) is called the “prior probability”, an estimate that a particular set of model
parameters θ is correct, prior to seeing any data. This paper assumes a flat prior
probability: before seeing the data y, any choice of model parameters is presumed
to have an equal chance of being correct.

The prior is updated by P (y|θ) the “likelihood function”, the probability of
getting the observed data y if the model with parameters θ really was correct.

The likelihood function updates the prior probability to the “posterior prob-
ability” P (θ|y) which is a more accurate estimate of the probability that this
choice of model parameters θ is correct, given the data.

For a countable number of observed data points yi, the probability gets
updated by each data point, multiplying the likelihood function for each one:

P (θ|y1, y2, ...yn) ∝ P (y1|θ)P (y2|θ)...P (yn|θ)P (θ) (2)

For logistic regression with a linear logit function, the posterior landscape of
model parameters has only a single smooth peak, so it’s easy to hill-climb up
that single peak and find the model with the highest probability of being correct.

This paper uses a complicated model with 11 parameters (Sect. 2.2 below),
so unlike least-squares or logistic regression, the landscape of posterior proba-
bility over the space of model parameters can have multiple peaks, as in Fig. 4
below. Having a multi-modal landscape of posterior probabilities is what allows
Bayesian model averaging to perform better than the single best-fit model.

2.1 Two Approximations to Bayesian Model Averaging

The predictions of all possible models, weighted by each model’s probability of
being correct, gives a prediction that is at least as good as the single best-fit
model [9, p. 175]. This approach is called Bayesian model averaging [4].

For data y and the space of possible parameters θ for a model, the weighted
prediction ỹ is given by [3, p. 8]:

P (ỹ|y) =
∫

θ

P (ỹ|θ)P (θ|y)dθ (3)
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Equation 3 has two practical difficulties: it requires integrating over all possi-
ble models with non-zero probability of being correct. Here is a brief description
of how this paper will approximate Eq. 3 to get around those two problems.

Firstly, instead of integrating where the model is a function, here the model
is piece of software that’s not easily written as a function. So the continuous
integration is approximated with a grid over the model parameters. A more fine-
grained grid would be more accurate (as we found that the probability landscape
resembles a craggy range of mountainous spikes), but at the cost of more compu-
tation time, so there is a trade-off. So the integral in Eq. 3 becomes a large sum.

Secondly, the theorem depends on finding all possible models with non-zero
probability of being correct. In practice, that’s an infeasibly big number of mod-
els, and most of them are a terrible fit to the data. This paper merely finds a
large number of models with the highest posterior probabilities. To keep run
times reasonable, this was limited to the best 150,000 models. Actually finding
the best 150,000 models usually required evaluating another couple of million
lesser models. This is like taking the mountainous part of a mountain range, but
ignoring the wide plains that go all the way down to sea level.

2.2 A Likelihood Function to Cover a Buried Pipe

Figure 1 shows that the Warrego River (like many rivers) has a log-log linear
relationship between x = the flow for the previous 7 days, and y = the flow for
the future 28 days, with R2 = 0.5081. That’s all the data from 1967 to 2017.
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Fig. 1. For the Warrego River’s flow near Wyandra (800 km west of Brisbane), this
shows a rough linear relationship (in log-log space) between x = last week’s flow and
y = next month’s flow (both in megalitres), with R2 = 0.5081.
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Fig. 2. Nino3 and Nino4 say how hotter or colder than usual are the sea surface tem-
peratures averaged over two vast regions of the tropical Pacific Ocean.

Like many rivers in Australia, the Warrego is intermittent: for months at a
time, it has flow so close to zero that it’s below the threshold of the measuring
equipment. The log of zero would cause an error. This paper kludges it by choos-
ing a number less than 0.001 the minimum detectable flow (namely, the log of
0.0007 GL) and replacing all zero-flow days with that slightly larger value.

Eastern Australia’s weather is also influenced by sea surface temperatures in
the Pacific Ocean [8]. Nino3 and Nino4 measure how much hotter or colder than
usual is the average sea surface temperature over two different regions1 of the
Pacific Ocean, as shown in the Fig. 2 map. This sea temperature data starts in
November 1981, when they launched the satellite to measure it.

Putting those together, Eq. 4 predicts μ the log of the streamflow for the next
four weeks, taking as inputs s(t) the log of the previous week’s streamflow, and
the two sea surface temperature anomalies Nino3 n3(t) and Nino4 n4(t).

μ(t + 4) = a0 + a1s(t) + a2n3(t) + a3n4(t) (4)

We need to make the linear Eq. 4 appear at the highest point of a likelihood
function P (y|θ) for Eq. 1, so that it’s high along the line and tails off on both
sides, like a buried pipe. We want the tails to stretch more on one side than the
other, because Fig. 1 is smeared to the left. Figure 3 gives a conceptual view of
what the likelihood function should look like.

A suitable likelihood function would be a Gumbel distribution with mode μ
given by Eq. 4, and the scale β to adjust the width of the distribution on the
sides of the buried pipe in Fig. 3. The Gumbel is one of many extreme value
distributions that suit our needs [5, p. 8], and the Gumbel on log data resembles
the power-normal distribution, which is also used for streamflow [14].

The Gumbel distribution’s probability distribution function f(x) is [5]:

f(x) =
1
β

e

(
− x−μ

β −e(−
x−μ

β )
)

(5)

1 This paper uses weekly data which is available from November 1981 onwards,
from http://ioc-goos-oopc.org/state of the ocean/sur/pac. For a quick introduc-
tion to the Nino3 and Nino4 sea surface temperature numbers, please see https://
climatedataguide.ucar.edu/climate-data/.

http://ioc-goos-oopc.org/state_of_the_ocean/sur/pac
https://climatedataguide.ucar.edu/climate-data/
https://climatedataguide.ucar.edu/climate-data/
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Fig. 3. To capture the log-log line in Fig. 1, this “buried pipe” gives an idea of how
likelihoods are calculated. The model predicts streamflow with a truncated Gumbel
distribution with mode μ and scale parameter β.

As the flow cannot be zero, we truncate the Gumbel distribution, so that it
inflates the remaining non-truncated part. This makes the buried pipe gain a
trumpet shape at the bottom end, as in Fig. 3.

For the scale parameter β of the Gumbel distribution in our likelihood func-
tion, we follow Eq. 4 and have coefficients for an initial bias, the previous week’s
flow, and for the Nino3 and Nino4 sea surface temperature anomalies. We also
use three more coefficients, one for the Indian Ocean surface temperature, and
two more for a seasonal component.

A sea surface temperature index for the Indian Ocean is the Dipole Mode
Index (DMI), which measures the east-west temperature gradient across the
tropical Indian Ocean2.

Also, the variance of rainfall in eastern Australia has a strong seasonal com-
ponent: summer brings either scorching drought or flooding rains, but winters
are more boring. For our Gumbel’s scale parameter β we add a sine wave com-
ponent to capture any seasonal changes, with one coefficient for the sine wave’s
amplitude, and another for the sine wave’s offset from the calendar year.

Using those inputs, Eq. 6 is the scale β of a Gumbel distribution:

β(t + 4) = a4 + a5s(t) + a6n3(t) + a7n4(t) + a8 dmi(t) + a9 sin(p(t) − a10) (6)

So for the buried pipe of our likelihood function, there are eleven coefficients
that we must tune to fit the data, a0 through to a10.

Four of those eleven coefficients are in Eq. 4 for the mode μ of the Gumbel
distribution:

– a0 initial bias or y-intercept

2 See http://ioc-goos-oopc.org/state of the ocean/sur/ind for weekly data on the
Indian Ocean sea surface temperature indices, including the DMI.

http://ioc-goos-oopc.org/state_of_the_ocean/sur/ind
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– a1 coefficient for the log of the previous week’s streamflow s(t)
– a2 coefficient for Nino3 sea surface temperature anomaly n3(t)
– a3 coefficient for Nino4 sea surface temperature anomaly n4(t)

For the Gumbel’s scale β in Eq. 6, there are 7 more coefficients to tune:

– a4 another initial bias or y-intercept
– a5 coefficient for the previous week’s streamflow s(t)
– a6 coefficient for Nino3 sea surface temperature n3(t)
– a7 coefficient for Nino4 sea surface temperature n4(t)
– a8 coefficient for DMI sea surface temperature dmi(t)
– a9 amplitude of the sine wave, which is strictly positive
– a10 offset of the sine wave, subtracted from p(t) the fraction of the year

3 Results

The traditional approach is to find the single best-fit model, i.e., the model
coefficients with the maximum probability of being correct, given the data.

In contrast, Bayesian model averaging needs to evaluate all models (to
approximate “all”, this paper takes merely the best 150,000 models on a dis-
cretized grid) and find the weighted average of all their predictions.

Table 1 has the results of predicting the flow of the Warrego River four weeks
into the future. At each date (always a Sunday), the data goes from Sunday 15
November 1981 up to the date indicated — this is because 1981 was when those
sea surface temperatures were measured by satellite.

So later dates have more data than early dates. We explore dates in the
eighties, because there is so little data that a range of models will fit it.

The aim is to predict the probability that the river flow for the following four
weeks will exceed 1 GL.

The last column in Table 1 compares the actual flow with the 1 GL predic-
tion: if the Bayesian weighted average gives an exceedance probability that is at
least 1% different from the exceedance probability of the best-fit model, and the
Bayesian probability’s difference is in the correct direction, then the last column
has a “yes”. The difference of 1% is chosen arbitrarily as the boundary between
a trivial and a substantial difference.

For example, the first line in Table 1 has a start date of the sixth of January
1985, or 1985-01-06. The single best-fit model predicts a 47.16% probability of
future flow exceeding a gigalitre, and the Bayesian weighted average gives a
similar 47.28%, different by only 0.12%. So for 1985-01-06 the last column is
empty, because there is only a tiny difference between them.

In contrast, on the third-last line (1989-02-05, the fifth of February 1989), the
single best-fit model gives an exceedance probability of 26.35% but the Bayesian
weighted average gives an exceedance probability that’s more than 4% bigger
at 30.89%. The future four weeks gave a flow of 1.925 GL, so yes it really was
bigger than 1 GL, in the direction the Bayesian was leaning towards.

So on 1989-02-05, the Bayesian approach predicted an exceedance probability
that was both:
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Table 1. For the predicted probability of streamflow exceeding 1 GL in the future
4weeks, this compares the single best-fit model with the weighted average prediction
of the best 150,000 models. If the exceedance probability is different by more than 1
% (in bold face) then the Bayesian result is always different in the right direction.

Predicted probability of future flow exceeding 1GL

Using data
up to this
Sunday

Single
best fit
model

Weighted
average

Difference
in percent

Actual
future
flow

Future
> 1 GL?

Bayes > 1%
in right
direction?

1985-01-06 47.16% 47.28% +0.12% 0.012

1986-01-05 14.31% 14.78% +0.47% 17.247

1987-02-01 100.00% 100.00% 0.00% 69.138

1988-01-03 29.85% 29.65% −0.20% 0.000

1988-02-07 50.49% 49.95% −0.54% 1.262

1988-03-06 29.69% 29.69% 0.00% 1.688

1988-04-03 45.82% 44.73% −1.09% 0.108 Smaller Yes

1988-11-06 19.46% 18.06% −1.40% 0.000 Smaller Yes

1989-01-01 42.85% 51.62% +8.77% 9.426 Bigger Yes

1989-02-05 26.32% 30.89% +4.57% 1.925 Bigger Yes

1989-07-02 15.63% 13.49% −2.14% 0.810 Smaller Yes

1989-09-03 9.54% 9.98% +0.44% 0.000

– More than 1% different from the best-fit probability, and also;
– More accurate: if the flow really was more than 1 GL, the probability is more,

and if the flow really was less than 1 GL, the probability is less.

As it was both of these criteria, the last column is “yes”.
Table 1 shows that it works as advertised: whenever the difference in the

predicted exceedance probability is more than 1%, then the Bayesian prediction
is different in the direction of the correct outcome.

The problem is that the difference is at best small. It’s the direction of the
difference that gives an accurate prediction. This agrees with similar work on
different data [1], which also found that the Bayesian approach gives only a small
change, but in the right direction.

3.1 What Causes Bayesian to Do Better? Diverse Models that Fit

The lesson from this article is that the Bayesian approach out-performs the single
best-fit model only when the historical data has some ambiguity in what models
are a good fit to the data.

As an example, take another look at 1989-02-05 (the fifth of February 1989),
the third-last line in Table 1. The Bayesian approach differs from the single best-
fit model by more than 1% For the 11-parameter distribution of models, Fig. 4
shows a 2-dimensional cross-section of parameters a9 and a10. Each vertical line
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in Fig. 4 is the highest Bayesian posterior probability of all the models with those
values of parameters a9 and a10.

The date 1989-02-05 gives a multi-modal landscape3 in Fig. 4 and that date’s
Bayesian weighted average gives a prediction closer to reality than the single
best-fit model, in Table 1 above. Checking each date, it turns out that is always
true: a unimodal landscape means the two methods give only tiny differences in
their prediction, but a multi-modal landscape always gives a more substantial
difference (more than 1%) that is closer to the actual future.
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Fig. 4. Here, the vertical axis is the posterior probability (the probability of a model
being correct, given the data). From the 11 model parameters, this is a 2-parameter
cross-section of a distribution of over 150,000 models. For data up to 1989-02-05, there
are two peaks in this posterior landscape: two groups of models both give a reasonably
good fit to the data (the single best-fit model is at the highest point). The Bayesian
weighted average (i.e., all these models voting, weighted according to the probability
of being correct) predicts better than the single best-fit model only if the posterior
distribution of models is skewed or multi-modal, like this.

So what makes Bayesian model averaging do better? If there are multiple
peaks in the posterior landscape of models (or a single peak that is skewed) then
the weighted average of that deformed landscape will be different from the single
best-fit model. The best model (the mode) will differ from the weighted average.

On the other hand, if the posterior landscape is unimodal and not skewed,
the weighted average will be virtually equal to the best-fit model (the mode),
and Bayesian model averaging won’t help.
3 The vertical axis in Fig. 4 is the un-normalized posterior probability (assuming a

flat prior probability), so while it’s a linear scale, we cannot calculate the actual
probability without doing the entire distribution of models, and instead we stopped
at the best 150,000 models.
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4 Discussion and Conclusion

The Warrego River’s flow is such that (for the model form in Sect. 2.2) the
historical data on some dates is consistent with more than one model, sometimes
giving multi-modal landscapes like in Fig. 4, and that’s what makes Bayesian
model averaging work better.

Watching the posterior landscape at different dates, in which Fig. 4 is one
date, reveals an interesting story:

– With a little data, there is only a single peak around a best-fit model, which
predicts badly because there is so little data.

– With more data, another peak rises up around another model, so there are
two peaks, representing two groups of models that give a reasonably good fit
to what little data there is. Weighted voting from these two groups give a
prediction that is quite different from that of the single best-fit model.

– With still more data, only a single peak dominates: the posterior probability
of any other model declines and the posterior probability of the best-fit model
gets higher (assuming it’s a stationary distribution that generates the data).

The data used here starts in 1981 and goes to various dates from 1985 to
1989 because that’s when there is the right amount of data to show this kind of
ambiguity. After 1989, the posterior landscape looks like a single peak, and there
is enough data to only match a narrow range of models, with no ambiguity.

4.1 Three Implications

Firstly, this implies that if the data is consistent with only one best-fit model,
the Bayesian approach is not worth the extra effort. This may happen with a
simple model and plenty of data to tune it.

Even if there are multiple peaks in the probability landscape, some optimiza-
tion methods will not find them, and you’ll see no benefit from Bayesian model
averaging. Even if using an optimizer that looks for multiple peaks, many prob-
lems won’t have them, and again disgruntled practitioners will see no benefit
from Bayesian model averaging.

Secondly, the method sometimes lets us infer the presence or absence of
ambiguity in our data, to say if there are more peaks that have been overlooked.
The theorem [9, p. 175] says that Bayesian model averaging is at least as good as
the single best-fit model: if instead it does substantially worse, then one of the
theorem’s assumptions have been violated. This is usually the assumption that
all models (or a large proportion of them) have been counted.

Thirdly, the improvement from Bayesian model averaging is disappointingly
small, at least as performed in this paper. In Table 1, the difference is only a
few percent at most. That makes sense, because the difference is a measure of
weight of the smaller peak (or peaks) compared to the largest, highest peak. To
get a bigger difference needs more models. This paper stopped at the 150,000
models with the highest posterior probability, which is like stopping at the lower
reaches of Mount Everest, so the difference is small.
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It may be too much work to find millions of models, merely to check the
possibility of a multi-modal posterior landscape. If you have plenty of data and
a simple model form, it’s unlikely you’ll find a multi-modal posterior landscape.
With less data and a complicated model, Bayesian model averaging might help.

One objection is that enumerating a large number of models is only possible in
a low-dimensional space, i.e., if the model has a small number of free parameters.
This is not a problem for many problems, such as financial risk. [13, p. 114].

In conclusion, Bayesian model averaging can only bring an improvement if the
data is in such short supply that it’s consistent with multiple models, otherwise
it gives virtually identical results to the traditional single best-fit model.

Acknowledgments. The author thanks Matthew Fuller for technical support on the
JCUB HPC cluster.
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Abstract. Mixed fruit-vegetable cropping systems are a promising way
of ensuring environmentally sustainable agricultural production systems
in response to the challenge of being able to fulfill local market require-
ments. Indeed, they combine productions and they make a better use
of biodiversity. These agroforestry systems are based on a complex set
of interactions modifying the utilization of light, water and nutrients.
Thus, designing such a system must optimize the use of these resources:
by maximizing positive interactions (facilitation) and minimizing nega-
tive ones (competition). To attain these objectives, the system’s design
has to include the spatial and temporal dimensions, taking into account
the evolution of above- and belowground interactions over a time horizon.
For that, we define the Mixed Fruit-Vegetable Crop Allocation Problem
(MFVCAP) using a discrete representation of the land and the inter-
actions between vegetable crops and fruit trees. First, we give a direct
formulation as a binary quadratic program (BQP). Then we reformu-
late the problem using a Benders decomposition approach. The mas-
ter problem has 0/1 binary variables and deals with tree positioning.
The subproblem deals with crop quantities. The BQP objective function
becomes linear in the continuous subproblem by exploiting the fact that
it depends only on the quantity of crops assigned to land units having
shade, root, or nothing. This problem decomposition allows us to refor-
mulate the MFVCAP into a Mixed Integer linear Program (MIP). The
detailed spatial-temporal crop allocation plan is easy to obtain after solv-
ing the MIP. Experimental results show the efficiency of our approach
compared to a direct solving of the original BQP formulation.

Keywords: Agroecology · Spatial and temporal crop allocation prob-
lem · Binary Quadratic Programming · Mixed integer programming ·
Benders decomposition

1 Introduction

Agroforestry systems are one of the sustainable approaches that have received
considerable research attention over the past with a view to ensure high
c© Springer International Publishing AG 2017
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productions, ecosystem services and environmental benefits [11]. These systems
combine two principal land-use sciences: agriculture and forestry. However, to
our knowledge, none of the several studies conducted on agroforestry systems has
specifically examined the combination of vegetable crops with fruit trees using a
modeling approach. Accordingly, the aim of the present study is to design mixed
fruit-vegetable cropping systems, represented as a spatial-temporal crop allocation
problem. Nonetheless, unlike existing studies in which allocation concerns only
annual crops (see Sect. 2), our approach allocates both annual vegetable crops and
perennial fruit trees on the same land while optimizing above- and belowground
interactions resulting from this combination [4].

To assess the validity of different modeling choices to design mixed fruit-
vegetable cropping systems, we built a first prototype using a Binary Quadratic
Programming formulation of the Mixed Fruit-Vegetable Crop Allocation Prob-
lem [15]. This model allocates fruit trees and vegetable crops while optimizing
interactions between them and minimizing the dispersion of vegetable crops.
Such crops must be allocated so that to change their positions between two suc-
cessive periods (i.e., crop rotation). The aim of this preliminary work was to
examine the ability of state-of-the-art exact solver IBM ILOG cplex in solv-
ing MFVCAP in order to support farmers in their crop allocation strategies.
Depending on various modeling simplifications (without crop rotation nor crop
dispersion), cplex was able to solve in about one hour CPU time a small piece
of land divided into 10 × 10 land units, each one contains either a tree or a
crop (among 6 possible ones including bare soil), over a time horizon divided
into three periods of four seasons (except the first period with only one season
starting in autumn).

We further improved the results by exploiting a Benders decomposition of
the problem. The master problem deals with tree positioning and is a 0/1 linear
program. The BQP objective function becomes linear in the continuous subprob-
lem by exploiting the fact that it depends on crop quantities assigned to land
units having shade, root or nothing. The final spatial-temporal crop allocation
is obtained in post-processing. This decomposition allows us to reformulate the
MFVCAP into a Mixed Integer linear Program.

Section 2 recaps related work. Section 3 gives an informal definition of MFV-
CAP followed by its BQP formulation. Section 4 describes our main contribution
by reformulating MFVCAP into MIP. Section 5 presents computational experi-
ments for various scenarii and land sizes. We conclude in Sect. 6.

2 Related Work

Every year, farmers have to allocate their lands to different crops with respect
to physical (water use) and chemical (fertilizers, pesticides, etc.) soil properties.
To support farmers in these complex decisions, numerous studies [7] have been
conducted on cropping plan and crop rotation decisions since they have a major
impact on crop productions. Mathematical programming is widely used in this
area [9]. For example, Linear Programming (LP) flow models for agricultural
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planning are proposed in [6,8,10], to find an optimal crop rotation that maxi-
mizes profits for a given selection of crops on a given piece of land. Compared
to these LP flow models, [2] proposes a MIP flow model that minimizes the sur-
face area needed to cover crop demands (aspect of sustainability) that vary over
time rather than maximizing incomes. This problem was proven to be strongly
NP-hard in [3] and was reformulated as a 0/1 LP compact formulation based
on crop-sequence graphs, then as an extended formulation with a polynomial-
time pricing problem and a Branch-and-Price-and-Cut algorithm with adapted
branching rules and cutting planes. Many other papers propose a column gen-
eration approach [13] to model cropping plan and cropping rotations. In this
sense, column generation with Dantzig-Wolfe decomposition was applied in [18]
to maximize the land use subject to neighborhood and succession restrictions
for crops of the same botanic family. Column generation was also used in [17],
but for a more complex MIP: a crop rotation problem with lands divided into
plots where the continuous variables represent the surface areas assigned to a
given rotation.

Artificial intelligence methods were also employed for solving cropping plan
and crop rotation problems. In this direction, [19] used the classical Constraint
Satisfaction Problem (CSP) formalism to develop whole-farm crop rotation plans
on a specific farm, whereas [1] proposed a Weighted Constraint Satisfaction Prob-
lem (WCSP) formalism to solve the spatial-temporal crop allocation planning
problem for a medium-size virtual farm. Agent-based simulations are also used
in this area. In this sense, [20] presents an application of a multi-agent architec-
ture based on the BDI (Belief-Desire-Intention) paradigm and the belief theory
to simulate cropping plan decision-making.

Indeed, to the best of our knowledge, none of the several studies conducted on
cropping plan has specifically examined the allocation of annual crops (vegetable)
with perennial ones (trees) using a modeling approach. Hence the originality of
our model.

3 Mixed Fruit-Vegetable Crop Allocation Problem
as BQP

MFVCAP is a spatial-temporal crop allocation problem in which crops are
assigned to a piece of land over a time horizon. We discretize the land as a
square of l × l cells; every cell represents a unit land area allocated to a fruit
tree, a vegetable crop or a bare soil. In this study, we consider only one type
of fruit tree, apple tree, which we plant at the beginning of the time horizon.
For vegetable crops, we chose a selection that would allow for variable plant-
ing dates along the year and would need different cropping durations: lettuce,
tomato, onion, melon and carrot. We added a green manure as it is a required
practice for the restoration of soil fertility. Indeed, to represent these crops as
time passes, we consider a time horizon divided into three periods of four seasons
according to tree growth stages: period P1 corresponds to young trees (sprouts),
P2 to intermediate growing trees not yet producing fruits (saplings), and P3 to
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Fig. 1. Surface view of root (a) and shade (b) extensions. Blue cells host trees, and
checked cells host roots/shade in periods P1, P2, and P3. (Color figure online)

mature trees. Each tree growing period represents a one-year rotation, except P1
which is represented by only one season for the fact that there are no vegetable
crops at this period, only green manure to fertilize the soil. Therefore, we have
nine time intervals, and thus nine grids of l × l land units.

We consider classical interactions observed generally in agroforestry systems,
due to root extension dynamics [22,23] as belowground interactions, and micro-
climate modifications and crop sensitivity to shade (based on solar radiation
interception simulation of an apple tree) as above interactions. We model the
evolution of the tree root system in three periods as shown in Fig. 1. The shade
of a tree takes place only in the spring and summer seasons and we model it as
a fixed area orientated to the North of the tree (see Fig. 1).

Moreover, we define operation rules related to the organization of crops in
the field: a minimal space between trees allowing them a non-conflict growth and
a better light distribution (see Fig. 2), and a minimum (and maximum) number
of land units to be allocated to each crop, in order to diversify the food at a
given season (see Fig. 3).

Fig. 2. Minimum space between trees.
The blue cell hosts a tree, and checked
cells are forbidden for other trees.
(Color figure online)

Fig. 3. Minimum and maximum crop quan-
tities as a percentage of the total grid area.
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We consider the following binary variables in order to formulate the MFV-
CAP as a Binary Quadratic Program (BQP):

• cropt,c
x,y = 1 iff land unit of coordinates x, y has crop c at time t,

• treex,y = 1 iff land unit of coordinates x, y has a tree,
• shadex,y = 1 iff land unit of coordinates x, y has shade,
• rootpx,y = 1 iff land unit x, y has roots at period p.

Let L = {1, . . . , l} be a set of horizontal/vertical land unit positions of a
square piece of land discretized as a l × l grid with top-left (i.e., North-
West) corner having coordinates (x = 1, y = 1), ζ a set of crops, T a
set of time steps (corresponding to seasons, starting in autumn), and P a
set of periods of tree growth stages, with Tp the set of time steps at each
period p ∈ P . In our experiments, we vary l and use a fixed ζ, ζ =
{onion,melon, lettuce, carrot, tomato, green manure, bare soil}, T = {1, ..., 9},
P = {1, 2, 3}, T1 = {1} ∼ {autumn}, T2 = {2, 3, 4, 5}, T3 = {6, 7, 8, 9} ∼

{winter, spring, summer, autumn}.
Concerning the objective function, we minimize the following quadratic

function (minimization instead of maximization as in [15] and without crop
dispersion):

min
∑

p∈P,t∈Tp,c∈ζ,x∈L,y∈L

[At,c × shadex,y + Bt,c × rootpx,y + Ct,c] × cropt,c
x,y (1)

with coefficients At,c related to the degree of crop sensitivity to shade at a par-
ticular season (without shade at the first period, i.e., A1,c = 0), Bt,c related
to interactions generated by root systems of trees and vegetable crops at a par-
ticular season (competition or sharing for water), and Ct,c related to the crop
selection whatever presence or absence of shade and tree roots at a given land
unit. Specific values of these coefficients have been previously defined by agrono-
mists in [15,21].

To complete the mathematical model, we define the following linear con-
straints:

A crop or a tree in each land unit

treex,y +
∑

c∈C

cropt,c
x,y = 1 (∀t ∈ T,∀x, y ∈ L2) (2)

Minimal space between trees (see Fig. 2)

treex,y + treex+1,y ≤ 1 (∀x ∈ L − {l},∀y ∈ L) (3)
treex,y + treex,y+1 ≤ 1 (∀x ∈ L,∀y ∈ L − {l}) (4)

No trees on East and West borders

treex,l = 0 (∀x ∈ L) (5)
tree1,y = 0 (∀y ∈ L) (6)
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Definition of shade in the North, East, and West of a tree (Fig. 1)

∑

i∈{max(1−x,−1),...,min(l−x,1)}
j∈{0,...,min(l−y,1)}

treex+i,y+j − 6shadex,y ≤ 0 (∀x, y ∈ L2) (7)

shadex,y −
∑

i∈{max(1−x,−1),...,min(l−x,1)}
j∈{0,...,min(l−y,1)}

treex+i,y+j ≤ 0 (∀x, y ∈ L2) (8)

Evolution of tree roots (Fig. 1)

root1x,y − treex,y = 0 (∀x, y ∈ L2) (9)
∑

i∈{max(1−x,−1),...,min(l−x,1)}
j∈{max(1−y,−1),...,min(l−y,1)}

rootp−1
x+i,y+j − 9rootpx,y ≤ 0 (∀x, y ∈ L2, ∀p ∈ {2, 3})(10)

root
p
x,y −

∑

i∈{max(1−x,−1),...,min(l−x,1)}
j∈{max(1−y,−1),...,min(l−y,1)}

root
p−1
x+i,y+j ≤ 0 (∀x, y ∈ L

2
, ∀p ∈ {2, 3}) (11)

Vertical symmetry breaking constraint
∑

x∈{(l−�l/2�+1),...,l},y∈L

treex,y −
∑

x∈{1,...,�l/2�},y∈L

treex,y ≤ 0 (12)

Minimum and maximum crop quantities (Fig. 3)

minBalancet,c ≤
∑

x,y

cropt,c
x,y ≤ maxBalancet,c (∀t ∈ T,∀c ∈ ζ) (13)

Crops growing during two consecutive seasons

cropt,c
x,y − cropt+1,c

x,y = 0 (∀p∈P,t=fc(Tp),∀x,y∈L2,∀c∈
{onion,tomato,carrot,manure}) (14)

where fc(Tp) returns if available the (unique) time step corresponding to the crop
c planting season in Tp at period p for crops growing during two consecutive sea-
sons (manure is planted in autumn, e.g., fmanure(T1) = 1, onion and tomato
in spring, fonion∨tomato(T2) = 3, and carrot in summer, fcarrot(T3) = 8). Com-
pared to the original formulation in [15], we simplify the problem by removing
crop rotation constraints and crop dispersion, and we add a symmetry breaking
constraint (Eq. (12)).

4 Reformulation as a MIP by Using a Benders
Decomposition with Crop Quantity Variables

We apply a Benders decomposition approach [5,16] in order to separate the
MFVCAP into two parts: (i) tree positioning and (ii) crop production opti-
mizing above- and belowground interactions over time. Problem (i) will cor-
respond to the reduced master problem (MP) in the Benders approach and



A Mixed Integer Programming Reformulation 243

problem (ii) to the subproblem (SP). The master problem keeps the binary
variables treex,y, shadex,y, and rootpx,y, and the associated constraints (3)–
(12). The remaining constraints (13) and (14) belong to the subproblem. The
master problem communicates with the subproblem by introducing new inte-
ger variables (and constraints) corresponding to the number of trees, i.e.,
trees =

∑
x,y∈L2 treex,y, the number of shade land units for crops, shades =∑

x,y∈L2 shadex,y − trees, and the number of root land units for crops at each
period, rootsp =

∑
x,y∈L2 rootpx,y − trees. Recall that there are no shade nor

roots land units available for crops at the first period (i.e., roots1 = 0).
These extra variables trees, shades, rootsp will be taken as constants in the

subproblem. Instead of having cropt,c
x,y binary variables here, we replace them

by crop quantities for each type of land unit configuration. Because at any land
unit, shade at periods 2 and 3 implies roots (see Eqs. (7)–(11) and Fig. 1), we
distinguish three possible configurations: land units having shade and roots (sr),
land units having roots only (s̄r), and land units having no shade and no roots
(s̄r̄). The corresponding crop quantity non-negative real variables are respec-
tively: qcrop

t,c
sr , qcrop

t,c
s̄r , and qcrop

t,c
s̄r̄ , which defines a partition of all the land

units excluding trees (the sum of which equals qcrop
t,c, see Eqs. (16) and (17)).

Adding Eqs. (18) and (19) ensures a feasible allocation w.r.t. land units having
shade or roots and no trees. The subproblem has now a linear objective function,

min
∑

t∈T,c∈ζ

(At,c + Bt,c)qcrop
t,c
sr + Bt,cqcrop

t,c
s̄r + Ct,cqcrop

t,c (15)

such that,

qcrop
t,c
sr + qcrop

t,c
s̄r + qcrop

t,c
s̄r̄ − qcrop

t,c
= 0 (∀t ∈ T, c ∈ ζ) (16)

∑

c∈ζ

qcrop
t,c

= l2 − trees (∀t ∈ T ) (17)

∑

c∈ζ

qcrop
t,c
sr = shades (∀t ∈ T\{1}) (18)

∑

c∈ζ

qcrop
t,c
sr + qcrop

t,c
s̄r = rootsp (∀p ∈ P, t ∈ Tp) (19)

minBalance
t,c ≤ qcrop

t,c ≤ maxBalance
t,c

(∀t ∈ T, c ∈ ζ) (20)
qcrop

t,c − qcrop
t+1,c

= 0
(∀p∈P,t=fc(Tp),∀c∈{on-

ion,tomato,carrot,manure}) (21)

qcrop
t,c
sr − qcrop

t+1,c
sr = 0

(∀p∈P \{1},t=fc(Tp),∀c∈{on-
ion,tomato,carrot,manure}) (22)

qcrop
t,c
s̄r − qcrop

t+1,c
s̄r = 0

(∀p∈P \{1},t=fc(Tp),∀c∈{
onion,tomato,carrot}) (23)

qcrop
t,manure
s̄r − qcrop

t+1,manure
s̄r ≤ 0 (∀p∈P,t=fmanure(Tp)) (24)

Because variables qcrop
t,c
s̄r̄ appear only in Eq. 16, such as slack variables

(qcrop
t,c
s̄r̄ = qcrop

t,c − qcrop
t,c
sr − qcrop

t,c
s̄r ), we can remove them, replacing Eq. 16

by

qcrop
t,c
sr + qcrop

t,c
s̄r − qcrop

t,c ≤ 0 (∀t ∈ T, c ∈ ζ) (25)

Notice that the number of land units with shade or roots does not change
inside a given period, thus the quantities of crops growing on two consecutive
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seasons within the same period (except the first) that are allocated to shade or
roots must remain the same (Eqs. (22) and (23)). Conversely, two-season dura-
tion crops like manure that overlap two periods can be allocated to more land
units with roots (and no shade) in their second period than in their first period
(Eq. (24)). It makes a supplementary partition between land units having no
roots at period 2 and roots at period 3. This will be taken into account when
reconstructing a complete allocation plan (see Algorithm 1, line 5 and below).

In conclusion, the subproblem deals with crop production over time but not
with crop allocation on every land units, resulting in a linear objective function
instead of the original quadratic one. It is easy to verify that Eq. (15) is equivalent
to Eq. (1).

Without constraints (21)–(24) dealing with two-season duration crops, the
subproblem can easily be cast as a set of independent minimum-cost flow prob-
lems for every season with maximum flow equal to l2 − trees, and with demands
(minBalance) and capacities (maxBalance, l2 − trees, shades, rootsp) given
as integer constants. See an example in Fig. 4. It is therefore totally unimod-
ular, with integer optimal solutions. Two-season crops add a chain of equal-
ity/inequality binary constraints between crop quantities of consecutive seasons
that preserves the integrality property.

To ensure that the subproblem is always feasible, the master problem has
to assign trees so as to keep enough land units to be allocated to crops (in the
subproblem) satisfying the crop production demands (Eq. 20). This is expressed
by the following equations:

trees ≤ l2 −
∑

c∈ζ

minBalancet,c (∀t ∈ T ) (26)

∑

c∈ζ

minBalancet,c ≤ l2 ≤
∑

c∈ζ

maxBalancet,c (∀t ∈ T ) (27)

To summarize, we have decomposed the original problem in a master and sub-
problem by adding extra channeling variables (trees, shades, rootsp) also result-
ing in a linear objective function. Because these variables occur as linear terms
in MP and SP (Eqs. (17)–(19)), we can reformulate the initial problem by the
conjunction of the master (MP) and subproblem (SP), i.e., Eqs. (3)–(12); (17)–
(26) with linear objective Eq. (15), resulting in a Mixed Integer linear Program.
This MIP can be solved directly or using a Benders decomposition approach
with integer binary variables in the master problem and continuous variables
in the subproblem as shown above and implemented in the last version of IBM
ILOG cplex solver (v12.7).

Building a Complete Allocation Plan

It remains to build from the MIP solution a complete crop allocation plan with
spatial-temporal crop variables cropt,c

x,y correctly assigned. The MIP solution
gives the positions of trees, shades, and roots at every period. It also gives the
crop quantities depending on land unit configurations. In principle, we could
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Fig. 4. Crop production in summer at period 2, regardless of two-season crop con-
straints, for a 10 × 10 grid as a minimum-cost flow problem with non-zero edge costs
and in parentheses, demands and capacities. We define rt2 = roots2 − shades and
nt2 = 100 − trees − roots2.

allocate randomly qcrop
t,c
sr (respectively qcrop

t,c
s̄r , qcrop

t,c
s̄r̄ ) land units of crop c

among free land units having shade and roots (resp. roots only, no shade nor
roots) at each time step t and for every crop c. This is not as simple for
two-season duration crops. For these crops c, every assignment of a particu-
lar land unit x, y at planting time t must be assigned to the same crop at time
t + 1, i.e., cropt,c

x,y = cropt+1,c
x,y . Moreover, for manure, which spans over two

consecutive periods at t and t + 1, a specific assignment procedure must be
done. In case we have qcrop

t,manure
s̄r < qcrop

t+1,manure
s̄r , then we need to find

qcrop
t+1,manure
s̄r − qcrop

t,manure
s̄r land units without roots at time t and with roots

at time t + 1 when allocating qcrop
t,manure
s̄r̄ land units to manure at time t in

Fig. 5. Rules to build a complete allocation plan. Reverse order of time steps starting
from autumn of period 3 to satisfy the equality/inequality constraints of two-season
crops. Reverse order of crops between period 2 and period 3 to favor crop rotation.
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Algorithm 1. Build a complete crop allocation plan.
Input: treex,y, shadex,y, rootpx,y, qcrop

t,c
sr , qcrop

t,c
s̄r , qcrop

t,c
s̄r̄

Output: cropt,c
x,y

Procedure Allocate(qcrop
t,c
type, t, c, p, type, p′, type′)

if (t < max(T ) ∧ twoseason(c) ∧ fc(Tp) = t) then return ;
1 for y ← 1 to l do
2 for x ← 1 to l do

if (qcrop
t,c
type = 0) then return ;

if (freetx,y ∧ Type(p, x, y) = type ∧ Type(p′, x, y) = type′) then
freetx,y ← false;
qcrop

t,c
type ← qcrop

t,c
type − 1;

cropt,c
x,y ← 1, ∀c′ ∈ ζ \ {c}, cropt,c′

x,y ← 0;
if (twoseason(c) ∧ fc(Tp) < t) then

freet−1
x,y ← false;

cropt−1,c
x,y ← 1, ∀c′ ∈ ζ \ {c}, cropt−1,c′

x,y ← 0;

Special Boolean array freetx,y to identify which land units remain available for
crops;

∀x ∈ L, y ∈ L, t ∈ T, if (treex,y = 1) then freetx,y ← false else
freetx,y ← true;

3 for t ← max(T ) to 2 do
Reverse order of crops between periods P2 and P3 ;

4 if (t ≥ min(T3)) then ζ ← ζ3 ; p ← 3 else ζ ← ζ2 ; p ← 2;
foreach (c ∈ ζ) do

Allocate(qcrop
t,c
sr , t, c, p, sr, p, sr);

5 if (c = manure ∧ t < max(T )) then
Allocate(qcrop

t−1,c
s̄r , t, c, p, s̄r, p − 1, s̄r);

Allocate(qcrop
t,c
s̄r − qcrop

t−1,c
s̄r , t, c, p, s̄r, p − 1, s̄r̄);

else Allocate(qcrop
t,c
s̄r , t, c, p, s̄r, p, s̄r);

Allocate(qcrop
t,c
s̄r̄ , t, c, p, s̄r̄, p, s̄r̄);

order to preserve a constant overall quantity of manure at times t and t+1. The
remaining land units qcrop

t,manure
s̄r̄ − (qcrop

t+1,manure
s̄r − qcrop

t,manure
s̄r ) are chosen

arbitrary among land units without roots. Because the two-season crops impose
a chain of binary equality/inequality constraints (Eqs. (21)–(24)) spanning from
spring to winter, we need to build the allocation plan following a temporal order.
We use a decreasing order starting in autumn of period 3 in order to satisfy the
more complex manure constraint (Eq. (24)) before the other two-season crop
equality constraints (see Fig. 5 and Algorithm 1 line 3). By doing so, our greedy
algorithm, Algorithm 1, building the complete allocation plan, is correct and
does not require sophisticated constraint propagation techniques.

Instead of allocating crops to land units randomly, we look for the near-
est1 free land unit to the top-left corner of the piece of land when doing the
assignment of a given crop quantity to land units. It has the effect to reduce

1 Minimizing the y-axis distance first, then the x-axis. See Algorithm 1 lines 1 and 2.
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horizontal crop dispersion. Furthermore, we allocate crops following a reverse
order between periods 3 and 2 (see Fig. 5 and Algorithm 1 line 4). It tends to
favor crop rotation between two successive periods.

5 Experimental Results

To assess the impact of above and belowground interactions, we performed simu-
lations on three scenarii: scenario Above gives a significant importance to above
interactions by multiplying the effect values related to shade by 10, similarly
scenario Below attaches a great importance to roots by multiplying their effect
values by 10 and the last scenario Equilibrate ascribes equal importance to the
impact of both above and belowground interactions.

We solved these scenarii using IBM ILOG cplex v12.7 with its new fully-
automatic Benders decomposition strategy for the MIP formulation and with
default options for the BQP formulation, except saving the branch-and-bound
tree to disk and using 4 cores of an Intel Xeon CPU E5-2680 at 2.5 GHz with
256 GB running Linux Debian 8.7. By comparing the real time taken by BQP
formulation and MIP formulation to find an optimal solution and prove its opti-
mality (see Fig. 6), we observed that the MIP is several orders of magnitude
faster than the BQP in all scenarii.
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Fig. 6. Solving time in seconds taken by BQP and MIP formulations to solve the
MFVCAP.

To analyze the obtained results, Fig. 7 shows as an example the crop allo-
cation plan of a piece of land of 15 × 15 land units for scenarii Equilibrate,
Below, and Above. We note that these solutions satisfy the constraints on min-
imal space between trees and consecutive crops. The main differences between
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Fig. 7. Allocation of trees and crops on 15 × 15 land units over two periods for all
scenarii.

these scenarii are the number and position of trees and crops. For scenario Equi-
librate, we observe a high density of trees, caused by the overall negative effect
of interactions. Therefore, to reduce these negative effects while ensuring the
minimum allowed production of crops, the solver assigns many land units to
trees (not penalized in the objective function) at the expense of vegetable crops.
For scenario Below, trees are grouped together as in a forest to have less land
units related to belowground interactions and thus minimum production of veg-
etable crops with negative effects. Consequently, this leads to a clear separation
between the vegetable garden and the orchard, with insertion of some vegetable
crops between trees. This clear separation results in shorter solving times for
the MIP formulation, with a piece of land of 20 × 20 land units solved in less
than 100 s. Concerning scenario Above, we notice a spaced disposition of apple
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trees in sparse groves. One reason is to ensure a sufficient number of land units
of shade for the benefit of vegetable crops (e.g., tomato is at maximum allowed
production in summer).

6 Conclusion and Perspectives

We have proposed a MIP reformulation of the Mixed Fruit-Vegetable Crop Allo-
cation Problem, finding optimal 1-fruit-tree/6-vegetable crop allocation plans
for 15 × 15 land units and 9 time steps in less than 1 h for scenario Equilibrate.

Further research remains to be done in order to extend our model, e.g.,
by taking into account crop rotations in order to avoid soil depletion and to
increase pest and disease natural regulation [7]. To be more realistic w.r.t. real
land sizes, we have to solve larger instances (going from 20-by-20 to roughly
100-by-100 land units). A possible direction is to try to generalize solutions
found at small size to larger sizes by identifying patterns of tree configurations
to be repeated. Although it seems easy to generalize for scenario Below, it looks
more complex for scenarii Equilibrate and Above. Such a generalization may be
further improved by a matheuristic procedure combining local search and linear
programming as it is done on block layout design problems [12,14].
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Abstract. The emergence of widely available connected devices is per-
ceived as the promise of new added-value services. Companies can now
gather, often in real time, huge amounts of data about their customers’
habits. Seemingly, all they have to do is to mine these raw data in order
to discover the profiles of their users and their needs.

Stemming from an industrial experience, this paper, however, shows
that things are not that simple. It appears that, even in an exploratory
data mining phase, the usual data cleaning and preprocessing steps are
a long shot from being adequate. The rapid deployment of connected
devices indeed introduces its own series of problems. The paper shares
the pitfalls encountered in a project aiming at enhancing the cooking
habits and presents some hard learnt lessons of general import.

Keywords: Data mining · Internet of Things · Data preprocessing

1 Introduction

1.1 The Promise of Gathering Data from Connected Objects

Recent years have witnessed the arrival of a new concept, that of smart connected
products and devices, which, all together, will make the Internet of Things.

One major driving force is to get a direct access to product usage data.
By analyzing massive amounts of data about usages, companies aim at forming
new kinds of relationships with customers. The accumulation and analysis of
product usage data should enable them to gain fresh insights into how to create
new values for the customers, therefore ensuring closer ties and increased loyalty.

This is in this perspective that the industrial project that serves as a case
study in this paper has been launched. The project is about cooking devices and
habits. It is part of a large undertaking to improve public health by measuring
alimentation behaviors. Its goal is to gently try to nudge consumers towards
healthier behaviors if needed, and at least to offer and suggest them a more
varied diet (see [3] for a related purpose).
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 251–258, 2017.
DOI: 10.1007/978-3-319-60045-1 27
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This new public health approach, user-centered and in real-time, is enabled
by the possibility to equip kitchens with connected devices that both send data
about the cooking procedures followed and offer new interfaces to the users.
These interfaces provide them with descriptions of recipes and suggestions and
gather information from the customers.

In the following, we first present in Sect. 2 the exchanges of data that are
possible with the new devices, while Sect. 2.1 reports the kind of questions that
are expected to be solved by analyzing the data. Section 3 then turns to the data
mining processes that were attempted and shows the difficulties encountered.
Section 4 shows that these difficulties are largely intrinsic to the deployment of
smart connected devices, independently of the field of cooking study. It is thus
beneficial to draw general lessons from this experience.

2 Case Study: Analyzing Data About
Cooking Behaviors

2.1 The Questions

When equipping users with smart connected devices, e.g. e-health watches,
smartphones, or cooking devices, and then gathering data about the users’
habits, companies share general questions such as:

1. Does a categorization of the users emerge from the collected data, either
– directly from their profile available during the buying procedure or before

the first interaction with the device
– or, indirectly, from their measured interactions with the device(s)

2. Is there, and what is, a typology of the usages? For instance,
– from the recipes that are consulted on the application’s website
– from the recipes that are effectively followed

3. Is it possible to identify interesting relationships between classes of users and
classes of behaviors or classes of recipes?

2.2 The Available Data

When a connected device is rented or sold to a customer, the information gath-
ered by the provider is of two qualitatively different types.

1. The first is akin to a factual description of the client. That could be the com-
pany or client’s name, the revenue, number of employees, number of depen-
dents, age, and so on. Sometimes this description is readily available because
the contract cannot be signed without it, sometimes, it comes from the vol-
untary filling of information from the user.

2. The second type includes all the information that can be collected during
the interactions of the user with the device, or during the device’s operations.
Such data can take the form of logs listing temporal actions or procedures, or
they can also trace the user’s connections to a website purported to provide
operating or maintenance information. In that case, the logs of interactions
can be completed with the content of the web pages that have been consulted.
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As an illustration, in the context of the industrial project on the analysis of
cooking habits, data was collected on approximately 100,000 users, covering a
period of more than 24 months, from January 2014 to March 2016. Data were
obtained when the user voluntarily filled a form. The file describing the users’
profiles thus provides information about ‘age category’, ‘city’, ‘gender’, ‘number
of children’, ‘number of adults’ in the family, and ‘type of device’.

The behaviors of the users, and their habits, were measured thanks to an
application available for smartphones. On one hand, this application allows the
users to access a list of recipes approved by nutritionists, to select some of them,
to look for information, and to rate them. On the other hand, the application
can also be used to remotely control the cooking device in order to automatically
perform complex cooking operations. In this way, sophisticated recipes can be
realized, but also, data about the user’s usage can be gathered. Therefore, each
cooking session by a user produces a mixture of operation logs and sequences
of textual contents describing the web pages and recipes that had been looked
onto during the session and the appreciations possibly provided by the user.

In addition, there is a file recording relations between users and recipes, in
the form of bookmarks (plus date and time) that each user can put on recipes
he/she would like to remember for future use. For instance, this file recorded
approximately 9,000 bookmarks put by 2,000 users (≈2% of all users) on 400
recipes (≈11% of the recipes). Conversely, there is also a file about the bookmarks
that were removed after a single session.

The users can also evaluate the recipes by grading them. And there are files
collecting data about the usages of the cooking devices. One such file contains
information about automatic launches of cooking operations. Another file keeps
details about the web page navigation by the users on the supplier’s website.
More than 4,850,000 events were thus recorded from more than 4,500 users at the
time of this study. Each event in the file is associated with specific information
about the webpage accessed, the time and date, the duration of the consultation,
and so on.

2.3 The Methods: Exploratory Data Analysis

In order to better understand how the cooking devices and the associated services
are used and how the users’ habits are related to the users’ profiles, a wealth of
machine learning techniques were used, including:

– Univariate analysis, e.g. using histograms of distributions for each variable.
– Visualizations in 2D or 3D to help discover correlations between variables.
– Clustering in order to detect categories in users and in recipes.
– Discovery of Frequent Item Sets and association rules both within the users’

profiles or the habits descriptions.
– Modeling of the dynamics of the user’s habits using Markov chains.
– Supervised classification in order to understand what determined that some

recipes would be tagged as “favorites” or “not favorites”.
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All methods required the use of preprocessing steps before they could be
carried out. Some operations were standard, others involved specific knowledge
in the form of domain ontologies. Briefly, the following methods were used:

– Data cleaning. E.g., lots of variations were encountered in the address fields.
– Processing of missing information. As is so unfortunately too often the case,

there existed default values for some data fields, like number of children,
or number of adults in the household. We devised rules that estimate the
probability that these default values were in fact missing values given the
answers to other data fields.

– Data enrichment. The descriptions of the recipes were too fined grain for
useful subsequent data analysis. For instance, there were 483 different ingre-
dients mentioned, such as ‘salt’, ‘oil’, ‘ham’, ‘parmesan’. In order to perform
clustering or association rules discovery, we decided to derive more abstract
description of the recipes, using an ontology1. ‘Tomato’ could thus be replaced
by ‘vegetable’. (see also [4,5]). In addition, ontologies allowed us also to add
information, such as the type of diet implied by the use of some ingredient,
or the type of course during the meal: entry, main course or dessert.

– Value imputation. One important input is whether the user likes or dislikes
a process, here a recipe. In our setting, users could provide a grade to the
consulted recipe through the interface of the application, however, they were
a minority to use this fixture. We thus decided to infer the like/dislike values
from the behavior of the customers. One source was the observation of the
bookmarks put by the users on recipes. We decided for instance that a user
that puts a bookmark on a recipe and consults it at least another time is
likely to ‘like’ this recipe. Conversely, a user that removes a bookmark after
a single consultation is viewed as ‘disliking’ this recipe. Likewise, we decided
that a user who launches an automatic cooking session using a recipe probably
‘likes’ this recipe. Finally, a user sharing a recipe on social networks was also
deemed to ‘like’ this recipe. In this way, we were able to substantially increase
the proportion of recipes qualified by like/dislike appreciations.

3 Analyzing the Data

The analysis was organized along three main objectives: first, categorizing the
users’ profiles, second, detecting patterns of cooking habits and cooking pref-
erences, and, third, see whether there exist some relationships between users’s
profiles and cooking habits and preferences.

3.1 Analysis of the Data Describing the Users

A preliminary study involved the examination of the distribution of the values
for each field: ‘age category’, ‘gender’, ‘type of device’, ‘number of adults’ and
‘number of children’ in the household.
1 We used the TAAABLE ontology [6], which is the most encompassing one for ana-
lyzing nutrition and food in general.
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In the process of computing statistics for each attribute, it was found that
a significant proportion of them were not filled out by the users, or, worse,
were filled with a default value. In fact, even the type of the cooking device
was not provided by about 10% of the users. This is remarquable since it could
be expected that this information should be collected automatically. As was
mentioned in Sect. 2.3, we had to resort to heuristic rules to detect and, if possible
correct, the values resulting from filling by the default value.

Altogether, these defects in the information collected about the users were
detrimental for more refined analyses, such as clustering.

3.2 Analysis of the Data Describing the Cooking Behaviors

In this case study, the idea was to identify typical behaviors measured through
the logs of interaction of the users with the devices. The goal was to examine
whether there were characteristic temporal patterns in the use of the recipes,
for instance during the week or during the year, and, generally, to measure in
which way the application’s services were used, whether there were steps that
were bypassed, others that should be more informative, and so on.

To answer these questions, it is crucial to be able to determine exactly what
were the webpages that were consulted, in which order and what was the dura-
tion of the consultation for each page. It has been underlined in the literature
(for instance, [7]), that there can be impediments from the way Web servers
are organized and operate. For instance, because of proxy and local caching, it
can be difficult to detect that a user is going back to a page already viewed.
With connected devices, however, the operations can be thought anew, and such
hindrances should be limited or eliminated.

In our application, it can be determined that a web page has been accessed
thanks to the ‘page load event’. The duration of consultation of a page can be
determined through the records of the ‘page load’ and ‘page unload’ events since
each is associated with a timestamp.

The application environment draws a distinction between ‘content pages’,
which essentially describe recipe steps, and ‘navigational’ or ‘mobile application
pages’ which allow the user to navigate between the application services. There
are 76 such different types of navigational pages. When trying to analyze the
behaviors of the users, it quickly became apparent that problems were looming.

First of all, looking at the content pages, it was readily obvious that the dis-
tribution of the durations of consultation exhibited abnormal results. Altogether,
262,488 consultations of pages describing recipe steps were recorded, with a mean
duration of consultation of 98 s and a standard deviation of 3,326 s, clearly out
of normal range. Actually, it was discovered that the maximal duration time was
119 h! An histogram of the duration times showed that there was a significant
proportion of outliers, and that this proportion was higher for the last steps of
the recipes that for the first ones. What then was the reason behind this odd
and unhelpful set of observations?

After some analysis and discussion with the development team, it was found
that the consultation of a page did not have to be formally closed by the user,
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before he/she was moving to another page, or discontinuing altogether the cur-
rent cooking session. The current page could be put in the background or the
application could be left in its current opened state for days, before another ses-
sion was started. The confort of use of the application was the foremost concern
for the development team, while the demands of any future data analysis was
not really considered.

Another source of frustration emerged from the study of the consultations
of the ‘navigation’ pages. There were 1,841,044 pages consulted in the course of
27 months, from January 2014 to March 2016. We quickly discovered that some
pages were redundant, having closely related meanings for the users, or providing
exactly the same information. We found also that there had been changes in
the application navigation system over time, with various modifications in the
architecture of the system. For instance, 56 out of the 76 types of navigation
pages were added starting from November 2015, without notification to the data
analysis team. Again, the changes in the application were driven by concerns
about the usage of the device, with no regard for the data analysis needs.

Finally, it was difficult to analyze the search behavior of the users, since if
a search conducted among the ‘navigation’ pages was concluded by a click on a
recipe, the search was erased from the user’s history, and he/she had to repeat it
entirely if needed, causing havoc in the statistics about the viewed pages. When
trying to figure out if there were typical search paths, this resulted in obtaining
Markov chains that were difficult to interpret.

3.3 Relationships Between Types of Users and Cooking Behaviors

One way to search for relations between the users’ characteristics and types of
recipes is to perform clustering : on the users’ description, on the one hand, and
on the recipes on the other hand. Another way is to look for association rules
between user’s profiles and types of recipes.

In both analyses, we got interesting and interpretable results. Clustering
allowed us to identify marked relationships between clusters of users (2 clusters)
and clusters of recipes (3 clusters). Likewise, we uncovered association rules
that made sense, like, for instance: women with more than one child look for
easy recipes, or men at least 53 years old prefer recipes with less cholesterol.

However, it must be said that these findings are tentative since they rest on
fragile and fault prone measurements.

4 Lessons for the Design of IoT for Collecting Data
on Usages

Several general lessons can be drawn from the difficulties encountered in analyz-
ing the data about cooking habits and preferences. They are interesting because
we believe they potentially apply to many industrial projects that aim at deliv-
ering connected devices to their customers in order both to bring them new
services and to gather valuable data about their usages. We list them in the
following.
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1. All too often, data collected about the users and their characteristics are
incomplete, when they are not erroneous. The fundamental reason lies in
the fact that users will not spend time to fill information if they do not per-
ceive in which way this is critical to the service they get. For instance, users
of connected e-health devices, like connected watches, know that they bet-
ter provide the service with their precise age and weight, because otherwise
the assessment of their performance is senseless. In the case of the connected
cooking devices, such a link between the information asked to the user and
the service provided was far less apparent.
The remedy is therefore to make obvious to the user that it is in his/her own
interest to provide “useful” information in order to get a true benefice from
the service. This is what has been done since this study.

2. The information available from the logs of the device operations and/or the
user’s interactions was altogether almost useless. Indeed, the team of design-
ers and developers of the devices and of the user’s interface was naturally
obsessed with their ease of use and with the technical aspects of the device
and interface. If the team was aware of the data collecting role of the devices
and interfaces, this role was not a foremost concern.
One remedy is to mix together in a single team the designers, the technical
staff and the data scientists, or, at the very least to ensure a strong commu-
nication channel between them. Another remedy is to teach the basics and
demands of data science to every one implied in the project.

3. When the data collected over several months of operation was analyzed, it
quickly became apparent that there had been changes in the types of data
collected, or, even worse, in the semantics of some measurements. This was
due to the rapid deployment of the devices to the end-users while the design
and realization of the device, and above all of the user’s interface was not
stabilized. Again, the primary concern of the designers and technicians tend
to be the proper working of the device and interface. And because the field
of connected devices is in such a frenzied state, designers and technicians are
in a agile state of mind with rapid prototyping of new softwares and their
deployment to the users. The data collecting goal is second.
One remedy is again to provide education about data science to every one
involved. Then, when changes affecting the data available are in order, pro-
grams for translating data from one period to another should be produced,
or, at least, meta data should accompany any data that is collected.

5 Conclusion

In the last two or three years, the Internet of Things has been widely heralded as
a revolution in the making, that could shadow even the already “old” Internet
revolution. Nonetheless, among high expectations about what the new area could
bring to our lives, some warnings were voiced. For instance, Vinton Cerf, chief
inventor of the Internet, observed that a lack of standards could hinder the
development and operations of the Internet of Things [1]. Ease of interoperability
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between different systems, and ease of communication in networks composed
of millions of objects, plus resilience in front of possible attacks and privacy
preservation were also recognized as essential assets that must be secured if IoT
is to become a reality.

But, while all these technical hurdles started to be appraised, other concerns,
of as much fundamental importance, have been largely overlooked. Indeed, when
connected objects are delivered to a client and installed, the provider and/or the
client expect that one prominent service will be the collection, sometimes in
real-time, of day to day data. One goal can be to better predict breakdowns,
therefore ensuring a smoother service. Quite often, though, it is deemed even
more important to gather information about the usage of the connected devices
in order to bring improved experience to the users, and possibly new services.

It has been said that the largest challenge for businesses will be determining
how to use the tremendous volume of new data that Internet of the Things will
generate (see for instance [2]). Ironically, as this paper shows, the data collecting
role itself is often overlooked by the people who design and deploy the connected
devices. One reason is that they are already overtaxed with trying to solve all
the technical problems mentioned above. Another reason is the frantic pace with
which the technology evolves, a pace which conducts the technical teams to adopt
an agile strategy, with many adaptations along the way. Unfortunately, as our
experience demonstrates, these changes and the lack of a clear perception of the
demands of data analysis, can ruin the very purpose of the whole operation.

This paper, we hope, will thus help promote a new awareness of the challenges
set when the production of exploitable data from connected objects is aimed at.
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Abstract. This paper presents a method to assess nitrogen levels, a
nitrogen nutrition index (NNI), in corn crops (Zea mays) using multi-
spectral remote sensing imagery. The multispectral sensors used were
four spectral bands only. The experiments were compared with nitrogen
levels sensed in the field. The corn crops were divided into three nitrogen
fertilization levels (70, 140 and 210 kgN · ha−1) into three replicates. In
this sense, we propose a method to infer nitrogen levels in corn crops by
using airborne multispectral sensors and machine learning techniques.
The presented results offered a simple model to estimate nitrogen with
low-cost technologies (UAVs and multispectral cameras only) in small to
medium size areas of corn crops.

1 Introduction

Nitrogen (N) is one of the most important nutrients in agriculture to improve the
crop yield. In corn crops is especially important. Furthermore, the appropriate
dosage is also important since it can be a waste the excess of applying N in
crops, but the lack of N implies a compromise in the yield. In this sense, it is
important the usage of low-cost strategies to infer the N requirements in order
to do a positive impact in the correct supply of N. In addition, it is well known
that the excessive use of fertilizers (including N) should be avoided to minimize
environmental impacts [3].

For this purpose, N critical concentration term (%Nc) was proposed and used
in several articles to estimate the minimum amount of nitrogen required for each
crop to produce the maximum aerial biomass at a given time [7,10,11].

Several authors have shown that %Nc declines as a function of aerial biomass
accumulation (W) [1]. Several models have been proposed to estimate N critical
concentration. In this paper, the Nc − W model by [11] was used in order to
estimate the N critical as a decreasing function of biomass (W). The rule is:
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 259–267, 2017.
DOI: 10.1007/978-3-319-60045-1 28
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If W < 1 t/ha, Nc = 3.40 (1)
If 1 t/ha ≤ W ≤ 22 t/ha, Nc = 3.40W−0.37 (2)

The Nitrogen Nutrition Index (NNI) is the ratio between the actual nitrogen
concentration (%Na) and the ideal N concentration (%Nc) of a crop having the
same biomass and whose growth is not limited by N availability [8].

NNI =
Na

Nc
(3)

From Eqs. 1–3, we can say that: NNI = f(Na,W) only if W ≤ 22 t/ha since
W > 22 t/ha is not defined.

The Nitrogen concentration is estimated by hyperspectral indices [3] in
plants. In this paper, a method with low-cost multispectral cameras is shown
for a specific crop (corn). In this sense, several vegetation indices (VIs) have
been used to estimate biophysical variables.

Different variables have been used to characterize the nitrogen status of a
crop in order to support a decision in fertilization management. Among them,
the most popular are the chlorophyll content measurements of the leaves [5].

The main objective of this paper is to assess the nitrogen nutrition in maize
crops using multispectral sensors only and machine learning, avoiding the tradi-
tional method by estimating nitrogen with higher cost solutions like destructive
methods, chlorophyll measurements, studies of soil, among others.

For this purpose, we present in this paper two similar methods to estimate
NNI values:

1. Estimate the NNI by its theoretical formula with multispectral sensors and
biomass data (W ).

2. Estimate the NNI directly by multispectral sensors with machine learning
techniques.

At the end, we want to compare these two methods in order to measure
the best scenario in terms of accuracy. Ground truth information is provided
by measurements of biomass and nitrogen levels produced in a field laboratory.
The cheapest scenario is the second since it implies a straightforward infer-
ence: we only need multispectral indices and some nitrogen ground truth values.
Each pixel of the multispectral images is represented as a function of the form
Y ≈ f(X,β), where X represents the information provided by the multispectral
sensors and β are the parameters of the model. It is noteworthy to say that,
this model is created for corn crops and the model should be adjusted to oth-
ers crops since the levels of %Nc for other crops are different. In addition, the
method works in similar regions (similar sea level, latitude, and longitude). The
soil type in the region also implies a difference in the study.

2 Materials and Methods

Nine corn plots 25m×5m were considered. Each block has one kind of nitrogen
treatment. Three blocks with 70 N · ha−1, other three blocks with 140 N · ha−1



Assessing Nitrogen Nutrition in Corn Crops 261

(which is considered as a normal treatment) and 210 N · ha−1 (which is consid-
ered excessive). The crops were considered as temporal. In this sense, additional
irrigation was not provided.

The field was sown on June 1, 2016, and the N was applied on July 31, 2016.
Two flights with the cameras were done on August 9 and September 2, 2016.
A field management plan can be viewed on Fig. 2.
The imagery was captured with easy-acquiring cameras in RGB channels

(by a GoPro camera), and NIR band was obtained by a low-cost MaPIR-NIR
camera. The composition was performed in Pix4D software. The reason about
the usage of a GoPro camera is the weight for the quad-copter. Other cheaper
cameras can also be used.

We used two airborne quad-copters equipped with the cameras in two dif-
ferent flights (one by each camera) since the cameras have different exposition
times. One of the quad-copters is illustrated in the Fig. 1.

Fig. 1. One of the quad-copters considered (named as “Q1”). Each model requires
one li-po battery which perform until 15min of flight. However, to preserve life of the
battery, each flight with the cameras was performed in less than 6 min.

The process to compose the map was conducted with the Datamapper soft-
ware in order to obtain the ortho-mosaic.

Several multispectral vegetation indices were used. These indices are sum-
marized in the Table 1.

Reflectance for each band (red, green, blue and near-infrared) was obtained
with the calibration procedure described in [9]. Reflectance values are given by:

RT (θt) =
DNT (t)
DNR(t0)

RR(θt0) (4)

where t is time during a flight, t0 is the time before to the flight and DNT

means digital numbers viewing the crops, DNR are digital numbers viewing
the reference panel, θt is the solar zenith angle at the time t, and RR is the
reflectance factor of the reference panel. This procedure is important to normalize
the multispectral data in order to reduce the bias originated by the sun position.
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Fig. 2. Nine plots of corn were considered. Three different treatments were applied. In
the image, ND is a region with a deficient treatment of N (70 N ·ha−1). NA is adequate
(140 N · ha−1), and NE is excessive (210 N · ha−1).

2.1 Estimating NNI with Formula

This estimation considers the traditional formula of NNI, where NNI is a
ratio between the %Na and the %Nc concentration. In this sense, nine %Na

ground truth values were taken from leaves with destructive methods. %Nc were
obtained by a regression model and the biomass ground truth values. In the first
step, W is estimated by a random forest regression and the Nc is inferred from
the Eqs. 1 and 2.

A block diagram of this proposed method is illustrated in the Fig. 3.
For testing, four bands were required as inputs: Red, Blue, Green and NIR.

the vegetation indices of the Table 1 are calculated automatically from the four
bands.

2.2 Estimating NNI with Machine Learning Techniques

This method is more straightforward (Fig. 4). The estimation is based on a ran-
dom forest regression method [2] with the NNI ground truth values as labels. The
inputs are the same: RGB-Nir values and the vegetation indices from the Table 1.
Others methods like SVM (espilon-SVR regression with RBF as base kernel),
Multilayer Perceptron (the number of hidden layers was equal to the number of
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Table 1. Multispectral vegetation indices that were used in the experiments.

Index name Formula Reference

NDVI NIR−R
NIR+R

[14]

GNDVI NIR−G
NIR+R

[4]

OSAVI NIR−R
NIR+R+0.16

[13]

NGRDI G−R
G+R

[16]

MTVI2 1.8(NIR−G)−3.75(R−G)√
(2NIR+1)2−6(NIR−5

√
R)−0.5

[6]

Fig. 3. Block diagram of the Formula-Based model. Na and Nc are estimated with
ML techniques. Nc requires an extra step: the estimation is obtained from biomass
and biomass is estimated from four bands and vegetation indices like MTVI.

Fig. 4. Block diagram of the machine learning model. This method is a short way to
estimate NNI. It only uses NNI ground truth values to perform the estimation. It uses
random forest regression with NNI ground truth values as labels.

attributes), and multilinear regression were also tested. Results showed a better
performance with random forest method as equal to multilayer perceptrons. We
used 100 trees as main parameter of the random forest regression method. To
avoid over-fitting problems, we tested initially with 30% of the data for training
and the rest for testing. Results were not far with respect to the reported in the
paper. The reported ones were with ten fold cross scheme to validate the results.
Regression values diminished about 5%. We chose random forest empirically,
the model selection problem is not part of our method, in this case, we are more
interested in a straightforward and low-cost method to estimate NNI. The goal
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is an easy way to learn the method. The model is transferable to other kind
of crops, repeating the training phase with the proper multi spectral and NNI
values.

3 Results

In the Fig. 5 we present a comparison between the two proposed models. The
axis correspond to the NNI values for each NNI estimation values in each flight.
R2 value is greater than 96% in both flights. The Root Mean Squared Error
(RMSE) is 0.0216 for the first flight and 0.0137 for the second flight. The sum of
squared error of prediction (SSE) is of 0.0033 in the first flight and the SSE in
the second flight is of 0.0013. In this sense we prefer the machine learning based
model since it is easier in terms of training regarding method one. In addition,
we only need some NNI values of ground truth for the training stage, whereas
the Formula-based model requires two values (%Na and W ).

Fig. 5. A comparison between the two proposed models. The correlation suggests that
short model based on ML techniques is almost equal to the formula-based model which
requires extra information.

Numerical results about the estimation of nitrogen are summarized in the
Table 2. A comparison graph of the machine learning model against the ground
truth values is illustrated in the Fig. 6. A comparison between the results of NNI
real values and the estimated values with the two models is illustrated in the
Figs. 7 and 8. It is noteworthy to say that the R2 value was improved in the
second flight in both methods. The RMSE values for the first flight with the
formula-Based model and the ML model were 0.0367 and 0.0294 respectively.
Analogously, The SSE values were 0.0094 and 0.0061. In the second flight this
values were improved. RMSE values were 0.0351 and 0.0444 for the formula and
the ML model respectively. SSE values were 0.0086 and 0.0138 The reason of the
improvement of R2 can be due to the N absorption. On the first flight, the dosage
of nitrogen was applied only nine days before. Results about nitrogen are slightly
noisier in the first flight. In the second flight, results were more consistent and
the prediction was improved. The formula based model were better than the
ML model in the second flight, however, the SSE is still low (0.013) and the
correlation values is still high (R2 = 96%).
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Table 2. Results of NNI estimation in the first and second flight. Ground truth and
estimated values are shown. Values for the nine plots are shown. D is deficient, A is
adequate and E is an excessive amount of dosed nitrogen

Plot g-truth Aug9 Est. Aug9 g-truth Sep2 Est. Sep2

1-D 0.8026 1.0344 1.5575 1.5116

1-A 1.5694 1.4081 1.4327 1.413

1-E 1.4706 1.3684 0.719 0.9943

2-D 1.2135 1.2442 1.0919 1.2095

2-A 0.8422 1.1307 0.8354 1.0015

2-E 1.3701 1.2675 1.4725 1.3909

3-D 1.3085 1.2698 0.6091 0.8949

3-A 1.3525 1.2786 1.7375 1.5362

3-E 1.3265 1.277 1.3775 1.2706

Fig. 6. Comparison between NNI values for each crop region.

Fig. 7. Results of the NNI estimation via RFR algorithm for the first flight. The ML
model improves the results with respect to the formula based model even when the
nitrogen dosage was early applied.

4 Discussion

It is interesting the improvement of the model when the dosage of N has more
time. The second flight was done in the earring stage of the corn, whereas the
first flight was done in the V10 stage. The earring stage is particularly more
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Fig. 8. Results of the NNI estimation via RFR algorithm for the second flight. In
the second flight, the formula based model is better as expected, since it uses more
information. However, the ML model is also accurate.

stable in prediction. We only have two measurements of N but this information
is still enough to predict the NNI values in the crops. One week is not a good time
to evaluate the absorption of nitrogen. The reason is due to urea is hydrolyzed
(yielding ammonium and ammonia) with a half-life of 1.9 days at 3.5 ◦C when
is applied in the field [12]; under controlled conditions, urea mixed with the soil
was hydrolyzed with a half-life of 22, 15 and 6 h at 4, 10 and 20 ◦C [12]. Although
the crop immediately absorbs ammonium from soil solution, the translocation
process of N from roots to leaves may take a time in order to be observed optically
as change in intensity of green in leaves. The uptake of N after urea application
in corn was not statistically different at V6 between control and side-dressing
applied in V5 phenology stage [15].

If we observe the two flights, there is an acceptable correlation (better in the
second) if we want to predict the absorbed nitrogen in the plants. Although the
prediction is local, the cost of flying and training is low.

5 Conclusions and Future Work

A method to infer nitrogen levels in corn crops was proposed. UAVs used can
draw up to 5 ha of crops. Since the UAVs performed flights in 50–70 m high, the
resolution was 3 cm per pixel. The method is based on random forest regression
method and including several linear regressions in order to establish some corre-
lation between biomass and Nitrogen critical values. The method utilizes multi-
spectral imagery only with low-cost and easy-acquiring cameras. Results showed
that the models predict with an R2 = 96% when the nitrogen was absorbed by the
crops. There are several future avenues for this model. One of them is the inclusion
of other variables in order to expand the inference to chlorophyll and comparing the
NNI results with chlorophyll levels (Chlorophyll is usually a common method to
infer nitrogen levels in crops). Another avenue is the study of corn in several stages
in order to perform a preventive method for applying nitrogen in early stages. It
includes the possibility of creating an ML model with several stages included as a
whole. Finally, it is important to increase the coverage area of crops. This can be
addressed by using fixed wing UAVs.
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Abstract. The paper introduces a method to evaluate a short food supply chain
based on argumentation. It defines an analytical argumentation system using
contexts, and introduces indicators to perform analysis. It proposes an evalua-
tion of the experimental device created to observe the short food supply chain
mechanisms, based on this analysis methodology. It concludes on the feedback
learnt from this analysis, from methodological and application viewpoints.
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1 Introduction

In recent food-related concerns, short supply chains [3, 6] are considered as a new
means of supply that is determined by the close proximity of production to con-
sumption, both geographically and relationally. In 2011–2012, an experimentation was
carried out in the department of Hérault in France, to test the feasibility of using short
supply chains for the provision of food aid. The aim was to provide a proof of concept,
the study model being the fruit and vegetable supply of the Hérault branch of the
association ‘Les restaurants du coeur - relais du coeur’ (denoted AD34).

A need for explanation, analysis and rationalization of the collected results motivated
the formal approach proposed in this paper, based on abstract argumentation [1, 5, 7]. In
[11], the relevance of the argumentative approach was highlighted regarding cognitive
considerations. Recently, several works proved its relevance in social-related concerns,
food systems, chains, policies and controversies [2, 4, 8–11]. In the present paper, we
revisit argumentation systems to question themeaning of basic notions in a concrete case:
What does an extension mean practically? Are rejected arguments not to take into
account, as usually considered in the literature? What does the credulous and skeptical
semantics express? How can they be exploited from an application point of view? Can
argumentation systems enhance the understanding and analysis of the situation?
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2 The Experimental Device

The partners involved in the implementation of the device were AD34,
Somimon/Mercadis – the managers of the Greater Montpellier National Wholesale
Market (MIN) – and the “Innovation” joint research team. In 2011–2012, the dynamic
of food supply for the AD34 distribution campaign was monitored chronologically,
including all actors: wholesalers, the producers, AD34’s volunteers and those who
received aid from AD34. The first phase of the evaluation defined the dimensions to be
analyzed in the study, namely, the technical, (logistic), economic (added value for
producers and wholesalers), social (relations and the sharing of information between
stakeholders) and participative (involvement of the actors) dimensions.

In the second phase, information was collected: semi-structured interviews were
conducted with producers participating in the device (10 interviews with 8 producers),
groupings of producers, coordinators of the agri-food networks in MIN (4 interviews),
the two wholesalers (4 interviews), the volunteers responsible for receiving the fruit
and vegetables from AD34’s warehouse (4 interviews), and other AD34 volunteers
(10 interviews with 10 volunteers responsible for the distribution centers). Interviews
were conducted throughout the 16 weeks of the distribution campaign.

Moreover, AD34 conducted surveys shortly before the end of the campaign. These
were intended for volunteers at the distribution centers and recipients of the food aid,
essentially concerned with the technical dimension. For volunteers, all the centers were
covered, with a response rate of 77% covering 56 volunteers. For recipients of aid, the
survey was conducted on a sample of 10 centers that represented various capacities for
aid distribution and for the population group served. 122 people responded. The results
of these interviews and surveys provide input for this paper analysis.

3 Formalizing Arguments and Attacks

Arguments discussing the success or failure of the device are presented in Table 1.

Table 1. Arguments about the interest of the device

Arg. Description Pro/con Dimension

A The device is well accepted when it induces no price loss for
producers compared to the classical system

pro economical

B Products that are hard to sell in the classical system require little
effort for producers in the device

pro economical

C Non-standard products are difficult to sell in the classical system pro economical
D Overproduction due to climatic reasons is difficult to sell in the

classical system since it leads to an imbalance between supply
and demand

pro economical

E The device failed when it turned out to be too adverse compared
to the classical system

con economical

(continued)
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We can notice that arguments C and D are particular cases of argument B, and that
the three of them (B, C, D) disagree with argument A since they express that price is
not the only element that may lead to the success of the device. Thus we can note that
the attack relation R contains the following attacks: (B, A), (C, A), (D, A).

Arguments I, J, K, L are different variations of argument H. In this set {H, I, J, K,
L} all arguments contradict with the prior argument F. Thus we can add the following
attacks to the attack relation R: (H, F), (I, F), (J, F), (K, F), (L, F).

Argument N is a counter-example of argument M based on a social benefit of the
device. Thus we can add to the attack relation R: (N, M).

Argument O mentions a technical difficulty associated with large-size products.
This contrasts with argument J which considers the handling of non-standard products
as a positive feature of the device. It also contrasts with argument A which tends to
reduce the difficulties encountered by the device to the possible price loss. Thus the
following attacks can be added to R: (O, A), (O, J).

Moreover, arguments O and P both focus on logistical aspects of the device. O is a
negative one, since it addresses the necessity of cutting large-size products, which is
not only time-consuming but also implies space and equipment to do it. On the

Table 1. (continued)

Arg. Description Pro/con Dimension

F The device failed when it was too adverse in terms of price con economical
G The device failed when it was too adverse in terms of storage

capacity
con technical

H The device was a success even with low prices when it took
place in a context of low demand, combined with an advantage
for producers

pro economical

I Reduced transportation cost is a possible advantage pro economical
J The sale of non-standard (e.g. large-size) products is a possible

advantage
pro economical

K Motivation to participate in a solidarity project is a possible
advantage

pro participative

L Keeping good business contacts with the wholesalers is a
possible advantage

pro social

M The device failed when it did not take into account the quantities
available on the local market

con technical

N For some products, the device was a success despite the
inadequacy of the planned dates to the reality of the local market,
thanks to the wholesalers’ good knowledge of the local market,
leading to a new planning proposition

pro social

O Large-size products brought logistical difficulties to the
volunteers of the distribution centers

con technical

P Local fresh products facilitated the volunteers’ work from a
logistical viewpoint, by avoiding them to sort damaged products

pro technical

Q The disposal of products was achieved in reduced time pro technical
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opposite, P is a positive aspect, since the sorting of damaged products can be avoided
in the device. Thus a mutual attack between O and P is declared in R: (O, P), (P, O).

Finally, argument P highlights waste reduction, which counterbalances the eco-
nomic argument F. Thus we can add to the attack relation R: (P, F).

4 Proposed Model and Indicators

The framework we propose includes several ways of organizing the set of arguments in
contexts. Each way provides a partition of A.

Definition 1 (Analytical Argumentation System). An Analytical Argumentation
System is a tuple ASS = (A; R; C1 … Cn) where:

– A is a set of arguments,
– R � A � A is an attack relation,
– each Ci is a partition of A. It is thus a breakdown of the set of arguments A into

subsets called contexts. By definition of a partition, the set of contexts c belonging
to Ci satisfies: ([ c2Ci c = A) and (\ c2Ci c = ∅).
Several indicators are then associated with the AAS in order to make an analysis.

Definition 2 (Indicators). Given an AAS, the following indicators are computed.

Indicators concerning the polemical status of the system
Let Rej denote the set of rejected arguments, according to [5].

– Ratio of rejected arguments (|Rej|/|A| 2 [0;1]).
– Number and proportion of rejected arguments per context
– Number of internal and external attacks towards rejected arguments

Indicators concerning the origin of divergent viewpoints
Let Skept the set of skeptically accepted arguments and Cred the set of credulously

accepted arguments, according to [5].

– Ratio of skeptically versus credulously accepted arguments (|Skept|/|Cred| 2 [0;1]).
– Number and proportion of strict credulously accepted arguments per context
– Number of internal and external attacks towards strict credulously accepted

arguments

5 Analysis and Discussion

An AAS = (A; R; C1) is instantiated with the following elements:

– A contains the arguments from A to Q described in Sect. 3;
– R contains the attacks indicated in Sect. 3;
– a partition C1 is defined according to the dimensions studied in the device, thus

C1 = {economical context, technical context, participative context, social context}.
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Figures 1 and 2 show the two preferred extensions (see [5]) of the Dung-style
argumentation system AF = (A, R). The arguments displayed in green belong to the
extension, those in red do not. We have Rej = {A, F, M} and Cred\Skept = {J, O, P}.

Indicators concerning the polemical status of the system

– Ratio of rejected arguments (|Rej|/|A| 2 [0;1]).

3 arguments out of 17 are rejected. The ratio of rejected arguments is thus 0.18,
which means that a minority of arguments (18%) are attacked without being defended.
The first two arguments (A and F) express that the device has to be economically viable
to be of interest, the third one (M) claims it has to be aware of the market quantities.
Although these arguments express a practical view of the market reality, they were
rejected because they needed refining. In summary, the system shows a moderate
polemic linked to the refinement of initial common-sense arguments about consider-
ation of the market reality.

– Number and proportion of rejected arguments per context

Figures 3 and 4 show the two preferred extensions partitioned according to C1. The
contexts of C1 contain, respectively, {9, 5, 1, 2} arguments, showing the prevalence of
economic and technical motivations. The numbers of rejected arguments per context
are respectively {2, 1, 0, 0} and their proportions {22%, 20%, 0%, 0%}. We can
conclude that the polemic mainly regards economical concerns, and secondarily
technical concerns. Indeed, among the rejected arguments, A and F deal with prices,
whereas M deals with market quantities.

– Number of internal and external attacks towards rejected arguments

In C1, the numbers of internal attacks (i.e. from the same context) are respectively
{6, 0, 0, 0}, and the numbers of external attacks (i.e. from other contexts) are {4, 1, 0,
0}. Surprisingly, economic arguments are mainly internally attacked by other economic
arguments, which tends to demonstrate that initial reluctances to consider a possible
economic viability of the device had to be revised in the light of the practical imple-
mentation of the device and specific conditions (e.g. reduced transportation cost,
context of low demand, etc.). External attacks to the economic arguments are quite
balanced between the different other contexts (2 from the technical context, 1 from the
participative context, 1 from the social context). Their meaning is that economic

Fig. 2. Second preferred extension
(Color figure online)

Fig. 1. First preferred extension
(Color figure online)
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drawbacks can be counterbalanced by benefits in other concerns (e.g. keeping good
business contacts with wholesalers, as expressed by the social argument L). The social
context, although containing only 2 arguments, is highly involved in the polemic
against rejected arguments, since both social arguments attack a rejected argument. For
instance, the technical rejected argument is only attacked by a social one.

Indicators concerning the origin of divergent viewpoints

– Ratio of skeptically vs credulously accepted arguments (|Skept|/|Cred| 2 [0;1]).

14 arguments are credulously accepted, among which 11 are skeptically accepted.
The ratio of skeptically versus credulously accepted arguments is 0.79, which expresses
a rather consensual debate (79% consensual), although a 21% divergence remains, due
to the three arguments that are strict credulously accepted (J, O and P).

The divergence regards two points: (i) whether or not the sale of non-standard size
products is a possible advantage, with a divergence between J and O, and (ii) whether
the device brings logistic advantage, with a divergence between O and P.

– Number and proportion of strict credulously accepted arguments per context

In C1, the numbers of strict credulously accepted arguments per context are
respectively {1, 2, 0, 0} and their proportions {11%, 40%, 0, 0}. We can conclude that
the technical context plays an important part in divergences. Indeed, among the strict
credulously accepted arguments, O and P are technical and deal with logistical issues,
whereas J considers the device as an economic opportunity for non-standard products.

– Internal and external attacks towards strict credulously accepted arguments

In C1, the numbers of internal attacks (i.e. from the same context) are respectively
{0, 2, 0, 0}, and the numbers of external attacks (i.e. from other contexts) are {1, 0, 0,
0}. These figures provide important information: divergences in viewpoints are all
related to technical considerations. Indeed, there are no internal discordances except for
the technical context, which has an internal dilemma about the logistical benefit of the

Fig. 3. First preferred extension partitioned
according to C1 (the contexts are the
dimensions of the study)

Fig. 4. Second preferred extension parti-
tioned according to C1 (the contexts are the
dimensions of the study)
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device (arguments O and P). Moreover, there is only one external attack directed
against the economic argument, and this attack is again coming from the technical
context (argument O). Thus the technical argument O appears to be a backbone of the
divergences expressed in the system.
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Abstract. Although modeling argument structures is helpful to make
involved parties understand the pros and cons of an issue and the context
of each other’s positions, stakeholders have no means to anticipate the
impacts of adopting the debated solutions, let alone to compare them.
This is where using simulation approaches would greatly enrich the delib-
eration process. This paper introduces an approach combining argumen-
tation and simulation. We consider a case study in which both are used
to assess and compare cultural options available to farmers.

1 Introduction

Making a decision involving several stakeholders with different objectives
requires to take into account qualitative as well as quantitative information: the
consequences of each possible decision, the stakeholders’ viewpoints and prefer-
ences on the decisions, the parameters they considered as indicators. Among pub-
lic policy decision problems, agri-food chain arbitrations involve various actors,
from production to consumption through processing, distribution and recycling.
Consequently, besides policy makers’ scale, the interests of all the stakeholders of
the chain interfere. Given the diversity of their viewpoints, they pursue possibly
divergent objectives.

Although international research communities are active both in the argumen-
tation and in the decision fields, most often these domains have been studied
separately. [2] can be cited among the earliest formal attempts to combine both.
Applications in agronomy have emerged a few years ago and are growing. Recent
works have dealt with the interest of argumentation in decisions about agri-food
chain steering [6,13,14].

Within this context of argument-supported decision, this paper deals with the
combination of qualitative and quantitative approaches. The qualitative model
we consider is argumentation. The quantitative one is systems dynamics, which
c© Springer International Publishing AG 2017
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allows scenario simulation. The difficult point concerns the connections between
both formalisms, for which no results are available in the scientific literature.
The advance of the proposed approach is to allow for testing the validity of an
argument by simulating the scenario resulting from the decision this argument
promotes. Therefore it provides a sound way of dealing with a weak point of
argumentation in the literature, widely discussed but lacking of practical tools:
argument strength evaluation [1,5,6].

2 Formalizing the Decision Problem

Systems dynamics [7] is a mathematical modeling technique which allows ana-
lyzing the evolution over time of systems defined by a large number of interde-
pendent variables. One of the variables considered by the system is thus time.
We propose the following definition of the studied system.

Definition 1. The studied system is a set X = {t, x1, . . . , xn} of variables,
where t is time. A state of the system is described by an instantiation V =
{vt, v1, . . . , vn} of X, where vt is the value of variable t and for i ∈ [1;n], vi is
the value of variable xi.

We can distinguish three main categories of variables (apart from time):

– constants: their value does not vary over time. They are depicted by black-
arrowed circles in the graphical model (see Fig. 1);

– stock variables: they represent the accumulation of a quantity over time and
thus correspond to an integral-type function. They are represented as squares
in the graphical model;

– the other variables (general case) are depicted by circles in the graphical
model.

Definition 2. X is partitioned in two subsets, Xin and Xout. Xin contains the
variables whose initial value (in case of constants) or function definition (in case
of other variables) can be chosen (or could be in hypothetical scenarios), since
they have the meaning of controlled parameters of the system. Xout contains the
variables of the system on which there is no human control, thus their value is
observed but not chosen. Therefore each variable xi ∈ X is a function of Xin,
denoted by Fi.

To grasp real-world decision schemes, with regard to previous works in multi-
criteria decision [4] and argumentation-based decision [2], we integrate within the
system description a set of considered options (also called decisions or actions)
and a set of considered goals. This yields the following framework:

Definition 3. A decision framework is a couple (xo,XG) where:

– xo ∈ Xin is the option variable. Its domain of values is denoted by Do;
– XG ⊆ Xout is a set of goal variables, whose values are to be maximized.
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Decisional approaches of argumentation introduce a distinction between two
types of arguments, those justifying beliefs, denoted epistemic arguments, and
those justifying actions, denoted practical arguments [8]. In this study we are
interested in the latter, on which less literature is available. A formalization
is proposed in [2]. To be in accordance with previous works and take into
account decision schemes [12], we will consider an argument as a triplet <Option,
Goal, Justification>. Thus an argument provides a justification for promoting
an option in order to achieve a goal. This can be expressed in our framework by
the following definition.

An argument is then defined as follows in our framework.

Definition 4. An argument a is a triplet <o, xg, J>, where:

– o ∈ Do, the option promoted by the argument a, is the value chosen for the
option variable xo;

– xg ∈ XG is the goal pursued by the argument a;
– J , the justification of the argument, is an instantiation of the set of variables

Xin\xo. It totally defines the state of the system by fixing the values vi of the
variables xi ∈ Xin\xo.

Once an argument defined, the next question is how to determine if it sound
or not? The principle we propose is to verify if the value of the goal obtained
with the settings defined by the argument is the best that would be obtained for
any option with the same settings.

Definition 5. An argument a = <o, xg, J> is sound if Fg(J ∪ {o}) =
maxd∈Do

Fg(J ∪ {d}).

3 Running the Model on the Case Study

In the context of decision support, our work aims at proposing a systematic
approach to assess various options available to farmers for cereal-legume inter-
crops with respect to the corresponding sole crop alternatives. This comparison
is possible when considering farmers’ gross margin. We specifically address the
case of intercropping of durum wheat and legumes.

Intercropping, the simultaneous growth of two or more species in the same
field for a significant period, is an application of ecological principles. This prac-
tice is particularly suited in low nitrogen input systems where it optimizes
the use of nitrogen resources through nitrogen fixation of legumes leading to
improved and stabilized yields and increased cereal protein content [3]. Never-
theless, despite their numerous agronomic interests widely demonstrated, inter-
crops are only slightly adopted by farmers, except for animal feeding and/or in
organic farming. Among the main reasons, their potential economic advantage
remains questionable because it depends on many factors such as the difference
between crop prices, the cost to efficiently separate the grains, but also the input
prices and the amount of subsidies. A last issue concerns the way to evaluate the
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intercrop efficiency by comparing it to sole crops [3]. Indeed, the sole crop refer-
ence could be the best sole crop managed with inputs, or with the same amount
of inputs as in intercrop, or the average efficiency of the two sole crops. Finally,
considering or not the rotation usually leads to strongly different conclusions.
A large number of arguments for and against cereal-legume intercropping have
been expressed by the main actors of the supply chain [3,9–11].

Based both on literature review (in particular [3,10,11]) and on interviews
with domain specialists, various arguments in favor and against cereal-legume
intercrops were identified.

“Pro” arguments mainly mentioned:

– the improved soil fertility;
– the reduction of organic nitrogen fertilizers, expensive and unefficient;
– the higher protein content of harvested grain, a quality criterion for durum

wheat;
– the better control of weeds;
– the better resistance against plant agressors;
– more stable yields despite climate variability.

“Con” arguments essentially concerned:

– the non-synchronized dates of sow and harvest for the two species;
– the variable composition of harvest;
– the specific sorting operation required;
– the lack of distribution and valorization networks;
– restricted marketing possibilities, due to the absence of a regulatory statute

for cereal-legume intercrops;
– discouraging CAP aid policies.

The main indicator that interests us here to reflect the attractiveness of the
cultural system for the farmer is the direct gross margin. We consider three value
options for the culturalChoice variable: {soleCereal, soleLegume, intercrop},
which respectively correspond to cereal monoculture, legume monoculture and
ceral-legume intercrop. Let us examine two economic arguments.

1. The argument in favor of cereal-legume intercrops on the basis of reduced
organic nitrogen fertilizers can be formalize as follows: a1 = <o1, xg1, J1>
with o1 = intercrop, xg1 = directGrossMargin, J1 defined by:
unchanged current values for the publicAids variable, adapted values for the
nitrogenInput variable (20 nitrogen units economy per year for the inter-
crop, 40 for sole legume, 0 for sole cereal) and unchanged current values for
the sortingCost variable.

2. The argument in favor of sole cereal culture on the basis of avoided
sorting operations can be formalize as follows: a2 = <o2, xg2, J2> with
o2 = soleCereal, xg2 = directGrossMargin, J2 defined by: unchanged
current values for the publicAids variable, unchanged current values for
the nitrogenCost variable and decreased values (half-reduced) for the
sortingCost variable.
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Table 1. Results for argument a1

Sole cereal option Sole Legume
option

Cereal-legume
intercrop option

Goal value (direct
gross margin in
euro/ha)

977 788 501

Fig. 1. The generic model run (Anylogic software)

The variable settings of argument a1 and a2 are run for the three options. The
generic model used is shown in Fig. 1.

Argument a1 and a2 obtained the following results (Tables 1 and 2) for a
2-year simulation.
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Table 2. Results for argument a2

Sole cereal option Sole Legume option Cereal-legume
intercrop option

Goal value (direct gross
margin in euro/ha)

977 788 721

4 Conclusion

The goal value obtained for the option promoted by a1 (cereal-legume intercrop)
does not obtain the greatest goal value. On the contrary, the computed goal value
for this option is the lowest one. Thus the argument a1 is not validated. This
simulation shows that higher nitrogen costs do not heavily penalize classical
cereal cultures, although they do not benefit from nitrogen fixation by legumes.
Of course to balance this conclusion, one must keep in mind that the simulation
gives a partial view of the problem.

The goal value obtained for the option promoted by a2 (sole cereal culture)
obtains the greatest goal value. Thus the argument a2 is validated. The simula-
tion shows that sorting costs must be reduced by more than 2 for intercrops to
be economivcally attractive. However the simulation also shows that, if this is
possible in the future, then intercrops will become concurrential, since the goal
value gap is highly reduced.
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Abstract. In this paper we present an implemented method for
analysing arguments from drug reviews given by patients in medical
forums on the web. For this we provide a number of classification rules
which allow for the extraction of specific arguments from the drug
reviews. For each review we use the extracted arguments to instantiate
a Dung argument graph. We undertake an evaluation of the resulting
argument graphs by applying Dung’s grounded semantics. We demon-
strate a correlation between the arguments in the grounded extension of
the graph and the rating provided by the user for that particular drug.

1 Introduction

Evidence based medicine stipulates that patients are offered medication and
treatment based on scientific evidence published in the medical literature. Whilst
patients may find it difficult to relate to medical statistics they are keen to
understand benefits, potential side effects and implications on their life and life
style. Drug reviews, much like other product reviews on the internet, provide
useful insights into the performance and acceptance of the drug amongst patients
who have experience of it [2]. Drug review websites contrast with traditional
medical resources by providing access to an interesting set of arguments based on
personal experiences of the patients. Whilst this reflects the subjective experience
of individuals we propose to view the review process as users providing arguments
and counter arguments about the drug in question.

If such arguments can be retrieved from drug review websites, it is possible
to arrange them using existing argument-theoretic frameworks such as Dung’s
argument graph [4]. The generation of a Dung graph to represent the arguments
in a single drug review, enables one to elicit the overall assessment of the drug
based on the evaluation of the argument graph; such evaluations can be achieved
using Dung’s extensions. In order to validate this assessment it is possible to
exploit the rating function provided by drug review websites, which enables
users to numerically score the drug. We propose that by correlating the rating,
produced by our argument extraction and analysis system, against the numerical
rating data given by the drug review author we can ascertain a general measure
as to how accurate our analysis was.

c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 285–294, 2017.
DOI: 10.1007/978-3-319-60045-1 31
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We believe this work is a novel contribution because it shows how Dung’s
approach to analysing arguments is reflected in the way drug review authors
evaluate conflicting arguments within a single drug review. This suggests that we
could extend the application of our method to those drug review sites that do not
have user provided ratings in order to generate analogous ratings. Furthermore
our argument-based analysis could provide structured information to patients
who are trying to garner an understanding of how the drug was received by
previous users. We expect that this tool will provide patients with supplementary
reasons for and against the treatment.

Note our method of extracting arguments is not meant as a contribution
to argument mining, rather it is a simple method to automate the process of
instantiating argument graphs and could potentially be improved by harnessing
more advanced argument mining techniques such as those reviewed in [9].

2 Argument Extraction

In the following, we show how simple rule-based information extraction tech-
niques can be harnessed to extract arguments. The implemented system has
been written in Python, and makes use of the natural language processing toolkit
NLTK1. The code and datasets are available on Github2.

We take reviews from two medical websites (Drugs.com and Webmd.com).
Drug reviews on these websites, much like other products tend to focus on a core
set of features of the product. We identify a set of common features found across
the various reviews. The recurrent themes tend to be centred around the side
effects experienced, the overall success of the drug and the general experience
with the drug.

“I get achyside effect in the hands and feet, have gained weightside effect

(20)lbs. and hatenegative experience the hunger it seems to give me cravings
for calorie laden foods.”

As can be seen in review above the user’s focus is on the side effects of the
drug, whilst some words such as ‘hate’ would indicate that the user had a neg-
ative experience with the drug. Similar observations were made when reading
a range of different drug reviews. With these observations in mind we identi-
fied the following core themes which we use to extract arguments for/against a
number of drugs: (1) Presence of side effects; (2) Severity of the side effects; (3)
Polarity of experience with the drug; (4) Whether or not supplementary drugs
can be taken for side effects from the primary drug.

Each theme is identified through the appearance of key words. Using the
example of the theme presence of side effects, statements pertaining to this
theme are identifiable when a side effect is mentioned; vocabulary for which can
be sourced from medical literature. Furthermore each theme can be assessed
1 http://www.nltk.org/.
2 https://github.com/robienoor/NLTKForumScraper.

https://www.drugs.com/
http://www.webmd.com/
http://www.nltk.org/
https://github.com/robienoor/NLTKForumScraper
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for polarity, so continuing the example of the presence of side effects theme we
say that the resulting argument types are the absence of a side effect and the
presence of a side effect. These argument types thus either favour or oppose the
use of that particular drug. Using this approach we formalised 10 classification
rules based on the themes mentioned above.

In this paper we assume that each argument is presented in a single sentence.
A sentence may convey multiple arguments but no argument requires multiple
sentences to convey it. This is a simplifying assumption that we do not further
investigate in this paper. The role of the classification rules is to identify the
types of argument present in each sentence.

In order to define the classification rules we compiled a number of lists
namely Symptoms, Drugs, Diseases, PosWords, NegWords, Inverters and
SideEffects. The list SideEffects contains the term side effect in various
forms e.g.: symptoms, side-effects etc. The list Inverters contains a list of negat-
ing words e.g.: no, not, none etc. These lists serve the purpose of providing quick
access to medical and sentiment terminology.

The classification rules below are formalised using first-order logic. Below is
a list of predicates that are common across the classification rules.

– Occur(sentence, wordlist, position) which holds when there is a word in
wordlist that occurs at the point position in sentence

– ImmediatelyBefore(string1, string2) which holds when string1 is the
sentence immediately before string2.

– Contains(sentence, wordlist) which holds when at least one of the words
in wordlist is in sentence.

– ArgumentType(sentence, type) which holds when the sentence is of type
type.

– Score(sentence, wordlist) is a function that returns the number of words
in wordlist that occur in sentence

With the common predicates defined above we proceed to define all of the
individual classification rules. Essentially each rule classifies a sentence to be
of a particular type if the conditions of the rule are met for the sentence. A
sentence may be classified to be of more than one type (though in practice this
is infrequent).

1. NoSideEffectsI: This rule looks for an inverter word immediately followed
by a side effect string.

e.g.: I have noinverter side effectssideEffect

∀sentence, string1, string2
Contains(string1, Inverters) ∧ Contains(string2, SideEffects)
∧ ImmediatelyBefore(string1, string2)
→ ArgumentType(sentence, noSideEffectsType1)

2. NoSideEffectsII: This looks for an inverter word before a side effect string
irrespective of its position in the sentence.
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e.g.: During the time I took the medication I did notinverter experience
any side effectssideEffect at all

∀sentence, position1, position2
Occur(sentence, Inverters, position1)
∧ Occur(sentence, SideEffects, position2)
∧ position1 < position2
→ ArgumentType(sentence, noSideEffectsType2)

3. SideEffectsI. This looks for a side effect string with no inverter words in
the preceding words.

e.g.: The side effectssideEffect outweighed the good

∀sentence, position1
Occur(sentence, SideEffects, position1)
∧ ¬∃position2(

Occur(sentence, Inverters, position2)
∧ position1 > position2)

→ ArgumentType(sentence, sideEffectsPresentType1)

4. SideEffectsII. This searches for a symptom within a sentence.
e.g.: The side effects were gradual at first but now they are full blown...
fatiguesymptom and joint painsymptom

∀sentence
Contains(sentence, Symptoms)
∧ ¬Contains(sentence, PosWords) ∧ ¬Contains(sentence, NegWords)
→ ArgumentType(sentence, sideEffectsPresentType2)

5. BearableSideEffects. If a side effect and positive word are mentioned we
interpret this as meaning that the side effect is present but bearable.

e.g.: So far my joint painsymptom is betterpositiveWord and my energy
and motivation had noticeably improvedpositiveWord

∀sentence
Contains(sentence, Symptoms)
∧ Score(sentence, Poswords) > Score(sentence, Negwords)
→ ArgumentType(sentence, bearableSideEffects)

6. UnbearableSideEffects. If a side effect and a negative word are mentioned
we interpret this as meaning that the side effect is present and unbearable.

e.g.: I had several feverssymptom and bone painsymptom making it
very difficultnegativeWord to get up

∀sentence
Contains(sentence, Symptoms)
∧ Score(sentence, Negwords) > Score(sentence, Poswords)
→ ArgumentType(sentence, unbearableSideEffectsType1)
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7. UnbearableSideEffectsII. If a side effect is mentioned in a sentence whose
sentiment score is neutral we interpret this as meaning that the side effect
is present and unbearable.

e.g.: The
constant nightly hot flashessymptomWord and joint painsymptom are
irritatingnegativeWord but yet I’m still hopefulpositiveWord

∀sentence
Contains(sentence, Symptoms)
∧ Score(sentence, Negwords) = Score(sentence, Poswords)
→ ArgumentType(sentence, unbearableSideEffectsType2)

8. PositiveExperience. The presence of only positive words is interpreted as
meaning a positive experience.

e.g.: I felt much betterpositiveWord on it

∀sentence
¬Contains(sentence, Symptoms)
∧ Score(sentence, Poswords) > Score(sentence, Negwords)
→ ArgumentType(sentence, positiveExperience)

9. NegativeExperience. The presence of only negative words is interpreted
as meaning a negative experience.

e.g.: TerriblenegativeWord terriblenegativeWord drug

∀sentence
¬Contains(sentence, Symptoms)
∧ Score(sentence, Negwords) > Score(sentence, Poswords)
→ ArgumentType(sentence, negativeExperience)

10. SuppDrugAvailable. A sentence containing a symptom and another drug,
which is not the drug being reviewed, is taken to mean that the patient
is taking a supplementary drug. The predicate mainDrug(drug) holds when
drug, which the drug being reviewed, is not mentioned in the sentence.

e.g.: I have anxietysymptom added AtivansuppplementaryDrug to my
drugs...

∀sentence, drug
¬Contains(sentence, Symptoms) ∧ Contains(sentence, Drugs)
∧ ¬mainDrug(drug)
→ ArgumentType(sentence, supplementaryDrugs)

In this section we have formalised 10 classification rules that are used to
extract arguments from medical drug reviews. We show in the next section that
our classification rules, albeit simple, yield a reasonable performance. The rules
could further be improved by harnessing argument mining techniques and nat-
ural language processing.
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3 Evaluation of Extracted Arguments

The rules mentioned in the previous section were tested against a set of 570
reviews concerning 4 drugs. In order to validate the performance of each of
these rules, the extracted arguments were manually checked by a single human
annotator (first author) to see if they had been classed correctly. Each extracted
argument was marked as being either T (true - the argument was classified
correctly), F (false - the argument was classified in the opposite class and could
in fact be used as a counter argument) and NA (irrelevant - argument extracted
has no relation with its intended class).

Table 1. Accuracy of all arguments pulled out per classification rule

Rule No. arguments extracted No. T % T %F %NA

PositiveExperience 368 182 49.46 17.12 33.42

NegativeExperience 446 294 65.92 3.81 30.27

NoSideEffectsI 18 18 100 0 0

NoSideEffectsII 31 17 54.84 22.58 22.58

SideEffectsI 142 114 80.28 7.74 11.97

SideEffectsII 61 52 85.25 4.92 9.84

BearableSideEffects 22 11 50 31.82 18.18

UnbearableSideEffectsI 93 81 87.10 4.30 8.60

UnbearableSideEffectsII 320 261 81.56 7.50 10.94

SuppDrugAvailable 180 21 11.67 2.7 85.56

The results in Table 1 demonstrate that using our classification rules, it is
possible to extract relevant arguments regarding treatments. The rules exhib-
ited different precisions (where precision = No. T/No. of Arguments Extracted).
For example the rules NoSideEffectsI and PositiveExperience achieved preci-
sions of 100% and 49.46% respectively. This variability is expected as some of
the rules, such as the PositiveExperience rule, search for context independent
words whereas others search for the occurrence of medical terminology. We also
recorded lower precisions when comparing positive sentiment rules to negative
ones, e.g.: BearableSideEffects vs. UnbearableSideEffectsI. We attributed this to
our observation that patients rarely mention a side effect without the intent of
complaint.

Alongside these difficulties, we encountered a number of natural language
challenges, the majority of which were attributed to the casual nature with
which authors wrote their reviews. The difficulties encompassed spelling mis-
takes, adoption of new terms, abbreviations and general violations of English
grammar. Another challenge was the use of non-standard terminology to describe
side effects. The quote below highlights this kind of issue.

“...my vision seems to be getting weak.”
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PositiveExperience NegativeExperience

NoSideEffectsI/II SideEffectsI/II

BearableSideEffects UnbearableSideEffectsI/II

SuppDrugsAvailable

Fig. 1. Argument graph capturing attack relation between the various classification
rules.

Discerning a loss of vision from the use of the word weak is non-trivial,
and is not easily captured using lookup data. Going forward we would seek to
improve our classification rules by adopting better natural language process-
ing techniques, and in the case of non standard terminology we could employ
techniques such as co-locational data.

4 Evaluation of Argument Graphs

In this section we investigate instantiating an argument graph for each drug
review with the arguments extracted from it, we then use Dung’s grounded
semantics to derive a rating for the drug. We validate these argument-based
ratings by correlating them with the numerical ratings given by the authors at
the end of their drug reviews.

In order to instantiate the argument graph for a drug review we require a
defined set of attack relations for all argument types. In Fig. 1 we specify these
attack relations based on observations, of a large number of reviews, of how each
argument type influences the numerical ratings provided by the user; more specif-
ically we model the competing levels of influence that the argument types have
over the rating with respect to one another. As an example Positive/Negative
Experiences attack all other arguments of opposing polarity to themselves (e.g.:
NegativeExperience attacks NoSideEffectsI/II and BearableSideEffects. This is
based on our observation that patients frequently rated in accordance to their
overall experience of the drug albeit in the presence/absence of severe/bearable
side effects. Other such relationships were observed across the drug reviews and
have been represented in our choice of attacks relations.

A consequence of our choice of attack relation is that the grounded extensions
of Fig. 1 and any of its subgraphs constitute either entirely positive arguments,
negative arguments or an empty set. These three possible sets indicate three
polarities (positive, negative and neutral) and serve as our argument-based rat-
ings. In order to validate these ratings we correlate the polarity of a drug review
to the numerical value provided by the user. In facilitating this correlation the
numerical scale was split into three ranges. We assume that a drug review with a
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I am thankful and consider myself lucky to now be a survivor.PositiveExperience

No other side effects at this time.NoSideEffectsII

I have experienced major hot flashes day and night.SideEffectII

Original Post: “I have experienced major hot flashes day and night..No other
side effects at this time..I am thankful and consider myself lucky to now be a
survivor”
Drug: Tamoxifen
User Rating: 8
Grounded Extension: {PositiveExperience, NoSideEffectsII }
Argument Evaluation: Positive

Fig. 2. A review for the drug Tamoxifen. Three arguments were extracted. The
grounded extension contains only positive arguments and so the argument-based rating
is positive.

rating less than 4 to be a negative rating, a drug review with a rating between 5
and 7 to be neutral and any drug review with a rating greater than 7 to be pos-
itive. An example of our system in practice, from argument extraction through
to analysis, can be seen in Fig. 2.

We ran our experiment using two sets of arguments. In the first set, we used
all of the arguments extracted using our classification rules. This was to evalu-
ate the performance of our entire automated process, from argument extraction
through to analysis of arguments. In the second set of arguments, we utilised only
those extracted arguments which have been annotated as being of type ‘T’. By
comparing the correlation matrices for both argument sets we are able to mea-
sure the effect of inaccuracies in our classification rules on the argument-based
ratings.

Table 2. Dung assessment vs. user rating using all posts

Rating Negative Neutral Positive

1–4 0.531 0.443 0.262

5–7 0.198 0.216 0.172

8–10 0.270 0.340 0.566

The results of our experiment in Tables 2 and 3 indicate a positive correla-
tion in the positive and negative classes. It can be seen that there is a notable
improvement in correlation in Table 3, given that here we use only validated
arguments. The neutral class appears comparatively less correlated with classifi-
cations distributed across the ratings scale. What we observed was that reviews
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Table 3. Dung assessment vs. user rating using only validated sentences

Rating Negative Neutral Positive

1–4 0.624 0.417 0.129

5–7 0.206 0.202 0.178

8–10 0.170 0.380 0.693

whose constituent arguments predominantly shared the same polarity tended
to have a numerical score consistent with this polarity. Drug reviews that have
neutral numerical ratings often contained predominantly negative or positive
arguments causing us to derive a non-neutral argument-based rating. In other
cases it was seen that the author would provide positive and negative statements
within a single drug review, and whilst the majority of content was homogeneous
in its polarity, one statement may have caused the user to rate otherwise.

5 Discussion and Literature Review

In this paper we have presented an argument-based framework for analysing
medical drug reviews to be used by patients who are choosing between multiple
treatment options. We have shown how simple domain-specific techniques can be
used to extract arguments, but this is only so that we have the necessary input
for argument-based analysis. Whilst our work is not intended to be a contribu-
tion to argument mining, whose motivation is the automated the extraction of
argument components, primarily premises and conclusions, from text [3,6,11],
we acknowledge that techniques from argument mining could be employed to
improve our system.

Our work resembles [10] which proposes the use of lookup data in conjunction
with argument schemes to mine user generated arguments from online camera
reviews. Whilst that paper successfully mines arguments for a specific product,
it does not provide an evaluation of arguments mined using any argument solver,
whereas evaluating arguments is the primary aim of our paper.

Our approach was to identify a small set of argument types common across
all drug reviews and then construct classification rules to extract those argu-
ment types. This is in contrast to a manual annotation approach as in [5] which
extracted arguments from a set of reviews and put them together in a single
argument graph. Our approach enabled us to fully automate our entire system,
from extraction through to analysis. It also ensured we had to only construct a
single set of attack relations which we imposed on all of our drug reviews.

Going forward we will seek to extend the evaluation of the arguments by
making use of the quantity of arguments populated for a given argument class.
We will also consider using preference-based frameworks [1], probabilistic frame-
works [7] and social abstract argumentation [8] to allow us to model argument
types that are more frequent and yield greater influence over the overall patient
ratings. We will also investigate the possibility of learning the attack relations
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by analysing the numerical rating of a drug review and attempting to construct
an argument graph such that we maximise correlations between our argument-
analysis rating and the numerical rating.
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for their helpful feedback.

References

1. Amgoud, L., Vesic, S.: Repairing preference-based argumentation systems. In: Pro-
ceedings of International Joint Conference on Artificial Intelligence, pp. 665–670
(2009)

2. Cole, J., Watkins, C., Kleine, D.: Health advice from internet discussion forums:
how bad is dangerous? J. Med. Internet Res. 18(1), e4 (2016)

3. Sardianos, G.P.C., Katakis, I., Karkaletsis, V.: Argument extraction from news.
In: Proceedings of the 2nd Workshop on Argumentation Mining, Association for
Computational Linguistics, pp. 56–66 (2015)

4. Dung, P.M.: On the acceptability of arguments and its fundamental role in non-
monotonic reasoning, logic programming, and n-person games. Artif. Intell. 77,
321–357 (1995)

5. Gabbriellini, S., Santini, F.: A micro study on the evolution of arguments in ama-
zon.com’s reviews. In: Chen, Q., Torroni, P., Villata, S., Hsu, J., Omicini, A. (eds.)
PRIMA 2015. LNCS, vol. 9387, pp. 284–300. Springer, Cham (2015). doi:10.1007/
978-3-319-25524-8 18

6. Huangbo, H., Mercer, R.: An automated method to build a corpus of rhetorically-
classified sentences in biomedical texts. In Proceedings of the First Workshop
on Argumentation Mining, Association for Computational Linguistics, pp. 19–23
(2014)

7. Hunter, A., Thimm, M.: On partial information and contradictions in probabilistic
abstract argumentation. In: Proceedings of the 15th International Conference on
Principles of Knowledge Representation and Reasoning, pp. 53–62 (2016)

8. Leite, J., Martins, J.: Social abstract argumentation. In: Proceedings of the
Twenty-Second International Joint Conference on Artificial Intelligence, vol. 3,
pp. 2287–2292 (2011)

9. Lippi, M., Torroni, P.: Argumentation mining: state of the art and emerging trends.
ACM Trans. Internet Technol. 16, 1–25 (2016)

10. Schneider, J.: Semi-automated argumentative analysis of online product reviews.
In: Proceedings of COMMA 2012: Computational Models of Arguments, pp. 43–50
(2012)

11. Teufel, S.: Argumentative zoning: Information extraction from scientific text. PhD
Thesis, School of Cognitive Science, University of Edinburgh, Edinburgh, UK
(1999)

http://dx.doi.org/10.1007/978-3-319-25524-8_18
http://dx.doi.org/10.1007/978-3-319-25524-8_18


A Dynamic Logic Framework
for Abstract Argumentation:

Adding and Removing Arguments

Sylvie Doutre1(B), Faustine Maffre1, and Peter McBurney2
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Abstract. A dynamic framework, based on the Dynamic Logic of Propositional
Assignments (DL-PA), has recently been proposed for Dung’s abstract argument
system. This framework allows the addition and the removal of attacks, and the
modification of the acceptance status of arguments. We here extend this frame-
work in order to capture the addition and the removal of arguments. We then
apply the framework on an access control case, where an agent engages in an
argued dialogue to access some information controlled by another agent.

1 Introduction

In Dung’s approach to argumentation [7], an argument system is represented as a set
of (abstract) arguments and a binary attack relation between these arguments. Several
semantics—ways to evaluate which arguments should be accepted—have been devel-
oped from this model (see [2]), some of them referred as “extension-based”. These are
semantics which define acceptable sets of arguments, called extensions.

Logical representations of Dung’s approach of argumentation have been presented,
based for instance on propositional logic [3], or more recently on dynamic logic [6]. In
these contributions, the argument system is described by a boolean formula and each
type of semantics is also represented by a boolean formula; for a given semantics, any
interpretation of the propositional variables for which both formulas are true charac-
terizes an extension. In [6], the use of a dynamic logic (DL-PA—Dynamic Logic of
Propositional Assignments [1]) furthermore allows us to model updates of the argu-
ment system, such as addition or removal of an attack, or modification of extensions.
[6] is not the only approach which has tackled the question of the dynamics of argu-
ment systems (see [5,15] for instance), but this one provides a single framework which
encompasses at the same time the argument system, the logical definition of the change
to enforce, and the change operations to perform. Moreover, the logic it is based on
is non-specific to argumentation since it has already been applied in various contexts
[8,12].

Following an idea that was triggered in [6], we extend [6]’s framework to capture
addition and removal of arguments. An extension of Dung’s system is proposed to take
into account, within the set of arguments, those which are currently considered, or,
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say, enabled. The formulas that describe the argument system and the semantics are
modified to take into account this new notion of enabled arguments. We illustrate our
contribution with an example from [14], in which the authors present a protocol for
agents engaging in an argued dialogue to access some information.

The paper is organized as follows. In the next section we introduce the example of
access control dialogue that we will use throughout the paper. In Sect. 3 we show how
to extend the framework of [6] to capture addition and removal of arguments. In Sect. 4
we show how this extension can be used to formalize updates of the argument system
during the dialogue. Section 5 concludes.

2 Our Running Example

In this example taken from [14], an agent, called the client (here, Brussels agent), wants
to access some information. He engages a dialogue with the agent controlling it—the
server (London agent)—in order to convince him to grant authorization to access this
information. The second agent explains the reasons why he cannot give this access by
presenting all the arguments attacking the client’s arguments that he knows.

“Robert is a British businessman visiting Brussels for a meeting. During his visit
he becomes ill and is taken unconscious into hospital. The staff of the hospital suspect
Robert has had a heart attack and seek to prescribe appropriate drugs for his condition.
Unfortunately the safe choice of drugs depends upon various factors, including prior
medical conditions that Robert might have and other drugs he may be taking. The hos-
pital’s agent is given the goal of finding out the required information about Robert, from
the agent representing his London doctor.

In order to gain access to information about Robert, the agent of Brussels Hospital
(B. agent) establishes the following dialogue with the London agent (L. agent):

0. B. agent: I would like to dialog with the agent of Robert’s British doctor; I request
Robert’s health record.

1. L. agent: I cannot provide you Robert’s health record because Robert has only given
his British doctor limited consent to pass on his personal information (argument a1).

2. B. agent: This record could possibly include information that could affect the treat-
ment of Robert’s heart failure. I request it, Robert’s life may be at stake (argument
a2)!

3. L. agent: I cannot divulge this information, because British law prohibits passing on
information without the consent of the provider of the information (argument a3).

4. B. agent: EC law takes precedence over British law when it would be in the interests
of the owner to divulge the information (argument a4). You should allow me to
access the record.

5. L. agent: Only Robert could decide what would be in his interests (argument a5).
6. B. agent: Robert’s doctor owes a duty of care to Robert and, should he die, the

doctor might be sued by his family, or the Brussels hospital, or both (argument a6).
7. L. agent: OK. I provide you the requested record: Robert’s history of diabetes is...”

Some arguments are directly in favor of giving the permission to access the infor-
mation (a2 and a6), some are directly against this permission (a1 and a3), while others
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are not directly linked to the permission (a4 and a5) but contradict other arguments.
The dialogue ends after London agent has implicitly considered acceptable Brussels’
final argument (a6), which supports the permission to give the requested information to
Brussels. No such argument was acceptable for London agent earlier in the dialogue.

In this paper, we focus on capturing the evolution of the acceptability of arguments
for London agent, after each addition of argument. This can be seen as an a posteriori
analysis of the dialogue, that allows us to understand the reasons why the permission to
access the information was first refused, and then given.

3 Representing Argument Systems

We extend here the definition of an argument system, and of its logical formalization
[6]. We present DL-PA logic and how to compute extensions with DL-PA programs.

3.1 Logical Representation of an Argument System

Argument System. In order to capture addition and removal of arguments, we add a
component to Dung’s argument system [7]: the set of currently considered (“enabled”)
arguments, among all the arguments of the system. These arguments are those which
are known, at some step, in the context of a dialogue.

Definition 1. An argument system for enablement is a tuple F = (A,AEn,R) where
A is a finite set of abstract arguments; AEn ⊆ A is the set of enabled arguments, and
R ⊆ A ×A is the attack relation: (a, b) ∈ R means that a attacks b.

A contains all possible arguments that may arise during the dialogue, while AEn con-
stitutes the set of arguments that have been uttered until now.

An argument system for enablement is represented by a directed graph whose nodes
are enabled arguments and edges are attacks between enabled arguments: there is an
edge between a and b if (a, b) ∈ R, a ∈ AEn and b ∈ AEn. Hence the representation
contains less information than the original model. Note that as soon as an argument is
enabled, all its attacks from (resp. to) other arguments are considered. WhenAEn = A,
the argument system for enablement comes down to Dung’s argument system.

Example 1. In our running example, six arguments were presented during the dia-
logue: A = {a1, a2, a3, a4, a5, a6}. Let us write Fi = (A,AEn

i ,R) the argument
system at step i (steps are numbered as in Sect. 2, from 0 to 6). The attack rela-
tion, from the point of view of London agent, and according to [14], is R =

{(a1, a2), (a3, a2), (a4, a3), (a5, a4), (a6, a1), (a6, a3)}.
At step 0, no argument is considered:AEn

0 = ∅. Then, a1 is uttered:AEn
1 = {a1}. This

argument is not attacked nor attacks any enabled argument; the graph that represents the
argument system thus is:

a1



298 S. Doutre et al.

Then a2 is presented (AEn
2 = {a1, a2}) and the graph becomes:

a1
� a2

The dialogue goes on until all arguments are presented:

a1
� a2

� a3
� a4

� a5

a6
��� ���

The set of enabled argumentsAEn
6 is then equal toA.

In order to logically represent an argument system for enablement F, we extend the
language of [6]. As in [6], a set of attack variables is used to represent attacks:

ATTA = {Atta,b : (a, b) ∈ A ×A}.
Atta,b means that a attacks b. We consider in addition a set of enablement variables:

ENA = {Ena : a ∈ A},
where Ena means that a is enabled (or “considered”).

Let LAtt,En be the set of all formulas that are built variables from ATTA ∪ ENA. The
theory describing the framework F = (A,AEn,R) is the following boolean formula:

ThF =
( ∧

(a,b)∈R
Atta,b

)
∧
( ∧

(a,b)�R

¬Atta,b
)
∧
( ∧
a∈AEn

Ena
)
∧
( ∧
a�AEn

¬Ena
)

Note that in the theory, Atta,b is true even if a or b are not enabled. This is required to
not loose any information, and will be important for updates (see Sect. 4).

Example 2. We have 6 arguments in our running example. This means that ATTA con-
tains 36 variables and ENA contains 6 variables. Therefore, whatever the step i of the
dialogue, ThFi is a conjunction of 42 literals. For simplification, we do not write explic-
itly every attack literal Atta,b and ¬Atta,b (Atta1,a2 , Atta3,a2 , and ¬Atta1,a3 . . .) but we keep
the expression

(∧
(a,b)∈R Atta,b

)∧(∧(a,b)�R ¬Atta,b). Note that, since in our case the attack
relation R is constant, this expression remains constant.

As examples, the theory at step 0 is:

ThF0 =

( ∧
(a,b)∈R

Atta,b
)
∧
( ∧

(a,b)�R

¬Atta,b
)
∧¬Ena1∧¬Ena2∧¬Ena3∧¬Ena4∧¬Ena5∧¬Ena6

and the theory at step 3 is:

ThF3 =

( ∧
(a,b)∈R

Atta,b
)
∧
( ∧

(a,b)�R

¬Atta,b
)
∧ Ena1 ∧ Ena2 ∧ Ena3 ∧¬Ena4 ∧¬Ena5 ∧¬Ena6
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Argumentation Semantics. Given an argument system, an acceptability semantics
identifies a set of extensions, i.e., acceptable sets of arguments. There may be none, one
or several extensions. As in [6], we characterize extensions thanks to a set of accept-
ability variables:

INA = {Ina : a ∈ A}
where Ina stands for “argument a is in the extension”.

Without the notion of enabled arguments (that is, when all arguments are always
considered), it has already been shown how to encode the stable, admissible and com-
plete semantics with propositional formulas [6]. These definitions can be adapted to
consider enabled arguments only. In this case, extensions are subsets of AEn and only
attacks between arguments from AEn are considered. In the corresponding formu-
las, we only include an argument if it is enabled. Also, attacks must be considered
only if they link enabled arguments. To this end, we define the following formula:
AttEna,b = Atta,b ∧ Ena ∧ Enb. Now we can easily transform formulas from [6]: we check
if the argument is enabled, otherwise it will not be included in the extension, and we
replace attacks variables Atta,b by formulas AttEna,b to ensure they are indeed present.
We illustrate this transformation to capture the stable semantics. Let LAtt, ,En,In be the
language of formulas built from P = ATTA ∪ ENA ∪ INA.

Definition 2. LetF = (A,AEn,R) be an argument system for enablement. Let S ⊆ AEn

be a set of enabled arguments. S is conflict-free if ∀a, b ∈ S , (a, b) � R. S is a stable
extension if S is conflict-free and ∀b ∈ AEn\S , ∃a ∈ S such that (a, b) ∈ R (any
considered argument outside the extension is attacked by at least one in the extension).

Note that we do not need to restrict R to the set of considered arguments as a and b
both belong to S which is a subset ofAEn.

The following formula captures the stable semantics1:

StableA =
∧
a∈A

((
Ena → (Ina ↔ ¬

∨
b∈A

(Inb ∧ AttEnb,a)
)) ∧
(
¬Ena → ¬Ina

))

Extensions and Valuations. A valuation is a subset of the set of variables P =

ATTA ∪ ENA ∪ INA: the variables that are currently true. The set of all valuations is
2P. Valuations are denoted by v, v′, v1, v2, etc. A given valuation determines the truth
value of the boolean formulas of the language LAtt, ,En,In in the usual way. For a formula
ϕ, a valuation where ϕ is true is called a model of ϕ and the set of models of ϕ is denoted
by ||ϕ||. A formula is propositionally valid if it is true in all valuations, i.e., if ||ϕ|| = 2P.
The following results are adapted from [6].

Proposition 1. Let F = (A,AEn,R) be an argument system for enablement. Let E ⊆
AEn. Consider vE = {Atta,b : (a, b) ∈ R} ∪ {Ena : a ∈ AEn} ∪ {Ina : a ∈ E}. E is a
stable extension of F if and only if vE is a model of ThF ∧ StableA.

1 An equivalent way to express these formulas would be to use the set of enabled arguments.
For example, to describe the stable extensions, we would write: StableA,AEn =

∧
a∈AEn

(
Ina ↔

¬∨b∈AEn (Inb ∧ Attb,a)
) ∧ ∧a�AEn ¬Ina. This highlights the fact that when all arguments are

enabled, i.e., whenAEn = A, we indeed retrieve formulas presented in [6].
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Example 3. Let us consider F3 = (A,AEn
3 ,R) with A and R as in Example 1 and

AEn
3 = {a1, a2, a3}.

a1
� a2

� a3

Let vTh = {Atta,b : (a, b) ∈ R} ∪ {Ena1 ,Ena2 ,Ena3 }. Note that the theory ThF3 (see
Example 2) is true in vTh . F3 has only one stable extension: {a1, a3}. Hence v{a1,a3} =
vTh ∪ {Ina1 , Ina3 } is a model of ThF3 ∧ StableA.

3.2 DL-PA: Dynamic Logic of Propositional Assignments

Dynamic Logic of Propositional Assignments DL-PA [1,10] is a variant of Propositional
Dynamic Logic PDL [9], with operators for sequential and nondeterministic composi-
tion of programs, test and iteration (the Kleene star), but where atomic programs are
assignments of truth values to propositional variables. Modal operators associated to
programs can express that some property holds after the modification of the current val-
uation by the program. In our case, they will allow us to update the theory associated to
the argument system as the dialogue progresses.

We will see that the results from [6] are still applicable in our framework. Hence we
also consider the star-free version of DL-PA [10] with the converse operator.

Language. The language DL-PA is defined by the following grammar:

π � p←� | p←⊥ | ϕ? | π; π | π ∪ π | π−
ϕ� p | ¬ϕ | ϕ ∨ ϕ | 〈π〉ϕ

where p ranges over P.
The formula 〈π〉ϕ reads “after some execution of the program π formula ϕ holds”.

The formula [π]ϕ, abbreviating ¬〈π〉¬ϕ, reads “after every execution of the program π
formula ϕ holds”. The atomic programs p←� and p←⊥ respectively make p true and
make p false. The operators of sequential composition (“;”), nondeterministic composi-
tion (“∪”) and test (“(.)?”) are from PDL. The operator “(.)−” is the converse operator:
the formula 〈π−〉ϕ reads “before some execution of the program π formula ϕ was true”.
Other boolean operators are abbreviated as usual. Like in PDL, skip abbreviates �?
(“nothing happens”).

Semantics and Validity. Models of DL-PA formulas are subsets of the set of proposi-
tional variables P, i.e., valuations. DL-PA programs are interpreted by means of a rela-
tion between valuations. Atomic programs p←� and p←⊥ are interpreted as update
operations on valuations, and complex programs are interpreted just as in PDL by
mutual recursion. Table 1 gives the interpretation of the DL-PA connectives.

Two formulas ϕ1 and ϕ2 are formula equivalent if ||ϕ1|| = ||ϕ2||. Two programs
π1 and π2 are program equivalent if ||π1|| = ||π2||. In that case we write π1 ≡ π2. An
expression is a formula or a program; equivalence is preserved under replacement of a
sub-expression by an equivalent expression [1]. A formula ϕ is DL-PA valid if it is true
in all valuations, i.e., if ||ϕ|| = 2P.
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Table 1. Interpretation of the DL-PA connectives

3.3 Constructing Extensions with DL-PA

As in [6], we can build extensions of an argument system by means of DL-PA programs.
We recall the program vary(P), from [6], with P = {p1, . . . , pn} a set of variables:

vary(P) = (p1←�∪ p1←⊥); . . . ; (pn←�∪ pn←⊥)

vary(P) is a sequence of subprograms, each step i of the sequence nondeterminiscally
setting the value of pi to true or to false. (Note that the ordering of the pi does not
matter.) Executing vary(P) from a valuation v will lead to any valuation where variables
from P\P have the same value than in v, while variables from P can have any value.

Given an argument system F, the idea of [6] is to start from a valuation where
the theory ThF is verified, and vary accessibility variables Ina; this leads to several
valuations, some corresponding to an extension. To “filter” these valuations to keep
stable extensions only, we test the formula capturing the semantics (see Sect. 3.1). More
formally, we use the following program to build stable extensions:

makeExtStableA = vary(INA);StableA?

Example 4. In Example 3, we have seen that v{a1,a3} = vTh ∪{Ina1 , Ina3 } is the only stable
extension. ThF3 is true in this valuation thanks to vTh , and the values of the accessibil-
ity variables describe the extension. Executing makeExtStableA from, e.g., vTh , will lead
exactly to v{a1,a3}; StableA is not true for any other valuation linked by vary(INA).

The following results are adapted from [6].

Lemma 1. Let F be an argument system for enablement. Let v1 be a model of ThF.
Then (v1, v2) ∈ ||makeExtStableA || if and only if v2 is a model of ThF ∧ StableA.

The main result about the construction of extensions with DL-PA is as follows.

Proposition 2. Let F = (A,AEn,R) be an argument system for enablement. The fol-
lowing equivalence is DL-PA valid:

ThF ∧ StableA ↔ 〈(makeExtStableA )−〉ThF
Remember that 〈π−〉ϕ means “before some execution of the program π formula ϕ

was true”. This indeed corresponds to the update of ThF by makeExtStableA .



302 S. Doutre et al.

4 Updating the Argument System Throughout the Dialogue

With the extended framework, we are now able to model changes that may happen in
a dialogue, that is, addition, and possibly, removal of arguments. We update the theory
corresponding to an argument system to this end:

ThF � Ena = 〈(Ena←�)−〉ThF
ThF � ¬Ena = 〈(Ena←⊥)−〉ThF

where ThF � Ena refers to updating the system to add (enable) argument a and ThF �
¬Ena to updating the system to remove (disable) argument a. Since attacks are already
in the theory even if arguments are not considered, we do not need to include them in
our update: all the attacks from (resp. to) a to (resp. from) other enabled arguments,
are considered. The framework, being an extension of [6], however allows us to remove
some of these attacks, or add extra ones, if necessary.

Example 5. In our running example, at step 0, AEn
0 = ∅, and ThF0 is as described in

Example 2. At step 1, argument a1 is enabled. The theory is thus updated as follows:

ThF0 � Ena1 = 〈(Ena1←�)−〉ThF0

Using properties of DL-PA, we explain in details this update. First, it is shown in [6]
that (p←�)− is equivalent to p?∪ (p?; p←⊥) (p is now true and was either already true
or was false). Hence:

ThF0 � Ena1 ≡ 〈Ena1 ? ∪ (Ena1 ?;Ena1←⊥)〉ThF0

DL-PA shares most properties about program operators with PDL [1], such as:

〈π ∪ π′〉ϕ↔ 〈π〉ϕ ∨ 〈π′〉ϕ 〈π; π′〉ϕ↔ 〈π〉〈π′〉ϕ 〈χ?〉ϕ↔ χ ∧ ϕ
Using these, we can transform our updated theory:

ThF0 � Ena1 ≡ (Ena1 ∧ ThF0 ) ∨ (Ena1 ∧ 〈Ena1←⊥〉ThF0 )

The first part of the disjunction is equivalent to ⊥ since ThF0 is a conjunction of literals
and one is ¬Ena1 . For the second part, we consider two properties of DL-PA [1]:

〈p←�〉(ϕ ∧ ϕ′)↔ 〈p←�〉ϕ ∧ 〈p←�〉ϕ′ 〈p←�〉¬ϕ↔ ¬〈p←�〉ϕ
With these equivalences, we know that in 〈Ena1←⊥〉ThF0 , the operator 〈Ena1←⊥〉 can
distribute over the conjunction and be placed before every literal of ThF0 , and that for
negative literals, 〈Ena1←⊥〉 can be “pushed” against the variable. We obtain:

ThF0 � Ena1 ≡ Ena1 ∧
( ∧

(a,b)∈R
〈Ena1←⊥〉Atta,b

)
∧
( ∧

(a,b)�R

¬〈Ena1←⊥〉Atta,b
)

∧ ¬〈Ena1←⊥〉Ena1 ∧ ¬〈Ena1←⊥〉Ena2 ∧ ¬〈Ena1←⊥〉Ena3

∧ ¬〈Ena1←⊥〉Ena4 ∧ ¬〈Ena1←⊥〉Ena5 ∧ ¬〈Ena1←⊥〉Ena6
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We finally use a last DL-PA property [1]:

〈p←⊥〉q↔
⎧⎪⎪⎨⎪⎪⎩
⊥ if p = q

q otherwise

Most of the conjuncts fall in the second category and thus are not affected by the pro-
gram, except ¬〈Ena1←⊥〉Ena1 which is equivalent to ¬⊥, that is, to �, and thus will
disappear from the conjunction. We end with:

ThF0 � Ena1 ≡Ena1 ∧
( ∧

(a,b)∈R
Atta,b

)
∧
( ∧

(a,b)�R

¬Atta,b
)

∧ ¬Ena2 ∧ ¬Ena3 ∧ ¬Ena4 ∧ ¬Ena5 ∧ ¬Ena6

which is the theory ThF1 , i.e., forAEn
1 = {a1}.

Example 6. We can finally fully run through our main example. A and R remain con-
stant and are as described in Example 1. We are going to run the example from step 0
to step 6, hence showing the addition/enablement of arguments step after step. Notice
that it may be run the other way round, from step 6 to step 0; the removal/disablement
of arguments would then be illustrated.

At step 0,AEn
0 = ∅, and ThF0 is as in Example 2. The execution of

〈(makeExtStableA )−〉ThF0

allows one to get the only stable extension of F0: ∅.
When a1 is uttered, the set of enabled arguments becomes AEn

1 = {a1}. As we have
seen in Example 5:

ThF1 = 〈(Ena1←�)−〉ThF0

Executing makeExtStableA from any valuation satisfying ThF1 will lead to one valuation,
where Ina1 is true and every Inai for i ∈ {2, . . . , 6} is false; this means we obtain one
stable extension: {a1}.

We summarize the results at each step of the dialogue in Table 2. Numbers in the first
column are steps. In the second column, we write, first, the DL-PA formula describing
the updated theory, and second, the DL-PA formula true in valuations corresponding to
(stable) extensions. Then in the third column we give the current graph representing the
argument system, and the set of extensions.

After the server (London agent) has presented all his arguments, we end up with one
extension: {a2, a5, a6}. In this setting, he accepts to provide the information as argument
a6, which directly supports the permission, belongs to at least one extension (following
the principle of trustfulness of [14]).

5 Conclusion

This paper presents an extension of the formal framework of [6], which allows us to
update the argument system by adding or removing an argument. We achieve this by
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Table 2. Evolution of the argument system and of the set of extensions during the dialogue

including a set of currently enabled arguments to the argument system and a new set of
propositional variables reflecting this set in the logical representation. With new appro-
priate formulas for the argument system and semantics, the formalization of [6] is gen-
eral enough to transpose well to this extension. Our new framework allows us to easily
model the evolution of the argument graph during dialogue, as shown with the exam-
ple of [14]. It is interesting to note that while we focused on the stable semantics, any
semantics that can be described by a logical formula can be encoded in our framework.

Implemented theorem proving methods for DL-PA have not yet been developed,
DL-PA being quite recent, but a paper such as the present on applications motivates
implementation work.

The evolution of the argument system and the set of extensions during the dialogue,
as illustrated in Table 2, is similar to the key idea of Discourse Representation Theory
(DRT) [11] in linguistics. This idea is that the semantics of a dialogue may be con-
structed by the participants, jointly and incrementally as the dialogue proceeds. Other
work in multi-agent systems has also drawn on these ideas, for example, [4,13].

The dialogue analysis has been made from the point of view of one agent in this
paper, and a posteriori. A perspective is to extend it to several agents, and to capture
some ongoing strategy each one of them may have to fulfill own goals. In this case,
agents may or may not agree on the set of arguments and on the set of attacks. For
every of his arguments, an agent could compute the set of extensions for the current
graph plus this argument, and thereby identify the argument that brings him closer to
his personal goal. This is similar to the update of extensions in [6] but with a different
approach (modifying arguments rather than attacks). We leave this to future work.
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Abstract. Analogical reasoning makes use of a kind of resemblance of
one thing to another for assigning properties from one context to another.
This kind of reasoning is used quite often by human beings, especially in
unseen situations. The key idea of analogy is to identify a good similarity;
however, similarity may be varied on subjective factors (i.e. an agent’s
preferences). This paper studies an implementation of this phenomena
using an answer set programming with Description Logics. The main
idea underlying the proposed approach lies in the so-called Argument
from Analogy developed by Walton [1]. Finally, the paper relates the
approach to others and discusses future directions.

Keywords: Analogical argumentation · Argumentation schemes ·
Argument from analogy · Answer set programming · Description
logics

1 Introduction and Motivation

Analogical reasoning makes use a kind of resemblance of one thing to another
for assigning properties from one context to another. This kind of reasoning is
used quite often by human beings in real-life situations, especially when humans
encounter an unseen situation. To have an intuitive understanding of the mech-
anism, let us take a look on the following case where attorney Gerry Spence
reasons in the case of Silkwood v. Kerr-McGee Corporation (1984) [2].

Example 1 (The Silkwood case). Karen Silkwood was a technician who had the
job of grinding and polishing plutonium pins used to make fuel rods for nuclear
c© Springer International Publishing AG 2017
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reactors. Tests in 1974 showed that she had been exposed to dangerously high
levels of plutonium radiation. After she died in an automobile accident, her father
brought an action against Kerr-McGee in which the corporation was held to be
at fault for her death on the basis of strict liability. In strict liability, a person
can be held accountable for the harmful consequences of some dangerous activity
he was engaged in, without having to prove that he intended the outcome. ��

Spence’s closing argument uses the analogy of the escaping lion, which had great
rhetorical effect on the jury. According to his speech (p. 129 of [2]), he emphasized
the statement If the lion got away, Kerr-McGee has to pay.

Some guy brought an old lion in a cage – lions are dangerous – and through
no negligence of his own, the lion got away. Nobody knew how – like in
the Silkwood case, nobody knew how. And, the lion ate up some people.
And they said, you know: Pay. It was your lion and it got away. And, the
man says: But I did everything that I could and it isn’t my fault that it got
away. They said: You have to pay. You have to pay because it was your
lion – unless the person who was hurt let the lion out himself.

Roughly, reasoning by analogy is a form of non-deductive reasoning in which
we infer a conclusion based on similarity of two situations. There is substantial
work on methodology ranging from a kind of introspective folk psychology [1,3]
to partial identity of Horn clause logic interpretations [4]. There are some contri-
butions which include elements of both, e.g. [5,6]; and also, work which provides
a form of analogical reasoning in terms of a system of hypothetical reasoning
based on mathematical logic [7]. While there is a diversity of methodology, there
is some consensus, i.e. using similarity information to support an inference which
cannot be deductively inferred.

In this work, we base our study on the result of argumentation studies called
argumentation schemes for Argument from Analogy (cf. Subsect. 2.1). Our usage
of argumentation schemes is also based on the assumption that the proponent
and the opponent have the same ground-truth preferences. Our primary motiva-
tion is a formalization of argumentation schemes for Argument from Analogy as
a logic program. Answer set semantics for logic programs [8] is one of the most
widely adopted semantics for logic programs. It provides the theoretical founda-
tion for answer set programming (ASP) [9,10] which has proved to be useful in
several applications such as diagnosis, bioinformatics, planning, and is proven in
[11] to coincide with the stable semantics of argumentation framework.

As aforementioned, the key idea of using analogy is to identify similarity
of two situations. This work exploits benefits of two different formalisms, i.e.
Description Logics (DLs) and rules. In particular, DLs are used for reasoning
about conceptual schemata whereas rules are applied to data-centric problems.
Both formalisms exhibit certain shortcomings that can be compensated for by
advantages of the other. Using DLs, situations are defined in form of concept
definitions, and similarity under preferences is identified by the use of a concept
similarity measure under the preference profile (i.e. π∼T ) [12,13]. In this paper,



308 T. Racharak et al.

we are attempting to incorporate the notion π∼T with ASP for deriving plausible
conclusions by analogy (cf. Sect. 3). Section 2 is its preliminaries; Sect. 4 discusses
its relationship to argumentation framework; Sect. 5 relates to existing models
of analogical reasoning; and Sect. 6 is the conclusion. This work is an extended
study of the papers [12,13] for analogical reasoning.

2 Preliminaries

In this section, we review the basics of argumentation schemes and concept
similarity measure under preference profile in Description Logics (DLs).

2.1 Argumentation Schemes: Argument from Analogy

Argumentation schemes [1] are stereotypical non-deductive patterns of reasoning,
consisting of a set of premises and a conclusion that is presumed to follow from
the premises. Use of argumentation schemes is evaluated by a specific set of
critical questions corresponding to each scheme. Let us illustrate this with the
argumentation scheme called Argument from Analogy as follows:

1. A situation is described in C1.
2. A is plausibly drawn as an acceptable conclusion in C1.
3. Generally, C1 is similar to C2.
Therefore, A is plausibly drawn as an acceptable conclusion in C2.

The following set of critical questions matches the scheme:
1. Are there respects in which C1 and C2 are different that would tend to under-

mine the similarity cited?
2. Is A the right conclusion to be drawn in C1?
3. Is there some other situation C3 that is also similar to C1, but in which A is

not drawn as an acceptable conclusion?

The first critical question relates to differences between the two situations
that could detract from the strength of the argument from analogy. The second
critical question nicely ensures the right conclusion. Lastly, the third critical
question is associated with a familiar type of counter-analogy. The function of
this critical question is to suggest doubt that could possibly lead to a plausible
counter-argument that could be used to rebut the original conclusion.

2.2 Concept Similarity Measure Under an Agent’s Preferences
in Description Logics

In DLs, we assume countably infinite sets CN of concept names and RN of role
names that are fixed and disjoint. The set of concept descriptions, or simply
concepts, for a specific DL L is denoted by Con(L). The set Con(L) is inductively
defined on CN and RN with the use of concept constructors in the standard
way. An ontology O is usually defined as 〈T ,A〉 where T is a terminological
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component or TBox and A is an assertional component or ABox. However, some
practical ontologies may exclude A from O. In the following, we give formal
definitions of a concept similarity measure under a preference profile in DLs.

Definition 1 (Preference Profile [12]). Let CNpri(T ), RNpri(T ), and RN(T )
be a set of primitive concept names occurring in T , a set of primitive role names
occurring in T , and a set of role names occurring in T , respectively. A preference
profile, denoted by π, is a quintuple 〈ic, ir, sc, sr, d〉1 where

– ic : CN → [0, 2] where CN ⊆ CNpri(T ) is primitive concept importance;
– ir : RN → [0, 2] where RN ⊆ RN(T ) is role importance;
– sc : CN × CN → [0, 1] where CN ⊆ CNpri(T ) is primitive concepts similarity;
– sr : RN × RN → [0, 1] where RN ⊆ RNpri(T ) is primitive roles similarity; and
– d : RN → [0, 1] where RN ⊆ RN(T ) is role discount factor.

We discuss the interpretation of each above function in order. Firstly, for
any A ∈ CNpri(T ), ic(A) = 1 captures an expression of normal importance on
A, ic(A) > 1 (ic(A) < 1) indicates that A has higher (and lower, respectively)
importance, and ic(A) = 0 indicates that A is of no importance for the consid-
eration. Secondly, we define the interpretation of ir in the similar fashion as ic

for any r ∈ RN(T ). Thirdly, for any A,B ∈ CNpri(T ), sc(A,B) = 1 captures an
expression of total similarity between A and B and sc(A,B) = 0 captures an
expression of total dissimilarity between A and B. Fourthly, the interpretation
of sr is defined in the similar fashion as sc for any r, s ∈ RNpri(T ). Lastly, for
any r ∈ RN(T ), d(r) = 1 captures an expression of total importance on a role
(over a corresponding nested concept) and d(r) = 0 captures an expression of
total importance on a nested concept (over a corresponding role).

Definition 2 ([13]). Given a preference profile π, two concepts C,D ∈ Con(L),
and a TBox T , a concept similarity measure under preference profile w.r.t. a
TBox T is a function π∼T : Con(L) × Con(L) → [0, 1]. A function π∼T is called
preference invariance w.r.t equivalence if C ≡ D ⇔ (C π∼T D = 1 for any π).

There is substantial research on concept similarity measure in the context
of DLs; however, a notable measure is simπ which addresses concept similarity
under an agent’s preferences. We refer the readers to [13] for detail.

3 The Formal System: Analogical Reasoning

In this section, we introduce a knowledge base K which makes it possible to find
analogical consequences. We note that, whenever we refer to a knowledge base K,
we mean our setting defined in this section. Informally, K has three components,
viz. a logic program LP, a DL-based ontology O, an instance of concept similar-
ity measure under preference profile π∼T . Subsection 3.1 introduces a declarative
language for the specification of LP and gives a formal definition of K. Subsec-
tion 3.2 addresses the problem of computing conclusions from analogy.
1 In the original definition of preference profile [12,13], both ic and ir are mapped to
R≥0 which is a minor error.
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3.1 The Knowledge Base Setting

The object language of LP conforms to the familiar logic-programming-like style.
That is, let Σ = 〈C,V,P〉 be a signature with a finite set of constants C, an
infinite set of variables V, and a finite set of predicate symbols P. Let LΣ be
the first-order language constructed over Σ. There are two types of literals.
A strong literal is an atomic first-order formula A (of LΣ) or such a formula
preceded by classical negation, i.e. ¬A. A weak literal is a literal of the form
not A, where A is a strong literal and not denotes negation-as-failure (or default
negation). Informally, not A reads as there is no evidence that A is the case
whereas ¬A reads as A is definitely not the case. In what follows, we use the
standard typographic conventions of Logic Programming.

Definition 3 (Program Clause). A definite program clause is a clause of the
form A0 ← L1, . . . , Ln where A0 is a strong literal and Li (1 ≤ i ≤ n) is a literal.
If n = 0, it is referred to as a fact. Otherwise, it is referred to as a rule.

Definition 4 (Logic Program). A definite logic program LP is a finite set
of definite program clauses.

Example 2 (Continuation of Example 1). We translate the Silkwood case into
our logic program LP. For the sake of clarity, we distinguish in LP the legal rules
LPL, the hypothetical case LPH , and the current case LPC , i.e. LP = LPL ∪
LPH ∪LPC . The literal exception(X) means X is an exception to inactivate the
goal. To avoid confusion, we separate each program clause by a semicolon.

LPL = {defendant(X) ← owner(X,Y ), danger(Y ), killer(Y,Z); liable(X) ←
defendant(X),not exception(X);}
LPH = {danger(X) ← lion(X); lion(l1); owner(guy, l1); person(man);
killer(l1,man);}
LPC = {plutonium plant(p1); owner(kerr mcgee, p1); person(silkwood);
killer(p1, silkwood).} ��

We note that there could be many ways to transform a problem domain
into LP. Addressing this issue is also important but it is outside the scope of
this paper. Our intention is to determine the similarity of two predicate symbols
from a DL-based ontology by using the notion π∼T . The following gives a formal
definition of our knowledge base setting.

Definition 5 (Knowledge Base). A knowledge base K is a triple 〈LP,O,
π∼T 〉,

where LP is a logic program, O is a DL-based ontology, π∼T represents an instance
of concept similarity measure under preference profile in DLs.

One may observe that not every knowledge base is meaningful to give conclu-
sions from analogy, e.g. when the set Pred(LP) of predicate symbols appearing
in LP and the set CN(O) of concept names appearing in O do not intersect.
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Example 3 (Continuation of Example 2). We assume that our working ontology
O has been modeled as follows:

lion � carnivore � wild
plutonium plant � power plant � radiation

carnivore � harm
radiation � harm

A knowledge base K may be represented as a triple 〈LP,O, simπ〉. We note that
simπ is shown to be an instance of π∼T in [13]. ��

3.2 Computing Analogical Conclusions

One may observe from Example 3 that K successfully models the decision of the
hypothetical case by having logical conclusions defendant(guy) and liable(guy).
However, K does not model the decision of the current case stated in Spence’s
closing argument. K can be twisted a bit with additional rules (e.g. rules repre-
senting extra evidences) so that liable(kerr mcgee) is logically concluded. Nev-
ertheless, this approach does not correctly reconstruct Spence’s analogical argu-
ment, which is not based on purely logical models.

In this subsection, we assume that there is no extra evidence about the
case. To reconstruct Spence’s argument, we extend K with analogical knowledge
extracted from the ontological component. This extension is technically defined
as the operator ·+. Intuitively, ·+ provides transforming steps to extend LP
with O via π∼T . The result of executing ·+ on K, i.e. K+, conforms to the input
language of grounder gringo [14] and can be used with an answer set engine.

Transforming Logic Program LP . We achieve this by transforming each
clause of LP as a set of answer set program clauses in K+. Our transforma-
tion uses the predicate symbol atom as a basic predicate symbol. For each
ϕ0 ← ϕ1, . . . , ϕn (0 ≤ i ≤ n) ∈ LP and let ϕ′

0 :- ϕ′
1, . . . , ϕ

′
n (0 ≤ i ≤ n) be

a corresponding clause in K+, then the transformation is performed as follows:

– If ϕi = Ai(X0, . . . , Xm), then ϕ′
i = atom(X0, . . . , Xm, Ai);

– If ϕi = ¬Ai(X0, . . . , Xm), then ϕ′
i = -atom(X0, . . . , Xm, Ai);

– If ϕi = not Ai(X0, . . . , Xm), then ϕ′
i = not atom(X0, . . . , Xm, Ai).

Extending with Similarity from Ontology O. Let Sim be a set of pairs
of predicates whose similarity is maximal among each matching predicate, i.e.
Sim = {(ϕ,ψ) | ∀ϕ ∈ Λ : (ϕ π∼T ψ = max

ψ∈Λ
{ϕ

π∼T ψ})} where Λ = Pred(LP) ∩
CN(O) and ϕ �≡ ψ. Let arity(ϕ,ψ) gives the number of arguments that both ϕ
and ψ take. We note that dsim is additionally reserved. For each (ϕ,ψ) ∈ Sim:

– K+:= K+ ∪ {dsim(ϕ,ψ); atom(A1, . . . , Am, ϕ) :- atom(A1, . . . , Am, ψ), dsim
(ϕ,ψ).} where m = arity(ϕ,ψ).
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It is worth to observe that ϕ is fixed for each ϕ ∈ Λ to determine the maxi-
mal pair. Thus, either a symmetric measure or an asymmetric measure can be
employed by the same rule of extending with similarity. We refer the readers
to [12,13] for useful discussion about inherited properties of concept similarity
measures in DLs, e.g. simπ [13] is symmetric.

Example 4 (Continuation of Example 3). Let K+ be the result of transforming
the logic program (i.e. the first step of ·+). Then, we enrich K+ by the following
additional set of clauses. That is, K+ = K+ ∪ {

dsim(lion, plutonium plant);
atom(X, lion) :- atom(X, plutonium plant), dsim(lion, plutonium plant);
dsim(plutonium plant, lion);
atom(X, plutonium plant) :- atom(X, lion), dsim(plutonium plant, lion).} ��

Using Critical Questions as Constraints. It is not difficult to see that the
first critical question and the second one are automatically configured by π∼T
and the logic program, respectively. Also, counter-analogies can be discovered
through answer set semantics. These make K+ to incorporate critical questions.

Finding Logical Entailment. We successfully explain each execution step of
·+. As we can use an answer set engine (e.g. clasp [14]) to determine answer sets
as analogical conclusions from K+, we include the original definition of entail-
ment w.r.t answer set semantics here for self-containment. For a logic program
Π and a ground atom a, Π entails a w.r.t. answer set semantics (in symbols,
Π |= a) if a ∈ S for every answer set S of Π. Similarly, for a logic program
Π and a ground atom a, Π entails ¬a w.r.t. answer set semantics (in symbols,
Π |= ¬a) if ¬a ∈ S for every answer set S of Π. If neither Π |= a nor Π |= ¬a,
then we say that a is unknown w.r.t. Π. Hence, we say an atom A(X0, . . . , Xm)
is an analogical conclusion from K if K+ |= atom(X0, . . . , Xm, A).

4 Relationship to Argumentation Framework

Now, our intention is to analyze the underlying mechanisms of K and K+ under
the lens of argumentation framework. It is not difficult to see that logical con-
clusions obtained from K and K+ can be seen as proof trees constructed from
K and K+, respectively. Each proof tree represents an argument supporting the
conclusion at its root. For instance, possible proof trees for defendant(guy) and
liable(guy) are depicted on the left-hand side and the right-hand side of Fig. 1,
where T1 denotes a proof tree for defendant(guy). This explains that the guy is
a defendant for the lion case and the guy is liable for the case.

As discussed in Subsect. 3.2, K cannot successfully model the legal rules
with the current case. To achieve this, K is extended to K+ so that K+ |=
atom(ker mcgee, defendant). Figure 2 depicts a proof tree for atom(ker mcgee,
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defendant(guy)

killer(l1, man)

true

danger(l1)

lion(l1)

true

owner(guy, l1)

true

liable(guy)

not exception(guy)

T1

defendant(guy)

Fig. 1. Possible proof trees for defendant(guy) and liable(guy)

atom(ker mcgee, defendant)

killer(p1, silkwood)

trueT ′
1

atom(p1, danger)atom(ker mcgee, p1, owner)

true

atom(p1, danger)

atom(p1, lion)

dsim(lion, plutonium plant)

true

atom(p1, plutonium plant)

true

Fig. 2. Proof trees for atom(ker mcgee, defendant) and atom(p1, danger)

defendant) from K+, where T ′
1 denotes a proof tree for atom(p1, danger). Such

trees represent arguments from analogy supporting the conclusion at their roots.
It is not difficult to see that our proposed operator formalizes the form of Wal-

ton’s scheme. That is, when desired conclusions cannot be logically inferred from
a knowledge base, that knowledge base is extended with similarity information.
Conclusions obtained from the extended one are called analogical conclusions.

5 Related Work

After surveying the literature on Argument from Analogy in many fields, such
as logic, law, philosophy of science, and computer science, it appears to us
that there are two different forms of Argument from Analogy. The first form
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(cf. Subsect. 2.1), on which our work is based, is the most widely accepted ver-
sion whereas the second one compares factors of two cases (e.g. [15,16]), which
may be regarded as an instance of the first form. As the second one makes no
reference to the notion of similarity, it becomes simpler to use, such as in stan-
dard case-based reasoning. The method of evaluating an argument from analogy
in case-based reasoning (CBR) uses respects (i.e. dimensions and factors) in
which two cases are similar or different. In CBR, the decision in the best prece-
dent case is then taken as the decision into the current case. A dimension is a
relevant aspect of the case whereas a factor is an argument favoring one side
or the other in relation to the issue being disputed. The HYPO system [15]
uses dimensions. CATO [16] is a simpler CBR system that uses factors. Systems
which employ factors use pro factors to represent similarities for supporting an
argument whereas con factors represent dissimilarity to undermine the argu-
ment. Factors may be weighted. In contrast, this work formalizes the first form
of Argument from Analogy and exploits the concept similarity measure under
preference profile in DLs.

There are also substantial efforts of linking analogical reasoning to exist-
ing logical models of non-monotonic reasoning. For example, [7] proposes a
form of analogical reasoning based on hypothetical reasoning. In that approach,
similarity is expressed as an equality hypothesis and a goal-directed theorem
prover is used to search relevant hypotheses. In [5,6], an analogical reasoning
is considered as deductive reasoning by inserting the rule (in our language):
has property(t, p) ← has property(s, p), similar(s, t) as general knowledge to
be used in deriving analogical conclusions. Our operator ·+ also has a rule
similar to the above. However, our approach is different to those on the con-
straint and similarity identification. Existing logical approaches require consis-
tency on logic programs and employs a preference, i.e. maximizing the num-
ber of common properties. In contrast, our approach relies on the notion of
counter-analogy and exploits the notion of preference profile for specifying pref-
erences over similarity. Using consistency as the only constraint is not suffi-
cient. For instance, let us exemplify a counter-example (in our language): LP =
{danger(X) ← lion(X);¬danger(X) ← solar plant(X); plutonium plant(p1).}
and O = {lion � harm � wild; plutonium plant � power plant � harm; solar plant
� power plant�green environment}. Most of existing approaches conclude either
danger(p1) or ¬danger(p1) from the logic program. However, our approach con-
cludes nothing as a counter-analogy is discovered. Using the number of common
properties to identify preferred similarity also has less flexibility than using pref-
erence profile, e.g. it is not able to express importance over different names.

Also, inspired by Walton’s [1], like ours, [17] introduces a framework based
on a declarative language for analogical reasoning. However, this work intends
to bring together the benefits of existing similarity measures in DLs with answer
set programming. Thus, their practical applications can be different.
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6 Conclusion

We make contributions to the logical study of analogical reasoning using the
combination of answer set programming with DLs. The key idea behind our
approach lies in the scheme proposed by Walton [1]. The strong point of this
study is to exploit benefits of extensive tools from answer set programming; and
also, is to embody the existing notion π∼T in DLs for establishing analogy.

As analyzed in Sect. 4, we discuss the relationship of our extended logic pro-
grams with argumentation framework. One may notice that the approach does
not preserve similarity degrees on the computation of analogical conclusions.
Our future task is to extend this study to value-based argumentation [18].

Acknowledgments. This research is part of the JAIST-NECTEC-SIIT dual doctoral
degree program.
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Abstract. This paper uses argumentation as the basis for modeling and
implementing the relevant legislation of an EU country relating to med-
ical data access. Users can consult a web application for determining
their allowed level of access to a patient’s medical record and are offered
an explanation based on the relevant legislation. The system can also
advise a user on what additional information is required for a higher
access level. The system is currently in the process of an extensive eval-
uation through a pilot trial with a special focus group of medical pro-
fessionals. The development methodology that we have used is generally
applicable to any other similar cases of decision making based on leg-
islative regulations. The main advantage of using argumentation is the
ability to explain the solutions drawn and the high modularity of soft-
ware facilitating the extension and adaptation of the system when new
relevant legislation becomes available.

Keywords: Argumentation · Legal systems · Modular software

1 Introduction

Modern systems aim to automate compliance to laws, policies (or business rules)
and regulations. In many cases the problem would involve several of such policies
to be applied together creating the need for internal coherence amongst the
different policies of the integrated system. The main challenge in building such
systems is to develop software that is close to the high-level specification of
the policies involved so that (1) the information can be easily acquired and
faithfully represented, and, (2) changes in the policies could be easily propagated
to the software. The resulting software should also be able to provide information
explaining why a particular case is compliant or not, how its compliance is
affected by the various policies involved and how new information about the
case at hand can change the degree of compliance.

A particular case of the problem of policy compliance is that of data sharing.
In such problems data may belong and be private to a particular owner or
institution but, yet, it is often necessary to share (at least part of) this data.
Data sharing agreements are enforced when the data is used to identify if a
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 317–327, 2017.
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user/application is granted access to the data and at what level of access. The
problem of such data access and usage control is well studied [11,16,18], but
existing solutions are restricted in allowing conflicting rules, together with a
solution to the conflicts. Recent projects like CoCo Cloud1 aim to automate
data sharing activities by analyzing the various policies involved in order to
identify possible conflicts and then propose algorithms for conflict resolution.

An important case of data sharing is that of accessing a patient’s medical data
where, although the data belongs to the patient, it is necessary for doctors or
other medical staff to access parts of this data when the patient needs treatment.
The decision of what data can be shared should follow legal regulations that
pertain on the one hand to the general data protection and privacy rights of
individuals and on the other hand to rights and obligations that are specific to
medical data.

In this paper we study the problem of medical data access as specified by the
relevant European Union and national regulations in one of its member states
(Cyprus). These regulations are modeled in terms of argumentation drawing
from the theory and practice of argumentation in Artificial Intelligence (see e.g.
[5,8,17]). Compliance of access with respect to the regulations is thus mapped into
a decision problem of what level of access has, according to the argumentation the-
ory thatmodels the legislation, an acceptable argument that supports the option to
grant this level of access. Arguments that support different levels of access dialecti-
cally compete with each other and only the stronger argument(s) are used to grant
access. Our approach follows a long tradition of linking argumentation in AI with
Law (see [6,14,15] for reviews) but where the emphasis is on the development of a
practical system for a relatively simple, yet real-life, piece of legislation.

In contrast with conventional approaches to data sharing the approach
through argumentation is not based on a procedural analysis for finding and
resolving conflicts but on a high-level declarative representation of the policies
themselves. Through a systematic evaluation that we are currently carrying out
using an appropriate focus group for this real-life application of medical data
access we aim to examine and understand the possible added value of argumen-
tation for this type of applications.

The next section presents the legislation that regulates medical data access
and analyses this in a suitable way for our model. In Sect. 3 we briefly review
the argumentation framework and the methodology we will use in modeling the
problem. Section 4 shows how the legislation is mapped into argumentation and
how the application system is build. The final section concludes with our plans
for future work of more extensive evaluation and the development of other similar
applications.

2 Legal Framework for Medical Data Access

In this section we will present the legal framework that we aim to model. For
this we had to consider two law documents, one for personal data protection [2]
1 http://rissgroup.org/coco-cloud-confidential-and-compliant-clouds/.

http://rissgroup.org/coco-cloud-confidential-and-compliant-clouds/
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and one on the rights of the patients [1]. We will start by defining some domain
knowledge that will aid in the development of the argumentation theory. Then
we will present the different users and types of access. Finally we will outline
the policies defined in the legal framework.

2.1 Definitions

We will start by defining what is/constitutes a medical record. The medical record
contains data related to the mental and physical health of the owner in the past,
the present, and, sometimes, the future. Specifically, it contains:

– Demographic data, used to identify the owner, e.g. name, surname, date of
birth, telephone number, address, identity and social security numbers.

– Socioeconomic data, personal data, such as marital status, profession,
employer, religion, nationality, personal habits (e.g. smoking).

– Clinical data, such as illnesses endured, lab tests, x-rays, drug prescriptions,
surgeries, temperature and blood pressure readings.

The type of access to the medical record depends on the following concepts:

– Patient : An individual that requests/receives medical service.
– Medical service provider : Medical doctor, pharmacist, dentist, nurse, obste-

trician, paramedical or administrative staff working for a medical institution.
– Personal data: Any information related to an individual whose identity is

known or can be established.
– Data Processing and archiving : Any series of activities applied to medical

or personal data, including: collection, modification, storage, transformation,
retrieval, search, use, transfer, copy, encryption, deletion or destruction.

– Medical data: Information about the health of an individual, also information
in close connection with the medical domain.

– Medical files: Files produced by a medical service provider in printed or digital
form related to the health of an individual, containing information that can
be used to establish the identity of the individual.

– Third party : A legal or physical entity, public authority, service or any other
body other than the person to whom the data refers.

– Legal representative: An individual hired to perform an action in place of
someone else or to represent someone in a transaction with a third party.

– Consent : The owner of the personal data gives clearly and in full knowledge
consent for their processing.

– Controller : Decides on the purpose and means of processing a data file.

The users of the medical data are those with the right to process them. They are
expected to be medical doctors, nurses, paramedical and administrative person-
nel of state-owned or private medical institutions and hospitals. The adminis-
trative personnel can also use the system aiming to provide access to a patient,
the patient’s family or a legal representative.

Before the user can access a medical record of a patient, he is expected to
establish his/her identity and explain the circumstances under which he/she is
requesting access. There are several types of access granted to a specific user:
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– Full access: The user can add, remove data of a medical record. The user can
access all the medical files in the record and the personal data.

– Limited plus access: Limited plus access aims to allow access to data for
determining the general status of the owner’s health without much detail but
allowing a good diagnosis and drug prescription. The user can have limited
access to the medical files, i.e. those related to the current treatment of the
owner and to personal data. The user can access information related to the
allergies of the owner, chronic diseases and medication received. The user can
add a medical file related to the current treatment of the owner.

– Limited plus, read-only access: Same as previous, with the exception that the
user cannot add a medical record.

– Limited access: The user can have limited access to the medical files related
to the medical history of the owner with respect to a specific therapy followed
in the past. Specifically, the user can access information relating to the treat-
ing medical personnel, the diagnosis, medication received, results of clinical
examinations and the resulting conclusions.

– Suspended access: This type of access is only valid for the owner of the medical
record. Access to specific data is refused for a specific time-span determined
by a medical doctor (who has determined that the patient must not know yet
a specific issue regarding his/her health because this might be a hazard for
his/her health).

– No access: No information is disclosed to the user.

2.2 Policies for Determining Access Type

The access type depends on three main contexts. Firstly it depends on who
is asking to get access to the medical record. According to that we have the
following types of users and default access types:

– {owner} → full access
– {family doctor} → full access
– {doctor} → limited plus access
– {family member} → limited plus access
– {legal representative person} → full access
– {patient involved to owner’s treatment} → limited plus read only access
– {person holding order from the high court} → limited plus read only access
– {other person} → no access

Then, access type depends on the purpose of asking for access (that the user
must disclose along with his/her identity) posing limitations:

– {research purpose} → limited access
– {processing purpose} → limited plus access
– {for publishing purposes in medical journals} → limited access
– {treatment purpose} → limited plus read only access
– {teaching purpose} → limited read only access
– {order from the Medical Association} → limited plus read only access
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Thirdly, access type depends on other specific circumstances:

– {written consent from owner} → full access
– {owner is dead} → no access
– {owner, doctor restriction} → suspended access

These factors are considered together, generally from the first (person asking)
to the third (circumstances).

3 Argumentation Theory for Policy Applications

In this section we review the basic theory of argumentation which we will use to
model regulation and other policies. The theory will be presented from a general
point of view of applying argumentation to real-life compliance problems viewed
as decision problems under an argumentation policy. We will also overview the
Gorgias system as an environment for developing applications of argumentation
and on which our case study of medical data access will be based.

Policies will be represented within the preference-based argumentation frame-
work proposed in [9]. In this, application problems are captured via argumenta-
tion theories composed of different levels. Object level arguments support
the possible decisions, or options, in a specific application domain, while first-
level priority arguments express preferences on the object level arguments
in order to resolve possible conflicts. Higher-order priority arguments are
also used to resolve potential conflicts between priority arguments of the first
(or subsequent) levels.

Formally, an argumentation theory is a pair (T ,P) whose sentences are
formulae in the background monotonic logic, (L,�), of the form L ← L1, . . . , Ln,
where L,L1, . . . , Ln are positive or negative ground literals. The derivability
relation, �, is given simply by the inference rule of modus ponens. The head
literal L can also be empty. Rules in T capture argument schemes for building
object level arguments, or denials when the head is empty. On the other
hand, rules in P represent argument schemes for building priority arguments.
The head L of these rules has the general form, L = h p(rule1, rule2), where
rule1 and rule2 are atoms naming two rules and h p refers to an (irreflexive)
higher priority relation amongst the rules of the theory.

The semantics of an argumentation theory is defined via an abstract argu-
mentation framework <Args,Att> associated to any given theory (T ,P). The
arguments in Args are given by the composite subsets, (T, P ), of the given
theory, where T ⊆ T and P ⊆ P. An argument (T, P ) supports its conclusions,
of either a literal, L, or a priority (ground) atom, h p(r, r′), where r and r′ are
the names of two rules in the theory, when T � L or T ∪ P � h p(r, r′).

The attack relation, Att, allows an argument, (T, P ), to attack another
argument, (T ′, P ′), when (i) these arguments derive contrary conclusions (i.e.
derive L and ¬L, or h p(r, r′) and h p(r′, r)) and (ii) (T, P ) makes the rules of
its counter proof at least “as strong” as the rules of the proof of the argument
(T ′, P ′) that is attacked. The detailed formal definition of the attacking relation
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can be found in [9]. The admissibility of (sets of) arguments, Δ, is defined in
the usual way [8], i.e. that Δ does not attack itself and that it attacks back any
argument that attacks it.

It is important to note that typically for an argument (T, P ) to be admissible
its object level part, T , has to have along with it priority arguments, P (from P),
in order to make itself at least “as strong” as its opposing counter-arguments.
This need for priority rules can repeat itself when the initially chosen ones can
themselves be attacked by opposing priority rules. In that case, higher-order
priority rules need to be used to make these priority rules at least “as strong”
as their opposing priority ones.

The multi-layered nature of an argumentation theory (T ,P) and the process
of deciding on the admissibility arguments mirror the structure of the legislation
and the process of legal reasoning to decide on a valid legal position. Basic arti-
cles of the law give the information for object-level rules, in the argumentation
theory, for general default decisions while articles describing contextual-based
exceptional decisions are captured via the priority rules of the theory.

The above theoretical framework of argumentation has been implemented in
the open source Gorgias system (http://www.cs.ucy.ac.cy/∼nkd/gorgias/). Gor-
gias has been, since 2004, successfully applied by different users for developing
real life applications (see e.g. portfolio management [13], provision of services
in ambient intelligence [12], management of firewall policies [3], conflicts resolu-
tion in pervasive services [4]) (see http://gorgiasb.tuc.gr/Apps.html for a list of
applications).

Based on this experience a new software methodology [19] and tool to sup-
port this, called Gorgias-B (http://gorgiasb.tuc.gr), has been recently developed
so that such applications of argumentation can be developed in a systematic
and principled way. The proposed “Software Development for Argumentation”
(SoDA) methodology aims to provide a general software development framework
that can be used by application domain experts, with little or no knowledge of
argumentation theory, to develop application software based on argumentation.
The methodology guides the developer through his/her application problem by
an incremental refinement of application scenarios, where he/she considers the
several (usually conflicting) alternatives (e.g., different diagnostic results, judi-
cial decisions, recommendation options, risk management decisions, etc.) and
evaluates them according to some criteria/features of the problem and context
dependent (meta)-knowledge. The Gorgias-B tool helps the developer to consider
his/her application according to the SoDA methodology and offers a high-level
environment through which the software code of the underlying argumentation
theory is automatically generated. The Gorgias-B system also supports abductive
reasoning integrated with argumentation [7,10] thus enabling the possibility for
solving, using the same application software, reverse decision problems of iden-
tifying extra information needed to make a certain desired decision possible, i.e.
supported by an admissible argument.

http://www.cs.ucy.ac.cy/~nkd/gorgias/
http://gorgiasb.tuc.gr/Apps.html
http://gorgiasb.tuc.gr
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4 Medical Data Access System

In this section we will describe how we have modeled the legislation for medical
data access using Gorgias according to the SoDA methodology and give the
high-level architecture of the developed application system.

4.1 Decision Policy Development

The first task is to model the options of the problem, i.e. the different types
of access (see Sect. 2.2). We use the option predicate access(User, Data, Level)
where the first parameter denotes the user, the second the data (or file) asking
for permission and the third the permission type for this data. The next task is
to define the contextual hierarchy from the most general to the most specific, of
the various application scenarios. In our case (see Sect. 2) this is given by:

1. Person requesting access
2. Purpose of access
3. Special circumstances

We then proceed to define the Gorgias rules that defined the argumentation
theory starting from general scenarios and considering refinements of these. For
example these object rules will be generated for two different types of access:

r1(P, F, T ) : access(P, F, no access) ← true
r2(P, F, T ) : access(P, F, limited plus access) ← true

According to the SoDA methodology, we consider conflicting options in pairs.
For the pair no access and limited plus access we have at the second level two
possibilities. One defaulting to the no access captured by the rule c21,2 and one
selecting limited plus access when the person requesting it is a medical doctor,
captured by c22,1:

c21,2(P, F, T ) : h p(r1(P, F, T ), r2(P, F, T )) ← true
c22,1(P, F, T ) : h p(r2(P, F, T ), r1(P, F, T )) ← doctor(P )

At a higher-level of priority we capture that c21,2 is generally stronger, and we
move to consider the purpose of requesting access. If a doctor wants access for
medical purpose then the limited plus access is granted:

c31,2(P, F, T ) : h p(c21,2(P, F, T ), c22,1(P, F, T )) ← true
c32,1(P, F, T ) : h p(c22,1(P, F, T ), c21,2(P, F, T )) ← medical

At yet a higher-level of priority we capture that c32,1 is stronger and that it forms
the default at this higher level. However, in the special circumstance that the
owner is dead, this priority is again reversed:
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c42,1(P, F, T ) : h p(c32,1(P, F, T ), c31,2(P, F, T )) ← true
c41,2(P, F, T ) : h p(c31,2(P, F, T ), c32,1(P, F, T )) ← owner(X,F ), dead(X)

Finally, at a fifth level of priority we capture that c42,1 is generally stronger:

c51,2(P, F, T ) : h p(c41,2(P, F, T ), c42,1(P, F, T )) ← true

When all such pairs have been considered for all possible ranked contexts the
argumentation theory is ready and the Gorgias-B tool automatically generates
the Gorgias Prolog source code.

4.2 System Design/Architecture

The Prolog source code is invoked by a Java module for getting the facts for any
situation for which we want to find the access rights. This Java module is used
by a web application built using standard HTML/CSS and PHP technologies2.
The architecture of our system is depicted in Fig. 1 where the numbers on the
arrows show the sequence of execution for each user query.

A user typically logs in and uses a form to request for the access rights to
a patient’s record. The Java module then writes the result of the Prolog query
to a database that is used by the web application along with the explanation in
predicate form. In the database the predicates are mapped to legislation articles
and paragraphs (e.g. the request by a doctor for medical reasons will respond
with limited plus access rights based on article 15, paragraph 2b of [1]) so that
a user-understandable text is shown to the user by the web-application.

Fig. 1. The Medical Data Access Control application’s architecture

A user can also use the system to ask what circumstances should hold so
that he/she can have a different access level. To support this query, facts are
defined as abducibles, i.e. unless the system is informed otherwise, they can be
assumed as true, and the system can reply with the possible context for such
use. For example if a doctor wants to access a file he gets no access. However,

2 The MEDICA web application has been deployed at: http://medica.cs.ucy.ac.cy.

http://medica.cs.ucy.ac.cy
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if he asks whether he could get limited plus access rights he will get the answer
that he needs to have a medical reason.

4.3 First Evaluation of System

The developed system is the result of Elena Constantinou’s diploma thesis for
her Computer Science B.Sc. degree. A first evaluation with (23) classmates was
carried out, aiming to determine how easy it was to learn and use it. Through
a questionnaire, 78% of the students agreed that the system is easy to learn,
70% agreed that the system menus and functionality is well designed. Moreover,
through this survey a number of ideas to enhance the system were suggested.

We are currently in the process of evaluating the system with a focus group
of specialists to assess the applicability of the system for usage in hospitals and
health centers. We are working closely with a team of medical informatics which
advises the government of Cyprus on IT systems for the national health service.
This team will first evaluate our system from their own IT perspective and then
proceed for an evaluation through pilot trial at appropriate medical centers.

5 Conclusions

We have shown how the technology of argumentation can be used to model and
implement the real-life legal regulations pertaining to access to patient data.
Using the high-level declarative approach of argumentation we can develop in a
principled way application software that is modular and flexible in accommodat-
ing changes in the problem requirements. In contrast to a carefully crafted set of
rules for capturing the legislation, argumentation provides a direct mapping of
the legislation where the representation of one part of legislation does not need
to explicitly safeguard against the other parts of legislation that might be in
conflict with this. We claim that this results in application software where the
effort required to update the software to changes in the legislation is comparable
to that of changing the old legislation document to the new one.

The direct representation of the legislation is particularly facilitated by the
simplicity of the representation language of the Gorgias framework (not found
in other structured argumentation frameworks). This simplicity allows the devel-
oper to follow the SoDA methodology where s/he does not need to consider the
application at the lower-level of the structured argumentation representation
language but rather only at the higher level of application scenarios and the
possible relative preferred decisions available in the different scenarios.

Apart from a more extensive evaluation of the system, including the strength-
ening of confidence in its legal correctness, we are working to provide a natural
dialogue interface with the user for explaining and guiding as to the available
levels of access. We are also considering, in collaboration with the RISS group
at Imperial College, other real-life applications of data sharing where a more
heterogeneous set of policies is involved such as business policies, shared party
agreements, as well as national and international legal regulations.
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Abstract. We present an approach to reasoning with knowledge bases
comprised of strict and defeasible rules over literals. A controlled nat-
ural language is proposed as a human/machine interface to facilitate
the specification of knowledge and verbalisation of results. Techniques
from formal argumentation theory are employed to justify conclusions of
the approach; this aims at facilitating human acceptance of computed
answers.

1 Introduction

Approaches to artificial intelligence in general and to automated problem solving
in particular should be – in virtue of their intelligence – able to explain and justify
their conclusions and actions in a rational discourse. This is not always done: the
Go playing computer program AlphaGo [22], while very proficient in choosing
the right move (i.e. solving a range of problems), cannot explain to a human user
why it chose that particular move (i.e. justifying its solution). A recent Nature
editorial concluded that “[t]he machine becomes an oracle; its pronouncements
have to be believed” (Nature 529, p. 437).

To make believable, useful results, they have to be communicated to human
users, which implies that the formal knowledge models used in efficient infer-
ence mechanisms ought to be translatable into a form that is familiar and
relevant for humans. In this paper, we aim at addressing specific problems of
usability of knowledge-based intelligent systems in a particular, restricted set-
ting. The restricted setting is that of reasoning with non-monotonic semantics of
knowledge bases (KBs) that are given in the form of strict and defeasible rules,
since people reason non-monotonically about many matters. For this, we make
use of several techniques. Firstly, to address the communication issue (between
humans and machines), we employ a controlled natural language as specification
language for the input of the model as well as the output of inferences. Con-
trolled natural languages (CNLs) are subsets of natural language that have been
restricted in lexicon and grammar, thereby eliminating ambiguity and reducing
complexity [17]. Some systems automatically translate sentences into formal,
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 328–338, 2017.
DOI: 10.1007/978-3-319-60045-1 35
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machine-readable semantic representations; they are useful in, for example, con-
versational intelligence analysis, so support distributed sense-making [25]. We
adapt one such system, AceRules [16], for user specification of defeasible theo-
ries. Secondly, to address the explanation issue (justifying answers), we employ
techniques from formal argumentation theory. Argumentation studies determine
which arguments are acceptable, that is, which arguments can be defended in
rational discourse, where arguments consist of prerequisites, a claim, and an
inference between the two, along with their relationships with other arguments,
such as rebuttal. Formal argumentation theory and its implementations formally
and automatically construct conclusions from a knowledge base. The CNL inter-
face allows a user to build the knowledge base and to receive justified conclusions
in natural language. Importantly, as we argue, a CNL enables an engineering app-
roach to argumentation and reasoning in natural language. This is in contrast
to most existing approaches to formal argumentation, which do not strongly tie-
in to intuitions about natural language. It also contrasts with argument mining
[18], which, while promising, requires extensive preprocessing and normalisation
to support formal inference.

On the reasoning side, there are approaches to reasoning with knowledge
bases consisting of strict and defeasible rules [1,2,6–8,10,21,23,26]. We subscribe
to none in particular and opt to make our approach parametric, abstracting from
the concrete reasoning back-end that is used. We only assume that the back-end
receives as input a set of strict and defeasible rules, provides output in the
form of conclusions with respect to some semantics, and yields (upon request)
justifications of the conclusions.

The novel contributions of this paper are that we propose a new interface
between natural language, defeasible knowledge bases, and defeasible reason-
ing, which is either non-existent in other approaches or does not correlate with
intuitive semantic judgements. Our proposal is the first to facilitate automatic
reasoning from inconsistent knowledge bases in natural language [12,13,16]. It
takes the idea of “convincing by explaining” one step further, as explanations
can be expressed in a natural language text. We can apply and propose to extend
an existing controlled natural language (CNL) tool that largely provides the req-
uisite translation to defeasible theories, which can be further processed by back-
ground reasoning engines. We dub our system dARe for “defeasible AceRules
with explanations”. In the rest of the paper, we provide a motivating exam-
ple, introduce the formal language on which the actual reasoning is done, then
outline our natural language interface. The picture below illustrates the overall
process which is discussed over the course of the paper. Our aim is to provide
a high level outline of the issues relating to defeasible reasoning and CNLs; a
detailed or formal presentation is beyond the scope of this work and can be bet-
ter appreciated from the references. We close with some discussion and notes on
future work.

Sentences
 in CNL

 to create KB

Syntactic
 parse

Semantic
 representation

 of KB

Rule
 representation

 of KB

Semantics
 generate sets of

 conclusions

Justify conclusions
 (arguments; optional)

Output
 sentences
 in CNL
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2 A Motivating Example

For human-machine communication, there are CNL tools which translate natural
language into first-order logic formulas and interface to (non-monotonic) infer-
ence engines [11–13,16]. Yet, there are still issues with defeasible and/or con-
flicting information. More pointedly, defeasible propositions are modelled using
“not provably not”, which we show has a different interpretation than the nat-
ural expression “usually” or “it is usual that”, which are normative quantifier
expressions over contexts [15]. The following running example is paraphrased
from Pollock [20] and illustrates these matters.

Example 1 (Moustache Murder)

Jones is a person. Paul is a person. Jacob is a person. Usually, a person is
reliable. If Jones is reliable then the gunman has a moustache. If Paul is
reliable then Jones is not reliable. If Jacob is reliable then Jones is reliable.

Clearly not both Paul and Jacob can be reliable. Crucially, any semantics should
provide a choice between the different (and mutually exclusive) consistent view-
points of this narrative. An interpretation of “usually” should facilitate such
choices.

In the approaches of [11,13], the adverb of quantification “usually” is trans-
lated as “not provably not” (perhaps along with an abnormality predicate), e.g.
a paraphrase for “usually, a person is reliable” is along the lines of “if a person is
not provably not reliable then the person is reliable”. However, this formalisation
can be incorrect, as demonstrated by its straightforward ASP implementation:

1: person(jones). person(paul). person(jacob).
2: has(gunman,moustache) :- reliable(jones).
3: -reliable(jones) :- reliable(paul).
4: reliable(jones) :- reliable(jacob).
5: reliable(X) :- person(X), not -reliable(X).

This answer set program is inconsistent. The literal − reliable(jacob) cannot
ever be derived from the program, so reliable(jacob) must be in every answer
set by (5) and (1). Thus reliable(jones) must be in every answer set by (4).
However, the same holds for paul, whence the literal reliable(paul) must be in
every answer set. Thus −reliable(jones) must be in every answer set by (3).
Consequently, any answer set would have to contain both reliable(jones) and
−reliable(jones), therefore no answer set exists.1 Yet, a correctly formalized
logic program ought to produce the intended interpretations as stable mod-
els. Thus, the “not provably not” reading of “usually, 〈statement〉” phrases is
not always correct.2 In contrast, the correct reading is obtained by interpreting
1 While ASP can deal with this example, the common “not provably not” reading of

“usually, 〈statement〉” phrases is not always correct.
2 Adding an abnormality atom into the body of line 5 (like in rule (12) of [5]) would

address inconsistency, but not get us our intended reading. It would introduce the
issue of having to create abnormality predicates from language input, where such
predicates are not explicit.
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“usually, 〈statement〉” as a defeasible rule in a defeasible theory. In the following
section, we outline our approach to defeasible theories.

3 Defeasible Theories

For a set P of atomic propositions, the set LP of its literals is LP = P ∪
{¬p | p ∈ P}. A rule over LP is a pair (B, h) where the finite set B ⊆ LP is
called the body (premises) and the literal h ∈ LP is called the head (conclusion).
For B = {b1, . . . , bk} with k ∈ N, we can write rules thus: a strict rule is of the
form “b1, . . . , bk → h”; a defeasible rule is of the form “b1, . . . , bk ⇒ h”. In case
k = 0 we call “→ h” a fact and “⇒ h” an assumption. The intuitive meaning
of a rule (B, h) is that whenever we are in a state of affairs where all literals
in B hold, then also literal h (always/usually, depending on the type of rule)
holds. A defeasible theory is a tuple T = (P,S,D) where P is a set of atomic
propositions, S is a set of strict rules over LP , and D is a set of defeasible rules
over LP . In this paper, we will also consider defeasible theories with first-order
predicates, variables, and constants, and treat them as short-hand versions of
their ground instantiations. More details can be found in a previous workshop
paper [24].

The semantics of defeasible theories are a topic of ongoing work in argumen-
tation theory [1,2,6–8,10,21,23,26]. For the purposes of this paper, we express
no preference, abstracting away from any concrete manifestations of existing
approaches. For our approach to work, we make a few (mild) assumptions about
the approach to assigning semantics to defeasible theories that is used to draw
inferences (the “back-end”). More specifically, we assume that the reasoning
back-end:

1. . . . accepts a defeasible theory T = (P,S,D) as input. We consider this a
mild assumption since only in some cases an additional step might be needed
to transform T into the reasoner’s native input format. (Some approaches
distinguish rules with empty and non-empty bodies [2,10,21], which can be
achieved by a simple syntactic preprocessing step; in ABA [6], there are no
defeasible rules with non-empty body, this can be checked before passing the
theory to the reasoner.)

2. . . . can produce “interpretations” (consistent viewpoints, e.g. extensions)
and/or (sets of) credulous/sceptical conclusions of the defeasible theory
with respect to one or more semantics, e.g. stable, complete, preferred,
grounded [9].

3. . . . can produce graph-based justifications for its conclusions. For most
approaches, this will be easy as they use structured (mostly tree-shaped)
arguments, and when queried for the justification for a single conclusion, can
just return a derivation of that literal as obtained from an argument exten-
sion. We assume only graph-based justifications in our approach to be most
general, as more recent approaches [8,24] diverge from the traditional tree-
shaped view for computational reasons.
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It may be more or less straightforward to lift these restrictions, depending on
the concrete approaches. Our assumptions cover considerable common ground
of the various approaches in the literature; they are a meaningful and non-trivial
starting point for our own work. While there are several roles for argumentation,
for our purposes, it serves to provide graph-based justifications for conclusions,
which contrasts to other approaches. We illustrate the formal back-end language
with our running example.

Example 1 (Continued). The text on the gunman mystery leads to the below
defeasible theory with variables, where Π is a set of (first-order) predicates, C is
a set of constant symbols, V is a set of variables, S is a set of strict rules, D is
a set of defeasible rules, and T a theory constructed from the other components
(using atoms over Π, C, and V):

Π = {person/1, reliable/1, has/2} , C = {jones, paul , jacob, gunman,moustache}
T = (atoms(Π,V, C),S,D) with D = {person(x1) ⇒ reliable(x1)}, and
S = {→ person(jones), → person(paul), → person(jacob),
reliable(jones) → has(gunman,moustache),
reliable(paul) → ¬reliable(jones), reliable(jacob) → reliable(jones)}.

Intuitively, this defeasible theory ought to have two different “interpretations”:

M1 = M ∪ {reliable(jacob), reliable(jones), has(gunman,moustache)} and
M2 = M ∪ {reliable(paul),¬reliable(jones)}, with
M = {person(jones), person(paul), person(jacob)}.

In particular, either of these two sets makes a choice whether Jacob is reliable
or Paul is reliable, avoiding inconsistency.

4 Obtaining Defeasible Theories from Controlled
Natural Language

In the subsections below, we justify CNLs for argumentation and knowledge
bases, outline an existing CNL and required modifications, and then discuss our
running example. Our aim is to provide a high level outline of the issues, as
a detailed or formal presentation of a CNL and associated inference engine is
beyond the scope of this work and can be better appreciated from the cited
literature.

4.1 The Role of a CNL in Argumentation

We claim that a CNL is an important, perhaps essential, interface to argumen-
tation, wherein natural language input is automatically analysed (parsed and
semantically represented), returning a formal representation suitable for reason-
ing; the results are then verbalised in natural language. Our proposal is the first



dARe – Using Argumentation to Explain Conclusions 333

to facilitate automatic reasoning from inconsistent knowledge bases in natural
language [12,13,16].

Our approach is complementary to argument mining, where texts are
extracted from unstructured natural language corpora, then mapped to argu-
ments for reasoning in Dungian AFs [18], given some sense of what counts as an
argument [26]. In current argument mining approaches, machine learning tech-
niques are often applied to identify topics, classify statements as claim or jus-
tification, or relate contrasting statements. However, natural language is highly
complex and diverse in lexicon, syntax, semantics, and pragmatics. Current min-
ing approaches do not systematically address matters of synonymy, contradic-
tion, or deductions. They treat extracts from texts as atomic propositions, so
do not provide fine-grained analysis into a formal language suitable for knowl-
edge representation and reasoning such as predicate logic, where predicates and
individuals are articulated (also see the recognizing textual entailment tasks [3]).
Therefore, it is difficult to account for a range of patterns of reasoning that are
fundamental to argumentation in natural language.

In contrast to argument mining, we adopt a CNL-based approach, where a
CNL is an engineered language that reads as a natural language, yet has a con-
strained lexicon and grammar [17]. We are particularly interested in CNLs which
translate the input language to machine-readable, first-order logic expressions
and which interface with inference engines for model generation and theorem
proving. Such a CNL facilitates an engineered solution to argumentation in NL
by addressing three critical issues. First, it provides normalised language which,
in principle, can serve as target expressions for information extracted by argu-
ment mining; thus we can process arguments and reason in the requisite way. For
example, a CNL can homogenise diverse linguistic forms, e.g. passive and active
sentences, and disambiguate expressions using interpretation rules. Second, we
can scope, experimentally control, and systematically augment the language as
needed. Finally, ACE gives us an essential experimental interface with inference
engines, enabling testing of different forms and combinations of transformations
from natural language to a formal language, then the interaction with alterna-
tive inference engines. Thus, in our view, a CNL is not only compatible with
approaches to argument mining, but arguably a prerequisite processing pipeline
element to instantiate substantive and articulated knowledge bases that facilitate
inference.

While there are, in our view, clearly advantages to working with a CNL, it
is important to acknowledge its limitations as well. As an engineered language,
there are lexical items and grammatical constructions that are not available
from the source natural language. Relatedly, there are interpretive, contextual,
or idiomatic matters that a CNL does not address. Users of a language must learn
to work with a CNL in ways that they do not in natural languages. Despite these
limitations, we believe the advantages of an engineered language outweigh them.
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4.2 AceRules

We work with AceRules [16], which is a sublanguage of Attempto Controlled
English (ACE)3 [12,16] (also see RACE [12], PENG-ASP [13], and ITA Con-
trolled English [19]). For our purposes, the main advantage of AceRules over
ACE is that AceRules allows us to access and redirect the inference engine,
facilitating comparison between existing proposals and our alternative proposal.
While many functionalities of AceRules are currently available and useful, other
key components have been identified as to be implemented and are as of yet
manually produced.

AceRules has a range of lexical components: proper names, common nouns,
logical connectives, existential and universal quantifiers, one and two place pred-
icates, and relative clauses. Construction rules define the admissible sentence
structures, e.g. declarative or conditional sentences. The admissible sentences
are translated into Discourse Representation Structures [4,14], which can be
translated into predicate logic and which support the semantic representation
of aspects of discourse such as pronominal anaphora. For instance, a sentence
such as “Every man is happy.” is automatically parsed and semantically repre-
sented along the lines of ∀x[man(x) → happy(x)]. Interpretation rules restrict
input such that each sentence is provided a single, unambiguous translation into
a semantic representation; a user must evaluate whether this representation is
the intended interpretation. There are further lexical elements and syntactic
constructions to use as needed. Verbalisation generates natural language expres-
sions from the formal representations, which fulfils the basic objective of making
the results of inference accessible. A range of auxiliary axioms (from ACE) can
be optionally added to treat generic linguistic inferences, e.g. interpretations
of “be”, relations between the plural and the singular form of nouns, lexical
semantic inferences such as throw implying move, and a range of presupposi-
tions relating to proper names or definite descriptions. Domain knowledge must
be added as well into AceRules. To use AceRules, the user has to have some
familiarity with the vocabulary, grammar, and interpretation rules. There are a
range of support tools to input statements correctly, represent them in different
forms, and process them further such as for reasoning or information extraction.4

For the semantics, AceRules has linguistic expressions and correlated first-
order representations for strong negation, negation-as-failure, the strict condi-
tional, and the adverb “usually”, which is a predicate of events. It connects to
different inference engines (courteous logic programs, stable models, and sta-
ble models with strong negation) and allows others, e.g. our direct semantics
from [24].5 These features are sufficient to reason non-monotonically. However,
there are two key problems with AceRules as is (and shared with RACE and
PENG-ASP): it cannot reason from inconsistent knowledge bases (e.g. as in the

3 http://attempto.ifi.uzh.ch/site/description/.
4 See [27,28] for an example of several natural language statements that are worked

with ACE and related to an instantiated argumentation framework.
5 RACE and PENG-ASP have the same expressions [12,13]. RACE is based on
Satchmo (written in Prolog), while PENG-ASP uses ASP.

http://attempto.ifi.uzh.ch/site/description/
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Nixon diamond example), and it does not incorporate the defeasible conditional.
We have argued that both are essential for human-like reasoning. We have shown
(see Example 1) that a conditional with “not provably not” is not semantically
equivalent to the natural interpretation of “usually 〈statement〉” as the defeasi-
ble conditional. More relevant to the discussion of a natural language interface to
arguments to explain conclusions, AceRules does not parse, semantically repre-
sent, or verbalise the discourse connectives such as “because” or “except”, which
are essential for natural expressions of explanation and justification (neither
does ACE).

To address these matters, it is necessary to modify AceRules in several ways.
Some of the modifications are as yet to be integrated for automatic processing.
AceRules allows modal operators as sentential modifiers, e.g. “It is possible that”
as well as the modal auxiliary “may”, which may only be applied to atomic sen-
tences. There is no sentential adverb “usually”, but there is a manner adverb
“usually”, which is a predicate of events that does not provide the intended
interpretation. To avoid problematic polysemy, we have created a new lexical
item “usual” that is a predicate of atomic sentences as in “It is usual that P”,
where P is an atomic sentence; sentences of such forms are parsed by the revised
AceRules. Further revisions are under development. In particular, expressions of
the form “It is usual that P” are to be semantically represented with the defea-
sible conditional: where we have “It is usual that P” appears as a defeasible
rule without a body; where we have “If Q then it is usual that P”, we have a
defeasible rule with Q as the body and P as the head. In addition, the semantic
representation of a knowledge base with defeasible rules is to be processed with
an inference “back-end” as described in Sect. 3, e.g. [24].6 Finally, as previously
noted, AceRule’s verbalisation must be augmented to present structured expla-
nations for extensions, which are arguments for conclusions; that is, we would
like expressions such as “P because Q.” to indicate what is concluded from the
knowledge base, e.g. P , along with its justification, e.g. Q. In this way, we can
fulfil the goal of defeasible reasoning in natural language along with justifications
for conclusions.

4.3 Worked Example

In this section, we discuss our running example further, showing some of the
revised linguistic forms needed to make the original example into expressions
that are compatible with AceRules. The original statement from [20] is provided
in the first portion below, followed by our paraphrase as given previously, and
then an additional paraphrase written so as to be compatible with AceRules.

Example 1 (Continued). Moustache Murder

6 An integration to AceRules is feasible; see, in a related setting, If Nixon is a
quaker then Nixon usually is a pacifist. in https://argument-pipeline.herokuapp.
com/, which is based on [26]. However, that work relied on ad-hoc manipulations of
semantic representations.

https://argument-pipeline.herokuapp.com/
https://argument-pipeline.herokuapp.com/


336 A. Wyner and H. Strass

Source: Jones says that the gunman had a moustache. Paul says that Jones
was looking the other way and did not see what happened. Jacob says that
Jones was watching carefully and had a clear view of the gunman.

Paraphrase 1: Jones is a person. Paul is a person. Jacob is a person. It is
usual that a person is reliable. If Jones is reliable then the gunman has a
moustache. If Paul is reliable then Jones is not reliable. If Jacob is reliable
then Jones is reliable.

Paraphrase 2: Jones is a person. Paul is a person. Jacob is a person. If X
is a person then it is usual that X is reliable. If Jones is reliable then the
gunman has a moustache. If Paul is reliable then Jones is not reliable. If
Jacob is reliable then Jones is reliable.

Our paraphrase 1 takes into consideration some of our caveats above about the
introduction and translation of “usually”, translating it instead as “it is usual
that P”. Note the obvious difference between the source and paraphrase 1. The
paraphrase is intended to capture the core reasoning in the example, which has
as conclusion whether or not the gunman has a moustache. This conclusion
depends on the testimony of Jones; this is represented in terms of Jones’ reli-
ability. In turn, Jones’ reliability is contingent on the testimony of Paul and
Jacob, who may or may not be reliable. The rationale for such a paraphrase
in our context is that AceRules, in its current form, cannot reason about the
contents of subordinate clauses, i.e. the phrase “Jones was looking the other
way and did not see what happened”, which follows “Paul says that”. More-
over, AceRules cannot process the complexity of predicates such as “looking the
other way” and “did not see what happened”; similarly for the witness state-
ment of Jacob. The paraphrase has introduced statements about the reliability
with respect to ‘person’, which then requires individuals “Jones”, “Paul”, and
“Jacob” to be asserted as of this class. Finally, considering paraphrase 2, we note
that the expression of defeasibility has been represented as a rule about persons
“If X is a person then it is usual that X is reliable.” The conditional with “it is
usual” in the consequence is translated into defeasible rule. As noted above, we
model the syntactic form of our natural language treatment of defeasibility “it
is usual that” on the form “it is possible that”, though with a different form of
semantic representation. This discussion highlights that what appear to be rel-
atively simple statements, e.g. the source above, have several complex elements
that need systematic treatment. Other standard examples from the argumenta-
tion literature, e.g. the Nixon, Tweety, and Tandem Bicycle examples, also raise
issues about representation in AceRules but can nevertheless be treated by our
approach.

5 Discussion and Future Work

The paper has outlined an approach to defeasible reasoning in a human-readable
way using a CNL, which we justified as a way to engineer the range of issues
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about natural language that must be addressed to facilitate defeasible reasoning.
We sketched a motivating example as well as a defeasible inference engine. We
articulated the justification for CNLs, outlined AceRules, then highlighted sev-
eral issues about argumentation in natural language that a CNL must address
in future work. Nonetheless, the discussion serves to make the point that simply
mining arguments from source text will encounter at least such related problems
to instantiate knowledge bases for defeasible reasoning.

While this paper makes foundational progress in argument processing using
a CNL, stronger justification for the approach will require working with more
substantial and complex knowledge bases. Thus, a major area of future work is to
advance the overall pipeline from natural language, formal representation, argu-
ment semantics, to verbalised explanations in natural language; such an advance
would overcome the limitations of [28]. This will require a systematic, correlated,
and iterated development of each component of the processing pipeline. This
requires further examples, testing of outputs, identification of translation issues,
likely extension of the expressivity of the CNL or argumentation semantics.
Relatedly, an important step is to draw upon data derived from argument min-
ing and working to normalising the data into forms suitable to AceRules/dARe.
We anticipate that such a step will encounter familiar issues, e.g. pragmatics,
ellipsis, and linguistic variation, that arise in formalising natural language.
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Abstract. Computational models of human processes are used for many different
purposes and in many different types of applications. A common challenge in
using such models is to find suitable parameter values. In many cases, the ideal
parameter values are those that yield the most realistic simulation results.
However, there are situations in which the goodness of fit is not the main or only
criterion to evaluate the appropriateness of a model, but where other aspects of
the model behavior are also relevant. This is often the case when computational
models are employed in real-life applications, such as mHealth systems. In this
paper, we explore how parameter tuning techniques can be used to analyze the
behavior of computational models systematically and to investigate the reasons
behind the observed behavior. We study a computational model of psychosocial
influences on physical activity behavior as an in-depth use case. In this particular
case, an important measure of the feasibility of the model is the diversity in the
simulation outcomes. This novel application of parameter tuning techniques for
analysis and understanding of model behavior is transferable to other cases, and
is therefore a valuable new approach in the toolset of computational modelers.

Keywords: mHealth systems · Behavior change · Computational modeling ·
Dynamic modeling · Model analysis · Model optimization · Parameter tuning

1 Introduction

Computational models of human processes are used for many different purposes and in
many different types of applications. A common use case of computational models is
the analysis and understanding of the modeled processes. Another application area of
such models is human support systems, in which the model provides the understanding
of the user. Examples of such systems are behavior change support systems [1] or
systems that provide support during demanding tasks.

A challenge when developing these models is to find parameter sets that result in
adequate behavior of the model. Usually, background knowledge and (psychological)
literature is used to determine the values in these models. In other situations, especially
when empirical data about actual human behavior is available, automated parameter
estimation techniques are used to find suitable parameter values. To test the appropri‐
ateness of the parameterized model, the goodness of fit is determined by comparing the
generated values with the observed values.
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However, there are situations in which the goodness of fit is not the only criterion to
evaluate a model. When the data is noisy, goodness of fit might lead to incorrect
outcomes [2], but it is also possible that other aspects of model behavior are important.
For example, in this paper we use a model (that is deployed in an mHealth system) as
case study in which the variety in the outcomes is an important measure of the feasibility
of the model (see Sect. 3.2 for further explanation). When this aspect of the model
behavior is suboptimal, the question arises how this can be explained. This is a non-
trivial problem to which analytical techniques could contribute.

In this paper, we exploit parameter tuning techniques to investigate the behavior of
the model and to investigate the reasons behind the observed behavior. Specifically, we
do an in-depth analysis of a computational model that is expected to show diverse
outcomes. We investigate the question about the cause of this lack of diversity in
outcomes: is it due to the data that is used (for initial values) or due to (an inadequate
choice of) parameter values? The application of the parameter tuning techniques leads
to a better understanding of the model behavior and provides answers to these questions.
It can be used to gain more insight in the structural properties of the model.

2 Background

In this section, we describe related work on optimization problems and parameter tuning,
as well as the novelty of the current work.

Parameter Tuning. Parameter tuning is a widely used optimization approach. It is
often used in machine learning applications, to find optimal parameters for the learning
process [3], but also in evolutionary computing applications [4]. In addition, these algo‐
rithms are broadly used in dynamic modeling, in order to fit model predictions to actual
data. We can find applications of parameter tuning strategies in several domains. For
instance, in hydrology, parameter tuning strategies are used in hydrologic models, which
are defined by parameters and states. Here, parameters are physical and generally time-
invariant descriptions of surface and subsurface characteristics, while states are fluxes
and storages of water and energy that are propagated in time by the model physics [5].

Parameter tuning techniques also have many applications in the simulation of human
systems or agent-based models [6]. Simulations of crowd behavior [7, 8], organizations,
and emotion contagion [9] are examples of scenarios for parameter tuning. Individual
and group behaviors rely on many aspects, which can be captured in models that will
need to be fitted to real data obtained from empirical experiments.

Simulated Annealing. The computational model investigated in this paper has many
continuous variables. The presence of continuous variables in an optimization problem
increases the complexity of the problem solving mechanism due to the infinite number
of possibilities in the solution space, which makes it an NP-hard combinatorial problem.
Often, parameter tuning tasks with continuous variables are limited by time constraints,
making it impossible to identify the globally best result. Therefore, many optimizations
algorithms are designed to yield good solutions in a limited time period, but do not
guarantee that the solution found is the globally best solution. Examples of such
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algorithms include simulated annealing (SA), gradient descent, and evolution-based,
swarm-based and ecology-based algorithms [10–13].

For our analysis, we use the simulated annealing algorithm. This technique is able
to find the global optimum when the variables are discrete. In case of continuous vari‐
ables, SA is preferable over alternatives (like gradient descent), because of its fast
convergence and easy implementation. This is the reason that NP-hard combinatorial
optimization problems can be successfully addressed with SA [14].

Novelty. In this work, we also apply parameter tuning in the domain of human behavior
models. However, in contrast with the research described above, we do not use parameter
tuning techniques with the aim to find a best fitting model (as is done in most other
applications of parameter optimization in computational models). Instead, we use
parameter tuning as a means to analyze the behavior of the model. The tuning algorithm
is used to investigate to what extent a model can produce different simulation outcomes.
We compare the outcomes of the simulations with the structural aspects of the model.
This provides us with an additional tool that helps to increase our understanding of the
behavior of the model in relation to the structural characteristics.

3 Use Case: Model of Influences on Physical Activity Based on
Social Cognitive Theory

The use case studied in this paper concerns a computational model of psychosocial
influences on physical activity behavior. It describes the relations between several
psychological determinants, such as self-efficacy, intentions and social norms, and their
influence on physical activity behavior. The model under investigation is an adaptation
of the computational model presented in [15]. Therefore, the concepts and the relations
of the model described in Sect. 3.1 are explained in more detail in the original publica‐
tion. Revisions between the two versions of the model were motivated by a decrease in
conceptual detail and computational complexity of the model, and by suggestions of
experts in the domain of behavior change.

The details of the computational model are described in depth in Sect. 3.1. The
objective of the model and its application are described in Sect. 3.2.

3.1 Detailed Specification of the Model

The computational model is largely based on the social cognitive theory by Albert
Bandura [16]. This is a well-established theory of behavior change, with high applica‐
bility in the domain of health behavior [17]. The theory has proven to account for a large
proportion of the variance in physical activity [18], and is therefore very suitable as a
basis to describe the dynamics underlying physical activity behavior.

All concepts are modeled numerically, as real values in the interval [0, 1], and the
relations are formalized as differential equations. The relations express the influence of
the source concept on the target concept by increasing or decreasing the value of the
target concept in the direction of the source target, moderated by a parameter named
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βsource,target. The increase or decrease of the target concept is also relative to its current
value (e.g., for concept SE, a decrease is relative to SE(t) and an increase is relative to
(1−SE(t))), in order to ensure that the concept values stay in the interval [0, 1]. The
constant ∆t indicates the step size of the model, and is set at 0.1 to ensure smooth results.
An example of the formal relation between the concepts is given below, for the concept
Behavior (Beh). Figure 1 shows a graphical representation of the dynamic relations
between all concepts in the model.

Fig. 1. Graphical representation of the model.

Change_Beh(t) =
(
𝛽SE,Beh ⋅ (SE(t) −Beh(t)) + 𝛽Int,Beh ⋅ (Int(t) −Beh(t)) + 𝛽OE,Beh ⋅ (OE(t) −Beh(t)) − 𝛽Imp,Beh ⋅ Imp(t)

)

if (Change_Beh(t) ≥ 0): Beh(t + 1) = Beh(t) + (Change_Beh(t)) ⋅ Δt ⋅ (1−Beh(t))

if (Change_Beh(t) < 0): Beh(t + 1) = Beh(t) + (Change_Beh(t)) ⋅ Δt ⋅ Beh(t)

The values of all parameters (𝛽) can be adjusted by the modeler. In the current
implementation, the parameters were chosen based on correlations between the concepts
found in literature [18–20], in order to keep the ratio between the parameters in accord‐
ance with empirical findings. This original parameter set is shown in Table 1.

Table 1. Parameter settings.

Parameter βSat,SE βImp,Int βSE,Int βSE,Imp βImp,Sat βInt,Beh,Sat βSE,Beh βInt,Beh

Value 0.50 0.08 1.00 0.43 0.25 0.50 0.17 0.60
Parameter βImp,Beh βSE,LTG βLTG,Int βSat,OE βSE,OE βOE,Int βOE,Beh βSN,Sat,Int

Value 0.25 0.05 0.20 0.10 0.05 0.02 0.01 0.02

3.2 Practical Application of the Model

The computational model described above was created in the context of a behavior
change system for encouraging physical activity among young adults [21]. The system
monitors the users’ behavior through an activity tracker, and combines this with various

344 J.S. Mollee et al.



other sources of information (e.g., location data, weather forecasts, personality ques‐
tionnaires, social network information) to provide tailored coaching.

The role of the model is to run simulations to estimate the effect of different coaching
strategies on the behavior. Thus, the model is run for each user and each possible
strategy, and outcomes for the behavior are compared. The strategy that yields the
highest result for the behavior concept (Beh) is considered to be the most promising.

In context of developing the behavior change system, eight coaching strategies were
defined. Each of the strategies targets one of the psychological concepts in the model,
and consists of coaching messages that are sent to the user through a smartphone app
during one week. The presumed effect of the possible coaching strategies is implemented
as a subtle boost of 5% in the first three days of the simulation. For example, if the
simulated coaching strategy targets the self-efficacy, the value of the self-efficacy
concept is increased with 5% of the potential improvement (i.e., its distance to the
maximum), as in Eq. 1.

if (coaching_strategy == SE): SE(t) = SE(t) + 0.05 ⋅ (1− SE(t)) (1)

Since the outcomes of these simulations are used in a real-life application, their
closeness to reality is not the only relevant measure. Specifically, for the behavior change
intervention to be both effective and engaging to the user, the outcomes (which determine
the activated coaching strategy) should be diverse.

Figure 2 shows an example of two simulations for a certain person from our dataset,
with on the left side the concept targeted by the simulated coaching strategy and on the
right side the change in the behavior based on that coaching strategy. The simulated
effect of the coaching strategy is visible in the first half of the graphs on the left hand
side. Since the behavior value increases most in Fig. 2(a), that coaching strategy (self-
efficacy) would be preferred over the other (intentions).

Coaching strategy (SE) Behavior (Beh) Coaching strategy (Int) Behavior (Beh)

(a) (b)

Fig. 2. Example of two model simulations, showing the concept targeted by the coaching strategy
and its effect on the behavior. The targeted concepts are self-efficacy (a) and intentions (b). The
vertical axis represents the simulation values; the horizontal axis represents the time.

4 Methods

When investigating the model behavior with respect to its application in a behavior
change intervention, it is important to base this analysis on realistic combinations of
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values for concepts in the model. Therefore, we collected data about the state of the
concepts from ten potential users with varying levels of physical activity. These initial
values were obtained from extensive validated questionnaires for assessing the psycho‐
logical constructs (e.g., [18, 22]). That way, we collected a set of reliable assessments
for the combinations of initial values of the concepts. Four users in the data set were
male and six were female. The average age was 30.1 years (range [21, 42]).

When running the model simulations for this user set with the parameter values based
on correlations found in literature (see Sect. 3.1), the results yield very little diversity.
When sorting the eight coaching strategies based on the predicted outcome of the
behavior concept, only three different strategies appear in the first two positions for all
ten users. Overall, it appears that some strategies are more often among the best options,
while others occur only towards the end of the order (see Fig. 3).

User 1:
User 2:
User 3: 
User 4:
User 5:
User 6:
User 7:
User 8:
User 9:
User 10:

Fig. 3. Initial outcomes of model simulations.

The surprising lack of diversity among these findings raises the question: what
factors cause the stability of the model’s simulation outcomes? In order to find an answer
to that question, we took a numerical approach, and explored the possible underlying
causes in two directions.

First, it is theoretically possible that the initial values are too uniform to yield diverse
outcomes. This possibility can be examined by running the model with the original param‐
eter values (based on indications from literature) on many combinations of random starting
values. Second, it is possible that the structure of the model in combination with the
parameter values implies a certain importance of the concepts, which is stronger than the
individual differences. This possibility can be examined by searching for a parameter set
that does yield diverse results among the collection of realistic initial values.

4.1 Quantifying the Lack of Diversity

In order to evaluate the (lack of) diversity of the simulation outcomes, it has to be
quantified systematically. In this research, the lack of diversity is computed by
comparing all coaching strategy sequences for each pair of users, and applying a 0.01
penalty each time a strategy occurs in the same position. This choice is motivated by
the particular application of the computational model in our use case. Other operation‐
alizations of diversity or other measures (e.g., entropy, variance) could be more relevant
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in other applications. The currently adopted approach implies a maximum cost of
(N(N − 1))∕2 ⋅ 8 ⋅ 0.01 = 3.6. For the results shown in Fig. 3, the cost is 1.8.

4.2 Analyzing the Influence of the Initial Values

To test whether the set of combinations of initial values plays a role in the constancy of
the simulation results, we generate a set of 1,000 times 10 different combinations of
random starting values for the concepts of the model, to mimic sets of 10 users. Then,
we run the computational model on each of these initializations with the original param‐
eter settings (see Table 1). For each of these simulations, we compute the cost as specified
in Sect. 4.1.

4.3 Analyzing the Influence of the Parameter Set

To investigate whether the lack of diversity in the simulation results is caused by the
model’s parameter settings, we explore the ability of the model to produce diverse
outcomes for the dataset of real users. This exploration is done by searching the param‐
eter space with a simulated annealing algorithm [10], in which we optimize for a reduc‐
tion in the cost as specified in Sect. 4.1.

The solution space in this instance of the simulated annealing algorithm is repre‐
sented by the possible values of the 16 parameters. Each solution is a set of parameter
values (see Table 1), which describe the strength of the relations between the concepts.
A neighboring solution is generated by adding a (positive or negative) change drawn
from a normal distribution to each parameter value, while bounding them to the range
[0, 1]. The costs corresponding to each solution are calculated by running the model
with the parameter values, and computing the costs of the outcomes according to
Sect. 4.1. The probability of accepting a solution with a higher cost depends on the
difference between the current cost and the new cost and the “temperature” T, as in
Eq. 2. The temperature decreases with a factor 0.9 with each 100 iterations, and stops
the algorithm when the initial temperature of 1.0 has decreased to a value below 0.00001.
The final parameter set is used to run the model once more and calculate the corre‐
sponding costs, and the results are stored. The entire search process was repeated 75
times.

acceptance_probability = e(old_cost− new_cost)∕T (2)

4.4 Hypothesized Outcomes

The experimental setup described above yielded a number of anticipated outcomes,
enumerated below.

Hypothesis H1: Because of the diverse combinations of values for the ten users and
the extraordinary stability of the initial simulation results (in Fig. 3), we expect that these
starting values do not cause the stable outcomes. Therefore, we expect similar or lower
levels of diversity when running the model on random sets of input values (see Sect. 4.2).
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Hypothesis H2: Since the parameter values determine the influence of the different
concepts, we expect that they play a key role in the stability of the initial simulation
results. Therefore, we expect more diversity when running the model on parameter sets
found through simulated annealing (see Sect. 4.3).

Hypothesis H3: Because of the computational model’s complexity, and the corre‐
sponding large number of degrees of freedom, we expect that many different parameter
sets that are obtained through the simulated annealing search can lead to similar
outcomes in terms of cost.

Hypothesis H4: However, we still expect to see some global pattern in the parameter
sets on average, i.e. that some parameters generally end up in the lower part of the range
and some parameters in the higher part of the range.

Hypothesis H5: If indeed such overall patterns are found, we expect that we will be
able to explain them based on the underlying meaning of the concepts and the structure
of the model.

As mentioned before, the combination of the dataset of real users with the original
parameter values yielded a cost of 1.8 out of a possible 3.6. (See Sect. 4.1.)

5 Results

As mentioned before, the combination of the dataset of real users with the original
parameter values yielded a cost of 1.8 out of a possible 3.6. (See Sect. 4.1.)

5.1 Influence of Initial Values

When running the model with the original parameter set on 1,000 different sets of 10
combinations of random initial values, the average cost of the simulation results is 2.21
out of 3.6. Even though in the set of 1,000 different outcomes there are some runs that
produce more diversity than in the original situation, 92.5% of the results produce less
diversity and correspondingly have a higher cost than the 1.8 of the initial solution. See
Table 2 for an overview of the results.

Table 2. Results of original parameter settings and random initial values over 1,000 runs.

Measure Value
Average cost 2.21459
Range of costs [1.33, 2.96]
Standard deviation of cost 0.261168
Percentage where cost > 1.8 92.5%
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5.2 Influence of Parameter Set

After 75 runs of the simulated annealing algorithm, the average cost of the model on the
dataset of real users is 0.85 out of 3.6. The standard deviation is quite low, indicating
that most of the outcomes are close to the average. See Table 3 for an overview of the
results.

Table 3. Results of real initial values and parameters found through simulated annealing.

Measure Value
Average cost 0.853867
Range of costs [0.66, 0.99]
Standard deviation of cost 0.033898

When further exploring the parameter sets that yield these results, we see a large
variety in the found parameter values for largely similar cost outcomes. Most parameters
cover (almost) the full range of [0, 1] in the 75 runs, with 14 out of 16 parameters
approaching or reaching the limits in both directions within 0.1. The average parameter
value is 0.5268, and the average standard deviation of each parameter is 0.2564, further
supporting the observation that their values vary widely. Hence, there is no clear pattern
of the parameter values for each individual solution found.

However, when looking at the parameter values averaged over the 75 runs, it appears
that there are some patterns visible. That is, for some of the parameters, the average
values deviates from the overall average of 0.5268. Table 4 shows the parameter values
averaged over all 75 runs.

Table 4. Parameter settings.

Parameter βSat,SE βImp,Int βSE,Int βSE,Imp βImp,Sat βInt,Beh,Sat βSE,Beh βInt,Beh

Avg. value 0.5932 0.2760 0.5102 0.5321 0.8258 0.8320 0.3319 0.3086
Parameter βImp,Beh βSE,LTG βLTG,Int βSat,OE βSE,OE βOE,Int βOE,Beh βSN,Sat,Int

Avg. value 0.3677 0.6865 0.7381 0.4348 0.3042 0.5703 0.4610 0.6563

6 Discussion

The results provide grounds to investigate the hypothesized outcomes from Sect. 4.4.
As expected, the results presented in Sect. 5.1 show that the lack of diversity in the
original simulation is not caused by the initial values in our dataset. Although some of
the sets of initial values produce more diversity than in the original simulation, the vast
majority (92.5%) yields higher costs. Therefore, hypothesis H1 can be confirmed. On
the contrary, the costs found in Sect. 5.2 are considerably lower than in the original
simulations. This confirms hypothesis H2, and indicates that the potential for more
diversity in the simulation results is related to the parameter values.

The results described in Sect. 5.2 also showed a large variety in the parameter sets
found through the optimization algorithm. This is in line with hypothesis H3, and can
be explained by the model’s complexity. The high number of degrees of freedom in the

Exploring Parameter Tuning for Analysis and Optimization 349



model implies that many different parameter sets may produce similar results in terms
of cost. However, when analyzing the found parameters in more detail, we do discern
patterns in their values: some parameter values are generally high (e.g., βImp,Sat), while
others are low (e.g., βSE,Beh). This finding confirms hypothesis H4.

By looking at the meaning of the parameters with relatively low or high values, we
attempt to explain why they end up with these values. Since we’re optimizing for high
diversity in the effect on the behavior, it can be expected that concepts with a structurally
high influence on the behavior will be dampened, while concepts with a structurally low
influence will be increased. Indeed, we see that the parameters in Table 4 tend to weaken
the path from the self-efficacy (the central notion of the social cognitive theory) to the
behavior. For example, βSE,Beh and βInt,Beh are relatively low on average, thus decreasing
the effect of the self-efficacy on the behavior. Similarly, βImp,Sat has a relatively high
value, but since the impediments have a negative effect on the satisfaction, this will
ultimately lead to a decrease in the self-efficacy. At first sight, the low average value of
βImp,Int is surprising: one would expect that a strong (negative) influence on the intentions
will transfer to the behavior. However, when taking a closer look at the data, the impedi‐
ments seem to have generally low values (average: 0.29, minimum: 0.10, maximum:
0.39), so a high parameter would in fact cause an increase in the intentions and conse‐
quently a stronger influence on the behavior. In summary, hypothesis H5 is confirmed
as well.

The observation of the surprising value for βImp,Int indicates that the outcomes are
still dependent on the values in the dataset of users. Therefore, although we demonstrated
that the relatively small set of users does not cause the lack of diverse outcomes, it would
be interesting to see whether the findings scale to larger populations of users, or that the
global patterns of the parameters change. Another limitation to the generalizability of
this work concerns the dependency of the results on the structure of our model and the
specific implementation of the relations between the concepts. Also, we have restricted
ourselves to the simulated annealing algorithm, and further research should reveal
whether the results are dependent on our choice of algorithm. However, our use case
has demonstrated that applying parameter tuning techniques to analyze and better
understand models has indeed given us insight in the model behavior. This novel use of
parameter tuning is also transferable to other applications, with different underlying
models and different evaluation (cost) measures.

In the context of the application of the model (see Sect. 3.2), we strive for both a
close fit to reality and diverse outcomes. In other words, we look for a balance between
keeping the parameters close to the indications found in literature and searching for a
parameter set that yields diverse results. Therefore, we ran the algorithm described in
Sect. 4.3 again, but with constraints to the generation of neighboring solutions, forcing
them to stay within a distance of ±0.1 from the original parameters. This approach
allowed us to increase the diversity of the outcomes (reducing the cost from 1.8 to 1.06),
while keeping the literature-based parameters to some extent intact.
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7 Conclusion

This research has established that applying parameter tuning techniques to analyze and
better understand the behavior of dynamic computational models has indeed the poten‐
tial to provide more insight in the structural properties of the models. In our use case,
where we tried to increase the diversity in the results of the model simulations, we
successfully demonstrated the cause of the initial lack of diversity. Subsequently, we
were able to show that diverse outcomes can be achieved by finding suitable parameter
values through simulated annealing, and that the global patterns of these parameter sets
provide information about (or can be explained by) the structure of the model and the
meaning of its concepts and relations. This novel application of parameter tuning tech‐
niques is transferable to other cases, with different underlying models and different
evaluation (cost) measures, and is therefore a valuable new approach in the toolset of
computational modelers and designers of mHealth systems.
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Abstract. The adoption and maintenance of a healthy lifestyle is a fundamental
pillar in the quest towards a healthy society. Modern (mobile) technology allows
for increasingly intelligent systems that can help to optimize people’s health
outcomes. One of the possible directions in such mHealth systems is the use of
intelligent reasoning engines based on dynamic computational models of
behavior change. In this work, we investigate the accuracy of such a model to
simulate changes in physical activity levels over a period of two to twelve
weeks. The predictions of the model are compared to empirical physical activity
data of 108 participants. The results reveal that the model’s predictions show a
moderate to strong correlation with the actual data, and it performs substantially
better than a simple alternative model. Even though the implications of these
findings depend strongly on the application at hand, we show that it is possible
to use a computational model to predict changes in behavior. This is an
important finding for developers of mHealth systems, as it confirms the rele-
vance of model-based reasoning in such health interventions.

Keywords: Computational modeling � Dynamic modeling �Model validation �
mHealth systems � Behavior change � Physical activity

1 Introduction

It is well known that engaging in sufficient physical activity has many beneficial effects
on physical and mental health [1, 2]. On the contrary, low levels of physical activity
have been associated with increased risks of cardiovascular diseases, cancer, diabetes,
and mental illness [3]. Despite these prominent advantages, a large proportion of the
Western population does not meet the guidelines of being moderately to vigorously
active for at least 30 min on at least five days a week [4].

It is believed that mobile technology provides an opportunity to support people
with increasing their level of physical activity [5–7], and there is also some initial
evidence that this is effective [8]. However, just monitoring physical activity is not
sufficient to achieve a durable improvement [9]. There is a need for development of
evidence-informed mobile apps that apply advanced technological features in order to
yield long-term effects [7].
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In [10], we described how we developed an intelligent system to stimulate physical
activity for young adults. Part of the intelligence lies in the fact that it uses a com-
putational model of behavior change to predict the effect of different intervention
strategies on the activity level of the users. The model consists of temporal-dynamic
relations between determinants of behavior change. The model predictions are used for
deciding on the support messages for specific users in each phase of the intervention.
We believe that this can result in a highly tailored and personalized intervention.

The model is based on a number of different theories on behavior change [11].
Most of these theories have been validated independently, and there also have been
validations of integrated frameworks [12]. However, these validations usually look at
correlations between the different constructs in the theories. Hence, we do not yet know
whether the dynamic computational representation of our integrated model provides a
valid description of the process of behavior change. Therefore, we would like to know
to what extent the model is a valid way to predict the most effective coaching strategies.
This paper describes a first step towards such a validation. We use empirical data
collected in the effectiveness study to compare the prediction of the model based on the
initial questionnaire with the actual change in physical activity that has been measured
in the study. In addition, we compare the actually measured behavior with predictions
of an alternative simple model. The results provide an initial answer about the validity
of the model.

The remainder of this paper is organized as follows. In Sect. 2, the details of the
computational model under consideration are presented. Section 3 describes the
methods used to provide a validation of the computational model. The results are
presented in Sect. 4, and reflected upon in Sect. 5.

2 Computational Model of Psychosocial Influences
on Physical Activity Based on Social Cognitive Theory

The computational model investigated in this paper was designed in context of the
development of an intelligent behavior change support system [10]. The reasoning
engine of this system uses the model to predict what available coaching strategies are
the most promising to improve the user’s behavior (For more information, see [10].).

The model captures the dynamics between psychosocial influences on physical
activity behavior. It describes the relations between several psychological determinants,
such as self-efficacy, intentions and social norms, and their influence on physical
activity behavior. The model under investigation in this paper is an adaptation of the
computational model presented in [13]. Therefore, the concepts and the relations of the
model described below are explained in more detail in the original publication. The
revision was motivated by a decrease in conceptual detail and computational com-
plexity of the model, and by suggestions of experts in behavior change.

The computational model is largely based on the social cognitive theory by Albert
Bandura [14]. This is a well-established theory of behavior change, with high appli-
cability in the domain of health behavior [15]. The theory has proven to account for a
large proportion of the variance in physical activity [16], and is therefore very suitable
as a basis to describe the dynamics underlying physical activity behavior.
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All concepts are modeled numerically, as real values in the interval [0,1], and the
relations are formalized as differential equations. The relations express the influence of
the source concept on the target concept by increasing or decreasing the value of the
target concept in the direction of the source target, moderated by a parameter named
bsource,target (or occasionally bsource1+source2,target). The increase or decrease of the target
concept is also relative to its current value: e.g., SE(t) in case of a decrease and (1 – SE
(t)) in case of an increase. This consideration of the current value also ensures that the
concept values stay in the interval [0,1]. The constant Δt indicates the step size of the
model, and is set at 0.1 to ensure smooth results. Figure 1 shows a graphical repre-
sentation of the dynamic relations between all concepts in the model.

Below, the meaning of the concepts in the model are explained and the formal
relations are specified.

Self-Efficacy: The self-efficacy (SE) is a key element of the process described by the
social cognitive theory. It represents the confidence in one’s own ability to achieve
certain goals, which plays a fundamental role in the acquisition and maintenance of
some desired behavior. The self-efficacy increases with high satisfaction of the current
behavior, and it decreases if one is dissatisfied with his/her behavior.

if SE tð Þ� Sat tð Þð Þ :
SE tþ 1ð Þ ¼ SE tð Þþ bSat;SE � Sat tð Þ � SE tð Þð Þ � Dt � SE tð Þ

if SE tð Þ\Sat tð Þð Þ :
SE tþ 1ð Þ ¼ SE tð Þþ bSat;SE � Sat tð Þ � SE tð Þð Þ � Dt � 1� SE tð Þð Þ

Impediments: Impediments (Imp) are the (personal, situational or systemic) factors
that form an obstacle to the desired behavior. The self-efficacy plays a role in how

Fig. 1. Graphical representation of the model.
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insurmountable one views those obstacles. Therefore, the personal impediments
(Input_Imp) are adjusted based on the level of the self-efficacy.

if SE tð Þ� Input Imp tð Þð Þ :
Imp tð Þ ¼ Input Imp tð Þ � bSE;Imp � SE tð Þ � Input Imp tð Þð Þ� � � Dt � Input Imp tð Þ

if SE tð Þ\Input Imp tð Þð Þ :
Imp tð Þ ¼ Input Imp tð Þ � bSE;Imp � SE tð Þ � Input Imp tð Þð Þ� � � Dt � 1 � Input Imp tð Þð Þ

In the system, these personal ‘input impediments’ are assessed through a ques-
tionnaire, so they reflect the user’s overall experience of barriers on a scale of 0 (no
impediments) to 1 (very strong impediments).

Social Norm: The social norm (SN) represents the behavioral standards that one’s
social connections impose on him or her. It is derived directly from information about
the user’s social network, and it assumed to be stable for the duration covered by the
simulations.

Long-Term Goals: The long-term goals (LTG) can be interpreted as the overall
motivation to achieve change in the behavior. The levels of self-efficacy can increase or
decrease the long-term goals.

Change LTG tð Þ ¼ bSE;LTG � SE tð Þ � LTG tð Þð Þ� �

if Change LTG tð Þ� 0ð Þ :
LTG tþ 1ð Þ ¼ LTG tð ÞþChange LTG tð Þ � Dt � 1� LTG tð Þð Þ

if Change LTG tð Þ\0ð Þ :
LTG tþ 1ð Þ ¼ LTG tð ÞþChange LTG tð Þ � Dt � LTG tð Þ

Intentions: The intentions (Int) denote the user’s aims for the desired behavior. They
provide focus and a measure for evaluation. The intentions are influenced by the
self-efficacy, the social norm and the outcome expectations, and adjusted by the per-
ceived impediments.

Change Int tð Þ ¼ ðbSE;Int � SE tð Þ � Int tð Þð Þþ bLTG;Int � LTG tð Þ � Int tð Þð Þ þ bOE;Int � OE tð Þ � Int tð Þð Þ
þ bSNþ Sat;Int � Sat tð Þ � SN tð Þð Þ � bImp;Int � Imp tð ÞÞ

if Change Int tð Þ � 0ð Þ :
Int tþ 1ð Þ ¼ Int tð Þ þ Change Int tð Þð Þ � Dt � 1 � Int tð Þð Þ

if Change Int tð Þ\ 0ð Þ :
Int tþ 1ð Þ ¼ Int tð Þ þ Change Int tð Þð Þ � Dt � Int tð Þ

Behavior: The behavior (Beh) describes the level of physical activity that someone is
engaged in: its value is 0 if someone is not physically active at all, and 1 if someone is
maximally active. It is mainly influenced by the self-efficacy, outcome expectations,
intentions and the impediments.
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Change Beh tð Þ ¼ ðbSE;Beh � SE tð Þ � Beh tð Þð Þ þ bInt;Beh � Int tð Þ � Beh tð Þð Þ þ bOE;Beh � OE tð Þ � Beh tð Þð Þ
� bImp;Beh � Imp tð ÞÞ

if Change Beh tð Þ � 0ð Þ :
Beh tþ 1ð Þ ¼ Beh tð Þ þ Change Beh tð Þð Þ � Dt � 1 � Beh tð Þð Þ

if Change Beh tð Þ\ 0ð Þ :
Beh tþ 1ð Þ ¼ Beh tð Þ þ Change Beh tð Þð Þ � Dt � Beh tð Þ

Satisfaction: The satisfaction (Sat) denotes one’s perception of his/her own behavior,
i.e. an evaluation of the behavior. It is based on the difference between one’s intentions
and current behavior, and adjusted with the perceived impediments.

Change Sat tð Þ ¼ bIntþBeh;Sat � Beh tð Þ � Int tð Þð Þ þ bImp;Sat � Imp tð Þ� �

if Change Sat tð Þ � 0ð Þ :
Sat tþ 1ð Þ ¼ Sat tð Þ þ Change Sat tð Þð Þ � Dt � 1 � Sat tð Þð Þ

if Change Sat tð Þ\ 0ð Þ :
Sat tþ 1ð Þ ¼ Sat tð Þ þ Change Sat tð Þð Þ � Dt � Sat tð Þ

Outcome Expectations: The outcome expectations (OE) represent the anticipated
results of performing the behavior, on a physical, personal and social level. They are
influenced by one’s satisfaction with the current behavior and the self-efficacy.

Change OE tð Þ ¼ ðbSat;OE � Sat tð Þ � OE tð Þð Þ þ bSE;OE � SE tð Þ � OE tð Þð ÞÞ
if Change OE tð Þ � 0ð Þ :
OE tþ 1ð Þ ¼ OE tð Þ þ Change OE tð Þð Þ � Dt � 1 � OE tð Þð Þ

if Change OE tð Þ\ 0ð Þ :
OE tþ 1ð Þ ¼ OE tð Þ þ Change OE tð Þð Þ � Dt � OE tð Þ

The values of all parameters (b) can be adjusted by the modeler. In the current
implementation of the model, the parameters were chosen based on correlations
between the concepts found in literature [16–18], in order to keep the ratio between the
parameters in accordance with empirical findings. This parameter set is shown in
Table 1. Additionally, one day was chosen to correspond with 10 time steps.

Table 1. Parameter settings.

Parameter bSat,SE bImp,Int bSE,Int bSE,Imp bImp,Sat bInt+Beh,Sat bSE,Beh bInt,Beh
Value 0.50 0.08 1.00 0.43 0.25 0.50 0.17 0.60
Parameter bImp,Beh bSE,LTG bLTG,Int bSat,OE bSE,OE bOE,Int bOE,Beh bSN+Sat,Int
Value 0.25 0.05 0.20 0.10 0.05 0.02 0.01 0.02
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3 Methods

In order to assess the validity of the computational model described above, empirical
data is collected, preprocessed and analyzed. These steps are described in this section.

3.1 Data Collection

The data was collected in context of a user study, in which three (versions of) physical
activity promotion apps were tested. Each of the participants (N = 108) used one of the
apps for at least 12 weeks, in the period between March and October 2016.

At the start of the experiment, the participants were asked to fill in an extensive
intake questionnaire. This questionnaire included questions about their demographics
(e.g., gender, age), about their daily life patterns (e.g., occupation, important locations,
travel options), and about psychological concepts underlying behavior (e.g., intentions,
self-efficacy). Each of the eight psychological constructs is assessed by a number of
items on a four- or five-point Likert scale, or by one item on a scale of 1 to 10. The
items were based on extensive, validated questionnaires (e.g., [16, 19, 20]).

All participants received a Fitbit One activity tracker that monitored their physical
activity and synchronized their data wirelessly to their assigned app. The tracker
registers steps, floors climbed, distance, calories burned and active minutes. As men-
tioned before, the participants measured their physical activity via the Fitbit One for a
minimum of 12 weeks (that is, apart from possible dropouts). The data from the first
week was used to assess the initial physical activity, whereas the subsequent eleven
weeks were used as ground truth to compare with the model’s predictions.

3.2 Data Preprocessing

In order to obtain the initial values for the concepts of the computational model, the
responses to the questionnaire items for assessing the psychological constructs were
aggregated per concept. As the model assumes numerical values between 0 and 1, all
responses were rescaled and averaged per concept in order to fit in that same range.

The initial value of the behavior concept was based on the Fitbit step data, rather
than self-reported questionnaire answers. This value was calculated in three steps. First,
the number of steps in the first seven days of participation was averaged, while dis-
carding any days with no recorded steps (e.g., because the participant forgot to wear the
activity tracker). Then, the average number of steps was capped off at 15,000 steps per
day, as that represents amply complying with the guideline of 10,000 steps per day.
Finally, the initial value of the behavior concept was obtained by normalizing the
average number of steps. This way, a behavior value of 1.0 corresponds with 15,000
(or more) daily steps, which is regarded as “optimal” behavior. The calculation of this
initial behavior value is shown in Eq. 1.
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Beh t0ð Þ ¼ min 15; 000;NumStepsð Þ
15; 000

ð1Þ

where NumSteps is the average number of steps for the days in the first week, dis-
carding any days with no recorded steps.

3.3 Analyses

In order to investigate the validity of the computational model, the assessments of the
psychological constructs and the normalized average number of steps in the first week
were used to initialize the computational model (as described in Sect. 3.2). Starting
from these values, the model was run to predict the physical activity behavior in the
second week, third week, etc., up to the twelfth week of the experiment. As for the
calculation of the initial behavior value, the actual behavior values for these subsequent
weeks were determined as well. Then, the actual change in behavior and the predicted
change in behavior were calculated.

The accuracy of the model’s predictions was assessed by comparing the predicted
differences to the actual differences in the behavior values. This was done by means of
calculating Spearman rank-order correlations.

In order to exclude the possibility that the model’s performance relies on certain
underlying pattern in the data (e.g., high values will probably decrease, and vice versa),
it was evaluated by comparing it to the results of a simple alternative model. In this
‘random model’, for each user a random value in [0,1] is drawn as predicted behavior
value. This random model will also show that high values generally decrease and vice
versa, as the probability of drawing a value below (for example) 0.8 is higher than
drawing a value above 0.8. Spearman correlations were calculated for the random
predictions as well. To avoid flukes, the random model was applied and evaluated 100
times, and the resulting correlation coefficients and p-values were averaged.

Although 108 participants filled out the intake questionnaire and wore the Fitbit
One for an intended period of 12 weeks, not all participants had step data for each
subsequent week (e.g., dropouts). Those were not considered in the analyses.

4 Results

The 108 people that participated in the user study were between 18 and 30 years old at
the time of the data collection. Of those, 22 were male and 86 were female. However,
the number of participants with usable data varied each week. Table 2 shows the
number of users whose data was included in the analyses.

Table 2. Number of users included and excluded in the analyses for each predicted week.

Week number 2 3 4 5 6 7 8 9 10 11

No. included users 92 88 87 85 82 78 79 79 74 72
No. discarded users 16 20 21 23 26 30 29 29 34 36
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The results of the Spearman rank-order correlation tests are summarized in Table 3.
It shows the correlation coefficient (rs) and corresponding p-value for the predictions of
both the computational model and the random model. The results of the random model
are based on 100 draws of a random prediction for each user.

To illustrate, Fig. 2 shows a scatter plot of the changes in the behavior values of 85
included users as predicted by the model (on the vertical axis) and the corresponding
changes according to the empirical data (on the horizontal axis). The scatter plot for the
random model shows the predictions of one of the 100 repeated runs.

Table 3. Results of the Spearman rank correlation for week 2 up to week 12.

Week Computational model Random model (avg)
Spearman’s rs p-value Spearman’s rs p-value

2 .4134 <.001 .2592 .0524
3 .4019 <.001 .2164 .1038
4 .3001 .0047 .1523 .2376
5 .3957 <.001 .1866 .1754
6 .3064 .0051 .1692 .2146
7 .5522 <.001 .2835 .0543
8 .3173 .0044 .1658 .2384
9 .3201 .0040 .1745 .2056
10 .2841 .0142 .1631 .2741
11 .2319 .0499 .1364 .3325
12 .3510 .0039 .1978 .2028
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Fig. 2. Correlation plots with the predictions of the computational model (a) and the random
model (b) on the vertical axis and the empirical data on the horizontal axis for week 5.
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5 Discussion

The results presented in Sect. 4 reveal that the computational model performs quite
well in predicting the change in physical activity level. The predictions show a weak to
moderate positive correlation with the actual data, which is statistically significant
(p < .05) for all predicted weeks. In contrast, the random model has both weaker and
non-significant correlations with the empirical data. However, the random model
performs relatively well on some of the weeks (i.e., week 2 and week 7). This indicates
that some characteristics of the data can make it easier to predict the change right.
Further investigation into this finding should reveal why this happens.

The work presented in this paper clearly is only a first step in the direction of
validating computational models that are applied in mHealth systems. For instance, it
would be interesting to see whether the computational model is also able to predict the
course of the behavior on a more detailed (i.e., daily) level, rather than considering the
errors for its predictions per week. On the other hand, the steady good performance for
each week suggests that the model captures the dynamics of the behavior over time
quite well. Also, the current work is limited to 12 weeks, which might not be trans-
ferrable to longer periods. The model’s performance on predicting the underlying
psychological constructs would be an interesting further exploration as well. Moreover,
as Table 2 shows, the dataset contained a substantial number of missing observations,
for example because of dropouts or participants forgetting to wear the activity tracker.
This could have affected the results, and therefore replicating the analyses on a more
complete dataset would be another valuable endeavor.

Several directions for further analysis could reveal whether the computational
model is able to perform even better than the results found in this work. For example,
the current model uses global parameters (based on indications from literature), but it is
plausible that better results could be obtained when the parameters are tuned to the
users in the dataset, either globally or individually. In addition, the computational
model does not account for the fact that the participants in the study were exposed to an
intervention during the data collection: they were using a physical activity promotion
app (see Sect. 3.1). By taking a potential effect of the intervention into account, the
model’s predictions could arguably be improved even further.

Validation of dynamic computational models is an important endeavor, as it allows
researchers to better understand the dynamics of the modeled behavior through sim-
ulations. Moreover, this work presents a step in the direction of more reliable and
effective mHealth systems. After all, if the computational models underlying their
reasoning engines are proven trustworthy, this increases the dependability of the
support provided by the mHealth systems.
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Abstract. One common health problem in the US faced by colleges
and universities is binge drinking. College students often post drinking
related texts and images on social media as a socially desirable identity.
Some public health and clinical research scholars have surveyed differ-
ent social media sites manually to understand their behavior patterns. In
this paper, we investigate the feasibility of mining the heterogeneous data
scattered on social media to identify drinking-related contents, which is
the first step towards unleashing the potential of social media in auto-
matic detection of binge drinking users. We use the state-of-the-art algo-
rithms such as Support Vector Machine and neural networks to clas-
sify drinking from non-drinking posts, which contain not only text, but
also images and videos. Our results show that combining heterogeneous
data types, we are able to identify drinking related posts with an overall
accuracy of 82%. Prediction models based on text data is more reliable
compared to the other two models built on image and video data for
predicting drinking related contents.

Keywords: Binge drinking · Social media · Machine learning · Text
classification · Image classification · Video classification

1 Introduction

Abusive alcohol consumption and underage drinking are serious, chronic prob-
lems faced by US colleges and universities. According to epidemiological studies,
about 25% of American college students report having academic difficulties due
to drinking, with problems ranging from missing classes to doing poorly on exams
or papers (Engs et al. 1996; Wechsler et al. 2002). Nationwide, around 599 thou-
sand college students each year sustain alcohol-related injuries, and 1,825 of these
students die as a result of their injuries. In addition, there are approximately
696 thousand alcohol-related non-sexual assaults each year among college stu-
dents and 97 thousand cases of alcohol-related sexual assault or rape (Hingson
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-60045-1 38



Detecting Drinking-Related Contents on Social Media 365

et al. 2009). College students with a heavy drinking problem are also much more
likely to abuse other substances, leading to more complex social and medical
consequences (Jones et al. 2001).

In contrast to older age groups with drinking problems, college students often
perceive drinking as an integral part of their higher education experience and
a ritual to becoming an independent adult. Studies show that college students
embrace the “drinker” image on social media websites, such as Facebook, Twit-
ter, Pinterest and Instagram, valuing it as a socially desirable identity (Ridout
et al. 2012; Fournier and Clarke 2011). They also tend to overestimate the
amount and frequency with which their peers drink (Fournier et al. 2013; Haug
et al. 2011), and this perception generates internal pressure to conform to the
false norm. Since students conclude that heavy drinking is normal, they do not
seek preventive or intervention health care at student health centers or else-
where (Foote et al. 2004; Moreno et al. 2012). Thus, in addition to community-
based prevention efforts (e.g., limiting alcohol availability, increasing supervision
from parents and other adults, and enforcing underage drinking laws), innova-
tive approaches are needed to use social media more effectively to identify college
students with heavy drinking problems and simultaneously help them to reduce
drinking and seek proper treatment. Due to the “social network” property of
those websites, those approaches could also educate students who now do not
have heavy drinking problems, but at risk due to their peer groups’ influence.

Further research show that between 94% and 98% of college students main-
tain a social media profile, and most report daily use (Lewis et al. 2008) of
various social media platforms (Buffardi and Campbell 2008; Ross et al. 2009).
The majority of college students do post drinking related images or text on
their profiles (Moreno et al. 2009; Moreno et al. 2010; Egan and Moreno 2011),
and alcohol manufacturers spend heavily on marketing and advertising on social
media (Winpenny et al. 2014; Jernigan and Rushman 2014). To counter a “drink-
ing culture”, public health and clinical research scholars are also utilizing social
media platforms (Moreno et al. 2014; Bull et al. 2012). For example, Morgan
et al. (Morgan et al. 2010) analyzed photos and comments from MySpace and
videos from YouTube to locate images and videos showing people drinking alco-
hol or engaging in recreational drug use. They were able to identify general
themes and patterns using an open coding technique. Moreno et al. [Moreno
et al. 2012] categorized 244 Facebook profiles into 3 groups, and found that 64%
of the profiles have no alcohol references, 20% of the profiles include 1 or more
references to alcohol use but not intoxication and 16% of the profiles have 1 or
more references to drinking problems. Hanson et al. (Hanson et al. 2013) aimed
to leverage twitter data to better understand Adderall (a psychostimulant drug)
abuse among college and university students. Lovecchio et al. (Lovecchio et al.
2010) evaluated the short-term impact of an online alcohol course for first year
students and found that compared to the control group, the treatment group
reported significantly lower levels of alcohol use, fewer negative consequences,
and less positive attitudes towards alcohol. However, these studies have been
designed to survey a small number of participants to qualitatively understand
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the use of social media among drinking college students, or to test certain inter-
vention methods in small-scale randomized controlled trials. Both require manual
analysis of the participants’ profiles on specific social media websites. Effective
interventions on social media require accurate detection of targeted audience in
an economical, fast, accurate and automatic fashion. There is an urgent need to
investigate advanced machine learning, natural language processing, text mining
and image mining techniques for detecting drinking-related contents on social
media in the format of text, image and video clips.

From the field of computer science, various machine learning and statistical
techniques have been developed for text classification for many other applica-
tions. Commonly used machine learning algorithms include k-Nearest Neighbor,
decision tree, neural network, Bayesian classifiers, expectation-maximization and
Support Vector Machine (SVM). Colas et al. (Colas and Brazdil 2006) com-
pared SVM to k-Nearest Neighbor and naive Bayes and found that SVM has
better overall performance especially in non-linear classification tasks. Similarly
Joachims et al. demonstrated that SVM produced the better accuracy compared
to naive Bayes and maximum entropy in text categorization (Joachims 1998).
In a nutshell, SVM projects the training data in the feature space onto a high-
dimension space in order to separate two classes using a kernel function. Joachims
and colleagues (Joachims 1998; Joachims 1999) illustrated in their work on how
SVM can be adapted to suit textual data. Images and videos are more com-
plicated to analyze than text, because they are represented by a collection of
2-D pixels. Previously, many systems utilized the SVM (Chapelle et al. 1999) to
classify images. Now neural network-based deep learning methods are gaining
popularity after a decade of recession (Vincent et al. 2010). The process of train-
ing the neural network starts with forward propagation to assign weights to the
perceptrons inside the layers, and then an optimization algorithm propagates
backwards on these weights to reduce errors. We adopted SVM for textual data
and AlexNet (Vincent et al. 2010), a popular neural network algorithm for image
classification in this project.

Our goal is to investigate the feasibility of identifying heavy drinking by
mining the heterogeneous data on social media, such as textual post, comments,
images and video clips. We want to answer three major research questions: (1)
How feasible it is to use social media data for detecting posts about drinking?
(2) What is the best-performing technique for analyzing each heterogeneous data
type on social media? and (3) Can we improve the prediction by combining those
data and methods together? In other words, we aim to examine the state-of-the-
art machine learning methods to automatically classify social media posts in the
format of image, video and text to tell if they contain drinking-related content.
This is the first step towards identifying college students with heavy drinking
problems and simultaneously help them to reduce drinking and seek proper
treatment using social media data. In the next section, we introduce our dataset
and describe our methodology. We then show the results in Sect. 3. Lastly, we
conclude the paper and highlight our future work.
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2 Data and Methods

Data Collection
We crawled and de-identified posts from self-identified college students on Face-
book and Twitter pages of an entertainment group called “I’m Shamacked”
(http://imshmacked.com/). “I’m Shmacked” is a company that targets on high
school and college students, organizes entertainment events and video-records
college parties in the United States. The company’s Facebook page is liked by
over 118,000 users and has thousands of posts. Using Facebook’s Graph API
(Version 2.1) (https://developers.facebook.com/docs/graph-api) and Facebook
Platform Python SDK (https://github.com/mobolic/facebook-sdk), we devel-
oped a Python application to retrieve all public visible content posted on the
timeline of “I’m Shmacked” Facebook page. The returned posts were in JSON
format with the multimedia contents presented in the form of hyperlinks. We
ran the application on November 3, 2014 and collected 4,266 posts as the study
cohort for this study.

Textual and Media Content Annotation
We have two rounds of annotations by four graduate students at UNC Charlotte,
to determine whether or not each entry contained drinking content indepen-
dently. In each round, each annotator assigns separate labels to the textual and
media contents. Then a final label (e.g., “Yes”, “No”, “Maybe”) is assigned to a
given entry. 78.5% of the final labels during the 1st and 2nd round of annotations
are identical. For the inconsistent 918 cases out of 4,266 entries, the annotators
discussed to come up with the final labels. The graduate students also explained
how they made their decision by giving keywords, features or hints, such as
mentioning of colloquial expressions for drinking (i.e., arrived, blackout, crazy,
drunk, hammered, high, hype, wasted, twisted) and appearance of red cup or
beer can in the image.

We split our dataset into 4,000 posts for building the prediction models and
266 for testing them based on the posting date. The testing data was held out
for independent evaluation of model performance. Each record is tabulated to
contain 7 columns, which are timestamp, user ID, message (text), link (to the
image or video), post type (text, image, video, links and questions), label and
hints. In Table 1, we report the percentages of the post types within each label.
Around 61% of the posts are text only without images or videos, while 18% and
11% of the posts are text with images and videos respectively.

Workflow and Methods
We summarize the steps of our workflow as in Fig. 1. The workflow starts with
collecting the Facebook posts, where many of them refer to Twitter, YouTube,
and Instagram links. Then we have our annotators to label each post into three
classes (Yes, No, Maybe). In the data preprocessing step, we randomly split the
4,000 posts into 5 folds and perform 5-fold cross-validation when building various
machine models. In each round, we use 80% of the 4,000 posts, which is 3,200 to
train a machine learning model, and use the remaining 20% as validation dataset
for performance evaluation and parameter tuning.

http://imshmacked.com/
https://developers.facebook.com/docs/graph-api
https://github.com/mobolic/facebook-sdk
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Table 1. Percentages of post types within each label.

Dataset Attribute Yes No Maybe

Training Total 11.3% 79.1% 9.6%

Text 3.6% 88.6% 7.8%

Image 28.9% 60.1% 11.1%

Video 15.2% 75.8% 9.1%

Links 22.5% 58.5% 19%

Questions 0% 0% 100%

Testing Total 22.3% 62.3% 14.3%

Text 3.2% 87.3% 9.5%

Image 28.2% 67.6% 4.2%

Video 33.7% 59% 7.2%

Links 20.8% 29.2% 50%

Questions 0% 0% 0%

In order to apply our various machine learning models on top of the hetero-
geneous data types, we first build one model per post type (i.e., text, images,
videos) separately, then sort the priority of the models according to the descend-
ing order of their performance on the validation dataset. In the end, we apply the
top-performing trained models on the hold-out test dataset for final evaluation.

Fig. 1. The workflow shows the steps of collecting and annotating the data, followed
by training and evaluating the classification models.

When building the text classification model using SVM, we filter out the links
and hashtags inside the text, because they contain special characters, which are
considered as noise (Hu and Liu 2012). After that, we create a feature vector
expressing the term frequency-inverse document frequency (TF-IDF) for each
post, as the input of the SVM algorithm using a linear kernel.

When building the image classification model, we first resize all input images
to the size of 256× 256 pixels in order to fit them into the neural network
(AlexNet). To enhance the performance of the model, we also parsed more images
from the videos. One image was extracted for every 100 frames from each of the
462 videos, and then added to the training dataset. After the forward propaga-
tion of the images through the neural network in batches, the back propagation
was performed using Nestrov’s accelerated gradient descent solver. The training
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process iterated for 30 epochs over all of the images. The test data was resized
similarly and then forward passed into the neural network for classification. On
the other hand for the video classification, we used one image per 10 frames as
the training set. We applied the same process for images, using AlexNet with
Nestrov’s accelerated gradient solver for 30 epochs.

3 Results

Using 5-fold cross-validation, the average accuracy of the SVM model is 85.52%
on the text data. On the independent test data that is held out when build-
ing the model, the accuracy of the trained SVM model equals to 82% without
using the content from the crawled links. Using the content from the crawled
links decrease the accuracy, probably due to the fact that the contents from the
crawled websites are very noisy and sometimes irrelevant to the context of the
Facebook posts (i.e., commercial advertisements).

When training in the image classification model we used 5-fold cross-
validation. We ended up at the last epoch with around 72% average accuracy,
while on the test data that is held-out, the accuracy is less than 50%, which is
insignificant. This suggests that the machine learning model based on image data
is not useful for the prediction of drinking related contents. After the images from
the videos were resized to 256× 256, the video classification model achieved a
high accuracy of 86%, which might be attributed to the larger number of images
generated from video in the training dataset. Since each video might have differ-
ent classification outcomes according to the different images we extract and use
for building the prediction models, we finalize the classification by considering
the most frequent class labels. The accuracy on the test data reached 78.8%.
The low accuracy of the image classifier might be due to the lack of amount of
training examples given as input to the neural network. The image classifier had
4350 images for training and 1449 for validation, while the video classifier had
almost 4 times that amount (i.e., 15189 extracted images for training and 5065
extracted image for validation).

Table 2 shows the confusion matrix for the three models separated by a
comma in each cell in the order of text, images, and videos on the independent
test dataset. Since the image classification model has less than 50% accuracy, we
combined the results from text and video only for the final predictions. Since the
video classifier had the highest accuracy from the cross-validation experiment,
we used the video’s predictions with a higher priority over the text’s predictions
in the combined model. Then came the text classifier as the second and the image
classifier as the third. In other words, if a post has both video and text contents,
the prediction from the video classifier decides the final label. In contrast, if a
post has both image and text content, the text classifier’s prediction is the final
decision.

The confusion matrix for the combined model is shown in Table 3. The accu-
racy of the combined model on the test dataset is around 81%, which is slightly
less than the text model’s accuracy when used solely. However, from the perspec-
tive of confusion matrix, both (the text and combined models) perform similarly.
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Table 2. Confusion matrix representing the number of predicted labels (column) cor-
responding to the ground truth (row) in the order of text, image, and video.

True/Prediction Yes Maybe No Total

Yes 38, 12, 26 7, 0, 0 15, 10, 2 15, 10, 2

Maybe 5, 17, 1 21, 0, 0 13, 7, 0 39, 24, 1

No 2, 25, 4 6, 0, 0 159, 23, 0 167, 48, 4

Total 45, 54, 31 34, 0, 0 187, 40, 2 266, 94, 33

Table 3. Confusion matrix using the combined model, the table shows the number of
predicted labels (column) corresponding to the ground truth (row).

True/Prediction Yes Maybe No Total

Yes 39 6 15 60

Maybe 5 21 13 39

No 7 4 156 167

Total 51 31 184 266

4 Conclusions

In conclusion, we find that automating the detection of binge drinking habits
through social media posts is feasible using text, image and video classification
techniques. We applied SVM on the text portions of the collected posts, and
AlexNet on the images and videos in order to build prediction models to classify
between drinking and non-drinking posts. The accuracy of the text model and
video model reached 82% and 78.8% on the hold-out dataset respectively. The
image model’s accuracy is less than 50% on the test dataset, and thus we didn’t
use it in the combined model. We also find that the text classification model
is the most reliable compared to the other two models, due to the number of
training posts provided (i.e. 61% of the posts are text only). At the end, the text
classification model performed almost the same as the combined model, because
the video classification model did not improve on the misclassified posts from
the text model. Our original expectations were that the video classifier would
have corrected those misclassified posts. But unfortunately, the results did not
support it.

There might be two challenges of building high-performance models based
on mining heterogeneous data types. First, there is much higher abundance of
text posts than image or video posts on Facebook. Secondly we observe that
college student users do not keep the drinking-related images or video clips on
their profile for long period of time. As soon as they realize that their posts
contain inappropriate image or video clips, they remove them. So truly powerful
and reliable prediction models should be able to monitor users’ activities in a
real-time fashion, with the presence of more images and videos.
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5 Future Work

This first feasibility study on detecting drinking-related contents on social media
by classifying heterogeneous data types demonstrates promising results and
encourages us to invest more efforts in this route. We envision that an ultimate
social media-based application will provide a number of advantages relative to
current practices: (1) It overcomes patients’ reluctance to admit and report their
drinking problems to authority figures. (2) When students resist participating in
public alcohol education programs or treatment plans an intelligent application
can deliver targeted information in a private and comfortable setting to stu-
dents with drinking problems whenever and wherever they need such help. (3)
A machine intelligence-based solution is economical and easy to scale up once
a useful solution is known. A directed, but non-intrusive, intervention program
is desired by many stakeholders who care about the growth and development of
college students while considering privacy rights of individuals.

The underlying technologies are also transferrable to address other public
health issues, such as illegal drug use, depression, suicide and eating disorders,
crime prevention, and to improve students’ adjustment to college. However, there
are several challenges we need to address before achieving the grand goal. First,
although the Substance Abuse and Mental Health Services Administration of
U.S. defines heavy drinking as drinking 5 or more drinks on the same occasion
on each of 5 or more days in the past 30 days, this term needs to be further
quantified when transforming into users’ online activities on social media. We
need to conduct more studies with behavioral and substance-abuse scholars to
determine what online behaviors count as unhealthy, heavy drinking and who
can be the target users for social media-based intervention. Another avenue
of interest is to implement near-real-time classification, which is sensitive and
reliable enough to catch all relevant and risky drinking activities posted on social
media, as observed in our study that social media users often delete inappropriate
contents, particularly in the format of image and video after impromptu posting.
Last but not least, the posting of drinking-related contents on social media is
still a rare event by nature. Such imbalance inevitably impedes the performance
of machine learning algorithms. We did not address much of this issue in this
project. In future, we aim to develop techniques that perform undersampling or
oversampling of asymmetric categories to create more balanced training datasets
and improve model performance (Nguyen et al. 2011; Liu et al. 2009).
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Abstract. Data on disease burden is often used for assessing population health,
evaluating the effectiveness of interventions, formulating health policies, and
planning future resource allocation. We investigated whether Internet usage
data, particularly the search volume on Google and page view counts on
Wikipedia, are correlated with the disease burden, measured by prevalence and
treatment cost, for 1,633 diseases over an 11-year period. We also applied the
method of least absolute shrinkage and selection operator (LASSO) to predict
the burden of diseases, using those Internet data together with three other
variables we quantified previously. We found a relatively strong correlation for
39 of 1,633 diseases, including viral hepatitis, diabetes mellitus, other headache
syndromes, multiple sclerosis, sleep apnea, hemorrhoids, and disaccharidase
deficiency. However, an accurate analysis must consider each condition’s
characteristics, including acute/chronic nature, severity, familiarity to the public,
and presence of stigma.

Keywords: Disease burden � Prevalence � Treatment cost � Search query
volume � Page review � Least absolute shrinkage and selection operator
(LASSO)

1 Introduction

The term “disease burden” refers to the financial, medical, or socio-economic impact of
a disease or health problem [1]. Researchers in public health frequently measure the
burden of various diseases or health problems across different geographic locations or
at different time points, for purposes such as assessing population health, evaluating the
effectiveness of interventions, formulating health policies, and planning future resource
allocation.

There is no consensus on the bestmeasure of disease burden; the choice often depends
on individual value or specific need. One common measure is financial cost. It summa-
rizes the direct and indirect costs due to illness,which can be nontrivial for the low-income
population. For example, Paez et al. examined the out-of-pocket expenses, which are the
economic burden for patients and their family, for more than 100 chronic conditions in
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both adults and children. What they revealed was that the annual out-of-pocket expenses
increased by 39.4% from 1996 to 2005 in the US, after inflation adjustment [2].

Another measure of disease burden is mortality rate. It counts the number of
deaths due to a specific medical condition in a particular population, scaled to the size
of that population, in unit time. In one study on the correlation between diabetes and
ischemic heart disease (IHD), Laing et al. found that young adult women with diabetes
were more than 8 times more likely to die of IHD than those without diabetes were.
Similar trends were observed among young adult men, older men, and older women;
and patients with Type I diabetes were found to have a relatively higher IHD mortality
rate than patients with Type II diabetes [3].

By contrast, morbidity rate describes the frequency with which a disease occurs in a
population and is often calculated by incidence rate and prevalence rate. Incidence rate
refers to the proportion of newly diagnosed cases of a disease in a population, while
prevalence rate accounts for both newly diagnosed and pre-existing cases of a disease.
Corbett et al. found that worldwide, among 0.9 million cases of newly diagnosed adult
cases of tuberculosis (TB) in 2000, 9% were attributable to HIV. In selected African
countries and United States, 31% and 26% of TB cases were attributable to HIV,
respectively. However, TB led to about 11% of adult deaths from AIDS [4]. This study
indicated the comorbidity of TB and HIV, and highlighted the need for a targeted
intervention strategy in countries with a high prevalence of HIV and TB.

A more sophisticated measure of disease burden is Disability Adjusted Life Years
(DALYs). It is defined as the Years Lived with Disability (YLDs) plus the Years of
Life Lost (YLLs) owing to a disease or health problem. Both YLDs and YLLs are
age-weighted to reflect productivity and societal investment (e.g., years lived as a
young adult are valued more than years spent as a young child or older adult). DALYs
is the primary measure of disease burdens developed for the most comprehensive
worldwide observational epidemiological study to date – the Global Burden of Disease
Study [5], in which researchers have been estimating DALYs among populations of
different ages, sex, and countries for more than 200 diseases and causes of death since
1990. Several developed countries, including the Netherlands [6] and Australia [7], use
DALYs to survey and compare their nationwide burden of diseases for public
policymaking.

Obviously, each of these established measures of disease burden has its own
limitations. The financial cost of a disease, for instance, does not reflect health-related
quality of life and untreated cases [8]. Mortality rate does not capture the disease
burden prior to death [9], and in practice, it is often difficult to determine the actual
cause of death as it is often the consequence of multiple diseases or injuries [10].
Morbidity does not adjust for the severity and impact of diseases. DALYs require a
large amount of time and resources to calculate. This situation has led to many pan-
demic and rare diseases being left unstudied, and made it barely possible to compare
the disease burden across a large number of diseases over time [11, 12]. Further, the
estimates of disease burden from different studies sometimes conflict with each other.
The prevalence of Parkinson’s disease in Spain was reported to be 1.5%, 0.6%, and
0.2% in 1994, by three separate groups [13–15].

In recent years, new data from the Internet have revealed novel utility in different
fields. For instance, Ginsberg et al. used some search query keywords describing
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influenza-like illness on Google to predict influenza epidemics, as they were highly
correlated with the actual influenza prevalence data reported by Centers for Disease
Control and Prevention [16]. Similarly, Moat et al. identified correlations between the
stock prices of 30 Dow Jones Industrial Average component companies and weekly
Wikipedia page review data, and were able to increase their portfolio return by 65%
using Wikipedia page review data instead of conventional strategies to build prediction
models [17]. Therefore, we investigated whether mining these new data sources, pri-
marily Google Trends and Wikipedia page review data, would allow the estimation of
disease burden for a large number of diseases in an automated and cost-efficient way.
Specifically, we examined the alignment of disease burden in terms of disease
prevalence and financial cost for 1,633 diseases over 11 years with Google Trends and
Wikipedia data. We also applied the least absolute shrinkage and selection operator
(LASSO), a regression method that accomplishes variable selection and regularization,
to predict the burden of diseases, using the Internet data along with other variables that
we quantified in a previous study [18] for four specific diseases.

2 Data and Methods

2.1 Data Collection

Google Trends and Wikipedia are two publicly available data sources that record
searching and browsing activities related to various diseases and health conditions on
the Internet. On Google Trends (https://www.google.com/trends/), users enter one to
five key words to retrieve their relative search volume. The upper-right panel of Fig. 1
shows the output of querying “breast cancer,” “obesity,” “acne,” “headache,” and
“anemia” in the interactive user interface. The x-axis gives the timeline and the y-axis

Fig. 1. Strategy to retrieve relative search volume from Google Trends for 1,633 diseases.
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gives the normalized search volume in percentages, where the denominator is the
highest search volume among all queried terms in the given time frame (e.g., in Fig. 1,
the highest search volume is for breast cancer around October 2012). Google Trend
also allows users to specify the geographic location, time period, data source category
(i.e., Arts & Entertainment, Books & Literature, Health), and the type of search (i.e.,
web search, image search, news search), or to use their Application Programming
Interface (API) for batch queries. In our experiment, these parameters were set to
worldwide, from 2004 (earliest available year for Google Trends) to 2014, all cate-
gories, and web search, respectively. Further, we developed a two-step strategy to
retrieve the relative search volume for 1,633 diseases from 2004 to 2014. As shown in
the left panel of Fig. 1, the first step was to find the disease with the highest search
volume during the defined time framework among all our diseases of interest and set it
as the baseline disease. Thereafter, we categorized all the diseases into 5-disease
groups, with the baseline disease inserted into each group, and queried Google Trends
again (shown on the right panel, Fig. 1). Hence, the normalization denominator for
each group was the same. Wikipedia provides a simpler API that allows us to download
the weekly page review counts of each disease term from 2008 to 2014. We computed
the annual Wikipedia review counts by adding up all 52 weeks of a year.

2.2 Disease Nomenclature

When diseases or medical conditions are mentioned in different online contexts, they
can be abbreviated, exhibit various morphological or orthographical variations, or have
multiple synonyms. For example, medical professionals refer to stroke as cere-
brovascular accident, cerebrovascular insult, or brain attack. To ensure the complete-
ness and consistency of the query results, we used the metathesaurus of the unified
medical language system (UMLS) [19], which unifies more than one million medical
concepts and five million names from more than a hundred biomedical controlled
vocabularies and terminologies. For each of the 1,633 diseases of interest, we queried
Google Trends and Wikipedia using all of its synonyms and defined its search volume
as the highest search volume among all its synonyms.

2.3 Benchmark Data on Disease Burdens

We obtained the benchmark data on disease burdens during 2004 and 2010 from our
previous study [18], and the data for 2011 to 2014 from a large medical claims database
—MarketScan®—offered by Truven Health. Using the UMLS, we set the disease
terminology for our analysis to be PheWAS codes as they represent clinically mean-
ingful phenotypes with appropriate granularity [20]. More specifically, for 1,633 dis-
eases defined by PheWAS codes from medical claims databases with non-zero Internet
or disease burden data, we calculated the relative prevalence and the relative treatment
cost, together with the relative number of publications and the relative number of
clinical trials using the method introduced in our previous study [18]. The “relative”
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treatment cost, for instance, is defined as a given disease’s treatment cost divided by the
total treatment cost of all the 1,633 diseases. This way, different factors become unitless
and comparable.

2.4 Analytic Method

We denote the relative search volume of disease i in year j on Google as Gi;j, wherePn
i¼1 Gi;j ¼ 1: Thus, the vector G;j, which can be extended as (G1;j;G2;j;G3;j; . . .;Gn;j),

represents the relative search volume of all n diseases in year j on Google, and the
vector Gi;, which represents (Gi;1;Gi;2;Gi;3; . . .Gi;m), denotes the relative search volume
of disease i in all m years of interest on Google. Similarly, we define the relative page
review counts of disease i in year j on Wikipedia as Wi;j, the relative prevalence of
disease i in year j as Pi;j, and the relative treatment cost of disease i in year j as Ci;j.

To determine whether the information from Google Trends and Wikipedia can
approximate the burden of diseases from three dimensions, we first examined the
correlations between the Internet data and disease burdens measured by relative
prevalence and relative treatment cost for all the diseases of interest as a whole. We did
so by computing the Pearson correlation coefficients of (G;k;P;l) and (G;k; C;l) for years
from 2004 to 2014 and the Pearson correlation coefficients of (W;k;P;l) and (W;k; C;l)
for years from 2008 to 2014. We also computed Spearman Rank correlation coeffi-
cients and the p values, to test the null hypothesis that the Internet data is not correlated
with those disease burden measures.

Second, we determined whether the Internet data could forecast the disease burden
during the same year, one year later, and two years later on an individual disease level.
Mathematically, for each disease i, we computed the Pearson correlation coefficients
between the relative search volume on Google and relative disease prevalence ðGi;;Pi;Þ
(Gi;; ~Pi;), (Gi;; P

�
i;), between the relative page reviews on Wikipedia and relative dis-

ease prevalence (Wi;; Pi;), (Wi;; ~Pi), (Wi;;P
�
i;), between the relative search volume on

Google and relative treatment cost (Gi;;Ci;), (Gi;; ~Ci;), (Gi;; C
�
i), and between the rel-

ative page reviews on Wikipedia and relative treatment cost (Wi;;Ci;), (Wi;; ~Ci;),

ðWi;; C
�
i;Þ, where ~Pi; ¼ Pi;2;Pi;3; Pi;4; . . .; Pi;mþ 1 P

�
i; ¼ ðPi;3;Pi;4;Pi;5; . . .Pi;mþ 2Þ,

~Ci; ¼ ðCi;2;Ci;3;Ci;4; . . .;Ci;mþ 1Þ, and C
�
i; ¼ ðCi;3;Ci;4;Ci;5. . .Ci;mþ 2Þ.

Finally, we used a LASSO-based regression model to predict the relative disease
burden ð~Pi;; ~Ci;Þ or using Gi;;Wi;, and three other variables introduced in our previous
work [18], namely the relative number of scientific articles from PubMed (Li;), relative
number of clinical trials (Ti;), and relative funding from the NIH (Fi;). LASSO is more
powerful than traditional linear regression as it uses variable (feature) selection and
regularization [21]. The diseases we chose are viral hepatitis, diabetes mellitus, other
headache syndrome, and multiple sclerosis, whose relative burdens demonstrated the
biggest correlations with relative search volume on Google and relative page review on
Wikipedia in the second step. All these computations were performed in the R pro-
gramming environment, in which LASSO is simulated by the “glmnet” package [22].
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3 Results

First, for all the diseases as a whole, we analyzed the correlations between disease
burdens, measured by relative disease prevalence (P;l) and relative treatment cost (C;l),
and the relative search volume on Google at different years. Table 1 lists the Pearson
correlation coefficients. The coefficients in Table 1(a) are all greater than the corre-
sponding values in Table 1(b), indicating that the prevalence of diseases is more
correlated to search volume than treatment cost. This can be explained by the defini-
tions of those two measures. The treatment cost of a disease equals to its prevalence
times the average treatment fees for each patient with the disease diagnosis in a given
year. When all diseases are evaluated as a whole, the treatment cost estimate will have a
larger variation than disease prevalence, therefore reducing its correlation with the
relative search volume data on Google.

We were also interested in the relationship between the relative search volume on
Google in a given year t and the relative prevalence of a disease in year t-1 (the
highlighted area under the diagonal lines in Table 1), as we initially assumed that
individuals search the Internet once they receive a diagnosis. However, we did not
observe such a trend. This might be owing to the fact that not all patients with a certain
diagnosis will search the Internet and not all people who search for a particular disease
on the Internet are diagnosed patients, or the fact that the computation of prevalence
includes both newly diagnosed and pre-existing cases. An observable trend is that the
Pearson correlation coefficients in the diagonal and right under the diagonal increase
slowly with time, despite a few downward instances during 2009 and 2011. Such a
weak increase suggests that it is becoming increasingly common to search the Internet
for health-related topics.

We also tested the null hypotheses that cor ðG;k;P;lÞ ¼ 0 and co ðG;k;C;lÞ ¼ 0 and
found that all the computed p values were less than 0.05. Therefore, we concluded that
the relative search volume on Google and the relative disease prevalence (or the
treatment cost) are unlikely to be uncorrelated. The correlations between the relative
page reviews on Wikipedia and relative disease burdens showed similar trends during
2008 and 2014. The p values of the hypothesis testing (https://cci-hit.uncc.edu/
resources/rqJan2017TableS1.xlsx) and correlation analyses between the relative page
reviews on Wikipedia and relative disease burdens (https://cci-hit.uncc.edu/resources/
rqJan2017TableS2.docx) can be found on our website.

Overall, the correlation coefficients between relative search volume on Google (or
relative page reviews onWikipedia) and relative disease burden measures are small—all
are less than 0.35. We thus assessed the correlations between relative search volume on
Google (Gi) and relative disease burdens (Pi, Ci,) with 0-year, 1-year, and 2-year
intervals for individual diseases. Filtering by p < 0.05 on all the six correlation coeffi-
cients left 60 diseases. Twenty-one diseases that had high correlations owing to missing
values in either Google Trends or disease burden data were then excluded, and the
remaining 39 diseases and their Pearson correlation coefficients are listed in Table 2.
Black and white values refer to positive and negative correlations, respectively.
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In Fig. 2, we also plotted the correlation patterns for four representative diseases.
Figure 2(A) shows that viral hepatitis is becoming less and less popular in Google

Search, which corresponds to its decreasing prevalence and treatment costs.
Figure 2(B) shows that diabetes mellitus is searched less and less frequently on
Google, but both its prevalence and treatment cost are increasing with time. This might
indicate that as a chronic condition, diabetes mellitus requires long-term treatment but
is underestimated by the public. “Other headache syndromes” in Fig. 2(C) exhibits a
rising popularity in Google Search, but both its prevalence and treatment cost went
down from 2004 to 2014. According to our communication with clinicians, one

Table 1. The correlations between relative search volume on Google (G;k) and relative disease
burdens (P;l and C;l) during 2004-2014
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Table 2. 39 diseases demonstrate strong correlations between relative search volume on Google
and disease burden measured by relative prevalence and relative treatment cost
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reasonable explanation is that headache is underdiagnosed as many people do not seek
medical consultation for headache. Instead, patients simply turn to the Internet for
information. In Fig. 2(D), the relative search volume for multiple sclerosis on Google
aligns well with its prevalence but the treatment cost has been rising dramatically,
possibly owing to the increase in the cost of medication, which occurred in the same
period [23].

Finally, we explored whether the relative search volume on Google (Gi;), relative
page review on Wikipedia (Wi;), relative disease prevalence (Pi;), relative treatment
cost (Ci;), and three other variables we quantified in our previous study [18], namely
the relative number of scientific articles from PubMed (Li;), relative number of clinical
trials (Ti;), and relative funding from the NIH (Fi;) for year t could predict the relative
disease prevalence (~Pi;) or relative treatment cost (~Ci;) for year t + 1, using LASSO for
each of the 39 diseases we identified in the previous step. Figure 3 shows the LASSO
cross validation curves and variable selection results for the treatment cost prediction of
sleep apnea, hemorrhoid, disaccharidase deficiency, and diabetes mellitus. With the
shrinkage of lambda (bottom horizontal axis; log scale), mean-squared error (MSE, left
vertical axis) decreases until the minimum value (close to 0 in Fig. 3) is reached at the
left vertical line. The right vertical line gives the optimal model where the error is
within one standard deviation from the minimal MSE. The correlation coefficients and
intercept of the fittest model are listed in each panel. It seems that not all five variables

Fig. 2. The correlations between relative search volume on Google (solid lines) and relative
disease prevalence (dotted lines) and treatment cost (dashed lines), for (A) viral hepatitis,
(B) diabetes mellitus, (C) other headache syndromes, and (D) multiple sclerosis.
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are related to treatment cost prediction in each case, but the relative treatment cost from
the previous year is most useful, which is consistent with our previous findings [18].
We repeated the analysis for relative disease prevalence (~Pi;) (https://cci-hit.uncc.edu/
resources/rqJan2017FigS1.jpeg). The results confirmed that the predictive powers of
the aforementioned factors vary in accordance with each case.

4 Discussion and Conclusions

In the present study, we investigated the correlation between search volume on Google
and page view counts on Wikipedia with disease burden, measured by prevalence and
treatment cost, for 1,633 diseases over an 11-year-period. Our analysis revealed that
disease prevalence is more strongly correlated to search volume on Google and page
view counts on Wikipedia than treatment cost. A relatively stronger correlation exists
for 39 out of 1,633 diseases, including viral hepatitis, diabetes mellitus, other headache
syndromes, multiple sclerosis, sleep apnea, hemorrhoids, and disaccharidase defi-
ciency. However, the relative search volume on Google and page view counts on
Wikipedia for different diseases displayed different correlation patterns with their
prevalence and treatment costs. Further, the LASSO regression analysis showed that
the relative search volume on Google, relative page review on Wikipedia, relative
disease prevalence, relative treatment cost, relative number of scientific articles from
PubMed, relative number of clinical trials, and relative funding from the NIH have
various power for predicting future disease burdens. However, our analysis is limited to

Fig. 3. LASSO cross validation curves and estimated coefficients of four diseases. (A) Sleep
apnea, (B) Hemorrhoids, (C) Disaccharidase deficiency, and (D) Diabetes mellitus.
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prevalence and treatment cost, but not other measures of disease burden due to data
availability and comparability. The findings also caution us not to over-generalize
when estimating disease burdens for the purpose of understanding population health,
formulating health policies, or planning resource allocation. Instead, we should con-
sider each individual disease according to its characteristics, such as the acute/chronic
nature, severity, familiarity to the public, and presence of stigma.
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Abstract. Statistical and machine learning approaches to named entity
recognition have risen to prominence in the field of natural language
processing. Certain named entities, specifically biomedical software, is a
challenge to identify as a named entity. One direction is investigating the
use of contextual semantic information to assist in this task as alluded to
by previous researchers. We introduce an ontology-driven method that
experiments with both information extraction and inherited features of
ontologies (e.g., embedded semantic relationships and links to entities)
to automatically identify familiar and unfamiliar software names. We
evaluated this method with a set of biomedical research abstracts con-
taining software entities. Our proposed approach could be used to further
augment other named entity recognition methods.

1 Introduction

Ontology researchers often recognize the symbiotic relationship between the
fields of ontology and natural language processing. Both are concerned with
terminology and the contextual meaning of terms, including how to make these
terms interpretable by and interactive with machines. This study describes a sys-
tem in which both ontology and natural language processing methods attempt
to solve a known text mining challenge named entity recognition (NER). We will
discuss a unique method that could harness some of the features of an ontology,
specifically terms and properties of an entity, and unsupervised open information
extraction (OIE) methods to identify and estimate probable software terms in
a corpus. While NER has various use cases in biomedical research [23,24], one
current and practical use case is utilizing named entity recognition for indexing
documents of a corpus, specifically for biomedical software [10–12].

According to Gruber, an ontology is an explicit specification of a concep-
tualization [15]. The basic information handled by ontologies are knowledge
triples, factual statements about the domain in subject-verb-object format. The
manifestation of the ontology comprise triples ontology languages such as RDF
(Resource Description Format)1 and OWL (Web Ontology Language)2. Relat-
ing to knowledge triples and supporting the complementary nature of natural
1 https://www.w3.org/TR/2014/REC-rdf11-concepts-20140225/.
2 http://www.w3.org/TR/owl2-overview/.
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language processing (NLP) and ontology, natural language tools like information
extraction can assist in extracting triples from a corpus.

Past studies have used ontologies for NER tasks. In the biomedical domain,
ontology-based NER have mined text using the Unified Medical Language Sys-
tem (UMLS) for protein names [27], gene identification with the Gene Ontology
tool [6], or general biomedical information (BioAnnotator) [22]. These studies
mainly used the ontology as a dictionary of terms (gazetteer) to identify familiar
entities, assisted with supplementary statistical or rule-based systems. However,
a gazetteer technique weaknesses is how the term is represented between the
ontology source and the text. Outside the biomedical domain, Hassell et al.
introduced an NER study of researchers’ names from an online source using an
RDF-coded ontology of researchers [16], and Cimiano and Volker explored NER
with a tourism domain ontology [7]. DBpedia Spotlight is another service for
automated ontology-based corpus annotation [21].

There is renewed stress that published research be replicable and on the
idea of open-curated research data for disclosure3. The latter not only applies to
datasets but also to other artifacts of research that supplement research work-
flow. One of these includes software deployed in the research workflow, par-
ticularly the software tools used to generate data (and perhaps reproduce the
data to replicate the study). Additionally, there is a growing need to benchmark
biomedical research to identify elements within a research study to encourage
replication of results and offer viable resources to further expand on a study.
Also, an expanding corpus of biomedical research literature needs to be indexed
and identified to highlight various resources. These resources (or resourceome)
could include databases and software important for other biomedical researchers
to further their own studies and determine future best practices.

Currently, there are several tools, either directories or ontologies, to index
resources [1,4,28]. However, to efficiently identify and handle these resources
within the biomedical literature is challenging and requires automated text-
mining methods [5]. Specifically, NER has successfully demonstrated recognizing
specific entities in biomedical literature, like proteins and genes [17–19,25,26].

University of Manchester researchers have published studies utilizing text
mining of bioinformatics software and database entities. Duck et al. developed
the bioNerDS system, which used a scoring method based on the word pattern
and clues of the entity to determine the software entity [12], and depending
on the corpus, f-measure varied between 63–91%. Later, Duck and coworkers
introduced a supervised machine-learning approach for NER that averaged 58–
63% for strict and 65–70% for less strict identification of software and database
on a corpus of 60 documents [11]. This approach specifically experimented with
CRF++ with orthogonal, lexical, dictionary, and syntactic features. However,
the researchers suggested that if contextual information has been accounted for,
potential improvements could be made.

Biomedical software is primarily involved in analyzing and producing data
and therefore, like datasets and documented workflows, is critical for study repro-

3 https://bd2k.nih.gov/.
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ducibility. This led Malone et al. to develop a formal ontology of biomedical
software for the purpose of describing “resources used in storing, managing and
analyzing data” (Malone et al. 2014:3) [20]. Curating requirements from a series
of workshops, through an agile-like software engineering process, an ontology
encoded in OWL was developed with 4067 classes, 56 objects and data proper-
ties, and 119 individual instances, based on figures from the National Center for
Biomedical Ontologies’ BioPortal4. In our study, we used the published Software
Ontology (SWO) to help define the identification of software that could harness
the ontology for dictionary-based NER and other experimental approaches.

If one is given a document to identify or to annotate specific entities, it is
possible to use a gazetteer approach to match an entity’s exact or similar terms.
However, if an entity’s term is not listed in the gazetteer, either by lack of updates
or of familiarity, it would be difficult to annotate it. Using the biomedical soft-
ware literature example, while some research may contain terms that are asso-
ciated with commonly known software, e.g., Weka, Ubuntu Linux, or Protégé,
others may use terms from an ad hoc software tool or a lesser-known software
name. Therefore, using an ontology that contains a list of named entities as the
gazetteer may be limiting. Despite this, an ontology also describes the entity’s
properties and relationships to other concepts. The additional information could
identify unfamiliar entities without the need of the exact or a similar term. Unlike
the aforementioned ontology-based, “dictionary lookup” (gazetteer) approaches,
the semantic relationships and properties may serve as embedded decision rules
to identify unfamiliar entities. Our proposed approach relies on the knowledge
triples upon which the formal ontologies are built, and the unique advantage is
that even if the ontology is not updated with new entities, the system can still
recognize terms based on semantic information.

Figure 1 illustrates an scenario wherein a NER system used a gazetteer of soft-
ware terms, and the term “BioPerl” is encountered. The system then recognizes
the entity as a software name and identifies it as software. In a different docu-
ment, the same NER system encounters another software name, but the name
is unrecognized because it is not listed in the system dictionary. Yet within the
document, there exist semantic relational information pertaining to the entity:

– the entity has interface “application programing interface”
– the entity has version “2.1.0”, and
– the entity has license “Apache License v2”

Based on the information, one can reasonably assume that the unknown
entity is a software. While an ontology can be a source of exact or similar terms to
denote entities, it can also be the source of the entities’ properties and relational
information to distinguish a term belonging to a concept, like software. Overall,
we assume that an unsupervised knowledge-based approach, driven by ontology-
based tools, could identify familiar (known) or unfamiliar (unknown) named
entities.

4 http://bioportal.bioontology.org/ontologies/SWO.

http://bioportal.bioontology.org/ontologies/SWO
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Fig. 1. Hypothetical software entities. Familiar name (left) and unfamiliar name (right)
with the same properties and relationships.

To demonstrate, we identified software entities using the ontology-based app-
roach described herein. We experimented with both open information extraction
(OIE) and inherited features of ontologies to automatically annotate familiar and
unfamiliar software names. This system utilized the published SWO to provide
the ontology support for this study. After software names from research abstracts
are annotated, we will evaluate the accuracy by manual inspection of the results
and calculate its precision, recall, and f -measure.

2 Materials and Methods

We developed Java-based software that imports a set of biomedical abstracts
in plain text format and automatically annotates terms that are estimated to
be software based on a sample ontology and extracted knowledge triples. The
system utilizes natural language components for the knowledge triple extraction
and word similarity algorithms. Ontology components, OWL API (application
program interface)5 and SWO, are also incorporated into the system.

2.1 Ontology Components

For the system to interact with an NER ontology, the OWL API is required
to help find the relevant software names, all associated object properties, and
any connected non-software terms. Additionally with the OWL API, the system
builds gazetteers of types of terms for matching and term similarity. We will use
the recent SWO in OWL2 format as the subject ontology.

2.2 Natural Language Processing Components

The fundamental element of an ontology is a triple which expresses a basic state-
ment of knowledge as subject-verb-object. The ClausIE Java-based library [9] is
an unsupervised open information extraction module that produces knowledge

5 http://owlapi.sourceforge.net/.

http://owlapi.sourceforge.net/
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triples (called prepositions) based on decision rules from the grammatical struc-
ture of the sentences and the utilization of dependency parsing, and surpassing
the accuracy of other OIE methods.

Both the ws4j library6 and MIT’s Java WordNet Interface (JWI) [13] are
additional utilities. Our system harnesses term similarity metrics to find simi-
larity between the ontology properties and the extracted knowledge triple verb.
Our system uses JWI for lemmatization due to lack of support for this feature
in ws4j.

Each of the eight word similarity algorithms7 had its own scale, 0 to 1, 0 to
infinity, etc. Furthermore, there is not uniform agreement of similarity among
algorithms if two terms are said to be similar. The challenge was to select one or
a few algorithms to determine similarity or to devise an aggregate score from all
eight algorithms. Based on earlier experimentation, the latter was chosen and
a simple composite of the score was used where each result of the metric was
equally weighted. It was determined that if the similarity score was higher than
a set threshold, then the similarity is found between terms. In this study, we set
the threshold to 0.6.

Other utilities include the Apache Commons8 library and Google’s Guava9.
Guava is used for string-based manipulation, and Apache Commons provides
string similarity, specifically Jaro-Winkler, which is said to be appropriate for
proper name matching [8,14]. Jaro-Winkler produces a score between 0 and 1,
with a higher score indicating similarity. Arbitrarily for the study, the threshold
for similarity was set at 0.85. The tool was developed using Eclipse’s e4 plat-
form10 for GUI (graphical user interface) interaction and reporting. We collected
194 abstracts of biomedical studies that described the use of software, and we
included the titles in plain text format for input.

2.3 Implementation

The software implementation was developed in Java 8 SDK. The University of
Texas Health Science Center faculty provided the corpus of 185 random biomed-
ical abstracts with titles from PubMed (MeSH term “Software”). The system
tokenized each sentence and imported the merged version of the SWO. Then, the
system generated a gazetteer based on the terms from the “software” class and
subclasses. Also, the system extracted the software class’s (and its subclasses)
object and data properties, including the domain objects connected to the class
and subclass. The system is bifurcated by subsystems - gazetteer match and
ontology rule-based match.

6 https://code.google.com/p/ws4j/.
7 Hirst and St-Onge (1988), Leacock and Chodorow (1988), Banerjee and Pedersen
(2002), Wu and Palmer (1994), Resnik (1995), Jiang and Conrath (1997), Lin (1998),
and ws4J’s PATH.

8 http://commons.apache.org/.
9 https://github.com/google/guava.

10 http://eclipse.org.

https://code.google.com/p/ws4j/
http://commons.apache.org/
https://github.com/google/guava
http://eclipse.org
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Fig. 2. Core process to discover and collect software names from corpus.

Gazetteer Match: After the system was initialized, it preformed a batch process-
ing of each document and iterated through each sentence. A sentence level sum-
mary of the process is presented in Fig. 2. With each sentence, the proper nouns
are extracted and each is matched, either using Jaro-Winkler string similarity
or an exact match with a software term in the ontology-based gazetteer. If the
exact match is made or the similarity score is above 0.85, the match is recorded.
This is called a simple gazetteer approach for NER.

Ontology Rule-Based Match: After knowledge triples were obtained and their
parts recorded, the system continued with the same sentence to seek out unfa-
miliar software terms. With the object part of the knowledge triples, the system
matched the main nouns from the object part with either the non-software terms
or the software terms. If a match was found, the system notes a match with the
subject. In the example bs4jx > is encoded in > Java, where “Java” is the
object and “bs4jx” (fictitious software) is an unfamiliar software entity, we want
to discover if “Java” is matched with the same term described in SWO under
the “programming language” class.

In order for “bs4jx” to be noted as a software entity, the system must match
the predicate (“is encoded in”) with a predicate associated with “Java” from the
SWO. After which, “bs4jx” would be annotated as a software entity. Continuing,
with the extracted relation (verb) term(s), unnecessary words, like “are” and
“a” were removed and the main term was reduced to its lemma form using
JWI. Once the relation term preprocessing is prepared, the tool then queries
the relationship terms for the “software” class and compares it with relational
terms from the sentence using word similarity metrics from the ws4j library. For
this step, the tool retrieves a normalized total score from each of the semantic
similarity algorithms. If the normalized score is above the threshold (0.6), the
relational term from the sentence and the property term are noted to be similar.
Then, the subject would be recorded as a software entity. Finally, the identified
terms are collected and output to the system user.
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3 Results

In its trial run, the system outputted a CSV file of the tokens from the abstracts,
along with tokens that were annotated to be software. From the output file, the
system recognized over 100 entities from the biomedical abstracts deemed to be
software. A tally of annotated entities and entities were recorded (Table 1).

Table 1. Precision, recall and f-measure for views of data.

Precision Recall f-measure

Basic results 0.66 0.32 0.43

Removed stop words 0.66 0.36 0.47

Removed stop words + referred software entities 0.66 0.44 0.53

Overall, there were 176 software entities in the corpus, and the system cor-
rectly annotated 116. Table 1 presents the precision, recall, and f -measure for
different views of the data. Basic results represents the unembellished data gath-
ered from the trial.

The system did not implement any stop words removal that were domain
independent (e.g., the, we, our). Removing stop words filters the stop words that
were incorrectly identified as software, which slightly improved the recall. View-
ing the data further, we noted nouns (software, tools, programs) or pronouns
(this, it, their) that referred to the primary software entity discussed in the
document, and we filtered the data, resulting in improved recall and overall
f -measure.

Of interest was the number of software entities annotated as the result of
relational-based matching, instead of the direct software name matching from
the ontology. Fifty-eight nouns and pronouns were deduced by the system as
software, solely through the use of corresponding with the ontology’s properties
and relational terms.

4 Discussion

The unique aspect of this study is that it utilized a combination of state-
of-the-art information extraction methods and ontology-based tools for NER.
Another unique contribution, we used semantic relationships in our study, which
served as foundational decision rules to identify unfamiliar entities. Previously,
one ontology-based study yielded an f-measure of 0.66 using domain-specific
string matching and the UMLS ontology for protein names [27]. With Cimi-
ano and Volker’s study, the precision, recall, and f-measure was 0.37, 0.29, and
0.33, respectively [7]. Mendes et al. evaluated DBpedia Spotlight with randomly
selected paragraphs from the New York Times, and depending on annotation
configuration, the f-measure was 0.45 and 0.56 [21]. Hassell et al.’s research [16],
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which involves identifying scientific researchers’ names from DBWorld online
postings, specifically the researcher’s co-authorship with others. For that spe-
cific use case, precision was 0.97 and recall was 0.79 [16].

Limitations. Our study was limited in that each document was an abstract and
thus provided limited information from which to deduce entities. We assumed
that with a full document that contained more information about the specific
software, the system could improve in its pinpointing software entities, particu-
larly unfamiliar ones. An abstract may have one or no sentence that describes
the software, which would make it challenging for this system to determine soft-
ware entities in the documents. Additionally, the processing speed could also be
improved with parallel threading or big data technologies, like Apache Spark.

The SWO had a substantial number of class and property terms, but it is
possible that the ontology, like most ontologies, was limited and may not cover
the domain beyond the software names or the properties and attributes. For
this method to be effective, we need a comprehensive ontological description of
what constitutes software. But this, compounded by what software engineer-
ing researchers like Brooks [2] and Budgen [3] call the “invisibility” feature of
software, makes modeling difficult.

Future Direction. Aside from the technical improvements, this study has the
potential to promote the use of ontology for natural language research and
thereby improve these results. Another possibility is to update ontology termi-
nology with new entities whenever a new entity name is discovered. We found,
for example, an abstract with a labeled entity, but the same entity in another
abstract was not labeled. This might have been avoided if the ontology had been
updated upon successful disambiguation.

There is also an option to experiment with alternative term similarity meth-
ods. The current subroutine that handles term similarity between properties
using similarity metrics is time consuming. In the future, it would be ideal
to utilize alternate, faster methods to compare terms. Also, the system could
be enhanced by using common nouns and pronouns that refer to the entities,
thereby improving accuracy, and by incorporating support ontologies into the
system process.

5 Conclusion

We have introduced a system that harnesses several natural language and ontol-
ogy components, including lightweight information extraction and ontology-
based technology. NER is a fundamental research challenge in NLP and text
mining, with implications for biomedical researchers. Annotating datasets for
research and analysis is expensive, but automating some of the process or aug-
menting the manual process of annotating could be less costly. Although we
applied the approach in software entity extraction and annotation, it could be
modified to distinguish other entity types from other domain ontologies or to
augment other NER methods and techniques to improve entity identification.
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Abstract. Mental health is an increasingly important problem in
healthcare. Psychiatric stressors are one of the major contributors of
mental disorders. Very few studies have investigated stressor data in
electronic health records, mostly because they are recorded in narra-
tive texts. This study takes the initiative to develop a natural language
processing system to automatically extract psychiatric stressors from
clinical notes. Our approach integrates domain knowledge from multiple
sources and unsupervised word representation features generated from
deep learning based algorithms, to address the context dependence and
data sparseness challenges caused by idiosyncratic psychosocial back-
grounds. Experimental results on psychiatric notes from the CEGS N-
GRID 2016 challenge demonstrate that the proposed approach is promis-
ing. The best performing configuration achieved a precision of 90.5%, a
recall of 65.5%, and a F-measure of 76.0% for inexact matching.

1 Introduction

Mental health is an increasingly important problem in healthcare [21] As one
of the major contributors of mental disorders, psychiatric stressors are defined
as psychosocial or environmental factors (e.g. loss of a loved one, job issues,
etc.) that can profoundly impact cognition, emotion, and behavior of patients
[5,18]. There is a major category of trauma and stressor-related mental disor-
ders, including adjustment disorders, acute stress disorder, posttraumatic stress
disorder, dissociative disorders, etc. [5] However, due to the diverse and sub-
jective nature of the patients’ psychosocial situations, psychiatric stressors are
often recorded in narrative text in electronic health record (EHR) systems and
are not directly available for further analyses. To enable large-scale quantitative
analysis of psychiatric stressors, mental disorder risks and treatment outcomes
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 396–406, 2017.
DOI: 10.1007/978-3-319-60045-1 41
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using EHR data, it is critical to develop automated approaches to extract and
structure stressor information from clinical text.

Recently emerging research activities have used natural language processing
(NLP) techniques to unlock information in psychiatric text in EHRs for various
applications. For example, Gorrell et al. (2013) applied active learning based
algorithms for negative symptom recognition of schizophrenia [6]. In addition,
Pestian et al. (2015) used NLP features and semi-supervised machine learning
methods to discriminate between the conversation of suicidal and non-suicidal
individuals [20]. Patel et al. (2015) used NLP techniques to identify cannabis
use that was documented in free text clinical records [19]. Further, Rumshisky
et al. (2016) used features generated from the Latent Dirichlet Allocation (LDA)
model to enhance the accuracy of predicting early psychiatric readmission [22].
McCoy et al. (2016) also used NLP features extracted from discharge summaries
and regression models to predict the risk of suicides [13].

However, few studies have been devoted to extraction of psychiatric stressors
from clinical notes. As illustrated by the examples in Fig. 1, psychiatric stressors
have several distinctive attributes, making automatic extraction of the infor-
mation from text extremely challenging. Firstly, stressors are highly unique to
individuals and come from a broad range of psychosocial environments, lead-
ing to very sparse distribution of stressors across different patients and clinical
notes. In addition, the identification of stressors is highly dependent on and
constrained by contextual information, such as the co-occurrence with psychi-
atric symptoms or a worsened mental disorder. Furthermore, stressors usually
consist of complex phrases or clauses, and the exact boundaries of stressors are
difficult and sometimes ambiguous to identify. Due to the fact that most expres-
sions of psychiatric stressors are not typical biomedical concepts, current major
sources of biomedical terminologies such as the Unified Medical Language Sys-
tem (UMLS) [2] have a very limited coverage of psychiatric stressors. Moreover,
existing named entity recognition tools such as MetaMap [1] and DNorm [11]
are not specifically designed for the sublanguages in psychiatric notes and stres-
sors, which may differ greatly from other types of clinical notes and biomedical
literature [12].

S1: 66 yo man with history of cocaine abuse now in remission, persistent marijuana
use, worsening mood and anxiety symptoms over past several years in setting of
father’s death and legal battle with sister and mother .

S2: Patient relays having some sadness throughout childhood
secondary to bullying in school for being overweight , but other-
wise describes essential euthymia until about age 23 when
she became involved with her partner and had significant relational difficulties.

Fig. 1. Examples of sentences with stressors in psychiatric notes. The mentions of
stressors are underlined.
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To address this problem, this study takes the initiative to extract psychi-
atric stressor information from clinical notes. Specifically, extraction of psychi-
atric stressors was treated as a typical named entity recognition (NER) task,
and machine learning systems based on the conditional random field (CRF)
algorithm were developed. In addition to common NLP features used for NER
[24,26] domain knowledge from multiple sources such as online healthcare knowl-
edge repositories and sentiment analysis lexicons were also collected as context
features and candidate stressor indicators. Furthermore, to address the idiosyn-
crasy and data sparseness issues, unsupervised word representation features were
generated from a large unlabeled clinical corpus by using a novel binarized word
embedding method [7]. Experimental results show that the proposed approach
is promising, demonstrating the feasibility of conducting large-scale psychiatric
stressors analysis using NLP for narrative text in EHR. To the best of our knowl-
edge, this is one of the first studies to extract psychiatric stressors from clinical
text using novel NLP approaches, by combining specialized knowledge sources,
corpora and unsupervised feature representation methods.

2 Materials and Methods

2.1 System Overview

Psychiatric stressor extraction from clinical text could be treated as a typical
NER task. Figure 2 shows an overview of our psychiatric stressor extraction sys-
tem. First, the mentions of stressors are annotated in psychiatric notes. Based on
the observation of the annotations, a set of features were designed and extracted
to generate the machine-learning based models for stressor recognition. Three
major types of features were employed in this study: (1) the most common
NLP features widely used for NER [24,26]; (2) domain knowledge based features
obtained from multiple sources; and (3) Distributional word representation fea-
tures generated from deep-learning based word embedding models [4]. Based on
the extracted features, ten-fold cross validation was used to evaluate the per-
formance of machine learning models. The key components of the systems are
presented in the following sections in detail.

Fig. 2. Study design of our psychiatric stressor extraction system.
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2.2 Dataset

A corpus of 246 psychiatric notes was collected from the CEGS N-GRID 2016
shared task1. We developed an annotation guideline and recruited two annota-
tors, who manually annotated all the psychiatric stressor mentions in each note
by following the guideline. First, 20 psychiatric notes were annotated by the
two annotators, and the kappa value between them was 0.75. A domain expert
manually reviewed these 20 notes and resolved the dis-agreements between the
two annotators. Problems present in this initial annotation were noted in the
guideline, based on which the second round of annotation was conducted. In
total, 1,225 stressors were annotated.

2.3 Machine Learning-Based NER

In the machine learning-based NER, the problem was converted into a sequence
labeling task by representing each word using specific labels [3]. In our study,
we used the BIO labels, a typical representation for named entities, to repre-
sent stressor entities, where “B”, “I” and “O” denote the beginning, inside and
outside of an entity respectively. Therefore, the stressor recognition problem
was converted into a sequence labeling task, assigning one of the three labels
to each word. Figure 3 shows an example of the BIO representation, where the
stressor entity “father’s death” is represented as “father/B ’/I s/I death/I” after
tokenization.

Sentence: worsening mood and anxiety symptoms over past several years in setting
of father’s death and · · ·

Tokenized sentence: worsening mood and anxiety symptoms over past several years
in setting of father ’ s death and · · ·

BIO representation: worsening/O mood/O and/O anxiety/O symptoms/O over/O
past/O several/O years/O in/O setting/O of/O father/B ’/I s/I death/I and/O · · ·

Fig. 3. An example of BIO annotation for psychiatric stressors.

In this study, we employed CRF [10], a state-of-the-art machine learning
algorithm for NER, to extract stressors using the implementation in CRFsuite2.
Our experiments are primarily focused on investigating the effects of the three
different types of features:

Baseline Features: The most common NER features including bag-of-words,
orthographic information (word patterns, prefixes and suffixes), syntactic infor-
mation (POS [part of speech] tags) as well as n-grams of words, POS tags and
their combinations (unigrams, bigrams, and trigrams) [24].
1 https://www.i2b2.org/NLP/RDoCforPsychiatry.
2 http://www.chokkan.org/software/crfsuite/.

https://www.i2b2.org/NLP/RDoCforPsychiatry
http://www.chokkan.org/software/crfsuite/
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Features from Domain Knowledge Bases: Features collected from domain
knowledge bases related to various aspects of stressors as described below:

– Mental disorders: Mental disorder terms, including both mental diseases
and symptoms, are important context information for stressor recognition,
because stressors are usually the cause of changes in the severity status of
mental disorders. Therefore, mental disorders in the psychiatric notes were
labeled by a dictionary lookup program in the automate clinical text process-
ing toolkit CLAMP3, based on lexicons from UMLS. They were used as con-
textual features.

– Common disorders: Common disorders (i.e., non-mental disorders) of the
patients or the people having social relations with the patients could poten-
tially be psychiatric stressors, which were also identified by CLAMP as fea-
tures and stressor candidates.

– Negative words: Negative words refer to the words expressing negative emo-
tions (e.g., “sad”), evaluations (e.g., “bad”), and stances (e.g., “against”),
which may indicate the presence of stressors. The comprehensive list of neg-
ative words generated by Wilson et al. (2005) was adopted in this study [25].

– Keywords of psychosocial environments: Since psychiatric stressors happen in
a broad range of psychosocial environments, related keywords were collected
from WordNet [15], including: (1) keywords of family members (e.g., “family,
father, mother, sibling”); (2) social environments (e.g., “job, school, work,
college”); and (3) keywords of social relations (e.g., “employer, boyfriend,
supervisor”).

– Keywords of stressors: The cause sections of webpages about mental disorders
in online healthcare knowledge repositories (e.g., APA, Mayo Clinic online,
MedLinePlus, etc.) usually contain lists of stressors, from where stressor key-
words were collected (e.g., “bully, trauma, war, abuse”).

– Cues of discourse relations: In addition, cues of cause-effect discourse relations
such as “in setting of”, “in the context of”, “secondary to” were used as a
strong indication of stressors, especially with the co-occurrence of psychiatric
disorders.

In total, eight types of features based on domain knowledge were employed
in this study. As can be seen from the example sentences in Fig. 4, keywords
of different types of domain knowledge act as important contextual features to
indicate the presence of stressors.

Unsupervised Word Representation Features: Word representation fea-
tures were generated from a corpus of unlabeled clinical documents. Specifically,
we used word embeddings producing a distributional word representation for
each word in an unlabeled corpus as a real-valued vector using neural networks
[4,14,16]. We used the binarized word embedding feature proposed in 2014 by
Guo et al. [7]. The intuition of the binarized embedding feature is to discretize the

3 http://clamp.uth.edu/.

http://clamp.uth.edu/
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S1: 66 yo man with history of cocaine abuse now in remission, persistent marijuana
use, worsening mood and anxiety symptoms over past several years in setting of
father’s death and legal battle with sister and mother.

S2: Patient relays having some sadness throughout childhood
secondary to bullying in school for being overweight, but other-
wise describes essential euthymia until about age 23 when
she became involved with her partner and had significant relational difficulties.

Fig. 4. Examples of sentences with stressors in psychiatric notes. The stressor expres-
sions are in italics and underlined. Keywords from different types of domain knowledge
are highlighted by different colors. Specifically, the red color stands for mental disor-
ders; the blue color stands for cue strings of discourse relations; the green color stands
for keywords of psychosocial environments; the orange color stands for keywords of
stressors; and the brown color stands for the psychiatric stressors. (Color figure online)

original real-valued matrix of word embeddings [14] and omit the insignificant
dimensions. Thus, the less frequent terms are generalized together with other
syntactically/semantically relevant terms of higher frequency. Word embedding
features were derived from the entire set of MIMIC II [23] corpus. To gener-
ate word embedding features, we implemented the ranking-based deep neural
network algorithm according to the paper from Collobert [4] using Java. The
50-dimension binarized word embeddings of each word are used as word repre-
sentation features.

2.4 Experiments and Evaluation

In this study, we started with a baseline system that implemented common
features including bag-of-word, orthographic information, morphological infor-
mation and POS. Then, we evaluated the effects of the two sets of features:
domain knowledge features and unsupervised word representation features, by
adding each of them incrementally to the baseline system. Ten fold cross val-
idation was employed for each model, and the performance of the system was
evaluated using precision, recall and F-measure with the exact matching criteria.
Considering that the boundaries of stressors could be flexible and ambiguous,
performance based on in-exact matching, i.e., partial string matching, with gold
standard annotations is also reported.

3 Results and Discussion

As shown in Table 1, the overall performance of exact matching is relatively poor.
Adding domain knowledge features enhanced both the precision and recall, and
yielded a F-measure of 0.426. The word embedding features further enhanced the
recall (0.347 vs. 0.320) and increased the F-measure to 0.443. As illustrated more
explicitly in Fig. 5, in terms of the results of in-exact matching, the baseline CRF
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model yielded high precision, while the recall was still very low (precision: 0.869,
recall: 0.424). Integrating domain knowledge into CRF significantly enhanced
the recall (0.593 vs. 0.424). The word embedding features further improved the
recall (0.655 vs. 0.593), with a slight drop in the precision (0.905 vs. 0.919).
Overall, the system incorporating both domain knowledge and unsupervised
word representation features achieved the optimal F-measure of 0.760.

Table 1. Experimental results of CRF-based psychiatric stressor extraction systems
using baseline NLP features, with incremental inclusion of domain knowledge based
features and word embedding features. Both the performance of exact matching and
in-exact matching are reported. (%)

Precision Recall F-measure

Baseline Exact 51.9 21.6 30.5

In-exact 86.9 42.4 57.0

+Knowledge Exact 63.6 32.0 42.6

In-exact 91.9 59.3 72.1

+Word embeddings Exact 62.4 34.7 44.3

In-exact 90.5 65.5 76.0

Fig. 5. Experimental results of in-exact matching using baseline NLP features, and
incremental addition of domain knowledge and word embedding features into the CRF
models.
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Table 2. Examples of false positives from psychiatric stressor recognition. The false
positive stressors are in italics.

Reasons Example sentences

Resultant from mental disorders Substance use difficulties resulted in her loss of
job subsequently

Wrong context With a DSM-IV diagnosis of Alcohol Abuse
(1 sx of abuse)

Wrong subject His father was an esthetician and returned to
Tuvalu due to difficulty obtained work permit
in the US

Although our system showed reasonable performance using in-exact match-
ing, challenges remain for stressor information extraction. First, accurate bound-
ary determination of stressor expressions is still difficult, as shown in the results
of exact matching. However, manual review of boundary errors showed that some
of the boundary errors were not critical, in terms of recognizing essential stres-
sor entities. An example is the recognition of “parents divorced” in the sentence
“parents divorced when he was 3 years old”. Therefore, we argue that in-exact
matching could be reasonable in stressor recognition.

We also conducted manual analysis on false positive and false negative errors
by the system. As illustrated by example sentences in Table 2, the major causes
of false positive errors include mistaken identification of the outcomes (instead
of causes) of mental disorders as the stressors. Some cues of disorder outcomes
such as “leading to” and “resulted in” should be added as features. Moreover,
the discourse directions of the cause-effective relations between mental disor-
ders and candidate stressors should also be identified. Further, some keywords
are very general and often mistakenly recognized as stressors, although they are
used in contexts. In addition, some stressors that do not belong to the patient
are also recognized by the system, which are false positives according to our
current annotation guideline. On the other hand, as illustrated by example sen-
tences in Table 3, the major cause of false negative errors is the sparseness of the
corpus, arising due to the following two reasons: (1) the diversity in both the
scope of stressors and the personalized expressions of stressors; (2) the unbal-
anced dataset, in which most of the sentences do not contain any mention of
stressors. In addition, some stressors present in conjunctive structures are not
recognized completely. A post-processing step to handle such common errors
may help increase recall. Other causes of false negative errors include failing to
detect the negation scope modifying stressor keywords and sentences describing
stressors without explicit context information.

As shown in Table 1, both domain knowledge and unsupervised work rep-
resentation features improved the system’s performance. Domain knowledge
features improved both precision and recall. We plan to expand our system
to include more knowledge sources. Adding word representation features from
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Table 3. Examples of false negatives from psychiatric stressor recognition. The false
negative stressors are in italics.

Reasons Example sentences

Rare patterns of stressors · · · in the context of a number of stressors/transitions,
including the birth of her two children within a year of
each other, marriage to her college boyfriend at the age
of 39, and ensuing conflicts with her mother as a result
of the marriage

Wrong scope of negations
(adversative discourse
relation)

There are no clear stressors in Farris’ life though the
inconsistency of his father’s involvement may be a
contributing factor

Lack of context Parents would often scream and yell when his dad did
visit

MIMIC II reduced precision slightly, but improved recall. Based on our obser-
vation, MIMIC II may not be the ideal corpus for stressor information, as it
mainly contains clinical notes from ICUs. Other large corpora such as collec-
tions of Twitter and psychiatric forum postings would be more appropriate and
should be investigated in the future for further recall enhancement.

One limitation of our current work is that our annotated corpus is not com-
prehensive enough to cover all the patterns of stressor expressions, which led to
a much lower recall than the precision (0.655 vs. 0.905). Additional lexical pat-
terns and syntactic patterns would be explored as features next to improve the
recall. Furthermore, a post-processing step could be added using frequent pat-
terns to improve the boundary detection of stressors. In addition, based on the
above error analysis, more advanced methods probably need to be exploited to
address the unbalanced corpus issue for NER [9,17]. It would be also very valu-
able to further classify stressors into different categories based on source (e.g.,
family, workplace, military). On one hand, implementing automatic recognition
systems for each specific stressor category would potentially further improve the
performance. On the other hand, it will facilitate large-scale population based
investigation of psychiatric stressors and related risks and outcomes.

4 Conclusion

Psychiatric stressors are critical factors that contribute to personalized medicine
in mental disorders [8]. This is the first study to automatically extract psychiatric
stressors from clinical notes and our system showed reasonable performance,
indicating the feasibility to leverage narrative data for mental health research.

Acknowledgement. We thank the organizers of the CEGS N-GRID 2016 challenge
for providing the corpus.
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Abstract. The benefits of crowdsourcing have been widely recognized
in active learning for text mining. Due to the lack of golden ground-truth,
it is crucial to evaluate how trustworthy of “noisy” labelers when labeling
informative instances. Despite recent achievements made on active learn-
ing with crowdsourcing, most of the research works are involved in tuning
a considerable amount of parameters, and also sensitive to noise. In this
paper, a novel framework to select both the best-fitting labeler and the
most informative instance is proposed, with the help of the minimum
description length principle which is acknowledged as noise-tolerant and
parameter-free. The algorithm is proved to be effective through extensive
experiments on texts.

Keywords: Active learning · Crowdsourcing · Text mining · Minimum
encoding

1 Introduction

Traditional active learning framework assumes that there always exists a “per-
fect” labeler who annotates instances with 100% accuracy. However, it is not
always the case in real applications, due to the high cost of obtaining faultless
labels from experts. Moreover, in the big data era, the burgeoning new data
makes it inapplicable to rely on precise labeling. The success of crowdsourcing
shed lights on the path to solve the problem of label insufficiency, such applica-
tions include the “Amazon Mechanical Turk”, “Label Me” and “Quora” [24].

Recently, a number of research works focus on this emerged learning para-
digm known as “Active Learning with Crowdsourcing” (ALC). The omniscient
expert in active learning is replaced by several imperfect labelers that may pos-
sibly obtain wrong labels for a portion of the unlabeled instances. On the one
hand, the cost will be dramatically reduced in such a way, on the contrary,
more attention should be paid to evaluate how reliable of each labeler. Mean-
while, effective strategy to alleviate the negative influences of noise should also
be carefully designed. Therefore, the two key issues in ALC that should be con-
cerned are: (1) How to select the informative instance and (2) How to select a
labeler to label the instance.

Several research works have been done for ALC [5,6,11,12,18,22–24]. Despite
substantial achievements, a common difficulty is the overfitting problem in the
initial stage of active learning. As pointed out in [1,13], given only a few labeled
c© Springer International Publishing AG 2017
S. Benferhat et al. (Eds.): IEA/AIE 2017, Part II, LNAI 10351, pp. 409–418, 2017.
DOI: 10.1007/978-3-319-60045-1 42
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instances in the beginning, the initial hypotheses are not reliable since they may
deviate from the optimal hypothesis with respect to the input distribution in
the end of the classification procedure. Without prior knowledge of the true
underlying distribution of the data, it is difficult for labelers to select the most
representative and informative instance. Another disadvantage for these research
works is the mechanism to tune a considerable amount of parameters. It is widely
known that a method with many parameters is subject to overfitting and the user
has to tune parameters prior to learning [4]. To the best of our knowledge, none
of the existing methods are free from parameters and robust to noise. Moreover,
most of the research works deal with labeler selection and instance selection
separately.

We are motivated to develop a method that is noise-tolerant and without
parameters. The Minimum Description Length Principle (MDLP) possesses the
desired properties, which has a solid theoretical framework and a clear interpre-
tation, is able to avoid overfitting and requires no parameter specification, thus
is desirable to evaluate different models. The proposed algorithm aims to solve
the two key issues in ALC by incorporating MDLP to evaluate labelers in each
iteration, as well as to select informative instances through minimum encoding.
The informative measurements adaptively combine the labeler selection and the
instance selection as an integration process. It is proved to perform better than
the state-of-the-art methods through extensive experiments.

2 Related Work

Active learning (AL) [13] tries to obtain a satisfactory classifier by annotat-
ing as few instances as possible where the labeling cost is high. It consists of
two categories that are the stream-based active learning [7] and the pool-based
active learning [2]. The former one scans the data sequentially and makes query
decisions individually, while the pool-based active learning makes one decision
each time from the entire collection of the unlabeled pool. The proposed algo-
rithm belongs to the pool-based active learning scenario. Extensive research
works have been done on active learning. For example, the Query by Committee
(QBC) model [14] assumes a correct Bayesian prior on the set of hypotheses,
and the committee members are all trained on the current labeled set. However,
existing active learning methods commonly assume that there exists a perfect
labeler, which is not the case in real applications. Crowdsourcing is an emerged
learning paradigm which aims to alleviate the problem of label insufficiency of
active learning [24]. In active learning with crowdsourcing, labels of instances
are collected by several noisy labelers. Early works include [6,11,12,18]. The
authors in [18] proved that crowdsourcing is helpful in active learning and showed
that repeated-labeling improved the data quality directly and substantially. The
authors in [22,23] extended these works and firstly used graphical model rep-
resentation for ALC and tried to extract the expertise of annotators through
probabilistic models. It is assumed that the expertise can be represented by
the input data and their unknown true labels. These algorithms contain a con-
siderable amount of parameters and separately deal with labelers selection and
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instance selection, which tend to overfit in the initial stage of learning. Algorithm
proposed in [5] adopted the same problem settings as [22] to minimize labeling
costs and labeling errors, in which weak labelers can learn from strong labelers.
We argue that in real applications such as “Amazon Mechanical Turk”, label-
ers will not possibly update their abilities given only a small number of diverse
instances in a limited time. Our proposed algorithm is based on MDLP [9]. It
states that the best hypothesis is the one that minimizes the sum of the code
length of the hypothesis and the code length of the data given the hypothesis. It
was successfully applied in the classification problems such as [3,20]. It was also
incorporated in transfer learning [15,16] and active learning [17]. In this paper,
MDLP is firstly extended in active learning with crowdsourcing.

3 Preliminary

3.1 Problem Setting

There exist a target data set T which consists of a small potion of labeled
instances called L, and a large number of unlabeled instances set UL. T =
{x1, ...,xN}, where xi ∈ R

M . There exist K labelers {l1, ..., lK}. The label given
by the labeler for instance x is denoted by z(k), for the k-th labeler. Y is the
set of all possible labels for an instance x, and the j-th class is denoted by yj ,
where yj ∈ Y = {y1, ..., yd}. The ground-truth label for x is y∗. The objective is
to produce an estimate for the ground-truth label for new instances.

3.2 Preliminary

Active learning aims to select the most informative unlabeled instance by some
information measurements. The key issue is to measure the “usefulness” of an
unlabeled instance using only a small amount of available information. In the
framework of Query by Committee (QBC) [14], a committee of t members are
maintained which are all trained using re-sampled data from the labeled data
L. Each member will vote on the candidates and decide the most informative
instance to query. The key issue is to design an effective information measure-
ment, which can represent the “disagreement” of every committee member.
The most informative instance is shown to be the one with the maximum vote
entropy [2].

In our works, MDLP is extended to accommodate to the active learning
scenario. We provide here the preliminaries for MDLP, which may be viewed as
a principle for avoiding overfitting, i.e., it is a means to balance the simplicity
of a classifier and its goodness-of-fit to the data [10,21]. It states that the best
classifier hbest is given as follows.

hbest = arg min
h

(− log P (h) − log P (D|h)) (1)

where h is a hypothesis on a data set D, and P (h) and P (D|h) represent the
probability that h occurs and the conditional probability that D occurs given h,
respectively.
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We then consider a problem of encoding a binary string of length a which
consists of b binary 1s and (a − b) binary 0s under the framework of the sender
and the receiver problem. An obvious method is to send the number b of binary
1s with the code length log(a+1) then specify the positions of binary 1s [10,21].
We denote the required code length with Θ (a, b) as follows (We assume the
receiver knows b > 0).

Θ0 (a, b) ≡ log a + log
(

a
b

)

Lastly we consider a problem of sending an integer a under the assumption that
a = b is most likely and the occurrence probability P (i) of a = i is given by
P (b)φ|b−i|, where φ is a constant given by the user.

∞∑
i=0

P (i) = 1 ⇔ P (b) =
1 − φ

1 + φ − φb+1

φ is set to be 1
2 and this choice may be interpreted as the length for send-

ing a is longer than that for sending b by |b − a| bits. We denote the length
− log

[
P (b)φ|b−a|] required to send a given b by Λ(a, b), which can be easily

obtained as

Λ(a, b) ≡ − log
[
P (b)φ|b−a|

]
= log

[
3 −

(
1
2

)b
]

+ |b − a|

4 Our Proposal

4.1 Labeler Selection Procedure

Without lose of generality, we define a crowd labeler in the form of a linear
function as follows: A crowd labeler y = wTx + b, has a fixed w and b that does
not change in each iterations. In real cases, a crowd labeler does not improve her
labeling skills with a limited number of instances in a limited period of time, but
rather relies on her personal expertise. The code length consists of two parts,
including the code length of the labeler and the code length of the data given
the labeler.

Firstly let us consider the code length of a labeler y = wT + b. To encode the
coefficient vector w, in a sender-receiver problem, the sender needs to send the
number of non-zero weights in w, by Λ(m, 0), where m is the number of non-zero
weights in w. Secondly, the sender specifies the exact position of these weights
by Θ0(M,m), where M is the number of attributes in the data. The values of
weights are encoded by Λ(v, 0), where v is the value of the specified weight. The
sender also need to send the value of b by Λ(b, 0). Therefore, The code length of
a labeler h is then given by

− log P (h) = Λ(m, 0) +
m∑
i=1

[Θ0(M,m) + Λ(v, 0)] + Λ(b, 0)
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Secondly let us consider the code length − log P (D|h) of data D with the help
of a labeler h. Similarly to the MDLP for classification, we send a binary string
which indicates the misclassified examples in D by h. For example, if D contains
five examples and the class labels of them are (1, 1, 0, 0, 1), with the classification
result of h on D as (1, 1, 0, 0, 0), we only need to specify the wrong class label in
the fifth position to the receiver, which corresponds to sending a binary string
of length 5 which contains one binary 1. Let ω(h,D) denote the number of
misclassified examples,

− log P (D|h) = Θ0(|D|, ω(h,D))

4.2 Select Informative Instances

The strategy of selecting the most informative instance to query is also based
on minimum encoding. We extend the concept of QBC, in which each labeler
is regarded as a committee member. In the conventional framework of QBC, a
committee of members are maintained that are all trained using re-sampled data
from L in the target task [13], and the query is chosen according to the maximum
disagreement among all members. However, without solid prior knowledge of the
target task, the initial model induced from the few labeled instances is possibly
inappropriate and may deviate from the model in the end of the learning process.
In such a circumstance, the distributions of the committee members that sam-
pled from these few labeled instances will have a large discrepancy towards the
distribution underlying the data set. We are motivated to borrow the strength
of the crowds, and let each labeler as well as the model induced from the target
task to be a committee member. Therefore, given the objective to find the most
informative instance, we propose a novel weighted disagreement measure to deal
with the “inferior” models in the learning stage.

During the learning process, the most informative instance is selected based
on the disagreement of all committee members. In the conventional QBC setting
[8], all members are treated equally important. However in ALC, some models
may fit the data better while some models have totally different distributions.
Therefore, instead of assigning equal weights to every member, a more flexible
way is to use different weights.

Given the code length of each model, it is necessary for committee members
to vote for the most informative instance. We illustrate our weighting strategy
below.

x∗
V E = arg max

x
−

∑
i

V T (yi)
C

log
V T (yi)

C
(2)

where V T (yi) =
|C|∑
j=1

wjV (yi) and wj =

(
CLj∑

j

CLj

)−1

, yi ranges over all possible

labels, CLj is the code length for the jth committee member, and V (yi) is the
number of “votes” that a label receives from the committee members, and C is
the committee size. This can be regarded as a QBC generalization of entropy-
based uncertainty sampling.
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5 Experiments

We performed experiments on both the synthetic data sets [19] and the real
data sets. Our algorithm is compared to the state-of-the-art multi-labeler ALC
algorithm [22], denoted as “MLALC”, as well as the modified ALC that the
label of the informative instance is labeled by the majority vote from all labelers,
denoted as “ALCMV”. The ALC with random query (ALCRQ) is also included
for comparison. Our algorithm is denoted as Active Learning from Crowds with
Minimum Encoding (ALCME). The baseline method is chosen as Naive Bayes.
A labeler is generated by change the value of the coefficient vector in a random
position, and 4 labelers are generated for each experiment. In the initial stage,
3% labeled instances are provided.
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Fig. 1. Structures of the synthetic data sets

The two-dimensional synthetic data sets from [19] are adopted. The 4 data
sets are generated with specific structures that are easy to analyze, as shown
in Fig. 1. All the data sets are linearly separable so that the performances of
different algorithms can be illustrated clearly. The error rates of all competing
algorithms are presented in Fig. 2. As shown in the figure, the performances
of all algorithms fluctuate initially, and become stable after about 10 queries.
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Fig. 2. Error rates on synthetic data sets for different number of queries

The underlying reason is that, given noisy labelers, an informative instance may
not be annotated with the correct label in the beginning. Our ALCME is able
to perform better than other methods especially after about 20 queries. As a
general tendency, the errors rates of all methods are larger in data set (a) than
the others. In the first data set, there are only 160 instances generated, and
initially, there is only 4 labeled instances are given to the labelers. We also note
that, the ALCRQ are better than ALCMV in most circumstances, the possible
reason is that, a noisy labeler that is not suitable for the data will decrease
the overall accuracy by voting on the informative instance. Another observation
is that, with the exitance of noisy labelers, the error rates sometimes will not
decrease even more labeled instances are added to the data set.

We evaluate the algorithms on UCI data sets include iris and diabetes. The
iris data set has 2 dimensions and the diabetes data set has 8 dimensions. For
more complex data sets, we choose text data sets include 20 Newsgroups and the
Universities data sets. Two categories are chosen from the 20 Newsgroups data
sets which are rec vs. sci and sci vs. talk. For example, in the rec vs. sci data
set, all the positive instances are from category rec, while the negative ones are
from category sci. The 8,282 pages of the universities data sets were manually
classified into several categories including student, faculty, course, etc. For each
class the data set contains pages from the universities such as Cornell and Texas.
The results of all algorithms are illustrated in Fig. 3. As the dimension of the
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Fig. 3. Error rates for the Real data set for different numbers of queries under different
categories

data decreases, the performances get better for all algorithms. It is obvious that
the error rates in iris data set are the lowest among all the figures, because there
are only 2 dimensions in this data set. Generally speaking, the performances of
all algorithms become stable after about 20 queries. Similarly to the synthetic
data sets, the accuracies sometimes do not increase even more instances are
labeled due to the existence of inaccurate labelers. Our ALCME is superior than
other methods especially with text data sets while the dimensions are high. For
example in the Texas data set, our algorithms is able to obtain an error rate
nearly to zero after about 20 queries, which are 10% better than the state-of-
the-art methods. Also we note that the ALCRQ is better than ALCMMV.
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6 Conclusions

Crowdsourcing, as an emerged learning paradigm, is proved to be effective in
active learning for text mining. In this paper, we propose a novel ALC frame-
work by adopting the MDLP for evolutions of labelers, as well as the selection of
informative instances. Our algorithm is able to solve the two key issues in ALC
by minimum encoding which is parameter-free and noise-tolerent. Experiments
on both the synthetic data sets and the real texts data sets show that the pro-
posed algorithm is better than others in most circumstance. For future research
directions, we believe that a detailed mathematical analysis of the lower bound
and the upper bound is necessary to develop more robust algorithms for active
learning with crowdsourcing.
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Abstract. Lyrics take a great role to express users’ feelings. Every user has its
own patterns and styles of songs. This paper proposes a method to capture the
patterns and styles of users and generates lyrics automatically, using Long Short-
Term Memory network combined with language model. The Long Short-Term
memory network can capture long-term context information into the memory,
this paper trains the context representation of each line of lyrics as a sentence
vector. And with the recurrent neural network-based language model, lyrics can
be generated automatically. Compared to the previous systems based on word
frequency, melodies and templates which are hard to be built, the model in this
paper is much easier and fully unsupervised. With this model, some patterns and
styles can be seen in the generated lyrics of every single user.

Keywords: Lyric generation · Long Short-Term memory · Language model ·
Sentence vector

1 Introduction

Writing songs is a good way for users to express their personal emotions, lives, hopes,
and attitudes towards things. Lyrics take a great role to do that job, as well as rhythms.
All the writers have their own patterns and styles, and their own ways to show their love,
dreams and so on. Writing lyrics is not an easy task for human and it usually comes with
rhythms. Automatic lyric generation tasks always start from defining keywords,
choosing a template, matching the rhythm and generating words using ontologies with
these kinds of constraints, it’s hard for system construction and maintenance, and to
capture the patterns and styles of a single user.

The work of this paper tries to learn the patterns and styles of every single user
automatically, using state-of-art machine learning algorithms, and generate lyrics of
specified singers automatically, using recurrent neural network-based language
modeling. With Long Short-Term Memory network (LSTM), context information of
long texts can be captured into the memory (the parameters of the network). The context
information gathered from the previous texts is useful for the model to generate new
texts with context support. The model takes all the lyrics of a person as input, to capture
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its statistical patterns and generates new lyrics just like its own style. Contrary to the
previous work, this model doesn’t need to rely on other kinds of techniques and resources
like ontologies, rhymes, templates, word frequencies and so on, thus it’s easy to imple‐
ment and train, and gain better result based on the formal evaluation methods.

The remaining paper is separated into four parts. Section 2 shows some related work
on poem and lyric generation, which are mainly based on ontologies, templates and word
frequencies. Some work uses machine translation approach to generate lyrics line by
line. Section 3 shows the details of the model of this paper, training the context repre‐
sentations of words and sentences, and generating lyrics word by word using Long Short-
Term Memory neural network-based language model. Section 4 shows some experi‐
mental results on lyrics of three Chinese singers, which seems good to capture some
styles of them. Section 5 draws the conclusion on this model, to show that it is easy to
be built and trained, with the help of word embedding trained on Chinese Wikipedia
data, the model can generate many other words, which makes it more flexible.

2 Related Work

The generation of lyrics are much more like the generation of poems, which has been
popular for many years. Most of the work is based on word frequency, melodies or
templates, which seems to have gained many difficulties. The report of Manurung et al.
[1] shows that most of the difficulties comes from the difficulty of natural language
generating system, the problems of architectural rigidness, lack of resources supplied to
satisfy the multitude of syntactic and semantic constraints, and the objective evaluation
of the output text.

To deal with all these kinds of difficulties, many researchers proposed their own
methods in different aspects. Diaz-Agudo et al. [2] uses case-based reasoning ontology
to design a knowledge intensive system to capture knowledge in cases of texts provided
by user, and tries to gather the knowledge to form a regular line of texts using ontologies
indexing, this system has a highly dependency on the quality of the ontology knowledge
base, which is hard for construction and maintains. Manurung [3] then utilities an evolu‐
tionary algorithm approach to generate poems, which uses a linguistic representation
based on Lexicalized Tree Adjoining Grammar, the structure of the tree adjoining
grammar is complicated and may even be bad when the text becomes oral. Oliveira et al.
[4] uses a kind of system to generate lyrics automatically for given melodies, they present
two strategies to generate words for this system, random words and generative grammar,
tests show that the later one gains better result, it may be a good idea but it takes the
melodies into consideration. Tosa et al. [5] proposes a method to combine user queries
with rules extracted from a corpus and additional lexical resources to generate new
poems, the quality of rules definition of the corpus shows a highly influence on the poem
generation. Colton et al. [6] describes a full-face corpus-based poetry generation system
which uses templates to construct poems according to given constraints on rhyme, meter,
stress, sentiment, word frequency and word similarity. The full-face poetry generator
takes advantages of many previous techniques, thus it’s complicated and hard to be
implemented.
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There are also some researches use summarization methods to do the text-generation
job inspired by the statistical machine techniques. Genzel et al. [7] implements the ability
to produce translations with meter and rhyme for phrase-based MT to gather the poetic
constraints. He J et al. [8] uses a phrase-based SMT approach which translates the first
line into the second, to generate Chinese poems.

The above methods take a lot about knowledge and rules extracted by human into
consideration, which may take a great deal of time for the preparation work to construct
their systems. Compared with all these methods, our method is a totally automatic and
unsupervised one. With the help of recurrent neural network model like Long Short-
Term Memory (LSTM), Gated Recurrent Units (GRU), the system can automatically
capture the semantic meanings and grammatic structures of lyrics from users, then
generate new lyrics word by word using recurrent neural network-based language model.

3 Lyric Generation

The work of generating lyrics of specified users can be separated of 3 parts. Section 3.1
shows a way to learn the vector representations of words using word2vec model, to
capture some semantic meanings of words and word similarities. Section 3.2 tries to
learn the vector representations of sentences using long short-term memory neural
networks. The sentence vectors learned from the recurrent neural network model signif‐
icantly captures the semantic meanings of sentences which are useful to introduce the
context information into the generative model. Section 3.3 tells the detail about the
recurrent neural network-based language model to generate lyrics from the vocabulary
list of word2vec model given the lyrics data of users. The model uses a LSTM neural
network to train the higher representation of the sequential input and maps the repre‐
sentation to a single word (phrase level) index in the vocabulary list, using a softmax
classifier. Section 3.4 and 3.5 shows the details of how to train the LSTM context model
and LSTM generative model, and how to generate new words with the combination of
these two models.

3.1 Learning Context of Words

In order to capture some semantic meanings of words and word similarities, we use word
embedding to represent words. The concept of word embedding was first introduced in
neural probabilistic language model [9] to learn a distributed representation for words.
In 2013 a fast training method of word embedding called word2vec was proposed by
Mikolov et al. [10] The word embedding of a word is a dense vector, the paper shows
that words with similar context seems to be closer in vector space.

Another advantage of using word embedding is that it is a dense vector of a fixed
size, always with a dimension of 128, 256 and so on. The traditional one-hot represen‐
tation of words is a very large vector of vocabulary size, where there is only one 1 in
the vector and others are all 0. It loses a lot of semantic meanings of words like word
order and word similarities, and the large size of vector may even lead to the curse of
dimensions, as it is hard to perform the matrix calculation in the neural networks. Word
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embedding is a great way to fix all these problems and gain good result among many
applications.

For English, words are separated by space, and each word always represent one
meaning. But for Chinese, words are connected together, and the meaning of a sentence
is always represented by two or more words, one-word level word embedding is mean‐
ingless than phrases. In order to train Chinese word embedding, we first segment all the
data into two or more words-level phrases, and feed them to the word2vec model, so
each word embedding represents a phrase, other than only one character. The result word
vectors trained from Chinese Wikipedia data shows that similar words are closer, as
shown in Table 1.

Table 1. Five most similar words of four words

3.2 Learning Context of Sentences

Recurrent neural network is a kind of artificial neural network where connections
between units form a directed cycle. Unlike feedforward neural networks, recurrent
neural networks can use their internal memory to process sequence of inputs, and store
all the internal states in the memory as useful information. With the help of the internal
memory, researchers even find out that it can capture some context information of words
like word orders, word meanings and even some grammatic structure, thus it can be a
good solution for our model to capture the style of users.

With the great improvements of computation performance, some deep learning
recurrent neural networks like Long Short-Term Memory (LSTM) and Gated Recurrent
Unit(GRU) become popular among these years. Long Short-Term memory was first
published by Hochreiter and Schmidhuber [11] in 1997. Traditional RNNs that suffer
from the vanishing gradient problem, when the sequential data is too long, the context
information will be lost, it’s not very suitable to deal with long data. LSTM is augmented
by recurrent gates called forget gates to prevent backpropagated errors from vanishing
or exploding, which makes it suitable to deal with very long texts and time steps, and
can still capture the context information into the memory. For now LSTM is a very
popular deep learning neural network in the field of natural language processing, like
machine translation and language modeling. Gated Recurrent Unit [12] is another kind
of recurrent neural network which simplify the process of LSTM network.
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This paper tries to train a LSTM-RNN context model to capture the context infor‐
mation of every line of lyrics from a user. Every line of lyrics is segmented into phrases
list, and then fed into the model word by word (phrase level), and it will generate a
context vector representation of this line. The LSTM context model is shown in Fig. 1.
As we can see, this model takes a sequence of word vectors as input and output a
sequence of vector representations, we take the last output vector as the context of the
input line of lyrics, and then feed it into a fully connected neural network layer (the
number of the units in this layer is the number of lines in the lyrics data), to project the
context vector to the vector space in the line index level. A softmax classifier is then
been introduced to predict which line of index it is given the input sample. The softmax
classifier layer can be seen as an activation layer to predict the most probable index. The
probability of each unit can be calculated using softmax function as it is shown in (1).

(1)

LSTM

…

Fully Connected Layer

…

Context

Softmax Classifier

Fig. 1. LSTM context model

3.3 Generating Lyrics Word by Word

In 2010 Mikolov et al. [13] proposed a method to deal with language modeling using vanilla
recurrent neural networks. This RNN-based model uses sequence of previous words as input
and predict the next word using softmax classifier, which outperforms the standard backoff
n-gram models and traditional feedforward neural networks. We take the inspiration of
RNN-based language model to generate lyrics word by word, and automatically segmented
them line by line using some predefined marks. The generative model is shown in Fig. 2.
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Conext

LSTM

Softmax Classifier

… 

Fully Connected Layer

Fig. 2. LSTM generative model

Instead of using traditional recurrent neural network, a LSTM neural network model
is used to train the lyrics data. As is represented in Sect. 3.2, the context of each line of
lyrics is represented by a context vector, which is called a sentence vector. To import
the context information of previous lines, we combine its sentence context with the
sequential word vectors together and feed them to the LSTM neural network. A softmax
classifier is right after the LSTM network to predict which word to generate at next. The
softmax classifier is right like which is in the LSTM context model, but the number of
units is the vocabulary size of the word2vec model, in order to pick up the rightful word
to be generated.

3.4 Training

The training processes can be separated into two parts, to train the sentence context
model and to train the generative model. All the training processes can be treated as
unsupervised training without any manual labels.

In order to train the LSTM context model, we separate the training lyrics line by line,
each line represents one index. Thus, the input is a sentence fed into the model word by
word, and the target output is a class represented as a single line. After the training is
done, the context of vector of each line can be saved for the use of LSTM generative model.

As for the training of LSTM generative, not only the word vectors of the current line
are fed into the LSTM network, the context vector of the previous line is also imported
to capture the context information of previous lyrics. To train the language model, we
also need to separate the training lyrics into the input data and the target data. Each line
of lyrics is concatenated with a start token and an end token, to specify the start and the
end of a line, and then cut into a fixed length of sequential list, the target data is the word
right next to the word sequence.
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The LSTM context model and the LSTM generative model look quite similar as is
shown in Figs. 1 and 2, but there are some main differences. Firstly, the input line of
lyrics doesn’t need to be cut into fixed length in the LSTM context model, but for the
LSTM generative model, the input data should be cut into fixed length to satisfy the
need of the language model. Secondly, the LSTM context model is used to train the
sentence context vector of every single line of lyrics, which is then fed into the LSTM
generative model to capture the context information of the previous line of lyrics.
Finally, the target output of the LSTM context model is the index of a line of lyrics, but
for the LSTM generative model, it is a word index in the vocabulary, to predict the next
word of the current line.

3.5 Generating

The process of generating lyrics is a feedforward neural network which inputs a sequen‐
tial data and outputs a word index in the vocabulary list. After the training process is
done, the model randomly picks some start words (also called as seed words) and looks
up to their word vectors to form a sequential input, combined with the previous sentence
context. At first time the sentence context is a zero vector since there is no previous
word. But later, the sentence vector can be calculated using the LSTM context model,
then it can be used to generate the word for now. The LSTM generate model takes the
sequential input and outputs a densely-connected vector with the dimension of vocabu‐
lary size of the word2vec model, a softmax function is then given to calculate the prob‐
ability of each word to be generated. The generative model can go again and again to
generate as many words as possible. Remember that we introduce the start token, the
end token and the unknown token in Sect. 3.4, we can simply separate the generated
words line by line using these tokens.

4 Experimental Results

We experiment our models on three famous Chinese singers, Jay Chou, Eason Chan and
Faye Wong. The system first segments the lyrics data from each singer line by line, and
extracts the vocabularies, then represents each line of lyrics as a sequence of word
vectors. As it is shown in Sect. 3.1, the word vectors have been pre-trained on Chinese
Wikipedia data using word2vec model, which are quite helpful to capture the word
meaning of each sentence. And for the words not shown in the vocabularies of the
word2vec model, they are represented as an unknown token. The sequences of word
vectors representation of sentences are then fed into the LSTM context model line by
line. After training the sentences for many epochs, all the sentence vectors can be
projected into a latent vector space, where similar lyric lines are closer to each other.

As the context vector of the previous line has been introduced into the LSTM gener‐
ative model just as the vector representation of each word, it is fairly easy to train the
language model and use softmax classifier to predict the most possible word to be
generated. After training for many epochs, the generative model is able to generate some
lines of lyrics with a good manner. For example, the generative model learned from 243
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songs from Jay Chou, and generated some lyrics in Table 1, which seems to be funny
and mysterious, just like the style of himself. As for Eason Chan, 325 songs have been
fed into the model to learn his styles, the generated lyrics is shown in Table 2, which
seems more mature and sad. And for Faye Wong, 215 songs have been trained to learn
her pattern, the lyrics shown in Table 3 express her style of songs, which is nature and
free of love, sometimes mysterious (Table 4).

Table 2. Generated lyrics of Jay Chou

�� � �� �� � �� 	 
� �

Fairy cat in classroom with you quietly, wants to know first love
�� �� �� �� �� �� ��
See you off silently for a long way, you love scary see
�� �� �� �  !" #$
Green floral residue all over the floor of a mysterious air

Table 3. Generated lyrics of Eason Chan

�� �% &' () *+
Silence and hard to drop like me, can’t sleep
,- ./ 0� �1 �2 34
Recovery from suffering is hard, to exchange a watch
�56���7�89�:	;0�<

The comedy is a crucial sarcasm to stranger, it’s a pity that life is heavy

Table 4. Generated lyrics of Faye Wong

=> ?@9 � A 
� BC
Missing the man in the dream, love is pure and naive
DE FG H IJ K LM N�
Life is innocent, but one insist on complaining for half of life
OP 
Q R� I� �S
The end of the story is like a wind off-track

5 Conclusion

The results of the generated lyrics of the above three singers show that the models can
significantly captures some patterns and styles of the input users automatically. Although
the patterns and styles of singers are latent as parameters in their own trained models,
they can be shown by generating some lyrics with the generative model. With more
times of training and validation, our models can perform even better. One remarkable
thing is that the models try to train the previous line of context to improve the perform‐
ance of the generative model. Introducing the previous context into the current gener‐
ating process might be a significant way.
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Long Short-Term Memory neural network plays a great role in the context model.
With its help, sequential text data can be processed line by line to get the context repre‐
sentation of sentences. The results in this paper show it useful in generating lyrics given
previous context. This may be a very good method for other applications like text
classification, sentiment analysis and so on.

Besides, with the help of word vectors trained on Chinese Wikipedia data, the model
can generate words not just from a given singer’s lyrics, but some words with similar
semantic meanings, so it can generate purely new songs, and it is more flexible.
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Abstract. Great efforts have been dedicated to harvesting knowledge
bases from online encyclopedias. These knowledge bases play impor-
tant roles in enabling machines to understand texts. However, most cur-
rent knowledge bases are in English and non-English knowledge bases,
especially Chinese ones, are still very rare. Many previous systems that
extract knowledge from online encyclopedias, although are applicable for
building a Chinese knowledge base, still suffer from two challenges. The
first is that it requires great human efforts to construct an ontology and
build a supervised knowledge extraction model. The second is that the
update frequency of knowledge bases is very slow. To solve these chal-
lenges, we propose a never-ending Chinese Knowledge extraction system,
CN-DBpedia, which can automatically generate a knowledge base that is
of ever-increasing in size and constantly updated. Specially, we reduce
the human costs by reusing the ontology of existing knowledge bases
and building an end-to-end facts extraction model. We further propose
a smart active update strategy to keep the freshness of our knowledge
base with little human costs. The 164 million API calls of the published
services justify the success of our system.

1 Introduction

With the boost of Web applications, WWW has been flooded with information
on an unprecedented scale. However, most of which are readable only by human
but not by machines. To make the machines understand the Web contents, great
efforts have been dedicated to harvesting knowledge from online encyclopedias,
such as Wikipedia. A variety of knowledge graphs or knowledge bases thus

This paper was supported by National Key Basic Research Program of China under
No. 2015CB358800, by the National NSFC (No. 61472085, U1509213), by Shanghai
Municipal Science and Technology Commission foundation key project under No.
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have been constructed, such as Yago [7], DBpedia [1] and Freebase [2]. These
knowledge bases play important roles in many applications, such as question
answering [3] and recommendation systems [10].

Nowadays, English language dominates the existing knowledge bases. Non-
English knowledge bases, such as Chinese ones, are still very rare. For example,
DBpedia is a community effort to extract structured, multilingual knowledge
from 111 different language editions of Wikipedia. Its English version contains
more than 3.7 million entities while its Chinese version contains only about
one million entities [4]. The popularity of Chinese applications demands more
Chinese knowledge bases.

Although there already exists many construction methods for knowledge
bases, such as Yago [7], DBpedia [1] and zhishi.me [5] (a Chinese knowledge
base), we still face two challenges:

1. First, how to reduce human cost? In general, it is not trivial to construct
a knowledge base with only little human cost. Many hand-crafted knowl-
edge bases greatly rely on human efforts. For example, DBpedia uses crowd
sourcing method to construct an ontology [4], which is used for typing enti-
ties. Yago uses human specified patterns to enrich ontology [7]. Furthermore,
many supervised methods are used to enrich knowledge bases, and most of
them rely on hand-crafted features.

2. Second, how to keep the freshness of knowledge bases? The update frequency
of existing knowledge bases are very low. For example, the update frequency
of DBpedia is 6 months. However, emerging entities appear very fast, lead-
ing to the obsoleteness of knowledge bases. One direct solution to ensure
the freshness of a knowledge base is synchronizing the knowledge base with
the data source with a high frequency. However, a high synchronization fre-
quency usually leads to a costly and wasteful update since most entities keep
unchanged. Hence, we need a smart active update strategy, which can auto-
matically identify the emerging entities and the changed facts of an entity
already in the knowledge base.

To solve these problems, we propose a never-ending Chinese knowledge
extraction system: CN-DBpedia. Our contributions are as follows:

1. First, we reduce the human cost in constructing the Chinese knowledge bases.
We first propose to reuse an existing ontology to alleviate the difficulties to
build a high-quality ontology. We also propose an end-to-end deep learning
model without any human supervision to automatically extract structured
facts from encyclopedia articles.

2. Second, we propose a smart active update strategy to keep the freshness of
knowledge base with little update cost.

The rest of this paper is organized as follows. In Sect. 2, we present the
architecture of CN-DBpedia. In Sect. 3, we introduce how we reduce the human
efforts in building CN-DBpedia, including reusing the ontology of DBpedia and
building an end-to-end extraction models to enrich the infobox of entities. In
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Sect. 4, we elaborate our update strategies. Section 5 presents the statistic of our
system, including the distribution of the extracted knowledge and the usage of
information. Finally, we conclude our paper in Sect. 6.

2 System Architecture

The system architecture of CN-DBpedia is shown in Fig. 1. The system uses
Baidu Baike, Hudong Baike and Chinese Wikipedia (which are the three largest
Chinese encyclopedia websites) as the main data sources. We first extract
raw knowledge from the articles of those encyclopedia websites. Different with
Wikipedia, Baidu Baike and Hudong Baike do not provide any dump files. Hence,
we need to use a crawler to fetch those articles. Encyclopedia articles contain
many structured information, such as abstract, infobox and category informa-
tion. We extract facts from those structured information directly and populate
them into a Chinese knowledge base.

Hudong 
Baike

Chinese
Wikipedia

Baidu
Baike

Enrichment

Cross-Lingual 
Entity Linking 

& Typing

Infobox 
Completion

Normalization

Attribute 
Normalization

Value 
Normalization

Extraction

Crawling

Parsing

Fact 
Extraction

Correction

Error Detection

Crowd-Souring 
Correction

Knowledge 
Base

Update

Active 
Update

Periodic 
Update

Fig. 1. System architecture of CN-DBpedia.

However, the quality of the knowledge base derived so far is still not good
enough yet. There are three additional steps to improve the quality of the knowl-
edge base.

– STEP 1: Normalization. Since online encyclopedias are user-generated con-
tent websites, the descriptions of contents are usually diverse. Different con-
tributors may use different names and formats to describe the same attributes
and values. For example, in order to describe a person’s birth, one editor may
use attribute birthday, another editor may use date of birth or something
else. Hence, we need to normalize the attributes and values in the knowledge
base.

– STEP 2: Enrichment. Current knowledge base is incomplete since no entities
contain type information and some entities lacking of infobox information.
To enrich entities with types, we reuse the ontology (especially the taxonomy
of types) in DBpedia and type Chinese entities with DBpedia types. We
complete the infobox information of entities by finding more SPO (Subjecte-
Predicate-Object) triples from their article texts. The details are elaborated
in Sect. 3.
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– STEP 3: Correction. Current knowledge base might contain wrong facts. We
propose two main steps to correct them. The first is error detection and the
second is error correction. We use two methods for error detection. The first
is rule-based detection. For example, we can use the domain and range of
properties to find errors, the range of attribute birthday is date, any other
types of values are wrong. The second way of error detection is based on user
feedbacks. CN-DBpedia provides a user exploration interface to browse the
knowledge in our system1. The interface allows users to provide feedbacks on
the correctness of an SPO fact. The interface is shown in Fig. 2. After error
detection, we mainly use crowd-sourcing for error correction. We assign error
facts to different contributors and aggregate their corrections. The challenge is
how to aggregate the multiple, noisy contributor inputs to create a consistent
data [6]. A simple-yet-effective method is majority vote.

Fig. 2. The interface of CN-DBpedia allows users to provide feedbacks

3 Human Effort Reduction

Our first idea of human efforts reduction is reusing the ontology of existing
knowledge bases and typing Chinese entities with the types in the existing knowl-
edge base. The second idea is building an end-to-end extractor to complete the
infobox. Next, we elaborate these two ideas.

3.1 Cross-Lingual Entity Typing

Building a widely accepted taxonomy requires huge human effort. To avoid this,
we reuse the taxonomy of DBpedia because it is well defined and widely acknowl-
edged. The first step of the taxonomy reuse is typing Chinese entities with
English DBpedia types. To solve the problem, we propose a system, CUTE [9]
(Cross-lingUal Type infErence).

Figure 3 is the system architecture of CUTE. The system builds a supervised
hierarchical classification model, which accepts an untyped Chinese entity (with

1 http://kw.fudan.edu.cn/cndbpedia/search/.

http://kw.fudan.edu.cn/cndbpedia/search/
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Fig. 3. Framework of CUTE

its features) as input and outputs all valid English types in DBpedia. Compared
with the flat classification method, a hierarchical model reduces the classifica-
tion time and increases the accuracy. Thus, the key to build an effective model
is reduced to the construction of a high quality labeled data set. Since reducing
the human efforts is our major concern, we develop an automatic labeled data
generation procedure. We notice that some entities in English/Chinese knowl-
edge bases may have the same Chinese label names. Thus, we can pair a Chinese
entity with the English entity sharing the same Chinese label names. The Chi-
nese entity as well as the types of the paired English entity is naturally a labeled
sample. However, the quality of the training data constructed in the way above
still has many problems:

– The types of English DBpedia entities in many cases are incomplete, which
leads to the labeled samples with incomplete types.

– The types of English DBpedia entities in some cases are wrong, which leads
to some samples with wrong types.

– Entity linking by Chinese label name is subject to errors, which leads to
wrong samples. For example, The Hunger Games is a novel’s label name in
DBpedia, while in Chinese knowledge base, it is a label name of a film.

– The features of Chinese entities are usually incomplete. For example, some
actors may only contain some basic information, such as birthday and
height, which disables an effective inference to their fine-grained types, such
as Actor.

To improve the quality of training data, we propose two approaches:

– To solve the incompleteness problem, we first complete the types for English
DBpedia entities.

– To solve the last three problems, we execute a noisy filter step on training
data to get rid of all wrong samples.
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3.2 Infobox Completion

Infobox completion is the key step to enrich CN-DBpedia. The automation of
this step is critical for the reduction of human effort. Infoboxes contain struc-
tured 〈subject, predicate, object〉 (i.e. 〈s,p,o〉 triple) facts about an entity, such as
〈Leonardo DiCaprio, BirthPlace, Hollywood〉. Infobox completion is a task to
extract object for a given pair of entity and predicate from encyclopedia articles.
We model the extraction problem as a seq2seq learning problem [8]. The input
is a natural language sentence containing tokens, the output is the label of each
token. The label is either 1 or 0, predicting whether a token is a part of the
object for the predicate. We train an extractor Ep for each predicate. For exam-
ple, the sentence in Fig. 4 occurs in the Wikipedia page of Leonardo DiCaprio.
The extractor of BirthPlace will label Hollywood and California as True for
Leonardo DiCaprio.

There are two key issues to build an effective extractor. The first is how to
construct the training data. The second is how to select the desired extraction
model. For the first issue, we use distant supervision method. The basic idea is
that the Wikipedia infobox contains many structured facts about entities and
many of these facts are also mentioned in the free text part in the entity article.
Thus, we can use the sentences that express the facts in the infobox as our
training data. For example, if 〈Leonardo DiCaprio, BirthPlace, Hollywood〉
occurs in the infobox of Leonardo DiCaprio, we can easily find the sentences
(shown in Fig. 4) and correctly label the object in the sentence.

Fig. 4. Hollywood and California extracted as objects.

For the second issue, we employ Long Short-Term Memory Recurrent Neural
Network (LSTM-RNN) for information extraction. LSTM-RNN has been proved
effective in modeling and processing complex information, and it has achieved
the state-of-the-art results in many natural language processing tasks. However,
LSTM-RNN has been rarely used for information extraction. We envision that
LSTM-RNN could be a powerful tool for information extraction for the following
reasons. First, given labeled data, it is possible for the deep learning framework to
derive the features and representation, which saves the cost of feature engineering
in large scale, multiple predicates information extraction. Second, LSTM-RNN
can better handle long distance dependency, and is capable of generalization of
syntactic patterns of natural language.

The model structure is shown in Fig. 5. The input text is treated as a token
sequence. Our final output is a labeled sequence (with a TRUE or FALSE label),
which has an equal length with the input token sequence. We use a hybrid
representation for each token in the input token sequences, to cover as many



434 B. Xu et al.

Fig. 5. Model structure [8]

as possible useful information towards knowledge base construction. The vec-
tor representation is the concatenation of three vectors: word embedding vector
(V), phrase information(P), type information (T). V represents the literal word
information. P represents our prior knowledge about how words are combined
into a phrase. T is the type representation for entity e. The representation for
each token derived in the previous step is now fed into the LSTM recurrent
neural network. Clearly, the label of a token in a natural language sentence is
related to both its preceding tokens and its successive tokens. This motivates
us to use bi-directional hidden LSTM layers to make use of the past and future
input features.

Finally we use binary cross entropy loss function as the objective function to
train the model:

Loss =
len∑

t=0

ŷt log(yt) + (1 − ŷt) log(1 − yt) (1)

where ŷt (0 or 1) is the ground-truth for the t-th token. We derive ŷt in the
training data generation phrase.

4 Knowledge Base Update

In this section, we elaborate our update mechanisms. We first present a widely
used update strategy, then we present a more smart update strategy.

Periodical Update. The update policy is critical for the freshness of a knowledge
base. The most preliminary update policy is periodical update. Existing knowl-
edge bases such as DBpedia and Yago mostly use this update strategy. That
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is replacing the current knowledge bases completely with a new version after a
certain period. In periodical update, the period is a key issue. A long update
period means a low update cost, but the knowledge bases are likely to contain
more obsolete facts about entities. A short update period can keep the freshness
of the knowledge bases, but has a huge update cost. How to set a best update
period is a challenging problem.

To solve this problem, CN-DBpedia supports not only periodical update
but also a more smart update strategy which actively updates the knowledge
bases by monitoring the changes of entities and updates an entity only when its
facts change. We refer to this update strategy as active update, which will be
elaborated in the following texts.

Active Update. The key issue of active update is to identify new entities (such
as iPhone 7s) or an old entity (already existing in knowledge bases) that is
likely to contain new facts (such as Donald Trump). We resort to two sources to
identify these entities:

– First, entities mentioned in recent hot news.
– Second, entities mentioned in popularly searched keywords of search engines

or other popular websites.

Hot news usually is about a timely and important event. The entities men-
tioned in the hot news are either new entities or entities whose facts tend to
change. For example, Donald Trump was elected as the 45th President of the
United States. His occupation in the knowledge bases should be updated to
President. To find entities mentioned in hot news, we build a real-time news
monitor, to collect the titles of latest hot news. Then, we identify the entities in
the news titles and retrieve the entity from the encyclopedia source.

The popular search key words or sentences in the search engine websites usu-
ally contain the target entities. Many Chinese search engines, such as Baidu,
Sogou, etc., have a panel for the real-time hot queries or topics. Moreover,
some search engines such as Sogou even show the top-10 searched movies, songs,
games, etc. They are also high-quality sources from which to find emerging enti-
ties or recent updated entities.

The only remaining problem is extracting entity names from news titles or
search queries. To ensure our solution misses no new entities, we do not use a new
phrase detection algorithm. Instead, we employ a simple greedy entity extraction
method. We first do a word segmentation, to convert the sentences/phrases into
a word list. Then we select all sub-lists of this list, and concatenate each sub-list
into a string. In this way, we get many sub-strings. Some of them are entity
names, and some others are sentence fragments. No matter what a sub-string
is, we search it in the encyclopedia website. Then we can judge whether it is
an entity name (there are hit results) or a meaningless fragments (no results
returned). In addition, some sub-strings with low IDF (Inverse Document Fre-
quency) could be filtered because they are usually non-meaningful entities.
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5 Statistics for CN-DBpedia

We present the statistics of our system in this section. Since CN-DBpedia is con-
tinually updated. The entities and facts in CN-DBpedia are continuously growing.
By December 2016, CN-DBpedia contains 10,341,196 entities and 88,454,264 rela-
tions. Table 1 shows the distribution of entities over different types (only top-15
most popular types are shown). We can see that our knowledge base in general
covers entities from a variety of different domains. Table 2 further shows the
distribution of structured facts. It is clearly to see that facts in infobox play a
dominant role.

Table 1. Top-15 most popular
types in CN-DBpedia.

Types Count Rank

dbo:Work 2,529,054 1

dbo:Agent 2,004,923 2

dbo:Person 1,217,988 3

dbo:Place 1,197,263 4

dbo:WrittenWork 1,098,019 5

dbo:Book 1,056,106 6

dbo:Organisation 790,974 7

dbo:PopulatedPlace 616,022 8

dbo:ArchitecturalStructure 492,580 9

dbo:Settlement 462,082 10

dbo:Building 454,448 11

dbo:Company 417,010 12

dbo:Species 211,536 13

dbo:Eukaryote 207,771 14

dbo:Food 178,689 15

Table 2. Relations in CN-DBpedia.

Relation types Count Rank

Entity Infobox 41,140,062 1

Entity Tags 19,865,811 2

Entity Types 19,846,300 3

Entity Information 4,003,901 4

Entity SameAs 142,448 5

Table 3. APIs and their descriptions.

API name Description Rank Count

mention2entity given mention name, return entity name 1 59,277,949

entityAVP given entity name, return all its attribute-value pairs 2 35,812,420

entityTag given entity name, return all its tags 3 27,334,278

entityInformation given entity name, return its description information 4 22,698,972

entityType given entity name, return all its types 5 17,608,266

entityAttribute given entity and attribute names, return all values 6 36,936
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We also publish a lot of APIs2 to make our knowledge base accessible from
Web. By December 2016, these APIs have already been called 164 million times
since it is published on December 2015. Table 3 shows the function of each API
and their usage statistics. We can see that mention2entity service which returns
an entity for a certain mention of the entity in text is the most popular one. We
envision that most of these APIs are serving many big data analytic applications
as the underlying knowledge services.

6 Conclusion

In this paper, we propose a never-ending Chinese Knowledge extraction sys-
tem: CN-DBpedia. Compared with other knowledge bases, CN-DBpedia relies
quite few human efforts and provides the freshest knowledge with a smart active
update strategy. The 160 million API calls of knowledge services provided by
CN-DBpedia justify the rationality of our system design. We will further inte-
grate more knowledge sources to increase the coverage of CN-DBpedia in the
near future.
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Abstract. This paper aims at demonstrating sentiment strength analysis in
aspect-based opinion mining. Previous works normally focused on reviewers’
sentiment orientation and ignored sentiment strength that users expressed in the
reviews. In order to offset this disadvantage, two methods for sentiment strength
evaluation were proposed. Experiments on a huge hotel review dataset show how
sentiment strength analysis can improve the performance of aspect rating
prediction.

Keywords: Opinion mining · Sentiment strength analysis · Aspect-based rating

1 Introduction

With the rapid extension and advancement of internet, increasing number of people are
attracted to be involved in e-commerce for its facility and convenience. And most e-
commerce websites allow internet users to share their viewpoints and opinions about
the products on sale with other users. The reviews, feedbacks or ratings about products
play a significant role in the customer choice. Besides, sellers can improve their products
or services according to feedbacks from customers.

However, reviews or feedbacks on the web are commonly long and redundant, and
users usually care about some certain aspects/features of the products only. It would be
tedious and fruitless to scan all of these reviews. As focusing on just the overall ratings
will not be sufficient for a user to make decisions, the research of mining different aspects
of the reviews is in great demand.

Aspect-based opinion mining aims to extract major aspects of a product and predict
the rating of each aspect from the product reviews [1]. Hu and Liu proposed a feature-
based opinion mining framework for product reviews [2]. Their research focused on the
features of the product, but the features extracted from reviews are complicated and
trivial. Aspects are attributes or components of products, and some similar features will
be clustered into an aspect (e.g., “breakfast”, “snack” in “food” aspect).

In early period, most works about aspect-based opinion mining focus on the feature
extraction and aspect identification. The works on aspect-based opinion mining are
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feature-based approaches [1–5]. These approaches are mostly based on some rules or
constraints to find high-frequency noun phrases and identify product aspects. Appa‐
rently, this type of approach would result in a loss of features expressed in low frequency.
Moreover, it requires much manual tuning to filter many non-aspect features.

In order to reduce manual cost and improve the adaptability to cross-domain dataset,
some works apply automatic learning method to estimating the model parameters from
dataset. And most of the current models are based on Latent Dirichlet Allocation(LDA) [6].
LDA methods use the bag-of-words representation of documents and focus on the co-occur‐
rences at the document level. However, some topics generated from the LDA methods are
not valid. Additionally, when given some ratable aspects, the topics and the aspects cannot
match properly.

Fine-grained aspect extracting system has recently attracted increasing attention.
Titov proposed a multi-grain topic models based on LDA [3]. They solved the task in a
two-step process. At first they applied LDA method on document level to infer the
overall topics which were referred to as global topics. Then they proposed a sliding
windows method on sentence level to infer local topics. The local topics are close to the
aspects. Wang and Lu proposed a latent variable model to extract sentiments related to
each aspect [7]. In this model, they assumed that reviewers first decided which aspects
they commented on; and then for each aspect they chose word to express their opinion.
The overall rating depends on a weighted sum of all ratings. Their model could estimate
the weight and the sentiment strength for each aspect in an unsupervised way.

The main goal of sentiment analysis is to predict the sentiment orientation (i.e.,
positive or negative) in sentences and documents. To determine which words or phrases
are positive or negative, many works are based on sentiment lexicons or manual
resources. Turney proposed an unsupervised learning technique based on the mutual
information between phrase and the words “excellent” and “poor” [8], whose detail will
be mentioned later. To assign the sentiment orientation on document level, many super‐
vised learning techniques were used in early studies. Pang and Lee compared three
machine learning methods: Naive Bayes, Maximum Entropy classification and SVM
and proved that SVM outperformed the other two learning approaches [9]. Sentence
level sentiment analysis is much sophisticated and linguistic knowledge are usually
required to get accurate results.

Much work has been completed to build a fine-grained probabilistic model to address
the problem of aspect-based opinion mining [1, 3, 4]. In contrast, few researches focus
on the sentiment strength that users expressed in the reviews. In most previous work,
the sentiment analysis of an aspect in one review is often considered as a binary classi‐
fication problem: positive or negative, ignoring the sentiment strength. In fact, the word
“wonderful” apparently expresses more positive sentiment than “good”.

Based on sentiment analysis, sentiment strength analysis further explores the
emotional intensity of reviewers toward the entity they rate on, which is likely be contri‐
butive to the aspect-based opinion mining.

Rather than simply predict whether a review is positive or negative, Pang and Lee
[10] proposed an algorithm based on a metric labeling formulation to predict the strength
of ratings on a scale of 1 to 5. Experiments show that this algorithm improves the
prediction over both multi-class and regression of SVM. And SVM regression performs
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slightly better than multi-class SVM because SVM regression uses ordering of classes
in an implicit way.

Wilson and Wiebe accomplished some work on classifying the intensity of opinions
and the subjectivity of deeply nested clause [11]. They defined three levels(low, medium
and high) for the subjective sentences or clauses, which is similar to sentiment strength
analysis. They employed a wide range of features including syntactic features, and
achieved more satisfactory performance.

In this paper, we bridge the gap between aspect-based opinion mining and sentiment
strength analysis. Comparing with the binary classification method, we propose two
methods to measure the sentiment strength. The experiment demonstrate how sentiment
strength analysis can improve the prediction of aspect rating. The rest of the paper is
structured as follows. Section 1 describes our aspect identification and clustering
method. Section 2 presents the two sentiment strength analysis methods. Section 3 shows
the experiment results and according evaluation. Finally, Sect. 4 concludes the paper
and provides a summary of our work and a discussion of future work.

2 Feature Identification and Aspect Extraction

Among large amount of features we can extract from the reviews, we need to classify
these features into ratable aspects. As outlined in introduction, topic models, including
LDA model, are commonly employed to cluster the features.

2.1 Latent Dirichlet Allocation

Latent Dirichlet allocation is a generative probabilistic model for collections of discrete
data such as text corpora. The basic idea is that documents are represented as random
mixtures over latent topics, where each topic is characterized by a distribution over
words [6].

LDA assumes the following generative process for each review in the corpus:

(1) Sample ~ Dir()
(2) For each of the N words wn:

(a) Choose a topic Zn ~ Multinomial
(b) Choose a word wn from, p(wn | zn), a multinomial probability conditioned on

the topic zn.

We apply Latent Dirichlet allocation approach on a hotel review dataset that will be
used in the following experiment as well. As for deciding topic number in LDA model
training stage, repeated experiments have shown that relatively higher performance can
be obtained by 10 topics. Before utilizing LDA model, we removed the opinion words
in the corpus to avoid unnecessary workload. An opinion word is an adjective that
conveys reviewers’ emotion toward an object. For instance, in the sentence “This phone
has an amazing and big screen”, the “screen” is the opinion target and the “amazing”,
“big” are opinion words for this particular review.
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After feature extraction with certain methods, LDA is employed to conduct features
clustering and the results are demonstrated in Table 1.

Table 1. Top 5 groups of words from LDA topics for hotel reviews

I II III IV V
Service
Room
Desk
Size
Ice

Hotel
Room
Booked
Made
Reservation

Internet
Access
Rooms
Wedding
Wireless

Noise
Room
Night
Floor
Street

Room
Bed
Manager
Desk
Staff

Breakfast
Coffee
Room
Day
Fruit

Parking
Hotel
Car
Room
Park

Beach
Pool
Ocean
View
Resort

Airport
Shuttle
Hotel
Minutes
Bus

Market
Downtown
Place
Location
Walk

The result of LDA model reveals its major drawbacks although there are some
reasonable topic clusters generated. Specifically, many clusters are not understandable
since the model simply formulates various clusters but not provide labels. For example,
it is tricky to determine the topic of a cluster that contains noise, room, night, floor and
street. In addition, the model automatically generates clusters without any human choice
of topics, which leads to low flexibility.

2.2 Semi-automatic Aspect Extraction

A semi-automatic classification approach can effectively conquer the main shortcoming
of the above full automatic method. Concretely, we adopt a bootstrapping approach
similar to the aspect segmentation algorithm in Ref. [7].

The bootstrapping approach is carried out with the following steps: first of all, we
manually select some keywords that are specific enough to describe the aspect as seed
words (i.e., room, bed for the room aspect). Then given the seed words for each aspect,
we split the reviews into sentences and assign each sentence to the aspect that most terms
correspond to. After that, we calculate the dependencies between aspects and words by
Chi-square statistic with which we could rank the words under each aspect. We join the
top words into their corresponding aspect keyword list. The above-mentioned steps will
be repeated until the keyword list remains unchanged or the iteration number exceeds
the limits.

We apply the bootstrapping approach to the same hotel reviews dataset. The seed
words and top word list for each aspect is presented in Table 2. After filtering out stop
words, the outcome seems rather reasonable, significantly outperforming the LDA
approach. Additionally, given a feature word, we can easily obtain which aspect it
belongs to.
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Table 2. Top words from aspect segmentation

Aspect Seed Words Top Words
Value Value, price, quality,

worth
Cheap, cost,
expectation, money, …

Room Room, suite, view, bed Sleep, bathroom, bed,
size, …

Location Location, traffic,
minute

Market, train, site,
facility, …

Cleanliness Clean, dirty, smell, tidy Smoke, valet, linen,
maintain, …

Service Service, food, breakfast Restaurant, food, cafe,
drink, …

3 Sentiment Strength Analysis

After feature clustering and aspect identification for each cluster, we need to distinguish
opinion words so as to further analyze the precise opinion of reviewers. It is worth
mentioning that attention should be paid to negation forms in a review sentence since
they can reverse the final analysis result. Based on the above work, we can discuss the
process of sentiment strength analysis.

There are various methods for identifying opinion words. Compared with the word
distance based or part-of-speech pattern based method, the method we adopt turns out
to perform relatively better by considering syntactic patterns. We first apply Stanford
Parser to each sentence and then we can extract different dependencies through gram‐
matical relations in a sentence. One type of dependency relation patterns, including
adjectival modifiers (AMOD) and nominal subjects (NSUBJ), is effective to detect
opinion words in adjective form. Another type containing conjunction (CONJ) prepo‐
sitional modifier (PREP) is also contributive for opinion words identification when
conjunctions and prepositions appear in the review sentences. In terms of negation
dependency (NEG) in the sentence, we normally add a “negation” tag to the according
opinion words in order to attain the necessary information expressed by reviewers.

With the opinion words identification accomplished, we can explore the sentiment
strength of reviews’ viewpoint by making use of two methods based on pointwise mutual
information and fuzzy set. Comparison between the two methods’ performance is made
after the experiments.

3.1 PMI-IR Algorithm

The pointwise mutual information (PMI) between two words, word1(w1) and
word2(w2), is defined as follows:

PMI(w1, w2) = log2

[
p(w1 & w2)
p(w1)p(w2)

]
(1)
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In the equation, p(w1 & w2) is the probability that word1 and word2 co-occur. If
word1 is independent to word2, their mutual information value is zero. The ratio between
p(w1 & w2) and p(w1)p(w2) is a measure of the degree of dependence between these
two words.

In order to acquire the sentiment strength value of a phrase, the semantic orientation
(SO) has defined as a computation form as follows [8]:

( ) ( ,“ ”) ( ,“ ”)SO phrase PMI phrase excellent PMI phrase poor (2)

PMI-IR estimates PMI by issuing queries to a search engine(hence the IR in PMI-
IR) and returning the number of hits(matching documents). Let hits(query) be the
number of hits returned, given the query, the following estimate of SO can be derived
from Eqs. (1) and (2).

2

( “ ”) (“ ”)
(phrase)=

( “ ”) (“ ”)
hits phraseNEAR excellent hits poor

SO
hits phraseNEAR poor hits excellent

(3)

Based on the features and their according opinion words, we can employ PMI-IR to
generate the sentiment strength. The sentiment strength of some words show in Fig. 1.

Fig. 1. Sentiment strength score calculated in PMI-IR and Rating in Groups

3.2 Rating in Groups

Another approach of computing sentiment strength of an opinion word is related to the
rating of a particular review which it appears in. If an opinion word always appears in
reviews with a certain rating, we could intuitively infer its sentiment strength. However,
plenty of opinion words appear in reviews with varied ratings. Under this circumstance,
their sentiment strength value is closely relevant to the ratio in reviews with different
ratings. Based on this assumption, we propose a method to calculate opinion words’
sentiment strength.

The initial step is to divide the review dataset into five groups by its overall rating,
namely G1, G2, G3, G4, G5, representing a rating of 1 to 5 respectively. We extract the
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opinion words which are tagged as adjectives (ADJ). Then the frequency distribution
among the five groups of each word is calculated. The relative frequency distribution of
some frequent opinion words is presented in Table 3. As an example, most ‘good’ are
located in G4 and G5, which indicates its positive sentiment. By making use of the
frequency distribution acquired above, we can utilize the fuzzy sets model to predict
sentiment strength of an opinion word and compute the weighted sum of the group rating.
Figure 1 shows the sentiment strength of some words calculated by this algorithm.

Table 3. Frequency distribution of some opinion words

Frequency
distribution

G1 G2 G3 G4 G5

Good 3.9% 14.4% 12.6% 40.4% 28.8%
Quiet 5.2% 1.7% 0.0% 50.0% 43.1%
Great 2.2% 5.3% 13.0% 38.9% 40.5%
Terrible 25.0% 33.3% 8.3% 16.7% 16.7%

The major issue for now is how to assemble the sentiment strength of all the opinion
words belonging to one aspect. The most straightforward approach is adopted, where
we simply compute the average sentiment strength of all the opinion words describing
the same aspect. Consequently, given a review and an overall rating, we can obtain all
the aspect ratings by employing the several methods mentioned above.

4 Experiment Results

4.1 Dataset and Pre-processing

The hotel reviews of TripAdvisor are selected as our dataset. In addition to the free-text
reviews and an overall rating, reviewers can also optionally rate predefined 8 aspects of
the hotel in each review: service, value, sleep quality, location, cleanliness, room, spa,
and breakfast. The ratings can be varied from 5 levels of 1 to 5 stars, which can serve
as ground-truth for our aspect rating prediction.

We crawled 198,982 hotel reviews as raw dataset, with some being lack of data
integrity. Specifically, among the 8 optional ratable aspects, most people would rate
value, room, location, cleanliness and service. Hence, there is a need for data filtering.
After that, we attain 111,443 reviews which contain all these 5 aspect ratings. In addition,
some other data pre-processings including removing punctuations, stop words and
stemming are conducted before we finally carry out the experiments.

4.2 Quantitative Experiments

In previous studies about aspect-based opinion mining, there has been little attention on
sentiment strength conveyed by reviewers. The reason is that focusing merely on senti‐
ment orientation can guarantee a relatively high correctness. At the same time, it
becomes complicated when evaluating sentiment strength analysis. In order to explore
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how both sentiment orientation and sentiment strength affect performance, we design
the following experiment about aspect rating prediction.

First of all, we set up two baseline methods for comparison. One, namely BASE‐
LINE, treats the overall rating given as the rating of every aspect. The other, namely
Sentiment Orientation, combine the overall rating and sentiment orientation for each
aspect to train a supervised model. As for improvement, we similarly take the overall
rating and sentiment strength into consideration to train two models, where sentiment
strength is measured by PMI-IR and Rating in groups respectively.

During the experiment, support vector regression (SVR) is chosen as learning
method and implemented with LIBSVM toolkit [12]. In order to ensure the compara‐
bility of the four different methods, we adopt mean square error (MSE) for quantitative
evaluation, which is illustrated in Table 4.

Table 4. Results of experiments

Experiment result MSE
BASELINE 0.74507
Sentiment orientation 0.62771
PMI-IR 0.59514
Rating in groups 0.55206

4.3 Result Analysis

As shown in the table, transparent improvement triggered by sentiment analysis can be
discovered. Concretely, the latter baseline method which takes into account sentiment
orientation outperforms the former one. Further, the latter two experiments has proved
that sentiment strength is more contributive to aspect rating prediction compared to
sentiment orientation.

Besides, in the comparison between PMI-IR and Rating in groups, prediction of the
latter is comparatively accurate, about which we can find a hint from Fig. 1. The senti‐
ment strength measured by PMI-IR tends to polarize. In contrast, the strength measured
by Rating in Groups is rather refined. However, it should be admitted that the dataset
has affected the result to some extent.

5 Conclusions

In this paper, we explore the contribution of sentiment strength analysis to aspect rating
prediction with two proposed methods. Experiments reveal that sentiment strength plays
an important role in enhancing the performance of aspect rating prediction, despite these
two methods provide slightly varied outcomes.

There is space for further improvement. It is probably influential to fully take
advantage of those long and complicated sentences with pronoun in it. Besides, some
semantic parser methods might also be valuable for this work.
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Abstract. Multi-document summarization is a difficult natural language pro-
cessing task. Many extractive summarization methods consist of two steps:
extract important concepts of documents and select sentences based on those
concepts. In this paper, we introduce a method to use the Latent Dirichlet
Allocation (LDA) topic labels as concepts, instead of n-gram or using external
resources. Sentences are selected based on these topic labels in order to form a
summary. Two selection methods are proposed in the paper. Experiments on
DUC2004 dataset has shown that Vector-based methods are better, i.e. map
topic labels and sentences to a word vector and a letter trigram vector space to
find those sentences which are syntactically and semantically related with the
topic labels in order to form a summary. Experiments show that the produced
summaries are informative, abstractive and better than the baseline method.

Keywords: Text summarization � Topic labels � Word vectors

1 Introduction

With the rapid development of the Internet, information has witnessed explosive
growth. To browse and search information in an effective way has become an important
issue in natural language processing. Automatic text summarization can compress
document information and help users absorb mass information. Such technologies can
decrease information overload effectively.

Extractive and abstractive ways are usually two kinds methods for automatic
summarization (Ani Nenkova and Kathleen McKeown 2011). Considering the diffi-
culty of abstractive way, most researchers use many different extractive methods to
extract some important sentences as text summarization, such as supervised method (Li
et al. 2013), graph based method (Erkan and Dragomir 2004), global optimization
method (Dimitrios et al. 2012) and concept based method (Gillick and Favre 2009).

It has been assumed that the value of a summary is the sum of the values of the
unique concepts it contains. Concepts could be words, named entities, syntactic sub-
trees or semantic relations. The goal is to maximize the sum of the weights of those
concepts that will be chosen to appear in the summary (Gillick and Favre 2009).

In this paper, we propose a method for concept based multi-document text summa-
rization. LDA topic labels are used as concepts. Our method consists of three steps: use
LDA topic model to generate LDA topics, then generate topic labels by vector based
method, select sentences that are semantically relatedwith topic labels asfinal summaries.
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Our contributions in this work are: (1) the proposal of LDA topic labels as concepts
in a concept based text summarization method; (2) the proposal of vector based
methods to select sentences as extractive text summarization.

The rest of the paper is organized as follows. Section 2 summarizes some of the
recent works in text summarization and topic labelling. Section 3 proposes our concept
based method. Experimental results and conclusions are discussed in Sects. 4 and 5.

2 Related Work

There are two types of summarization methods: extractive and abstractive. Extractive
summaries are produced by concatenating several sentences taken exactly as they
appear in the documents being summarized. Abstractive summaries are written to
convey the main information of the documents and may reuse phrases or clauses from
it, but the summaries are different from the sentences in the documents. Carenini (2006)
has compared these two types of methods and found that they performed equally well
relative to each other, each has different strengths and weaknesses. Extractive methods
are suitable for summarization of factual documents, while abstractive methods deal
with documents that contain inconsistent information. Past extractive methods focused
on assigning value to individual sentence to select informative and not redundant
sentences as summary. Gillick and Favre (2009) presented an Integer Linear Program
for exact inference under a maximum coverage model. They use bigrams as concepts,
weighted by the number of input documents in which they appear. Berg-Kirkpatrick
et al. (2011) proposed a combined linear model to jointly extract and compress. There
is a common assumption that a good summary is those sentences which contain as
many of the important concepts as possible.

Topics are usually interpreted by their top terms (Blei et al. 2003). Topic labelling
aims at generating labels to represent topics, such labels can be words, phrases and
sentences. Blei (2003) use terms ranked by p(w|z) in LDA topic as label, where z
represents LDA topic. Lau et al. (2010) re-rank LDA top terms by features including
PMI, WordNet relationship and Wikipedia feature. Some other methods use phrases as
topic label. Blei and Lafferty (2009) extend LDA model to generate multi-word dis-
tribution of topics. Cano et al. (2014) experimented summarization methods for topic
labeling. We think that topic labels can also be used in text summarization.

Our technique is inspired by the concept based extractive method and word vector
based method. The basic intuition is that a good summary is semantically related to
important concepts and concepts can be represented by LDA topic labels.

3 Methodology

3.1 Preliminary

LDA model has widely used in finding the hidden topics of documents. Those topics
are semantic meanings of the documents. A summary should represent the core
meaning of the documents. The framework of our method contains two steps: 1.
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Generate LDA topic labels by vector based methods; 2. Calculate the similarity
between each sentence and LDA topic labels, select top 5 sentences that has the highest
similarity as final summary. Four topic labelling methods and two similarity measures
are proposed in the paper.

3.2 LDA Topic Label Generation

We use vector based method to generate LDA topic labels, the framework is shown in
the Fig. 1. The method contains three steps: generate candidate phrase labels; map
LDA topics and candidate labels to vector space; calculate the correlation between
LDA topics and their candidate labels by cosine similarity and select topic labels based
on the highest similarity (Kou et al. 2015).

Three kinds of vectors are applied to generate labels: letter trigram vector (Huang
et al. 2013); continuous bag-of-word model and skip-gram model (Mikolov et al.
2013). LDA top 1 term is used to show the topics.

3.3 Sentence Selection

LDA topics are hidden semantic meanings of a document set. The label for a topic can
represent a concept of this document set. A good summary should be highly related to
those important concepts of documents. Two methods are used to evaluate the simi-
larity in order to select sentences as the final summaries.

Topic label Coverage:
According to (Berg-Kirkpatrick et al. 2011), a good summary should contain as many
important concepts as possible. Topic labels are regarded as important concepts, the
coverage calculation of a sentence is shown as follow:

XN

i

weight lið Þ � countðliÞ ð1Þ

z

Output vector 
in vector space

Sim Sim

Fig. 1. Vector based topic labelling method
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Where a weight represents the importance of a label, a count represents the number
of labels in a sentence. A label weight is calculated by LDA model output as follows:

weight lzð Þ ¼
P

hdðzÞ
Nd

ð2Þ

where lz represents a label of a topic z, hdðzÞ represents the weight of a topic z in a
document d, Nd represents the number of documents.

Word Vector Similarity:
Each word has been represented by a vector in vector space. A naive intuition is that
calculation of the similarity between LDA topic labels and sentences by word vector
distance can find important sentences.

Based on researches on extending word vector to phrase and sentence vector
(Mikolov et al. 2013), Weighted additive method (Mitchell and Lapata 2010) is used to
transfer a word vector into a topic label vector and a sentence vector. The formulas are
shown as follows

ys ¼
X

wj2s
ywj ð3Þ

yl ¼
X

wj2l
ywj ð4Þ

Where s represents a sentence and l represent a LDA topic label, y represents a
vector. After generation of a LDA topic label vector and a sentence vector, we then
calculate the similarity between them by cosine measure as follows.

Sim ys; ylð Þ ¼ cosine ys; ylð Þ ¼ yTs yl
yskk ylkk ð5Þ

The score of each sentence is the sum of its Sim with all LDA topic labels in the
document cluster. Top 5 sentences with the highest scores are selected as the final
summary.

4 Experiments

4.1 Dataset

We test our methods on DUC (Document understanding conference)2004 dataset.
There are five tasks of DUC2004. Task 2 focused on generating short multi-document
summaries of TDT events. The data of task2 is used in our experiments. It consists of
50 TDT English document clusters, each cluster contains 10 documents. The
dataset also provides human generated summaries for each cluster.
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We train LDA topics of each document cluster. The parameter a. LDA model is set
as 50/K and b. set as 0.01. Considering the size of documents is limited, we set K as 3
for each cluster.

4.2 Evaluation Metrics

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) measure is used to
evaluate the effectiveness of our method. Specifically ROUGE-1, ROUGE-2 and
ROUGE-3 are used. These measures correlate well with human judgement in general.

4.3 Experiment Result Evaluation

In generating LDA topic labels, we use nlp chunker1 to extract chunks for candidate
label selection. Word2vec toolbox is used to train CBOW and skip-gram vectors. The
window size is set as 5 for both models. The dimensions of CBOW and skip-gram
models are 100. The dimension of letter trigram is 18252.

Table 1 shows the result of using topic label coverage to select sentences. Table 2
shows the result of using vector-based method. Comparing with the result of Task 2 in
2004, our method using vector-based topic label and similarity calculation is better than
their median value. The median values evaluated by R-1, R-2, R-3 are 0.34251,
0.07135 and 0.02289 respectively. We analysis and summarize the results in the
following:

Table 1. ROUGE evaluation result of ‘topic label coverage’ method

Topic label R-1 (95% conf.) R-2 (95% conf.) R-3 (95% conf.)

Letter trigram 0.28 0.059 0.018
CBOW 0.26 0.056 0.016
Skip-gram 0.26 0.051 0.014
LDA top word 0.32 0.056 0.013

Table 2. ROUGE evaluation result of ‘word vector similarity’ method

Topic label R-1 (95% conf.) R-2 (95% conf.) R-3 (95% conf.)

Letter trigram 0.35 0.072 0.023
CBOW 0.32 0.060 0.017
Skip-gram 0.29 0.044 0.010

1 http://opennlp.apache.org/.
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• Among three different vector-based topic labels, the label using letter trigram are the
best of all experiments, skip-gram and LDA top word perform the worst. The topic
label using CBOW outperforms those of using skip-gram. The reason is that rep-
resentation of using letter trigram can reduce the dimension of word space with few
collisions, compared with the unlimited word space. More importantly, letter tri-
gram vector map morphologically variations of a same word to points that are close
to each other. Representation of using CBOW vector can benefit not only those
syntactic features, but also those semantic features hidden in a text. The evaluation
of word vectors has shown that CBOW is better than all other word vectors in some
similarity tasks (Yulia Tsvetkov et al. 2015). Skip-gram performs better in corpus
which has highly semantic concentration degree, i.e. the context is all about the
same event or the similar things. DUC corpus is a variety of news corpus whose
semantic concentration is not too high, thus skip-gram performs not well.

• Sentence selection using ‘word vector similarity’ outperforms ‘topic label coverage’
in all evaluations. The method using topic label coverage only catches whether the
concepts are in the sentence or not, omitting their morphologic similarity and
semantic similarity. The vector-based selection method can project both the sen-
tences and topic labels to a morphological similarity and semantic word space in
order to find their true relationship between them. Our experiment has shown that
the word vector space can catch the semantic relationship of two vectors.

4.4 Comparison with a Baseline Method

MDSES (Multi-document Summarization based on Explicit Semantics of Sentences)
(Zheng et al. 2015) is used as our baseline method. It is a concept based method, which
explicitly considers conceptual relations of sentences. In addition, MDSES builds a
sentence-concept graph and proposes a graph weighting algorithm to rank sentences.
Based on their results on DUC2004, the comparison is shown on Table 3.

Our result of using topic labels as concepts and select sentences based on letter
trigram vector is a little bit better than the baseline method, which takes conceptual
relations of sentences into consideration and utilizes explicit semantics of sentences.
More importantly, the baseline also uses concept-concept semantic relation based on
Wikipedia textual content and hyperlink structure to eliminate redundancy. Our method
does not use any external sources and only use word vectors to represent both the
concepts and sentences.

Table 3. Baseline comparison result

Method R-1 (95% conf.)

Letter trigram + word vector similarity 0.35
MDSES 0.34
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4.5 Summarization Result

To show the effectiveness of our method, some results of sample document clusters are
shown as follows. There are three parts: LDA topics from document clusters; topic
labels generated from LDA topics using three different vectors; sentences selected
based on the methods in 3.3. Because of space limitation, we list a part of document
cluster, LDA topics, topic labels and summaries. Table 4 shows two data sample with
our result in the following:

Table 4. Two examples of summarization result

DUC document (partial):   
The outcome of the Microsoft antitrust case may be a long way off, but one thing is 
already clear: This is the first major e-mail trial. The government's prosecution and 
Microsoft Corp.'s defense, to a striking degree, are legal campaigns waged with elec-
tronic messages. The human testimony often pales next to the e-mail evidence.
LDA topics: 
Topic 1
'aol' 'sun' 'netscape' 'software' 'microsoft' 'browser' 'executives' 'deal' 'technology'
Topic 2
'online' 'america' 'netscape' 'companies' 'commerce' 'services' 'software' 'electronic' 
'business' 'consulting'
Topic 3
'microsoft' 'government' 'mail' 'case' 'antitrust' 'gates' 'trial' 'netscape' 'site' 'line'
Topic labels:
Topic 1
Cbow: netscape , sun and aol
Skip-gram: sun sun microsystems
Letter trigram: internet browser software
Topic 2
Cbow: america online and netscape
Skip-gram: america online argues
Letter trigram: electronic commerce services and software
Topic 3
Cbow: antitrust trial microsoft
Skip-gram: antitrust trial microsoft
Letter trigram: antitrust trial Microsoft

Summary (partial): 
Executives representing Netscape, AOL and Sun Microsystems are government wit-
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5 Conclusion

We propose a new concept-based multi-document summarization method. It uses topic
labels as concepts and applies vector-based methods to select sentences as text sum-
marization. The method first extract topic labels as important concepts of documents,
then select sentences that are semantically related to topic labels as summaries. We
propose two methods to select sentences using our four topic labelling methods.

nesses at the Microsoft trial. The Netscape deal, if consummated, would realign three 
businesses at the forefront of the modern economy _ on - line services, Internet soft-
ware and electronic commerce .

DUC document (partial):   
In a surprise move, nations adopting the new European currency, the euro, dropped 

key interest rates Thursday, effectively setting the rate that will be adopted throughout 
the euro zone on Jan. 1. Ten of the 11 countries adopting the euro dropped their inter-
est rate to 3 percent. Italy dropped to 3.5 percent from 4 percent. The coordinated 
move was a key step in preparing for economic union.
LDA topics: 
Topic 1
'percent' 'euro' 'rate' 'cuts' 'france' 'duisenberg' 'currency' 'germany' 'nations' 'markets' 
Topic 2
'european' 'london' 'market' 'europe' 'euro' 'exchange' 'german' 'paris' 'create' 'joining'
Topic 3
'european' 'business' 'french' 'ago' 'europeans' 'common' 'italian' 'work' 'job' 'union'
Topic labels:
Topic 1
Cbow: busy financial markets
Skip-gram: coordinated rate cut
Letter trigram: germany and france pressed
Topic 2
Cbow: london stock exchange
Skip-gram: french , greek , spanish , german
Letter trigram: european stock exchange
Topic 3
Cbow: european university students
Skip-gram: common european currency
Letter trigram: common european currency

Summary (partial): 
27 of nine other European exchanges to discuss ``the steps and conditions needed to 

create a unifying and competitive pan - European equity market.'' The two announce-
ments show how the introduction of the currency, the euro, is reshaping Europe' s 
financial landscape , requiring Europeans to think in Continental rather than national 
terms in finance and business.`` It' s the beginning of a new era .''
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Experiments show that topic label using the letter trigram vector and sentence selection
using word vector has achieved the best result.

Experiments on DUC data show that our method can get better result than the
baseline and the summarization result is also understandable and reasonable. It is also
better than the median value of the competition results in 2004.

The limitation of our method is that the topic labels will affect the quality of
summarization, while the quality of topic labels is also affected by a corpus size and the
number of topics. In the future, we plan to test more corpora and use more word vectors
for text summarization.

Acknowledgement. We would like to thank the National Natural Science Foundation of China
(Grant No. 61375053) for part of the financial support of this paper.
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Abstract. Implicit discourse relation recognition is an extremely chal-
lenging task, for it lacks of explicit connectives between two arguments.
Currently, most methods to address this problem can be regarded as to
solve it in two stages, the first is to extract features from two arguments
separately, and the next is to apply those features to some standard clas-
sifier. However, during the first stage, those methods neglect the links
between two arguments and thus are blind to find pair-specified clues
at the very beginning. This paper therefore makes an attempt to model
sentence with its targeted pair in mind. Concretely, an LSTM model
with attention mechanism is adapted to accomplish this idea. Experi-
ments on the benchmark dataset show that without the help of feature
engineering or any external linguistic knowledge, our proposed model
outperforms previous state-of-the-art systems.

1 Introduction

Discourse parsing has been shown helpful for many downstream natural language
process (NLP) tasks, such as summarization, question answering. While recently
the field of discourse parsing has been widely studied, implicit discourse relation
classification remains a significant challenge and becomes a performance bot-
tleneck of such systems [9,11]. The main reason that makes implicit discourse
relation classification so difficult is that the absence of discourse connectives
(e.g., so, but et al.), which can explicitly indicate the relation between its gov-
erned arguments with few ambiguousness [18,21]. In other words, implicit dis-
course relation classification requires semantic understanding of both two text
arguments [6].
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our competitors say we overbid them who caresInputs:

Hidden layer:

Source states Attention mechanism

review

return evidence

Fig. 1. Illustration of our model. The processes of modeling two Arguments are con-
nected via an attention mechanism.

Until now, related works focus on identifying an ideal set of features to bet-
ter represent two arguments, such as exploiting handcrafted features obtained
from external linguistic knowledge [9,12,14,16,20,27,30], feature combination
optimization [19], and using neural network for automatic feature learning [32].
Data selection or augmentation is also applied [3,10,31].

However, in previous works, either of two arguments is simply transformed
into vector representation according to feature designing individually [22–24].
The modeling processes of two arguments are parallel running and independent
to each other. For one who is asked what the relation is between the current
and the previous sentences, one highly possible strategy is to look back into
the previous sentence and find some relevant evidence to make the decision,
i.e., goal-directed observation makes better judgment. Moreover, as plain text
of arguments can be so long that redundant and needless words may also be
contained, conventional models can easily overfit on training corpus. Previous
work has primarily applied attentive neural models to generating text for their
capability of target-guided feature extraction, advancing several fields such as
machine translation [1,15] and sentence summarization [26]. In this work, we
extends these techniques to modeling text pair for discourse relation classifi-
cation. Specifically, we adapt an LSTM model with attention mechanism for
sentence modeling in implicit discourse relation classification, which intends to
filter out useless information and capture critical evidence via pair-guided feature
extraction.

2 Model

The overall model architecture is illustrated in Fig. 1. Without any feature engi-
neering, we just use the original word information as input. Those symbolic data
will first be transformed into distributed vectors (word embeddings) [2] through
an embedding layer.
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Bi-LSTM Sentence Modeling. LSTM [8] is a variant of recurrent neural networks
(RNNs) which has been shown to be an effective tool for sequence modeling
tasks [4,13,29]. Unlike classic bag-of-words model, LSTM constructs sentence
representations as an order-sensitive function. At each time step t, LSTM uses
a memory cell ct ∈ R

H to preserve history information and output a hidden
state ht ∈ R

H as the current sentence representation (Due to the structure of
LSTM, it tends to focus on more recent inputs). The transition equations are
the following:

it = σ(Wixt + Uiht−1 + bi)

ft = σ(Wfxt + Ufht−1 + bf )
ot = σ(Woxt + Uoht−1 + bo)
ĉt = tanh(Wcxt + Ucht−1 + bc)
ct = ft � ct−1 + it � ĉt

ht = ot � tanh(ct)

where xt is the input at the current time step (e.g., t-th word representation),
σ denotes the sigmoid function and � denotes element-wise multiplication.

To fully capture the semantics of natural language, a bidirectional LSTM
[7] is used to modeling the first argument (Arg1) which consists of two LSTMs:
one takes the input word sequence in its original order and the other takes
the sequence in the reverse order. Therefore, the outputs of bi-LSTM include
a sequence of forward hidden states (

−→
h1, . . . ,

−→
hT1) and a sequence of backward

hidden states (
←−
h1, . . . ,

←−
hT1), where T1 is the length of Arg1. We then concatenate

those two sequence into one sequence as h̄j = [
−→
hj

T ;
←−
hj

T ]T . In this way, each
annotation h̄i contains summarized information about the whole input sentence,
but with a strong attention to the details surrounding the i-th word. The resulted
vectors (h̄1, . . . , h̄T1) not only stand as a representation of Arg1 but also serve
as an information source, so called source states, to the followed modeling of the
second argument (Arg2).

Attentive LSTM Sentence Modeling. To generate the representation of Arg2,
one can also use an LSTM to achieve it (See Sect. 3). However, since we already
have the representation of Arg1 and the ultimate goal is to classify the relation
between those two arguments, it should be better to make more purposeful
feature extraction so that more targeted evidence could be detected and focused.
In our model, an attentive LSTM [1] is adapted to fulfill this requirement, which
uses the source states as another input. Concretely, at each time step t, the
actual input to feed the attentive LSTM is calculated as:

xt = g(ct,wt)

where g(·) is a nonlinear, potentially multi-layered function that mixes the infor-
mation of ct and wt, while ct is the collaborate vector detected from source states
and wt is the word representation of the t-th word in Arg2.
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The collaborate vector is computed as weighted sum of source states h̄i:

ct =
T1∑

j=1

αtjh̄j

the weight αtj of source state h̄j is computed by:

αtj =
exp(s(ht−1, h̄j))∑T1
i=1 exp(s(ht−1, h̄i))

where s() is a function to score the importance of each source state based on
previous hidden state ht−1:

s(ht−1, h̄j) = vT
α tanh(Wα[hT

t−1; h̄
T
j ]T + bα)

where vα,bα ∈ R
V and Wα ∈ R

V ×(H1+H2) are trainable parameters, H1,H2 are
the dimensionality of source states and hidden states, respectively. Intuitively,
this score function implements a mechanism of attentive comparison between
the both details of arguments.

After obtaining the hidden states of attentive LSTM, i.e., (h1, . . . ,hT2), to
deal with variable argument lengths and reduce the dimensionality for final clas-
sification, we average the vector representations of both arguments and concate-
nate them into one vector:

h∗ = [(
1
T1

T1∑

i=1

h̄i)T ; (
1
T2

T2∑

j=1

hj)T ]T

where h∗ is the final hidden layer representation of both arguments. Upon the
hidden layer, we stack a Softmax layer for relation classification. During training,
the traditional cross-entropy error combined with an �2 regularization is used as
the loss function:

J(θ) =
1
m

m∑

k=1

− log Softmaxy(k)(h
∗
(k)) +

λ

2
||θ||22

where m is the size of training set, y(k), h∗
(k) are the golden relation and final

representation for the k-th training instance respectively, λ is the regularization
coefficient and θ is the parameter set in our model. The diagonal variant of
AdaGrad [5] with minibatchs is used for the training procedure.

3 Experiments

To evaluate the proposed model, we conducted a series of experiments on the
Penn Discourse Treebank (PDTB) dataset [25]. Following the conventions of
most previous works, we used sections 2–20 in the PDTB as training set, sections
0–1 as development set for hyper-parameter tuning and sections 21–22 as test
set.
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Table 1. Distribution of the second level relation types of implicit relations from
training sections.

Level 1 class Level 2 type Training instances %

Comparison Concession 184 1.43

Contrast 1610 12.54

Pragmatic concession 1 0.01

Pragmatic contrast 4 0.03

Contingency Cause 3277 25.53

Condition 1 0.01

Pragmatic cause 64 0.50

Pragmatic condition 1 0.01

Expansion Alternative 151 1.18

Conjunction 2882 22.46

Exception 2 0.02

Instantiation 1102 8.59

List 338 2.63

Restatement 2458 19.15

Temporal Asynchronous 555 4.32

Synchrony 204 1.59

Setup. The PDTB [25] provides a multi-level hierarchy of discourse relations.
The first level roughly categorizes the relations into four major classes. For each
class, a second level of types is available to make more distinct and pragmatic
description on the relation. However, most of recent works only concern about
recognizing of the first level classes, in the “one-versus-all” binary classification
setting (in fact, at present only two papers are available presenting results on
second level classification). The neglect of deeper processing may be due to the
following reasons: (1) the distribution of second level discourse relation is unbal-
anced; (2) the training instances for each relation type are relatively small. The
distribution of 16 second level relation types of implicit relations from training
sections is shown in Table 1.

In this paper, we attack the second level relation classification as it is more
challenging but more relevant for the ultimate use of discourse parsing, and the
more general multi-classes classification setting is adopted.

Implement Details. Pre-training the word embeddings on large unlabeled data
has been found to benefit the performance of neural network models on many
tasks. We therefore use word2vec1 [17] toolkit to initialize the word embedding
matrix M. According to early experiments on development set, we empirically
set d = 300, H1 = 300, H2 = 300 and V = 100. We also found that dropout

1 http://code.google.com/p/word2vec/.

http://code.google.com/p/word2vec/
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Table 2. Performance comparisons of baseline models.

Models Accuracy (%)

Most common class 26.63

Arg1 only 36.38

Arg2 only 40.81

Arg1 + Arg2 42.93

Arg2 + attentive Arg1 45.14

Arg1 + attentive Arg2 45.81

Table 3. Comparisons with previous models.

Models Accuracy (%)

[12] –

+ Surface features 40.20

+ Brown cluster 40.66

[9] 36.98

+ Surface features 43.75

+ Entity semantics 37.63

+ Both 44.59

This work 45.81

[28] on the embedding layer with dropout rate 0.5 can significantly improve the
overall performance.

Model Analysis. To reveal the effect of pair-aware sentence modeling, we re-
implemented several simplified versions of our model as baseline models: one
without the attention mechanism, one only uses features in Arg1 and the other
only uses Arg2. We also tried swapping the positions of two arguments. The
results are listed in Table 2. As we can see, the performance is significantly
boosted by exploiting pair-aware sentence modeling. Moreover, it is interesting
to see that the Arg2-only one yields similar results compared to none attention
model, and attentive model has substantial improvements on both of them. It
demonstrates that pair-specific evidence can be easily ignored without guiding
information.

Results. The comparisons of previous models and our model are shown in
Table 3. Note that previous methods exploited massive hand-crafted surface fea-
tures (word pair features, constituent parse features, dependency parse features,
and contextual features), or other external linguistic knowledge such as Brown
clusters and entity semantics [9], while our proposed model simply uses word
information. However, with the ability of extracting pair-specified features, our
model achieves even better results against them.
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4 Conclusion and Future Work

This paper presents a pair-aware sentence modeling method for implicit discourse
relation classification. Unlike previous works, the proposed model generates
sentence representations via pair-specified feature extraction. Experiments on
benchmark dataset show that with an attention mechanism, our model achieves
improved performance over baseline models and outperforms previous state-of-
the-art methods in the way without any feature engineering.

Although the proposed method is originally designed for implicit discourse
relation, it can be easily generalized to other text relation classification tasks,
such as paraphrase detection.
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