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## Preface

The Permutation Patterns 2007 conference was held 11-15 June 2007 at the University of St Andrews. This was the fifth Permutation Patterns conference; the previous conferences were held at Otago University (Dundein, New Zealand), Malaspina College (Vancouver Island, British Columbia), the University of Florida (Gainesville, Florida), and Reykjavík University (Reykjavík, Iceland). The organizing committee was comprised of Miklós Bóna, Lynn Hynd, Steve Linton, Nik Ruškuc, Einar Steingrímsson, Vincent Vatter, and Julian West. A half-day excursion was taken to Falls of Bruar, Blair Athol Castle and The Queen's View on Loch Tummel.

There were two invited talks:

- Mike Atkinson (Otago University, Dunedin, New Zealand), "Simple permutations and wreath-closed pattern classes".
- Martin Klazar (Charles University, Prague, Czech Republic), "Polynomial counting".

There were 35 participants, 23 talks, and a problem session (the problems from which are included at the end of these proceedings). All the main strands of research in permutation patterns were represented, and we hope this is reflected by the articles of these proceedings, especially the eight surveys at the beginning. The conference was supported by the EPSRC and Edinburgh Mathematical Society.

# Some general results in combinatorial enumeration 

Martin Klazar<br>Department of Applied Mathematics<br>Charles University<br>11800 Praha Czech Republic


#### Abstract

This survey article is devoted to general results in combinatorial enumeration. The first part surveys results on growth of hereditary properties of combinatorial structures. These include permutations, ordered and unordered graphs and hypergraphs, relational structures, and others. The second part advertises four topics in general enumeration: 1. counting lattice points in lattice polytopes, 2 . growth of context-free languages, 3 . holonomicity (i.e., $P$-recursiveness) of numbers of labeled regular graphs and 4. ultimate modular periodicity of numbers of MSOL-definable structures.


## 1 Introduction

We survey some general results in combinatorial enumeration. A problem in enumeration is (associated with) an infinite sequence $P=\left(S_{1}, S_{2}, \ldots\right)$ of finite sets $S_{i}$. Its counting function $f_{P}$ is given by $f_{P}(n)=\left|S_{n}\right|$, the cardinality of the set $S_{n}$. We are interested in results of the following kind on general classes of problems and their counting functions.

Scheme of general results in combinatorial enumeration. The counting function $f_{P}$ of every problem $P$ in the class $\mathcal{C}$ belongs to the class of functions $\mathcal{F}$. Formally, $\left\{f_{P} \mid P \in \mathcal{C}\right\} \subset \mathcal{F}$.

The larger $\mathcal{C}$ is, and the more specific the functions in $\mathcal{F}$ are, the stronger the result. The present overview is a collection of many examples of this scheme.

One can distinguish general results of two types. In exact results, $\mathcal{F}$ is a class of explicitly defined functions, for example polynomials or functions defined by recurrence relations of certain type or functions computable in polynomial time. In asymptotic results, $\mathcal{F}$ consists of functions defined by asymptotic equivalences or asymptotic inequalities, for example functions growing at most exponentially or functions asymptotic to $n^{(1-1 / k) n+o(n)}$ as $n \rightarrow \infty$, with the constant $k \geq 2$ being an integer.

The sets $S_{n}$ in $P$ usually constitute sections of a fixed infinite set. Generally speaking, we take an infinite universe $U$ of combinatorial structures and introduce problems and classes of problems as subsets of $U$ and families of subsets of $U$, by means of size functions $s: U \rightarrow$ $\mathbb{N}_{0}=\{0,1,2, \ldots\}$ and/or (mostly binary) relations between structures in $U$. More specifically, we will mention many results falling within the framework of growth of downsets in partially order sets, or posets.

Downsets in posets of combinatorial structures. We consider a nonstrict partial ordering $(U, \prec)$, where $\prec$ is a containment or a substructure relation on a set $U$ of combinatorial structures, and a size function $s: U \rightarrow \mathbb{N}_{0}$. Problems $P$ are downsets in $(U, \prec)$, meaning that $P \subset U$ and $A \prec B \in P$ implies $A \in P$, and the counting function of $P$ is

$$
f_{P}(n)=\#\{A \in P \mid s(A)=n\} .
$$

(More formally, the problem is the sequence of sections ( $P \cap U_{1}, P \cap$ $U_{2}, \ldots$ ) where $U_{n}=\{A \in U \mid s(A)=n\}$.) Downsets are exactly the sets of the form

$$
\operatorname{Av}(F):=\{A \in U \mid A \nsucc B \text { for every } B \text { in } F\}, F \subset U .
$$

There is a one-to-one correspondence $P \mapsto F=\min (U \backslash P)$ and $F \mapsto$ $P=\operatorname{Av}(F)$ between the family of downsets $P$ and the family of antichains $F$, which are sets of mutually incomparable structures under $\prec$. We call the antichain $F=\min (U \backslash P)$ corresponding to a downset $P$ the base of $P$.

We illustrate the scheme by three examples, all for downsets in posets.

### 1.1 Three examples

Example 1. Downsets of partitions. Here $U$ is the family of partitions of $[n]=\{1,2, \ldots, n\}$ for $n$ ranging in $\mathbb{N}$, so $U$ consists of finite sets $S=\left\{B_{1}, B_{2}, \ldots, B_{k}\right\}$ of disjoint and nonempty finite subsets $B_{i}$ of
$\mathbb{N}$, called blocks, whose union $B_{1} \cup B_{2} \cup \cdots \cup B_{k}=[n]$ for some $n$ in $\mathbb{N}$. Two natural size functions on $U$ are order and size, where the order, $\|S\|$, of $S$ is the cardinality, $n$, of the underlying set and the size, $|S|$, of $S$ is the number, $k$, of blocks. The formula for the number of partitions of [ $n$ ] with $k$ blocks

$$
S(n, k):=\#\left\{S \in U|\|S\|=n,|S|=k\}=\sum_{i=0}^{k} \frac{(-1)^{i}(k-i)^{n}}{i!(k-i)!}\right.
$$

is a classical result (see [111]); $S(n, k)$ are called Stirling numbers. It is already a simple example of the above scheme but we shall go further.

For fixed $k$, the function $S(n, k)$ is a linear combination with rational coefficients of the exponentials $1^{n}, 2^{n}, \ldots, k^{n}$. So is the sum $S(n, 1)+$ $S(n, 2)+\cdots+S(n, k)$ counting partitions with order $n$ and size at most $k$. We denote the set of such partitions $\left\{S \in U||S| \leq k\}\right.$ as $U_{\leq k}$. Consider the poset $(U, \prec)$ with $S \prec T$ meaning that there is an increasing injection $f: \bigcup S \rightarrow \bigcup T$ such that every two elements $x, y$ in $\bigcup S$ lie in the same block of $S$ if and only if $f(x), f(y)$ lie in the same block of $T$. In other words, $S \prec T$ means that $\bigcup T$ has a subset $X$ of size $\|S\|$ such that $T$ induces on $X$ a partition order-isomorphic to $S$. Note that $U_{\leq k}$ is a downset in $(U, \prec)$. We know that the counting function of $U_{\leq k}$ with respect to order $n$ equals $a_{1} 1^{n}+\cdots+a_{k} k^{n}$ with $a_{i}$ in $\mathcal{Q}$. What are the counting functions of other downsets? If the size is bounded, as for $U_{\leq k}$, they have similar form as shown in the next theorem, proved by Klazar [77]. It is our first example of an exact general enumerative result.

Theorem 1.1 (Klazar). If $P$ is a downset in the poset of partitions such that $\max _{S \in P}|S|=k$, then there exist a natural number $n_{0}$ and polynomials $p_{1}(x), p_{2}(x), \ldots, p_{k}(x)$ with rational coefficients such that for every $n>n_{0}$,

$$
f_{P}(n)=\#\{S \in P \mid\|S\|=n\}=p_{1}(n) 1^{n}+p_{2}(n) 2^{n}+\cdots+p_{k}(n) k^{n}
$$

If $\max _{S \in P}|S|=+\infty$, the situation is much more intricate and we are far from having a complete description but the growths of $f_{P}(n)$ below $2^{n-1}$ have been determined (see Theorem 2.17 and the following comments). We briefly mention three subexamples of downsets with unbounded size, none of which has $f_{P}(n)$ in the form of Theorem 1.1. If $P$ consists of all partitions of $[n]$ into intervals of length at most 2 , then $f_{P}(n)=F_{n}$, the $n^{\text {th }}$ Fibonacci number, and so $f_{P}(n)=b_{1} \alpha^{n}+b_{2} \beta^{n}$ where $\alpha=\frac{\sqrt{5}-1}{2}$,
$\beta=\frac{\sqrt{5}+1}{2}$ and $b_{1}=\frac{\alpha}{\sqrt{5}}, b_{2}=\frac{\beta}{\sqrt{5}}$. If $P$ is given as $P=\operatorname{Av}(\{C\})$ where $C=\{\{1,3\},\{2,4\}\}$ (the partitions in $P$ are so called noncrossing partition, see the survey of Simion [106]) then $f_{P}(n)=\frac{1}{n+1}\binom{2 n}{n}$, the $n^{\text {th }}$ Catalan number which is asymptotically $c n^{-3 / 2} 4^{n}$. Finally, if $P=U$, so $P$ consists of all partitions, then $f_{P}(n)=B_{n}$, the $n^{\text {th }}$ Bell number which grows superexponentially.

Example 2. Hereditary graph properties. Here $U$ is the universe of finite simple graphs $G=([n], E)$ with vertex sets $[n], n$ ranging over $\mathbb{N}$, and $\prec$ is the induced subgraph relation; $G_{1}=\left(\left[n_{1}\right], E_{1}\right) \prec G_{2}=$ $\left(\left[n_{2}\right], E_{2}\right)$ means that there is an injection from $\left[n_{1}\right]$ to $\left[n_{2}\right]$ (not necessarily increasing) that sends edges to edges and nonedges to nonedges. The size, $|G|$, of a graph $G$ is the number of vertices. Problems are downsets in $(U, \prec)$ and are called hereditary graph properties. The next theorem, proved by Balogh, Bollobás and Weinreich [18], describes counting functions of hereditary graph properties that grow no faster than exponentially.

Theorem 1.2 (Balogh, Bollobás and Weinreich). If $P$ is a hereditary graph property such that for some constant $c>1, f_{P}(n)=\#\{G \in$ $P||G|=n\}<c^{n}$ for every $n$ in $\mathbb{N}$, then there exists a natural numbers $k$ and $n_{0}$ and polynomials $p_{1}(x), p_{2}(x), \ldots, p_{k}(x)$ with rational coefficients such that for every $n>n_{0}$,

$$
f_{P}(n)=p_{1}(n) 1^{n}+p_{2}(n) 2^{n}+\cdots+p_{k}(n) k^{n}
$$

The case of superexponential growth of $f_{P}(n)$ is discussed below in Theorem 2.11.

In both examples we have the same class of functions $\mathcal{F}$, linear combinations $p_{1}(n) 1^{n}+p_{2}(n) 2^{n}+\cdots+p_{k}(n) k^{n}$ with $p_{i} \in \mathcal{Q}[x]$. It would be nice to find a common extension of Theorems 1.1 and 1.2. It would be also of interest to determine if the two classes of functions realizable as counting functions in both theorems coincide and how they differ from $\mathcal{Q}\left[x, 2^{x}, 3^{x}, \ldots\right]$.

Example 3. Downsets of words. Here $U$ is the set of finite words over a finite alphabet $A$, so $U=\left\{u=a_{1} a_{2} \ldots a_{k} \mid a_{i} \in A\right\}$. The size, $|u|$, of such a word is its length $k$. The subword relation (also called the factor relation) $u=a_{1} a_{2} \ldots a_{k} \prec v=b_{1} b_{2} \ldots b_{l}$ means that $b_{i+1}=a_{1}, b_{i+2}=a_{2}, \ldots, b_{i+k}=a_{k}$ for some $i$. We associate with an infinite word $v=b_{1} b_{2} \ldots$ over $A$ the set $P=P_{v}$ of all its finite subwords, thus $P_{v}=\left\{b_{r} b_{r+1} \ldots b_{s} \mid 1 \leq r \leq s\right\}$. Note that $P_{v}$ is a downset in
$(U, \prec)$. The next theorem was proved by Morse and Hedlund [92], see also Allouche and Shallit [7, Theorem 10.2.6].

Theorem 1.3 (Morse and Hedlund). Let $P$ be the set of all finite subwords of an infinite word $v$ over a finite alphabet $A$. Then $f_{P}(n)=$ $\#\{u \in P||u|=n\}$ is either larger than $n$ for every $n$ in $\mathbb{N}$ or is eventually constant. In the latter case the word $v$ is eventually periodic.

The case when $P$ is a general downset in $(U, \prec)$, not necessarily coming from an infinite word (cf. Subsection 2.4), is discussed below in Theorem 2.19.

Examples 1 and 2 are exact results and example 3 combines a tight form of an asymptotic inequality with an exact result. Examples 1 and 2 involve only countably many counting functions $f_{P}(n)$ and, as follows from the proofs, even only countably many downsets $P$. In example 3 we have uncountably many distinct counting functions. To see this, take $A=\{0,1\}$ and consider infinite words $v$ of the form $v=10^{n_{1}} 10^{n_{2}} 10^{n_{3}} 1 \ldots$ where $1 \leq n_{1}<n_{2}<n_{2}<\ldots$ is a sequence of integers and $0^{m}=00 \ldots 0$ with $m$ zeros. It follows that for distinct words $v$ the counting functions $f_{P_{v}}$ are distinct; Proposition 2.1 presents similar arguments in more general settings.

### 1.2 Content of the overview

The previous three examples illuminated to some extent general enumerative results we are interested in but they are not fully representative because we shall cover a larger area than the growth of downsets. We do not attempt to set forth any more formalized definition of a general enumerative result than the initial scheme but in Subsections 2.4 and 3.4 we will discuss some general approaches of finite model theory based on relational structures. Not every result or problem mentioned here fits naturally the scheme; Proposition 2.1 and Theorem 2.6 are rather results to the effect that $\left\{f_{P} \mid P \in \mathcal{C}\right\}$ is too big to be contained in a small class $\mathcal{F}$. This collection of general enumerative results is naturally limited by the author's research area and his taste but we do hope that it will be of interest to others and that it will inspire a quest for further generalizations, strengthenings, refinements, common links, unifications etc.

For the lack of space, time and expertise we do not mention results on growth in algebraic structures, especially the continent of growth in groups; we refer the reader for information to de la Harpe [52] (and also
to Cameron [43]). Also, this is not a survey on the class of problems \#P in computational complexity theory (see Papadimitriou [94, Chapter 18]). There are other areas of general enumeration not mentioned properly here, for example 0-1 laws (see Burris [42] and Spencer [109]).

In the next subsection we review some notions and definitions from combinatorial enumeration, in particular we recall the notion of Wilfian formula (polynomial-time counting algorithm). In Section 2 we review results on growth of downsets in posets of combinatorial structures. Subsection 2.1 is devoted to pattern avoiding permutations, Subsections 2.2 and 2.3 to graphs and related structures, and Subsection 2.4 to relational structures. Most of the results in Subsections 2.2 and 2.3 were found by Balogh and Bollobás and their coauthors $[11,13,12,15,14,16,17,18$, $19,20,21]$. We recommend the comprehensive survey of Bollobás [30] on this topic. In Section 3 we advertise four topics in general enumeration together with some related results. 1. The Ehrhart-Macdonald theorem on numbers of lattice points in lattice polytopes. 2. Growth of context-free languages. 3. The theorem of Gessel on numbers of labeled regular graphs. 4. The Specker-Blatter theorem on numbers of MSOL-definable structures.

### 1.3 Notation and some specific counting functions

As above, we write $\mathbb{N}$ for the set $\{1,2,3, \ldots\}, \mathbb{N}_{0}$ for $\{0,1,2, \ldots\}$ and $[n]$ for $\{1,2, \ldots, n\}$. We use $\# X$ and $|X|$ to denote the cardinality of a set. By the phrase "for every $n$ " we mean "for every $n$ in $\mathbb{N}$ " and by "for large $n$ " we mean "for every $n$ in $\mathbb{N}$ with possibly finitely many exceptions". Asymptotic relations are always based on $n \rightarrow \infty$. The growth constant $c=c(P)$ of a problem $P$ is $c=\limsup f_{P}(n)^{1 / n}$; the reciprocal $1 / c$ is then the radius of convergence of the power series $\sum_{n \geq 0} f_{P}(n) x^{n}$.

We review several counting sequences appearing in the mentioned results. Fibonacci numbers $\left(F_{n}\right)=(1,2,3,5,8,13, \ldots)$ are given by the recurrence $F_{0}=F_{1}=1$ and $F_{n}=F_{n-1}+F_{n-2}$ for $n \geq 2$. They are a particular case $F_{n}=F_{n, 2}$ of the generalized Fibonacci numbers $F_{n, k}$, given by the recurrence $F_{n, k}=0$ for $n<0, F_{0, k}=1$ and $F_{n, k}=F_{n-1, k}+F_{n-2, k}+\cdots+F_{n-k, k}$ for $n>0$. Using the notation $\left[x^{n}\right] G(x)$ for the coefficient of $x^{n}$ in the power series expansion of the expression $G(x)$, we have

$$
F_{n, k}=\left[x^{n}\right] \frac{1}{1-x-x^{2}-\cdots-x^{k}}
$$

Standard methods provide asymptotic relations $F_{n, 2} \sim c_{2}(1.618 \ldots)^{n}$, $F_{n, 3} \sim c_{3}(1.839 \ldots)^{n}, F_{n, 4} \sim c_{4}(1.927 \ldots)^{n}$ and generally $F_{n, k} \sim c_{k} \alpha_{k}^{n}$ for constants $c_{k}>0$ and $1<\alpha_{k}<2 ; 1 / \alpha_{k}$ is the least positive root of the denominator $1-x-x^{2}-\cdots-x^{k}$ and $\alpha_{2}, \alpha_{3}, \ldots$ monotonically increase to 2 . The unlabeled exponential growth of tournaments (Theorem 2.21) is governed by the quasi-Fibonacci numbers $F_{n}^{*}$ defined by the recurrence $F_{0}^{*}=F_{1}^{*}=F_{2}^{*}=1$ and $F_{n}^{*}=F_{n-1}^{*}+F_{n-3}^{*}$ for $n \geq 3$; so

$$
F_{n}^{*}=\left[x^{n}\right] \frac{1}{1-x-x^{3}}
$$

and $F_{n}^{*} \sim c(1.466 \ldots)^{n}$.
We introduced Stirling numbers $S(n, k)$ in Example 1. The Bell numbers $B_{n}=\sum_{k=1}^{n} S(n, k)$ count all partitions of an $n$-elements set and follow the recurrence $B_{0}=1$ and $B_{n}=\sum_{k=0}^{n-1}\binom{n-1}{k} B_{k}$ for $n \geq 1$. Equivalently,

$$
B_{n}=\left[x^{n}\right] \sum_{k=0}^{\infty} \frac{x^{k}}{(1-x)(1-2 x) \ldots(1-k x)} .
$$

The asymptotic form of the Bell numbers is

$$
B_{n}=n^{n(1-\log \log n / \log n+O(1 / \log n))} .
$$

The numbers $p_{n}$ of integer partitions of $n$ count the ways to express $n$ as a sum of possibly repeated summands from $\mathbb{N}$, with the order of summands being irrelevant. Equivalently,

$$
p_{n}=\left[x^{n}\right] \prod_{k=1}^{\infty} \frac{1}{1-x^{k}} .
$$

The asymptotic form of $p_{n}$ is $p_{n} \sim c n^{-1} \exp (d \sqrt{n})$ for some constants $c, d>0$. See Andrews [8] for more information on these asymptotics and for recurrences satisfied by $p_{n}$.

A sequence $f: \mathbb{N} \rightarrow \mathbb{C}$ is a quasipolynomial if for every $n$ we have $f(n)=a_{k}(n) n^{k}+\cdots+a_{1}(n) n+a_{0}(n)$ where $a_{i}: \mathbb{N} \rightarrow \mathbb{C}$ are periodic functions. Equivalently,

$$
f(n)=\left[x^{n}\right] \frac{p(x)}{(1-x)\left(1-x^{2}\right) \ldots\left(1-x^{l}\right)}
$$

for some $l$ in $\mathbb{N}$ and a polynomial $p \in \mathbb{C}[x]$. We say that the sequence $f$ is holonomic (other terms are $P$-recursive and D-finite) if it satisfies for every $n$ (equivalently, for large $n$ ) a recurrence

$$
p_{k}(n) f(n+k)+p_{k-1}(n) f(n+k-1)+\cdots+p_{0}(n) f(n)=0
$$

with polynomial coefficients $p_{i} \in \mathbb{C}[x]$, not all zero. Equivalently, the power series $\sum_{n \geq 0} f(n) x^{n}$ satisfies a linear differential equation with polynomial coefficients. Holonomic sequences generalize sequences satisfying linear recurrences with constant coefficients. The sequences $S(n, k)$, $F_{n, k}$, and $F_{n}^{*}$ for each fixed $k$ satisfy a linear recurrence with constant coefficients and are holonomic. The sequences of Catalan numbers $\frac{1}{n+1}\binom{2 n}{n}$ and of factorial numbers $n$ ! are holonomic as well. The sequences $B_{n}$ and $p_{n}$ are not holonomic [112]. It is not hard to show that if $\left(a_{n}\right)$ is holonomic and every $a_{n}$ is in $\mathcal{Q}$, then the polynomials $p_{i}(x)$ in the recurrence can be taken with integer coefficients. In particular, there are only countably many holonomic rational sequences.

Recall that a power series $F=\sum_{n \geq 0} a_{n} x^{n}$ with $a_{n}$ in $\mathbb{C}$ is algebraic if there exists a nonzero polynomial $Q(x, y)$ in $\mathbb{C}[x, y]$ such that $Q(x, F(x))=0 . F$ is rational if $Q$ has degree 1 in $y$, that is, $F(x)=$ $R(x) / S(x)$ for two polynomials in $\mathbb{C}[x]$ where $S(0) \neq 0$. It is well known (Comtet [50], Stanley [112]) that algebraic power series have holonomic coefficients and that the coefficients of rational power series satisfy (for large $n$ ) linear recurrence with constant coefficients.

Wilfian formulas. A counting function $f_{P}(n)$ has a Wilfian formula (Wilf [117]) if there exists an algorithm that calculates $f_{P}(n)$ for every input $n$ effectively, that is to say, in polynomial time. More precisely, we require (extending the definition in [117]) that the algorithm calculates $f_{P}(n)$ in the number of steps polynomial in the quantity

$$
t=\max \left(\log n, \log f_{P}(n)\right)
$$

This is (roughly) the minimum time needed for reading the input and writing down the answer. In the most common situations when $\exp \left(n^{c}\right)<$ $f_{P}(n)<\exp \left(n^{d}\right)$ for large $n$ and some constants $d>c>0$, this amounts to requiring a number of steps polynomial in $n$. But if $f_{P}(n)$ is small (say $\log n$ ) or big (say doubly exponential in $n$ ), then one has to work with $t$ in place of $n$. The class of counting functions with Wilfian formulas includes holonomic sequences but is much more comprehensive than that.

## 2 Growth of downsets of combinatorial structures

We survey results in the already introduced setting of downsets in posets of combinatorial structures $(U, \prec)$. The function $f_{P}(n)$ counts structures of size $n$ in the downset $P$ and $P$ can also be defined in terms of forbidden substructures as $P=\operatorname{Av}(F)$. Besides the containment relation
$\prec$ we employ also isomorphism equivalence relation $\sim$ on $U$ and will count unlabeled (i.e., nonisomorphic) structures in $P$. We denote the corresponding counting function $g_{P}(n)$, so

$$
g_{P}(n)=\#(\{A \in P \mid s(A)=n\} / \sim)
$$

is the number of isomorphism classes of structures with size $n$ in $P$.
Restrictions on $f_{P}(n)$ and $g_{P}(n)$ defining the classes of functions $\mathcal{F}$ often have the form of jumps in growth. A jump is a region of growth prohibited for counting functions-every counting function resides either below it or above it. There are many kinds of jumps but the most spectacular is perhaps the polynomial-exponential jump from polynomial to exponential growth, which prohibits counting functions satisfy$\operatorname{ing} n^{k}<f_{P}(n)<c^{n}$ for large $n$ for any constants $k>0$ and $c>1$. For groups, Grigorchuk constructed a finitely generated group having such intermediate growth (Grigorchuk [70], Grigorchuk and Pak [69], [52]), which excludes the polynomial-exponential jump for general finitely generated groups, but a conjecture says that this jump occurs for every finitely presented group. We have seen this jump in Theorems 1.1 and 1.2 (from polynomial growth to growth at least $2^{n}$ ) and will meet new examples in Theorems 2.4, 2.17, 2.18, 2.21, and 3.3.

If $(U, \prec)$ has an infinite antichain $A$, then under natural conditions we get uncountably many functions $f_{P}(n)$. This was observed several times in the context of permutation containment and for completeness we give the argument here again. These natural conditions, which will always be satisfied in our examples, are finiteness, for every $n$ there are finitely many structures with size $n$ in $U$, and monotonicity, $s(G) \geq$ $s(H) \& G \prec H$ implies $G=H$ for every $G, H$ in $U$. (Recall that $G \prec G$ for every $G$.)

Proposition 2.1. If $(U, \prec)$ and the size function $s(\cdot)$ satisfy the monotonicity and finiteness conditions and $(U, \prec)$ has an infinite antichain $A$, then the set of counting functions $f_{P}(n)$ is uncountable.

Proof. By the assumption on $U$ we can assume that the members of $A$ have distinct sizes. We show that all the counting functions $f_{\operatorname{Av}(F)}$ for $F \subset A$ are distinct and so this set of functions is uncountable. We write simply $f_{F}$ instead of $f_{\operatorname{Av}(F)}$. If $X, Y$ are two distinct subsets of $A$, we express them as $X=T \cup\{G\} \cup U$ and $Y=T \cup\{H\} \cup V$ so that, without loss of generality, $m=s(G)<s(H)$, and $G_{1} \in T, G_{2} \in U$ implies $s\left(G_{1}\right)<s(G)<s\left(G_{2}\right)$ and similarly for $Y$ (the sets $T, U, V$ may
be empty). Then, by the assumption on $\prec$ and $s(\cdot)$,

$$
f_{X}(m)=f_{T \cup\{G\}}(m)=f_{T}(m)-1=f_{T \cup\{H\} \cup V}(m)-1=f_{Y}(m)-1
$$

and $f_{X} \neq f_{Y}$.
An infinite antichain thus gives not only uncountably many downsets but in fact uncountably many counting functions. Then, in particular, almost all counting functions are not computable because we have only countably many algorithms. Recently, Albert and Linton [4] significantly refined this argument by showing how certain infinite antichains of permutations produce even uncountably many growth constants, see Theorem 2.6.

On the other hand, if every antichain is finite then there are only countably many functions $f_{P}(n)$. Posets with no infinite antichain are called well quasiorderings or shortly wqo. (The second part of the wqo property, nonexistence of infinite strictly descending chains, is satisfied automatically by the monotonicity condition.) But even if $(U, \prec)$ has infinite antichains, there still may be only countably many downsets $P$ with slow growth functions $f_{P}(n)$. For example, this is the case in Theorems 1.1 and 1.2. It is then of interest to determine for which growth uncountably many downsets appear (cf. Theorem 2.5). The posets $(U, \prec)$ considered here usually have infinite antichains, with two notable wqo exceptions consisting of the minor ordering on graphs and the subsequence ordering on words over a finite alphabet.

### 2.1 Permutations

Let $U$ denote the universe of permutations represented by finite sequences $b_{1} b_{2} \ldots b_{n}$ such that $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}=[n]$. The size of a permutation $\pi=a_{1} a_{2} \ldots a_{m}$ is its length $|\pi|=m$. The containment relation on $U$ is defined by $\pi=a_{1} a_{2} \ldots a_{m} \prec \rho=b_{1} b_{2} \ldots b_{n}$ if and only if for some increasing injection $f:[m] \rightarrow[n]$ one has $a_{r}<a_{s} \Longleftrightarrow b_{f(r)}<b_{f(s)}$ for every $r, s$ in $[m]$. Problems $P$ are downsets in $(U, \prec)$ and their counting functions are $f_{P}(n)=\#\{\pi \in P| | \pi \mid=n\}$. The poset of permutations $(U, \prec)$ has infinite antichains (see Aktinson, Murphy, and Ruškuc [10]). For further information and background on the enumeration of downsets of permutations see Bóna [34].

Recall that $c(P)=\limsup f_{P}(n)^{1 / n}$. We define

$$
E=\{c(P) \in[0,+\infty] \mid P \text { is a downset of permutations }\}
$$

to be the set of growth constants of downsets of permutations. $E$ contains elements 0,1 and $+\infty$ because of the downsets $\emptyset,\{(1,2, \ldots, n) \mid n \in$ $\mathbb{N}\}$ and $U$ (all permutations), respectively. How much does $f_{P}(n)$ drop from $f_{U}(n)=n!$ if $P \neq U$ ? The Stanley-Wilf conjecture (Bóna $[33,34]$ ) asserted that it drops to exponential growth. The conjecture was proved in 2004 by Marcus and Tardos [87].

Theorem 2.2 (Marcus and Tardos). If $P$ is a downset of permutations that is not equal to the set of all permutations, then, for some constant $c, f_{P}(n)<c^{n}$ for every $n$.

Thus, with the sole exception of $U$, every $P$ has a finite growth constant. Arratia [9] showed that if $F$ consists of a single permutation then $c(P)=$ $c(\operatorname{Av}(F))$ is attained as a limit $\lim f_{P}(n)^{1 / n}$. It would be nice to extend this result.

Problem 2.3. Does $\lim f_{P}(n)^{1 / n}$ always exist when $F$ in $P=\operatorname{Av}(F)$ has more than one forbidden permutation?

For infinite $F$ there conceivably might be oscillations between two different exponential growths (similar oscillations occur for hereditary graph properties and for downsets of words). It would be surprising if oscillations occurred for finite $F$.

Kaiser and Klazar [76] determined growths of downsets of permutations in the range up to $2^{n-1}$.

Theorem 2.4 (Kaiser and Klazar). If $P$ is a downset of permutations, then exactly one of the following four cases occurs.
(i) For large $n, f_{P}(n)$ is constant.
(ii) There are integers $a_{0}, \ldots, a_{k}, k \geq 1$ and $a_{k}>0$, such that $f_{P}(n)=a_{0}\binom{n}{0}+\cdots+a_{k}\binom{n}{k}$ for large $n$. Moreover, $f_{P}(n) \geq n$ for every $n$.
(iii) There are constants $c, k$ in $\mathbb{N}, k \geq 2$, such that $F_{n, k} \leq f_{P}(n) \leq$ $n^{c} F_{n, k}$ for every $n$, where $F_{n, k}$ are the generalized Fibonacci numbers.
(iv) One has $f_{P}(n) \geq 2^{n-1}$ for every $n$.

The lower bounds in cases 2, 3, and 4 are best possible.
This implies that

$$
E \cap[0,2]=\left\{0,1,2, \alpha_{2}, \alpha_{3}, \alpha_{4}, \ldots\right\},
$$

$\alpha_{k}$ being the growth constants of $F_{n, k}$, and that $\lim f_{P}(n)^{1 / n}$ exists and
equals to 0,1 or to some $\alpha_{k}$ whenever $f_{P}(n)<2^{n-1}$ for one $n$. Note that 2 is the single accumulation point of $E \cap[0,2]$. We shall see that Theorem 2.4 is subsumed in Theorem 2.17 on ordered graphs. Case 2 and case 3 with $k=2$ give the polynomial-Fibonacci jump: If $P$ is a downset of permutations, then either $f_{P}(n)$ grows at most polynomially (and in fact equals to a polynomial for large $n$ ) or at least Fibonaccially. Huczynska and Vatter [72] gave a simpler proof for this jump. Theorem 2.18 extends it to edge-colored cliques. Theorem 2.4 combines an exact result in case 1 and 2 with an asymptotic result in case 3 . It would be nice to have an exact result in case 3 as well and to determine precise forms of the corresponding functions $f_{P}(n)$ (it is known that in cases $1-3$ the generating function $\sum_{n \geq 0} f_{P}(n) x^{n}$ is rational, see the remarks at the end of this subsection). Klazar [80] proved that cases $1-3$ comprise only countably many downsets, more precisely: if $f_{P}(n)<2^{n-1}$ for one $n$, then $P=\operatorname{Av}(F)$ has finite base $F$. In the other direction he showed [80] that there are uncountably many downsets $P$ with $f_{P}(n)<(2.336 \ldots)^{n}$ for large $n$. Recently, Vatter [115] determined the uncountability threshold precisely and extended the description of $E$ above 2.

Theorem 2.5 (Vatter). Let $\kappa=2.205 \ldots$ be the real root of $x^{3}-2 x^{2}-1$. There are uncountably many downsets of permutations $P$ with $c(P) \leq \kappa$ but only countably many of them have $c(P)<\kappa$ and for each of these $\lim f_{P}(n)^{1 / n}$ exists. Moreover, the countable intersection

$$
E \cap(2, \kappa)
$$

consists exactly of the largest positive roots of the polynomials
(i) $3+2 x+x^{2}+x^{3}-x^{4}$,
(ii) $1+3 x+2 x^{2}+x^{3}+x^{4}-x^{5}$,
(iii) $1+3 x+2 x^{2}+x^{3}+x^{4}-x^{5}$,
(iv) $1+3 x+x^{2}+x^{3}-x^{4}$
and the two families ( $k, l$ range over $\mathbb{N}$ )
(v) $1+x^{l}-x^{k+l}-2 x^{k+l+2}+x^{k+l+3}$, and
(vi) $1-x^{k}-2 x^{k+2}+x^{k+3}$.

The set $E \cap(2, \kappa)$ has no accumulation point from above but it has infinitely many accumulation points from below: $\kappa$ is the smallest element of $E$ which is an accumulation point of accumulation points. The smallest element of $E \cap(2, \kappa)$ is $2.065 \ldots(k=l=1$ in the family $(\mathrm{v}))$.

In [12] it was conjectured that all elements of $E$ (even in the more general situation of ordered graphs) are algebraic numbers and that $E$ has no accumulation point from above. These conjectures were refuted by Albert and Linton [4]. Recall that a subset of $\mathbb{R}$ is perfect if it is closed and has no isolated point. Due to the completeness of $\mathbb{R}$ such a set is inevitably uncountable.

Theorem 2.6 (Albert and Linton). The set $E$ of growth constants of downsets of permutations contains a perfect subset and therefore is uncountable. Also, E contains accumulation points from above.

The perfect subset constructed by Albert and Linton has smallest element $2.476 \ldots$ and they conjectured that $E$ contains some real interval $(\lambda,+\infty)$, which has been recently established by Vatter [114]. However, a typical downset produced by their construction has infinite base. It seems that the refuted conjectures should have been phrased for finitely based downsets.

Problem 2.7. Let $E^{*}$ be the countable subset of $E$ consisting of the growth constants of finitely based downsets of permutations. Show that every $\alpha$ in $E^{*}$ is an algebraic number and that for every $\alpha$ in $E^{*}$ there is a $\delta>0$ such that $(\alpha, \alpha+\delta) \cap E^{*}=\emptyset$.

We know from [115] that $E^{*} \cap[0, \kappa)=E \cap[0, \kappa)$.
We turn to the questions of exact counting. In view of Proposition 2.1 and Theorem 2.6, we restrict to downsets of permutations with finite bases. The next problem goes back to Gessel [67, the final section].

Problem 2.8. Is it true that for every finite set of permutations $F$ the counting function $f_{\operatorname{Av}(F)}(n)$ is holonomic?

All explicit $f_{P}(n)$ found so far are holonomic. Zeilberger conjectures (see [57]) that $P=\operatorname{Av}(1324)$ has nonholonomic counting function (see Marinov and Radoićič [88] and Albert et al. [3] for the approaches to counting $\operatorname{Av}(1324))$. We remarked earlier that almost all infinitely based $P$ have nonholonomic $f_{P}(n)$.

More generally, one may pose (Vatter [116]) the following question.
Problem 2.9. Is it true that for every finite set of permutations $F$ the counting function $f_{\operatorname{Av}(F)}(n)$ has a Wilfian formula, that is, can be evaluated by an algorithm in number of steps polynomial in $n$ ?

Wilfian formulas were shown to exist for several classes of finitely based downsets of permutations. We refer the reader to Vatter [116] for further
information and mention here only one such result due to Albert and Atkinson [1]. Recall that $\pi=a_{1} a_{2} \ldots a_{n}$ is a simple permutation if $\left\{a_{i}, a_{i+1}, \ldots, a_{j}\right\}$ is not an interval in $[n]$ for every $1 \leq i \leq j \leq n$, $0<j-i<n-1$.

Theorem 2.10 (Albert and Atkinson). If $P$ is a downset of permutations containing only finitely many simple permutations, then $P$ is finitely based and the generating function $\sum_{n \geq 0} f_{P}(n) x^{n}$ is algebraic and thus $f_{P}(n)$ has a Wilfian formula.

Brignall, Ruškuc and Vatter [41] show that it is decidable whether a downset given by its finite basis contains finitely many simple permutations and Brignall, Huczynska and Vatter [40] extend Theorem 2.10 by showing that many subsets of downsets with finitely many simple permutations have algebraic generating functions as well. See also Brignall's survey [39].

We conclude this subsection by looking back at Theorems 2.4 and 2.5 from the standpoint of effectivity. Let a downset of permutations $P=\operatorname{Av}(F)$ be given by its finite base $F$. Then it is decidable whether $c(P)<2$ and (as noted in [115]) for $c(P)<2$ the results of Albert, Linton and Ruškuc [5] provide effectively a Wilfian formula for $f_{P}(n)$, in fact, the generating function is rational. Also, it is decidable whether $f_{P}(n)$ is a polynomial for large $n$ (see [72], Albert, Atkinson and Brignall [2]). By [115], it is decidable whether $c(P)<\kappa$ and Vatter conjectures that even for $c(P)<\kappa$ the generating function of $P$ is rational.

### 2.2 Unordered graphs

$U$ is the universe of finite simple graphs with normalized vertex sets $[n]$ and $\prec$ is the induced subgraph relation. Problems $P$ are hereditary graph properties, that is, downsets in $(U, \prec)$, and $f_{P}(n)$ counts the graphs in $P$ with $n$ vertices. Monotone properties, which are hereditary properties that are closed under taking any subgraph, constitute a more restricted family. An even more restricted family consists of minor-closed classes, which are monotone properties that are closed under contracting edges. By Proposition 2.1 there are uncountably many counting functions of monotone properties (and hence of hereditary properties as well) because, for example, the set of all cycles is an infinite antichain under the subgraph ordering. On the other hand, by the monumental theorem of Robertson and Seymour [100] there are no infinite antichains
in the minor ordering and so there are only countably many minorclosed classes. The following remarkable theorem describes growths of hereditary properties.

Theorem 2.11 (Balogh, Bollobás, Weinreich, Alekseev, Thomason). If $P$ is a proper hereditary graph property then exactly one of the four cases occurs.
(i) There exist rational polynomials $p_{1}(x), p_{2}(x), \ldots, p_{k}(x)$ such that $f_{P}(n)=p_{1}(n)+p_{2}(n) 2^{n}+\cdots+p_{k}(n) k^{n}$ for large $n$.
(ii) There is a constant $k$ in $\mathbb{N}, k \geq 2$, such that $f_{P}(n)=n^{(1-1 / k) n+o(n)}$ for every $n$.
(iii) One has $n^{n+o(n)}<f_{P}(n)<2^{o\left(n^{2}\right)}$ for every $n$.
(iv) There is a constant $k$ in $\mathbb{N}, k \geq 2$, such that for every $n$ we have $f_{P}(n)=2^{(1 / 2-1 / 2 k) n^{2}+o\left(n^{2}\right)}$.

We mentioned case 1 as Theorem 1.2. The first three cases were proved by Balogh, Bollobás and Weinreich in [18]. The fourth case is due to Alekseev [6] and independently Bollobás and Thomason [31].

Now we will discuss further strengthenings and refinements of Theorem 2.11. Scheinerman and Zito in a pioneering work [103] obtained its weaker version. They showed that for a hereditary graph property $P$ either (i) $f_{P}(n)$ is constantly 0,1 or 2 for large $n$ or (ii) $a n^{k}<f_{P}(n)<$ $b n^{k}$ for every $n$ and some constants $k$ in $\mathbb{N}$ and $0<a<b$ or (iii) $n^{-c} k^{n} \leq f_{P}(n) \leq n^{c} k^{n}$ for every $n$ and constants $c, k$ in $\mathbb{N}, k \geq 2$, or (iv) $n^{c n} \leq f_{P}(n) \leq n^{d n}$ for every $n$ and some constants $0<c<d$ or (v) $f_{P}(n)>n^{c n}$ for large $n$ for every constant $c>0$.

In cases 1,2 , and 4 growths of $f_{P}(n)$ settle to specific asymptotic values and these can be characterized by certain minimal hereditary properties, as shown in [18]. Case 3, the penultimate rate of growth (see [19]), is very different. Balogh, Bollobás and Weinreich proved in [19] that for every $c>1$ and $\varepsilon>1 / c$ there is a monotone property $P$ such that

$$
f_{P}(n) \in\left[n^{c n+o(n)}, 2^{(1+o(1)) n^{2-\varepsilon}}\right]
$$

for every $n$ and $f_{P}(n)$ attains either extremity of the interval infinitely often. Thus in case 3 the growth may oscillate (infinitely often) between the bottom and top parts of the range. The paper [19] contains further examples of oscillations (we stated here just one simplified version) and a conjecture that for finite $F$ the functions $f_{\mathrm{Av}(F)}(n)$ do not oscillate. As for the upper boundary of the range, in [19] it is proven that for every
monotone property $P$,

$$
f_{P}(n)=2^{o\left(n^{2}\right)} \Rightarrow f_{P}(n)<2^{n^{2-1 / t+o(1)}} \text { for some } t \text { in } \mathbb{N}
$$

For hereditary properties this jump is only conjectured. What about the lower boundary? The paper [21] is devoted to the proof of the following theorem.

Theorem 2.12 (Balogh, Bollobás and Weinreich). If $P$ is a hereditary graph property, then exactly one of the two cases occurs.
(i) There is a constant $k$ in $\mathbb{N}$ such that $f_{P}(n)<n^{(1-1 / k) n+o(n)}$ for every $n$.
(ii) For large $n$, one has $f_{P}(n) \geq B_{n}$ where $B_{n}$ are Bell numbers. This lower bound is the best possible.

By this theorem, the growth of Bell numbers is the lower boundary of the penultimate growth in case 3 of Theorem 2.11.

Monotone properties of graphs are hereditary and therefore their counting functions follow Theorem 2.11. Their more restricted nature allows for simpler proofs and simple characterizations of minimal monotone properties, which is done in the paper [20]. Certain growths of hereditary properties do not occur for monotone properties, for example if $P$ is monotone and $f_{P}(n)$ is unbounded, then $f_{P}(n) \geq\binom{ n}{2}+1$ for every $n$ (see [20]) but, $P$ consisting of complete graphs with possibly an additional isolated vertex is a hereditary property with $f_{P}(n)=n+1$ for $n \geq 3$. More generally, Balogh, Bollobás and Weinreich show in [20] that if $P$ is monotone and $f_{P}(n)$ grows polynomially, then

$$
f_{P}(n)=a_{0}\binom{n}{0}+a_{1}\binom{n}{1}+\cdots+a_{k}\binom{n}{k} \text { for large } n
$$

and some integer constants $0 \leq a_{j} \leq 2^{j(j-1) / 2}$. In fact, [20] deals mostly with general results on the extremal functions $e_{P}(n):=\max \{|E| \mid G=$ $([n], E) \in P\}$ for monotone properties $P$.

For the top growths in case 4 of Theorem 2.11, Alekseev [6] and Bollobás and Thomason [32] proved that for $P=\operatorname{Av}(F)$ with $f_{P}(n)=$ $2^{(1 / 2-1 / 2 k) n^{2}+o\left(n^{2}\right)}$ the parameter $k$ is equal to the maximum $r$ such that there is an $s, 0 \leq s \leq r$, with the property that no graph in $F$ can have its vertex set partitioned into $r$ (possibly empty) blocks inducing $s$ complete graphs and $r-s$ empty graphs. For monotone properties this reduces to $k=\min \{\chi(G)-1 \mid G \in F\}$ where $\chi$ is the usual chromatic number of graphs. Balogh, Bollobás and Simonovits [17] replaced for
monotone properties the error term $o\left(n^{2}\right)$ by $O\left(n^{\gamma}\right), \gamma=\gamma(F)<2$. Ishigami [74] recently extended case 4 to $k$-uniform hypergraphs.

Minor-closed classes of graphs were recently looked at from the point of view of counting functions as well. They again follow Theorem 2.11, with possible simplifications due to their more restricted nature. One is that there are only countably many minor-closed classes. Another simplification is that, with the trivial exception of the class of all graphs, case 4 does not occur as proved by Norine et al. [93].

Theorem 2.13 (Norine, Seymour, Thomas and Wollan). If $P$ is a proper minor-closed class of graphs then $f_{P}(n)<c^{n} n$ ! for every $n$ in $\mathbb{N}$ for a constant $c>1$.

Bernardi, Noy and Welsh [26] obtained the following theorem; we shorten its statement by omitting characterizations of classes $P$ with the given growth rates.

Theorem 2.14 (Bernardi, Noy and Welsh). If $P$ is a proper minorclosed class of graphs then exactly one of the six cases occurs.
(i) The counting function $f_{P}(n)$ is constantly 0 or 1 for large $n$.
(ii) For large $n, f_{P}(n)=p(n)$ for a rational polynomial $p$ of degree at least 2 .
(iii) For every $n, 2^{n-1} \leq f_{P}(n)<c^{n}$ for a constant $c>2$.
(iv) There exist constants $k$ in $\mathbb{N}, k \geq 2$, and $0<a<b$ such that $a^{n} n^{(1-1 / k) n}<f_{P}(n)<b^{n} n^{(1-1 / k) n}$ for every $n$.
(v) For every $n, B_{n} \leq f_{P}(n)=o(1)^{n} n$ ! where $B_{n}$ is the $n^{\text {th }}$ Bell number.
(vi) For every $n, n!\leq f_{P}(n)<c^{n} n$ ! for a constant $c>1$.

The lower bounds in cases 3,5 and 6 are best possible.
In fact, in case 3 the formulas of Theorem 1.2 apply. Using the strongly restricted nature of minor-closed classes, one could perhaps obtain in case 3 an even more specific exact result. The work in [26] gives further results on the growth constants $\lim \left(f_{P}(n) / n!\right)^{1 / n}$ in case 6 and states several open problems, of which we mention the following analogue of Theorem 2.2 for unlabeled graphs. A similar conjecture was also made by McDiarmid, Steger and Welsh [89].

Problem 2.15. Does every proper minor-closed class of graphs contain at most $c^{n}$ nonisomorphic graphs on $n$ vertices, for a constant $c>1$ ?

This brings us to the unlabeled count of hereditary properties. The following theorem was obtained by Balogh et al. [16].

Theorem 2.16 (Balogh, Bollobás, Saks and Sós). If $P$ is a hereditary graph property and $g_{P}(n)$ counts nonisomorphic graphs in $P$ by the number of vertices, then exactly one of the three cases occurs.
(i) For large $n, g_{P}(n)$ is constantly 0,1 or 2 .
(ii) For every $n, g_{P}(n)=c n^{k}+O\left(n^{k-1}\right)$ for some constants $k$ in $\mathbb{N}$ and $c$ in $\mathcal{Q}, c>0$.
(iii) For large $n, g_{P}(n) \geq p_{n}$ where $p_{n}$ is the number of integer partitions of $n$. This lower bound is best possible.
(We have shortened the statement by omitting the characterizations of $P$ with given growth rates.) The authors of [16] remark that with more effort case 2 can be strengthened, for large $n$, to an exact result with the error term $O\left(n^{k-1}\right)$ replaced by a quasipolynomial $p(n)$ of degree at most $k-1$. It turns out that a weaker form of the jump from case 2 to case 3 was proved already by Macpherson [86, 85]: If $G=(\mathbb{N}, E)$ is an infinite graph and $g_{G}(n)$ is the number of its unlabeled $n$-vertex induced subgraphs then either $g_{G}(n) \leq n^{c}$ for every $n$ and a constant $c>0$ or $g_{G}(n)>\exp \left(n^{1 / 2-\varepsilon}\right)$ for large $n$ for every constant $\varepsilon>0$. Pouzet [96] showed that in the former case $c_{1} n^{d}<g_{G}(n)<c_{2} n^{d}$ for every $n$ and some constants $0<c_{1}<c_{2}$ and $d$ in $\mathbb{N}$.

### 2.3 Ordered graphs and hypergraphs, edge-colored cliques, words, posets, tournaments, and tuples

Ordered graphs. As previously, $U$ is the universe of finite simple graphs with vertex sets $[n]$ but $\prec$ is now the ordered induced subgraph relation, which means that $G_{1}=\left([m], E_{1}\right) \prec G_{2}=\left([n], E_{2}\right)$ if and only if there is an increasing injection $f:[m] \rightarrow[n]$ such that $\{u, v\} \in$ $E_{1} \Longleftrightarrow\{f(u), f(v)\} \in E_{2}$. Problems are downsets $P$ in $(U, \prec)$, are called hereditary properties of ordered graphs, and $f_{P}(n)$ is the number of graphs in $P$ with vertex set $[n]$. The next theorem, proved by Balogh, Bollobás and Morris [12], vastly generalizes Theorem 2.4.

Theorem 2.17 (Balogh, Bollobás and Morris). If $P$ is a hereditary property of ordered graphs, then exactly one of the four cases occurs.
(i) For large $n, f_{P}(n)$ is constant.
(ii) There are integers $a_{0}, \ldots, a_{k}, k \geq 1$ and $a_{k}>0$, such that $f_{P}(n)=a_{0}\binom{n}{0}+\cdots+a_{k}\binom{n}{k}$ for large $n$. Moreover, $f_{P}(n) \geq n$ for every $n$.
(iii) There are constants $c, k$ in $\mathbb{N}, k \geq 2$, such that $F_{n, k} \leq f_{P}(n) \leq$ $n^{c} F_{n, k}$ for every $n$, where $F_{n, k}$ are the generalized Fibonacci numbers.
(iv) One has $f_{P}(n) \geq 2^{n-1}$ for every $n$.

The lower bounds in cases 2, 3, and 4 are best possible.
This is an extension of Theorem 2.4 because the poset of permutations is embedded in the poset of ordered graphs via representing a permutation $\pi=a_{1} a_{2} \ldots a_{n}$ by the graph $G_{\pi}=\left([n],\left\{\{i, j\} \mid i<j \& a_{i}<a_{j}\right\}\right)$. One can check that $\pi \prec \rho \Longleftrightarrow G_{\pi} \prec G_{\rho}$ and that the graphs $G_{\pi}$ form a downset in the poset of ordered graphs, so Theorem 2.17 implies Theorem 2.4. Similarly, the poset of set partitions of Example 1 in Introduction is embedded in the poset of ordered graphs, via representing partitions by graphs whose components are cliques. Thus the growths of downsets of set partitions in the range up to $2^{n-1}$ are described by Theorem 2.17. As for permutations, it would be nice to have in case 3 an exact result. Balogh, Bollobás and Morris conjecture that 2.031... (the largest real root of $x^{5}-x^{4}-x^{3}-x^{2}-2 x-1$ ) is the smallest growth constant for ordered graphs above 2 and Vatter [115] notes that this is not an element of $E$ and thus here the growth constants for permutations and for ordered graphs part ways.

Edge-colored cliques. Klazar [81] considered the universe $U$ of pairs $(n, \chi)$ where $n$ ranges over $\mathbb{N}$ and $\chi$ is a mapping from the set $\binom{[n]}{2}$ of two-element subsets of $[n]$ to a finite set of colors $C$. The containment $\prec$ is defined by $(m, \phi) \prec(n, \chi)$ if and only if there is an increasing injection $f:[m] \rightarrow[n]$ such that $\chi(\{f(x), f(y)\})=\phi(\{x, y\})$ for every $x, y$ in $[m]$. For two colors we recover ordered graphs with induced ordered subgraph relation. In [81] the following theorem was proved.

Theorem 2.18 (Klazar). If $P$ is a downset of edge-colored cliques, then exactly one of the three cases occurs.
(i) The function $f_{P}(n)$ is constant for large $n$.
(ii) There is a constant $c$ in $\mathbb{N}$ such that $n \leq f_{P}(n) \leq n^{c}$ for every $n$.
(iii) One has $f_{P}(n) \geq F_{n}$ for every $n$, where $F_{n}$ are the Fibonacci numbers.

The lower bounds in cases 2 and 3 are best possible.

This extends the bounded-linear jump and the polynomial-Fibonacci jump of Theorem 2.17. It would be interesting to have full Theorem 2.17 in this more general setting. As explained in [81], many posets of structures can be embedded in the poset of edge-colored cliques (as we have just seen for permutations) and thus Theorem 2.18 applies to them. With more effort, case 2 can be strengthened to the exact result $f_{P}(n)=p(n)$ with rational polynomial $p(x)$.

Words over finite alphabet. We revisit Example 3 from Introduction. Recall that $U=A^{*}$ consists of all finite words over finite alphabet $A$ and $\prec$ is the subword ordering. This ordering has infinite antichains, for example $11,101,1001, \ldots$ for $A=\{0,1\}$. Balogh and Bollobás [11] investigated general downsets in $\left(A^{*}, \prec\right)$ and proved the following extension of Theorem 1.3.

Theorem 2.19 (Balogh and Bollobás). If $P$ is a downset of finite words over a finite alphabet $A$ in the subword ordering, then $f_{P}(n)$ is either bounded or $f_{P}(n) \geq n+1$ for every $n$.

In contrast with Theorem 1.3, for general downsets, a bounded function $f_{P}(n)$ need not be eventually constant. Balogh and Bollobás [11] showed that for fixed $s$ in $\mathbb{N}$ function $f_{P}(n)$ may oscillate infinitely often between the maximum and minimum values $s^{2}$ and $2 s-1$, and $s^{2}+s$ and $2 s$. These are, however, the wildest bounded oscillations possible since they proved, as their main result, that if $f_{P}(n)=m \leq n$ for some $n$ then $f_{P}(N) \leq(m+1)^{2} / 4$ for every $N, N \geq n+m$. They also gave examples of unbounded oscillations of $f_{P}(n)$ between $n+g(n)$ and $2^{n / g(n)}$ for any increasing and unbounded function $g(n)=o(\log n)$, with the downset $P$ coming from an infinite word over two-letter alphabet.

Another natural ordering on $A^{*}$ is the subsequence ordering where $a_{1} a_{2} \ldots a_{k} \prec b_{1} b_{2} \ldots b_{l}$ if and only if $b_{i_{1}}=a_{1}, b_{i_{2}}=a_{2}, \ldots, b_{i_{k}}=a_{k}$ for some indices $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq l$. Downsets in this ordering remain downsets in the subword ordering and thus their counting functions are governed by Theorem 2.19. But they can be also embedded in the poset of edge-colored complete graphs (associate with $a_{1} a_{2} \ldots a_{n}$ the pair $(n, \chi)$ where $\chi(\{i, j\})=\left\{a_{i}, a_{j}\right\}$ for $\left.i<j\right)$ and Theorem 2.18 applies. In particular, if $P \subset A^{*}$ is a downset in the subsequence ordering, then $f_{P}(n)$ is constant for large $n$ or $f_{P}(n) \geq n+1$ for every $n$ (by Theorems 2.18 and 2.19). The subsequence ordering on $A^{*}$ is a wqo by Higman's theorem [71] and therefore has only countably many downsets.

A variation on the subsequence ordering is the ordering on $A^{*}$ given
by $u=a_{1} a_{2} \ldots a_{k} \prec v=b_{1} b_{2} \ldots b_{l}$ if and only if there is a permutation $\pi$ of the alphabet $A$ such that $a_{1} a_{2} \ldots a_{k} \prec \pi\left(b_{1}\right) \pi\left(b_{2}\right) \ldots \pi\left(b_{l}\right)$ in the subsequence ordering, that is, $u$ becomes a subsequence of $v$ after the letters in $v$ are injectively renamed. This ordering on $A^{*}$ gives Example 1 in Introduction and leads to Theorem 1.1. It is a wqo as well.

Posets and tournaments. $U$ is the set of all pairs $S=\left([n], \leq_{S}\right)$ where $\leq_{S}$ is a non-strict partial ordering on $[n]$. We set $R=\left([m], \leq_{R}\right.$ $) \prec S=\left([n], \leq_{S}\right)$ if and only if there is an injection $f:[m] \rightarrow[n]$ such that $x \leq_{R} y \Longleftrightarrow f(x) \leq_{S} f(y)$ for every $x, y$ in $[m$. Thus $R \prec S$ means that the poset $R$ is an induced subposet of $S$. Downsets in $(U, \prec$ ), hereditary properties of posets, and their growths were investigated by Balogh, Bollobás and Morris in [14]. For the unlabeled count they obtained the following result.

Theorem 2.20 (Balogh, Bollobás and Morris). If $P$ is a hereditary property of posets and $g_{P}(n)$ counts nonisomorphic posets in $P$ by the number of vertices, then exactly one of the three cases occurs.
(i) Function $g_{P}(n)$ is bounded.
(ii) There is a constant $c>0$ such that, for every $n,\left\lceil\frac{n+1}{2}\right\rceil \leq$ $g_{P}(n) \leq\left\lceil\frac{n+1}{2}\right\rceil+c$.
(iii) For every $n, g_{P}(n) \geq n$.

The lower bounds in cases 2 and 3 are best possible.
As for the labeled count $f_{P}(n)$, using case 1 of Theorem 2.11 they proved in [14, Theorem 2] that if $P$ is a hereditary property of posets then either (i) $f_{P}(n)$ is constantly 1 for large $n$ or (ii) there are $k$ integers $a_{1}, \ldots, a_{k}, a_{k} \neq 0$, such that $f_{P}(n)=a_{0}\binom{n}{0}+\cdots+a_{k}\binom{n}{k}$ for large $n$ or (iii) $f_{P}(n) \geq 2^{n}-1$ for every $n, n \geq 6$. Moreover, the lower bound in case (iii) is best possible and in case (ii) one has $f_{P}(n) \geq\binom{ n}{0}+\cdots+\binom{n}{k}$ for every $n, n \geq 2 k+1$ and this bound is also best possible.

A tournament is a pair $T=([n], T)$ where $T$ is a binary relation on $[n]$ such that $x T x$ for no $x$ in $[n]$ and for every two distinct elements $x, y$ in [ $n$ ] exactly one of $x T y$ and $y T x$ holds. $U$ consists of all tournaments for $n$ ranging in $\mathbb{N}$ and $\prec$ is the induced subtournament relation. Balogh, Bollobás and Morris considered in [15, 14] unlabeled counting functions of hereditary properties of tournaments. We merge their results in a single theorem.

Theorem 2.21 (Balogh, Bollobás and Morris). If $P$ is a hereditary
property of tournaments and $g_{P}(n)$ counts nonisomorphic tournaments in $P$ by the number of vertices, then exactly one of the three cases occurs.
(i) For large $n$, function $g_{P}(n)$ is constant.
(ii) There are constants $k$ in $\mathbb{N}$ and $0<c<d$ such that $c n^{k}<$ $g_{P}(n)<d n^{k}$ for every $n$. Moreover, $g_{P}(n) \geq n-2$ for every $n$, $n \geq 4$.
(iii) For every $n, n \neq 4$, one has $g_{P}(n) \geq F_{n}^{*}$ where $F_{n}^{*}$ are the quasiFibonacci numbers.

The lower bounds in cases 2 and 3 are best possible.
Case 1 and the second part of case 2 were proved in [14] and the rest of the theorem in [15]. A closely related and in one direction stronger theorem was independently obtained by Boudabbous and Pouzet [35] (see also [97, Theorem 22]): If $g_{T}(n)$ counts unlabeled $n$-vertex subtournaments of an infinite tournament $T$, then either $g_{T}(n)$ is a quasipolynomial for large $n$ or $g_{T}(n)>c^{n}$ for large $n$ for a constant $c>1$.

Ordered hypergraphs. $U$ consists of all hypergraphs, which are the pairs $H=([n], H)$ with $n$ in $\mathbb{N}$ and $H$ being a set of nonempty and non-singleton subsets of $[n]$, called edges. Note that $U$ extends both the universe of finite simple graphs and the universe of set partitions. The containment $\prec$ is ordered but non-induced and is defined by $([m], G) \prec$ $([n], H)$ if and only if there is an increasing injection $f:[m] \rightarrow[n]$ and an injection $g: G \rightarrow H$ such that for every edge $E$ in $G$ we have $f(E) \subset$ $g(E)$. Equivalently, one can omit some vertices from [ $n$ ], some edges from $H$ and delete some vertices from the remaining edges in $H$ so that the resulting hypergraph is order-isomorphic to $G$. Downsets in $(U, \prec)$ are called strongly monotone properties of ordered hypergraphs. Again, $f_{P}(n)$ counts hypergraphs in $P$ with the vertex set $[n]$. We define a special downset $\Pi$ : we associate with every permutation $\pi=a_{1} a_{2} \ldots a_{n}$ the (hyper)graph $G_{\pi}=\left([2 n],\left\{\left\{i, n+a_{i}\right\} \mid i \in[n]\right\}\right)$ and let $\Pi$ denote the set of all hypergraphs in $U$ contained in some graph $G_{\pi}$; the graphs in $\Pi$ differ from $G_{\pi}$ 's only in adding in all ways isolated vertices. Note that $\pi \prec \rho$ for two permutations if and only if $G_{\pi} \prec G_{\rho}$ for the corresponding (hyper)graphs. The next theorem was conjectured by Klazar in [77] for set partitions and in [78] for ordered hypergraphs.

Theorem 2.22 (Balogh, Bollobás, Morris, Klazar, Marcus). If $P$ is a strongly monotone property of ordered hypergraphs, then exactly one of the two cases occurs.
(i) There is a constant $c>1$ such that $f_{P}(n) \leq c^{n}$ for every $n$.
(ii) One has $P \supset \Pi$, which implies that

$$
f_{P}(n) \geq \sum_{k=0}^{\lfloor n / 2\rfloor}\binom{n}{2 k} k!=n^{n+O(n / \log n)}
$$

for every $n$ and that the lower bound is best possible.
The theorem was proved by Balogh, Bollobás and Morris [13] and independently by Klazar and Marcus [81] (by means of results from [79, 78, 87]). It follows that Theorem 2.22 implies Theorem 2.2. Theorem 2.22 was motivated by efforts to extend the Stanley-Wilf conjecture, now the Marcus-Tardos theorem, from permutations to more general structures. A further extension would be to have it for the wider class of hereditary properties of ordered hypergraphs. These correspond to the containment $\prec$ defined by $([m], G) \prec([n], H)$ if and only if there is an increasing injection $f:[m] \rightarrow[n]$ such that $\{f(E) \mid E \in G\}=\{f([m]) \cap E \mid E \in H\}$. The following conjecture was proposed in [13].

Problem 2.23. If $P$ is a hereditary property of ordered hypergraphs, then either $f_{P}(n) \leq c^{n}$ for every $n$ for some constant $c>1$ or one has $f_{P}(n) \geq \sum_{k=0}^{\lfloor n / 2\rfloor}\binom{n}{2 k} k$ ! for every $n$. Moreover, the lower bound is best possible.

As noted in [13], now it is no longer true that in the latter case $P$ must contain $\Pi$.

Tuples of nonnegative integers. For a fixed $k$ in $\mathbb{N}$, we set $U=$ $\mathbb{N}_{0}^{k}$, so $U$ contains all $k$-tuples of nonnegative integers. We define the containment by $a=\left(a_{1}, a_{2}, \ldots, a_{k}\right) \prec b=\left(b_{1}, b_{2}, \ldots, b_{k}\right)$ if and only if $a_{i} \leq b_{i}$ for every $i$. By Higman's theorem, $(U, \prec)$ is wqo. So there are only countably many downsets. The size function $\|\cdot\|$ on $U$ is given by $\|a\|=a_{1}+a_{2}+\cdots+a_{k}$. For a downset $P$ in $(U, \prec), f_{P}(n)$ counts all tuples in $P$ whose entries sum up to $n$. Stanley [110] (see also [111, Exercise 6 in Chapter 4]) obtained the following result.

Theorem 2.24 (Stanley). If $P$ is a downset of $k$-tuples of nonnegative integers, then there is a rational polynomial $p(x)$ such that $f_{P}(n)=p(n)$ for large $n$.

In fact, the theorem holds for upsets as well because they are complements of downsets and $\#\left\{a \in \mathbb{N}_{0}^{k} \mid\|a\|=n\right\}=\binom{n+k-1}{k-1}$ is a rational polynomial in $n$. Jelínek and Klazar [75] noted that the theorem holds
for the larger class of sets $P \subset \mathbb{N}_{0}^{k}$ that are finite unions of the generalized orthants $\left\{a \in \mathbb{N}_{0}^{k} \mid a_{i} \geq_{i} b_{i}, i \in[k]\right\}$, here $\left(b_{1}, \ldots, b_{k}\right)$ is in $\mathbb{N}_{0}^{k}$ and each $\geq_{i}$ is either $\geq$ or equality $=$; we call such $P$ simple sets. It appears that this generalization of Theorem 2.24 provides a unified explanation of the exact polynomial results in Theorems 1.1, 2.4, 2.11, and 2.17, by mapping downsets of structures in a size-preserving manner onto simple sets in $\mathbb{N}_{0}^{k}$ for some $k$.

### 2.4 Growths of profiles of relational structures

In this subsection we mostly follow the survey article of Pouzet [97], see also Cameron [44]. This approach of relational structures was pioneered by Fraïssé $[64,65,66]$. A relational structure $R=\left(X,\left(R_{i} \mid i \in I\right)\right)$ on $X$ is formed by the underlying set $X$ and relations $R_{i} \subset X^{m_{i}}$ on $X$; the sets $X$ and $I$ may be infinite. The size of $R$ is the cardinality of $X$ and $R$ is called finite (infinite) if $X$ is finite (infinite). The signature of $R$ is the list $\left(m_{i} \mid i \in I\right)$ of arities $m_{i} \in \mathbb{N}_{0}$ of the relations $R_{i}$. It is bounded if the numbers $m_{i}$ are bounded and is finite if $I$ is finite.

Consider two relational structures $R=\left(X,\left(R_{i} \mid i \in I\right)\right)$ and $S=$ $\left(Y,\left(S_{i} \mid i \in I\right)\right)$ with the same signature and an injection $f: X \rightarrow Y$ satisfying, for every $i$ in $I$ and every $m_{i}$-tuple $\left(a_{1}, a_{2}, \ldots, a_{m_{i}}\right)$ in $X^{m_{i}}$,

$$
\left(a_{1}, a_{2}, \ldots, a_{m_{i}}\right) \in R_{i} \Longleftrightarrow\left(f\left(a_{1}\right), f\left(a_{2}\right), \ldots, f\left(a_{m_{i}}\right)\right) \in S_{i}
$$

If such an injection $f$ exists, we say that $R$ is embeddable in $S$ and write $R \prec S$. If in addition $f$ is an identity (in particular, $X \subset Y$ ), $R$ is a substructure of $S$ and we write $R \prec^{*} S$. If the injection $f$ is onto $Y$, we say that $R$ and $S$ are isomorphic.

The age of a (typically infinite) relational structure $R$ on $X$ is the set $P$ of all finite substructures of $R$. Note that the age forms a downset in the poset $\left(U, \prec^{*}\right)$ of all finite relational structures with the signature of $R$ whose underlying sets are subsets of $X$. The kernel of $R$ is the set of elements $x$ in $X$ such that the deletion of $x$ changes the age. The profile of $R$ is the unlabeled counting function $g_{R}(n)$ that counts nonisomorphic structures with size $n$ in the age of $R$. We get the same function if we replace the age of $R$ by the set $P$ of all finite substructures embeddable in $R$ whose underlying sets are $[n]$ :

$$
g_{R}(n)=\#\left(\left\{S=\left([n],\left(S_{i} \mid i \in I\right)\right) \mid S \prec R\right\} / \sim\right)
$$

where $\sim$ is the isomorphism relation.

The next general result on growth of profiles was obtained by Pouzet [95], see also [97].

Theorem 2.25 (Pouzet). If $g_{R}(n)$ is the profile of an infinite relational structure $R$ with bounded signature or with finite kernel, then exactly one of the three cases occurs.
(i) The function $g_{R}(n)$ is constant for large $n$.
(ii) There are constants $k$ in $\mathbb{N}$ and $0<c<d$ such that $c n^{k}<$ $g_{R}(n)<d n^{k}$ for every $n$.
(iii) One has $g_{R}(n)>n^{k}$ for large $n$ for every constant $k$ in $\mathbb{N}$.

Case 1 follows from the interesting fact that every infinite $R$ has a nondecreasing profile (Pouzet [96], see [97, Theorem 4] for further discussion) and cases 2 and 3 were proved in [95] (see [97, Theorems 7 and 42]). It is easy to see ( $[97$, Theorem 10]) that for unbounded signature one can get arbitrarily slowly growing unbounded profiles. Also, it turns out ([97, Fact 2]) that for bounded signature and finite-valued profile, one may assume without loss of generality that the signature is finite. An infinite graph $G=(\mathbb{N}, E)$ whose components are cliques and that for every $n$ has infinitely many components (cliques) of size $n$ shows that for the signature (2) the numbers of integer partitions $p_{n}$ appear as a profile (cf. Theorem 2.16)-for relational structures in general (and unlabeled count) there is no polynomial-exponential jump (but cf. Theorem 2.21).

The survey [97] contains, besides further results and problems on profiles of relational structures, the following attractive conjecture which was partially resolved by Pouzet and Thiéry [98].

Problem 2.26. In the cases 1 and 2 of Theorem 2.25 function $g_{R}(n)$ is a quasipolynomial for large $n$.

As remarked in [97], since $g_{P}(n)$ is nondecreasing, if the conjecture holds then the leading coefficient in the quasipolynomial must be constant and, in cases 1 and 2, $g_{R}(n)=a n^{k}+O\left(n^{k-1}\right)$ for some constants $a>0$ and $k$ in $\mathbb{N}_{0}$ (cf. Theorem 2.16 and the following comment).

Relational structures are quite general in allowing arbitrarily many relations with arbitrary arities and therefore they can accommodate many previously discussed combinatorial structures and many more. On the other hand, ages of relational structures are less general than downsets of structures, every age is a downset in the substructure ordering but not vice versa - many downsets of finite structures do not come from a single infinite structure (a theorem due to Fraïssé [97, Lemma 7], [44]
characterizes downsets that are ages). An interesting research direction may be to join the general sides of both approaches.

## 3 Four topics in general enumeration

In this section we review four topics in general enumeration. As we shall see, there are connections to the results on growth of downsets presented in the previous section.

### 3.1 Counting lattice points in polytopes

A polytope $P$ in $\mathbb{R}^{k}$ is a convex hull of a finite set of points. If these points have rational, respectively integral, coordinates, we speak of rational, respectively lattice, polytope. For a polytope $P$ and $n$ in $\mathbb{N}$ we consider the dilation $n P=\{n x \mid x \in P\}$ of $P$ and the number of lattice points in it,

$$
f_{P}(n)=\#\left(n P \cap \mathbb{Z}^{k}\right)
$$

The following useful result was derived by Ehrhart [56] and Macdonald [83, 84].

Theorem 3.1 (Ehrhart, Macdonald). If $P$ is a lattice polytope, respectively rational polytope, and $f_{P}(n)$ counts lattice points in the dilation $n P$, then there is a rational polynomial, respectively rational quasipolynomial, $p(x)$ such that $f_{P}(n)=p(n)$ for every $n$.

For further refinements and ramifications of this result and its applications see Beck and Robins [25] (also Stanley [111]). Barvinok [23] and Barvinok and Woods [24] developed a beautiful and powerful theory producing polynomial-time algorithms for counting lattice points in rational polytopes. In way of specializations one obtains from it many Wilfian formulas. We will not say more on it because in its generality it is out of scope of this overview (as we said, this not a survey on \#P).

### 3.2 Context-free languages

A language $P$ is a subset of $A^{*}$, the infinite set of finite words over a finite alphabet $A$. The natural size function $|\cdot|$ measures length of words and

$$
f_{P}(n)=\#\{u \in P| | u \mid=n\}
$$

is the number of words in $P$ with length $n$. In this subsection the alphabet $A$ is always finite, thus $f_{P}(n) \leq|A|^{n}$.

We review the definition of context-free languages, for further information on (formal) languages see Salomaa [101]. A context-free grammar is a quadruple $G=(A, B, c, D)$ where $A, B$ are finite disjoint sets, $c \in B$ (starting variable) and $D$ (production rules) is a finite set of pairs ( $d, u$ ) where $d \in B$ and $u \in(A \cup B)^{*}$. A rightmost derivation of a word $v \in(A \cup B)^{*}$ in $G$ is a sequence of words $v_{1}=c, v_{2}, \ldots, v_{r}=v$ in $(A \cup B)^{*}$ such that $v_{i}$ is obtained from $v_{i-1}$ by replacing the rightmost occurrence of a letter $d$ from $B$ in $v_{i-1}$ by the word $u$, according to some production rule $(d, u) \in D$. (Note that no $v_{i}$ with $i<r$ is in $A^{*}$.) We let $L(G)$ denote the set of words in $A^{*}$ that have rightmost derivation in $G$. If in addition every $v$ in $L(G)$ has a unique rightmost derivation in $G$, then $G$ is an unambiguous context-free grammar. A language $P \subset A^{*}$ is context-free if $P=L(G)$ for a context-free grammar $G=(A, B, c, D) . P$ is, in addition, unambiguous if it can be generated by an unambiguous context-free grammar. If $P$ is context-free but not unambiguous, we say that $P$ is inherently ambiguous. We associate with a context-free grammar $G=(A, B, c, D)$ a digraph $H(G)$ on the vertex set $B$ by putting an arrow $d_{1} \rightarrow d_{2}, d_{i} \in B$, if and only if there is a production rule $\left(d_{1}, u\right) \in D$ such that $d_{2}$ appears in $u$. We call a context-free language ergodic if it can be generated by a context-free grammar $G$ such that the digraph $H(G)$ is strongly connected.

Chomsky and Schützenberger [49] obtained the following important result.

Theorem 3.2 (Chomsky and Schützenberger). If $P$ is an unambiguous context-free language and $f_{P}(n)$ counts words of length $n$ in $P$, then the generating function

$$
F(x)=\sum_{n \geq 0} f_{P}(n) x^{n}
$$

of $P$ is algebraic over $\mathcal{Q}(x)$.
The algebraicity of a power series $F(x)=\sum_{n \geq 0} a_{n} x^{n}$ with $a_{n}$ in $\mathbb{N}_{0}$ has two important practical corollaries for the counting sequence $\left(a_{n}\right)_{n \geq 1}$. First, as we already mentioned, it is holonomic. Second, it has a nice asymptotics. More precisely, $F(x)$ determines a function analytic in a neighborhood of 0 and if $F(x)$ is not a polynomial, it has a finite radius of convergence $\rho, 0<\rho \leq 1$, and finitely many (dominating) singularities on the circle of convergence $|x|=\rho$. In the case of single
dominating singularity we have

$$
a_{n} \sim c n^{\alpha} r^{n}
$$

where $c>0$ is in $\mathbb{R}, r=1 / \rho \geq 1$ is an algebraic number, and the exponent $\alpha$ is in $\mathcal{Q} \backslash\{-1,-2,-3, \ldots\}$ (if $F(x)$ is rational, then $\alpha$ is in $\mathbb{N}_{0}$ ). For example, for Catalan numbers $C_{n}=\frac{1}{n+1}\binom{2 n}{n}$ and their generating function $C(x)=\sum_{n \geq 0} C_{n} x^{n}$ we have

$$
x C^{2}-C+1=0 \text { and } C_{n} \sim \pi^{-1 / 2} n^{-3 / 2} 4^{n} .
$$

For more general results on asymptotics of coefficients of algebraic power series see Flajolet and Sedgewick [63, Chapter VII].

Flajolet [62] used Theorem 3.2 to prove the inherent ambiguity of certain context-free languages. For further information on rational and algebraic power series in enumeration and their relation to formal languages see Barcucci et al. [22], Bousquet-Mélou [36, 37], Flajolet and Sedgewick [63] and Salomaa and Soittola [102].

How fast do context-free languages grow? Trofimov [113] proved for them a polynomial to exponential jump.

Theorem 3.3 (Trofimov). If $P \subset A^{*}$ is a context-free language over the alphabet $A$, then either $f_{P}(n) \leq|A| n^{k}$ for every $n$ or $f_{P}(n)>c^{n}$ for large $n$, where $k>0$ and $c>1$ are constants.

Trofimov proved that in the former case in fact $P \subset w_{1}^{*} w_{2}^{*} \ldots w_{k}^{*}$ for some $k$ words $w_{i}$ in $A^{*}$. Later this theorem was independently rediscovered by Incitti [73] and Bridson and Gilman [38]. D'Alessandro, Intrigila and Varricchio [51] show that in the former case the function $f_{P}(n)$ is in fact a quasipolynomial $p(n)$ for large $n$ (and that $p(n)$ and the bound on $n$ can be effectively determined from $P$ ).

Recall that for a language $P \subset A^{*}$ the growth constant is defined as $c(P)=\limsup f_{P}(n)^{1 / n} . \quad P$ is growth-sensitive if $c(P)>1$ and $c(P \cap Q)<c(P)$ for every downset $Q$ in $\left(A^{*}, \prec\right)$, where $\prec$ is the subword ordering, such that $P \cap Q \neq P$. In other words, forbidding any word $u$ such that $u \prec v \in P$ for some $v$ as a subword results in a significant decrease in growth. Yet in other words, in growth-sensitive languages an analogue of Marcus-Tardos theorem (Theorem 2.2) holds. In a series of papers Ceccherini-Silberstein, Machì and Scarabotti [46], Ceccherini-Silberstein and Woess [47, 48], and Ceccherini-Silberstein [45] the following theorem on growth-sensitivity was proved.

Theorem 3.4 (Ceccherini-Silberstein, Machì, Scarabotti, Woess). Ev-
ery unambiguous context-free language $P$ that is ergodic and has $c(P)>$ 1 is growth-sensitive.

See [47] for extensions of the theorem to the ambiguous case and [46] for the more elementary case of regular languages.

### 3.3 Exact counting of regular and other graphs

We consider finite simple graphs and, for a given set $P \subset \mathbb{N}_{0}$, the counting function $\left(\operatorname{deg}(v)=\operatorname{deg}_{G}(v)\right.$ is the degree of a vertex $v$ in $G$, the number of incident edges)

$$
f_{P}(n)=\#\left\{G=([n], E) \mid \operatorname{deg}_{G}(v) \in P \text { for every } v \text { in }[n]\right\}
$$

For example, for $P=\{k\}$ we count labeled $k$-regular graphs on $[n]$. The next general theorem was proved by Gessel [67, Corollary 11], by means of symmetric functions in infinitely many variables.

Theorem 3.5 (Gessel). If $P$ is a finite subset of $\mathbb{N}_{0}$ and $f_{P}(n)$ counts labeled graphs on $[n]$ with all degrees in $P$, then the sequence $\left(f_{P}(n)\right)_{n \geq 1}$ is holonomic.

This theorem was conjectured and partially proved for the $k$-regular case, $k \leq 4$, by Goulden and Jackson [68]. As remarked in [67], the theorem holds also for graphs with multiple edges and/or loops. Domocoş [54] extended it to 3 -regular and 3-partite hypergraphs (and remarked that Gessel's method works also for general $k$-regular and $k$-partite hypergraphs). For more information see also Mishna [91, 90].

Consequently, the numbers of labeled graphs with degrees in fixed finite set have Wilfian formula. Now we demonstrate this directly by a more generally applicable argument. For $d$ in $\mathbb{N}_{0}^{k+1}$, we say that a graph $G$ is a $d$-graph if $|V(G)|=d_{0}+d_{1}+\cdots+d_{k}, \operatorname{deg}(v) \leq k$ for every $v$ in $V(G)$ and exactly $d_{i}$ vertices in $V(G)$ have degree $i$. Let

$$
p(d)=p\left(d_{0}, d_{1}, \ldots, d_{k}\right)=\#\{G=([n], E) \mid G \text { is a } d \text {-graph }\}
$$

be the number of labeled $d$-graphs with vertices $1,2, \ldots, n=d_{0}+\cdots+d_{k}$.
Proposition 3.6. For fixed $k$, the list of numbers

$$
\left(p(d) \mid d \in \mathbb{N}_{0}^{k+1}, d_{0}+d_{1}+\cdots+d_{k}=m \leq n\right)
$$

can be generated in time polynomial in $n$.

Proof. A natural idea is to construct graphs $G$ with $d_{i}$ vertices of degree $i$ by adding vertices $1,2, \ldots, n$ one by one, keeping track of the numbers $d_{i}$. In the first phase of the algorithm we construct an auxiliary $(n+1)$ partite graph

$$
H=\left(V_{0} \cup V_{1} \cup \cdots \cup V_{n}, E\right)
$$

where we start with $V_{m}$ consisting of all ( $k+1$ )-tuples $d=\left(d_{0}, d_{1}, \ldots, d_{k}\right)$ in $\mathbb{N}_{0}^{k+1}$ satisfying $d_{0}+\cdots+d_{k}=m$ and the edges will go only between $V_{m}$ and $V_{m+1}$. An edge joins $d \in V_{m}$ with $e \in V_{m+1}$ if and only if there exist numbers $\Delta_{0}, \Delta_{1}, \ldots, \Delta_{k-1}$ in $\mathbb{N}_{0}$ such that: $0 \leq \Delta_{i} \leq d_{i}$ for $0 \leq i \leq k-1, r:=\Delta_{0}+\cdots+\Delta_{k-1} \leq k$, and
$e_{i}=d_{i}+\Delta_{i-1}-\Delta_{i}$ for $i \in\{0,1, \ldots, k\} \backslash\{r\}$ but $e_{r}=d_{r}+\Delta_{r-1}-\Delta_{r}+1$
where we set $\Delta_{-1}=\Delta_{k}=0$. We omit from $H$ (or better, do not construct at all) the vertices $d$ in $V_{m}$ not reachable from $V_{0}=\{(0,0, \ldots, 0)\}$ by a path $v_{0}, v_{1}, \ldots, v_{m}=d$ with $v_{i}$ in $V_{i}$. For example, the $k$ vertices in $V_{1}$ with $d_{0}=0$ are omitted and only $(1,0, \ldots, 0)$ remains. Also, we label the edge $\{e, d\}$ with the $k$-tuple $\Delta=\left(\Delta_{0}, \ldots, \Delta_{k-1}\right)$. (It follows that $\Delta$ and $r$ are uniquely determined by $d, e$.) The graph $H$ together with its labels can be constructed in time polynomial in $n$. It records the changes of the numbers $d_{i}$ of vertices with degree $i$ caused by adding to $G=([m], E)$ new vertex $m+1 ; \Delta_{i}$ are the numbers of neighbors of $m+1$ with degree $i$ in $G$ and $r$ is the degree of $m+1$.

In the second phase we evaluate a function $p: V_{0} \cup \cdots \cup V_{n} \rightarrow \mathbb{N}$ defined on the vertices of $H$ by this inductive rule: $p(0,0, \ldots, 0)=1$ on $V_{0}$ and, for $e$ in $V_{m}$ with $m>0$,

$$
p(e)=\sum_{d} p(d) \prod_{i=0}^{k-1}\binom{d_{i}}{\Delta_{i}}
$$

where we sum over all $d$ in $V_{m-1}$ such that $\{d, e\} \in E(H)$ and $\Delta$ is the label of the edge $\{d, e\}$. It is easy to see that all values of $p$ can be obtained in time polynomial in $n$ and that $p(d)$ for $d$ in $V_{m}$ is the number of labeled $d$-graphs on [ $m$ ].

Now we can in time polynomial in $n$ easily calculate

$$
f_{P}(n)=\sum_{d} p(d)
$$

as a sum over all $d=\left(d_{0}, \ldots, d_{k}\right)$ in $V_{n}, k=\max P$, satisfying $d_{i}=0$ when $i \notin P$. Of course, this algorithm is much less effective than the holonomic recurrence ensured by (and effectively obtainable by the proof
of) Theorem 3.5. But by this approach we can get Wilfian formula also for some infinite sets of degrees $P$, for example when $P$ is an arithmetical progression. (We leave to the reader as a nice exercise to count labeled graphs with even degrees.) On the other hand, it seems to fail for many classes of graphs, for example, for triangle-free graphs.

Problem 3.7. Is there a Wilfian formula for the number of labeled triangle-free graphs on $[n]$ ? Can this number be calculated in time polynomial in $n$ ?

The problem of enumeration of labeled triangle-free graphs was mentioned by Read in [99, Chapter 2.10]. A quarter century ago, Wilf [117] posed the following similar problem.

Problem 3.8. Can one calculate in time polynomial in $n$ the number of unlabeled graphs on $[n]$ ?

### 3.4 Ultimate modular periodicity

One general aspect of counting functions $f_{P}(n)$ not touched so far is their modular behavior. For given modulus $m$ in $\mathbb{N}$, what can be said about the sequence of residues $\left(f_{P}(n) \bmod m\right)_{n \geq 1}$. Before presenting a rather general result in this area, we motivate it by two examples.

First, Bell numbers $B_{n}$ counting partitions of $[n]$. Recall that

$$
\sum_{n \geq 0} B_{n} x^{n}=\sum_{k=0}^{\infty} \frac{x^{k}}{(1-x)(1-2 x) \ldots(1-k x)}
$$

Reducing modulo $m$ we get, denoting $v(x)=(1-x)(1-2 x) \ldots(1-(m-$ 1) $x$ ),

$$
\begin{aligned}
\sum_{n \geq 0} B_{n} x^{n} & \equiv \sum_{m} \frac{x^{m j}}{v(x)^{j}} \sum_{i=0}^{m-1} \frac{x^{i}}{(1-x)(1-2 x) \ldots(1-i x)} \\
& =\frac{1}{1-x^{m} / v(x)} \sum_{i=0}^{m-1} \frac{x^{i}}{(1-x)(1-2 x) \ldots(1-i x)} \\
& =\frac{a(x)}{v(x)-x^{m}}=\frac{a(x)}{1+b_{1} x+\cdots+b_{m} x^{m}} \\
& =\sum_{n \geq 0} c_{n} x^{n}
\end{aligned}
$$

where $a(x) \in \mathbb{Z}[x]$ has degree at most $m-1$ and $b_{i}$ are integers, $b_{m}=-1$. Thus the sequence of integers $\left(c_{n}\right)_{n \geq 1}$ satisfies for $n>m$ the linear
recurrence $c_{n}=-b_{1} c_{n-1}-\cdots-b_{m} c_{n-m}$ of order $m$. By the pigeonhole principle, the sequence $\left(c_{n} \bmod m\right)_{n \geq 1}$ is periodic for large $n$. Since $B_{n} \equiv c_{n} \bmod m$, the sequence $\left(B_{n} \bmod m\right)_{n \geq 1}$ is periodic for large $n$ as well. (For modular periods of Bell numbers see Lunnon, Pleasants and Stephens [82]).

Second, Catalan numbers $C_{n}=\frac{1}{n+1}\binom{2 n}{n}$ counting, for example, noncrossing partitions of $[n]$. The shifted version $D_{n}=C_{n-1}=\frac{1}{n}\binom{2 n-2}{n-1}$ satisfies the recurrence $D_{1}=1$ and, for $n>1$,

$$
D_{n}=\sum_{i=1}^{n-1} D_{i} D_{n-i}=2 \sum_{i=1}^{\lfloor n / 2\rfloor-1} D_{i} D_{n-i}+\sum_{i=\lfloor n / 2\rfloor}^{\lceil n / 2\rceil} D_{i} D_{n-i} .
$$

Thus, modulo $2, D_{1} \equiv 1, D_{n} \equiv 0$ for odd $n>1$ and $D_{n} \equiv D_{n / 2}^{2} \equiv D_{n / 2}$ for even $n$. It follows that $D_{n} \equiv 1$ if and only if $n=2^{m}$ and that the sequence $\left(C_{n} \bmod 2\right)_{n \geq 1}$ has 1's for $n=2^{m}-1$ and 0 's elsewhere. In particular, it is not periodic for large $n$. (For modular behavior of Catalan numbers see Deutsch and Sagan [53] and Eu, Liu and Yeh [58]).

Bell numbers come out as a special case of a general setting. Consider a relational system which is a set $P$ of relational structures $R$ with the same finite signature and underlying sets $[n]$ for $n$ ranging in $\mathbb{N}$. We say that $P$ is definable in MSOL, monadic second-order logic, if $P$ coincides with the set of finite models (on sets [n]) of a closed formula $\phi$ in MSOL. (MSOL has, in addition to the language of the first-order logic, variables $S$ for sets of elements, which can be quantified by $\forall, \exists$, and atomic formulas of the type $x \in S$; see Ebbinghaus and Flum [55].) Let $f_{P}(n)$ be the number of relational structures in $P$ on the set [n], that is, the number of models of $\phi$ on $[n]$ when $P$ is defined by $\phi$. For example, the (first-order) formula $\phi$ given by ( $a, b, c$ are variables for elements, $\sim$ is a binary predicate)

$$
\forall a, b, c:(a \sim a) \&(a \sim b \Rightarrow b \sim a) \&((a \sim b \& b \sim c) \Rightarrow a \sim c)
$$

has as its models equivalence relations and $f_{P}(n)=f_{\phi}(n)=B_{n}$, the Bell numbers.

Let us call a sequence $\left(s_{1}, s_{2}, \ldots\right)$ ultimately periodic if it is periodic for large $n$ : there are constants $p, q$ in $\mathbb{N}$ such that $s_{n+p}=s_{n}$ whenever $n \geq q$. Specker and Blatter [27, 28, 29] (see also Specker [107]) proved the following remarkable general theorem.

Theorem 3.9 (Specker and Blatter). If a relational system $P$ definable in MSOL uses only unary and binary relations and $f_{P}(n)$ counts
its members on the set $[n]$, then the sequence $\left(f_{P}(n) \bmod m\right)_{n \geq 1}$ is ultimately periodic for every $m \in \mathbb{N}$.

The general reason for ultimate modular periodicity in Theorem 3.9 is the same as in our example with $B_{n}$, residues satisfy a linear recurrence with constant coefficients. Fischer [59] constructed counterexamples to the theorem for quaternary relations, see also Specker [108]. Fischer and Makowski [60] extended Theorem 3.9 to CMSOL (monadic second-order logic with modular counting) and to relations with higher arities when vertices have bounded degrees. Note that regular graphs and trianglefree graphs are first-order definable. Thus the counting sequences mentioned in Theorem 3.5 and in Problem 3.7 are ultimately periodic to any modulus. More generally, any hereditary graph property $P=\operatorname{Av}(F)$ with finite base $F$ is first-order definable and similarly for other structures. Many hereditary properties with infinite bases (and also many sets of graphs or structures which are not hereditary) are MSOL-definable; this is the case, for example, for forests $(P=\operatorname{Av}(F)$ where $F$ is the set of cycles) and for planar graphs (use Kuratowski's theorem). To all of them Theorem 3.9 applies. On the other hand, as the example with Catalan numbers shows, counting of ordered structures is in general out of reach of Theorem 3.9.

A closely related circle of problems is the determination of spectra of relational systems $P$ and more generally of finite models; the spectrum of $P$ is the set

$$
\left\{n \in \mathbb{N} \mid f_{P}(n)>0\right\}
$$

-the set of sizes of members of $P$. In several situation it was proved that the spectrum is an ultimately periodic subset of $\mathbb{N}$. See Fischer and Makowski [61] (and the references therein), Shelah [104] and Shelah and Doron [105]. We conclude with a problem posed in [59].

Problem 3.10. Does Theorem 3.9 hold for relational systems with ternary relations?
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#### Abstract

We survey the known results about simple permutations. In particular, we present a number of recent enumerative and structural results pertaining to simple permutations, and show how simple permutations play an important role in the study of permutation classes. We demonstrate how classes containing only finitely many simple permutations satisfy a number of special properties relating to enumeration, partial well-order and the property of being finitely based.


## 1 Introduction

An interval of a permutation $\pi$ corresponds to a set of contiguous indices $I=[a, b]$ such that the set of values $\pi(I)=\{\pi(i): i \in I\}$ is also contiguous. Every permutation of length $n$ has intervals of lengths 0,1 and $n$. If a permutation $\pi$ has no other intervals, then $\pi$ is said to be simple. For example, the permutation $\pi=28146357$ is not simple as witnessed by the non-trivial interval $4635(=\pi(4) \pi(5) \pi(6) \pi(7))$, while $\sigma=51742683$ is simple. $\dagger$

While intervals of permutations have applications in biomathematics, particularly to genetic algorithms and the matching of gene sequences (see Corteel, Louchard, and Pemantle [21] for extensive references), simple permutations form the "building blocks" of permutation classes and have thus received intensive study in recent years. We will see in Section 3 the various ways in which simplicity plays a role in the study of permutation classes, but we begin this short survey by introducing the

[^0]substitution decomposition in Subsection 1.1, and thence by reviewing the structural and enumerative results of simple permutations themselves in Section 2. The rest of this subsection will cover several basic definitions that we will require.

Two finite sequences of the same length, $\alpha=a_{1} a_{2} \cdots a_{n}$ and $\beta=$ $b_{1} b_{2} \cdots b_{n}$, are said to be order isomorphic if, for all $i, j$, we have $a_{i}<a_{j}$ if and only if $b_{i}<b_{j}$. As such, each sequence of distinct real numbers is order isomorphic to a unique permutation. Similarly, any given subsequence (or pattern) of a permutation $\pi$ is order isomorphic to a smaller permutation, $\sigma$ say, and such a subsequence is called a copy of $\sigma$ in $\pi$. We may also say that $\pi$ contains $\sigma$ (or, in some texts, $\pi$ involves $\sigma$ ) and write $\sigma \leq \pi$. If, on the other hand, $\pi$ does not contain a copy of some given $\sigma$, then $\pi$ is said to avoid $\sigma$. For example, $\pi=918572346$ contains 51342 because of the subsequence $91572(=\pi(1) \pi(2) \pi(4) \pi(5) \pi(6))$, but avoids 3142 .

It will often be useful to view permutations and order isomorphism graphically. Two sets $S$ and $T$ of points in the plane are said to be order isomorphic if the axes for the set $S$ can be stretched and shrunk in some manner to map the points of $S$ bijectively onto the points of $T$, i.e., if there are strictly increasing functions $f, g: \mathbb{R} \rightarrow \mathbb{R}$ such that $\left\{\left(f\left(s_{1}\right), g\left(s_{2}\right)\right):\left(s_{1}, s_{2}\right) \in S\right\}=T$. Note that this forms an equivalence relation since the inverse of a strictly increasing function is also strictly increasing. The plot of the permutation $\pi$ is then the point set $\{(i, \pi(i))\}$, and every finite point set in the plane in which no two points share a coordinate (often called a generic or noncorectilinear set) is order isomorphic to the plot of a unique permutation. Note that, with a slight abuse of notation, we will say that a point set is order isomorphic to a permutation.

The pattern containment order forms a partial order on the set of all permutations. Downsets of permutations under this order are called permutation classes. $\dagger$ In other words, if $\mathcal{C}$ is a permutation class and $\pi \in \mathcal{C}$, then for any permutation $\sigma$ with $\sigma \leq \pi$ we have $\sigma \in \mathcal{C}$. A given permutation class is often described in terms of its minimal avoidance set, or basis. More formally, the basis $B$ of a permutation class $\mathcal{C}$ is the smallest set for which $\mathcal{C}=\{\pi \mid \beta \not \leq \pi$ for all $\beta \in B\}$. For a permutation class $\mathcal{C}$, we denote by $\mathcal{C}_{n}$ the set $\mathcal{C} \cap S_{n}$, i.e. the permutations in $\mathcal{C}$ of length $n$, and we refer to $f(x)=\sum\left|\mathcal{C}_{n}\right| x^{n}$ as the generating function for $\mathcal{C}$.

[^1]Analogues of pattern containment exist for other relational structures; sets of structures closed under taking induced substructures are known as hereditary properties. Hereditary properties of graphs have received considerable attention (see Bollobás [11] for a survey of some older results), while more recently attention has been given to hereditary properties of a variety of structures including tournaments, ordered graphs and posets (see, for example, Balogh et al. [6, 7, 8], and Bollobás's recent survey [12]).

### 1.1 Substitution Decomposition

The simple permutations form the elemental building blocks upon which all other permutations are constructed by means of the substitution decomposition. $\dagger$ Analogues of this decomposition exist for every relational structure, and it has frequently arisen in a wide variety of perspectives, ranging from game theory to combinatorial optimization - for references see Möhring [35] or Möhring and Radermacher [36]. Its first appearance seems to be in a 1953 talk by Fraïssé (though only the abstract of this talk [25] survives). It did not appear in an article until Gallai [26] (for an English translation, see [27]), who applied them particularly to the study of transitive orientations of graphs.

Given a permutation $\sigma$ of length $m$ and nonempty permutations $\alpha_{1}$, $\ldots, \alpha_{m}$, the inflation of $\sigma$ by $\alpha_{1}, \ldots, \alpha_{m}-\operatorname{denoted} \sigma\left[\alpha_{1}, \ldots, \alpha_{m}\right]-$ is the permutation obtained by replacing each entry $\sigma(i)$ by an interval that is order isomorphic to $\alpha_{i}$. For example, $2413[1,132,321,12]=$ 479832156. Conversely, a deflation of $\pi$ is any expression of $\pi$ as an inflation $\pi=\sigma\left[\pi_{1}, \pi_{2}, \ldots, \pi_{m}\right]$, and we will call $\sigma$ a quotient of $\pi$. We then have the substitution decomposition of permutations:

Proposition 1.1 (Albert and Atkinson [1]). Every permutation may be written as the inflation of a unique simple permutation. Moreover, if $\pi$ can be written as $\sigma\left[\alpha_{1}, \ldots, \alpha_{m}\right]$ where $\sigma$ is simple and $m \geq 4$, then the $\alpha_{i}$ 's are unique.

Non-unique cases arise when a permutation can be written as an inflation of either 12 or 21 , and to recover uniqueness we may choose a particular decomposition in a variety of ways. The one we will use is as follows.

[^2]

Fig. 1. The substitution decomposition tree of $\pi=452398167$.

Proposition 1.2 (Albert and Atkinson [1]). If $\pi$ is an inflation of 12, then there is a unique sum indecomposable $\alpha_{1}$ such that $\pi=12\left[\alpha_{1}, \alpha_{2}\right]$ for some $\alpha_{2}$, which is itself unique. The same holds with 12 replaced by 21 and "sum" replaced by "skew".

The substitution decomposition tree for a permutation is obtained by recursively decomposing until we are left only with inflations of simple permutations by singletons. For example, the permutation $\pi=$ 452398167 is decomposed as

$$
\begin{aligned}
452398167 & =2413[3412,21,1,12] \\
& =2413[21[12,12], 21[1,1], 1,12[1,1]] \\
& =2413[21[12[1,1], 12[1,1]], 21[1,1], 1,12[1,1]]
\end{aligned}
$$

and its substitution decomposition tree is given in Figure 1.

Computation in Linear Time. The substitution decomposition is most frequently used in solving algorithmic problems, and consequently much attention has been given to its computation in optimal time. $\dagger$ By its connection to the intervals of a permutation, a first approach to compute the substitution decomposition might be simply to compute all the intervals of our given permutation. Since there may be as many as $N=n(n-1) / 2$ such intervals in a permutation of length $n$, listing these will not yield a linear $O(n)$ algorithm for the substitution decomposition. However, this computation has received significant attention through its connections with biomathematics, with an $O(n+N)$ time algorithm being given by Bergeron, Chauve, Montgolfier and Raffinot [10]. $\ddagger$

The first algorithm to compute the substitution decomposition of a

[^3]permutation in linear time was given by Uno and Yagiura [41], while Bergeron et al have since given a simpler algorithm. A strong interval of a permutation $\pi$ is an interval $I$ for which every other interval $J$ satisfies one of $J \subseteq I, I \subseteq J$ or $I \cap J=\emptyset$. For example, given $\pi=234615$, the interval $234(=\pi(1) \pi(2) \pi(3))$ is a strong interval, but 23 is not, because it has non-trivial intersection with 34 . A permutation can have at most $2 n-1$ strong intervals (note that the $n$ singletons and the whole permutation are all strong intervals), and Bergeron et al give an optimal $O(n)$ algorithm to list them all. The substitution decomposition tree of the permutation follows immediately.

It is worth noticing that this algorithm does not give the simple quotients for each internal node of the decomposition tree - indeed, there are currently no linear time algorithms to do this. It is, however, straightforward to compute the label of any particular node in linear time, e.g. by finding a representative symbol for each strong interval lying below the node, and then computing the permutation order isomorphic to this sequence of representatives.

## 2 Enumeration and Structure

### 2.1 Enumeration and Asymptotics

The number of simple permutations of length $n=1,2, \ldots$ is $s_{n}=$ $1,2,0,2,6,46,338,2926,28146, \ldots$ (sequence A111111 of [40]). Albert, Atkinson and Klazar [2] showed, in a straightforward argument making use of the substitution decomposition, that the sequence $\left(s_{n}\right)_{n \geq 4}$ is given by

$$
s_{n}=-\operatorname{Com}_{n}+(-1)^{n+1} \cdot 2,
$$

where $\mathrm{Com}_{n}$ is the coefficient of $x^{n}$ in the functional inverse of $f(x)=$ $\sum_{n=1}^{\infty} n!x^{n}$ (sequence A059372 of [40]). $\dagger$

Asymptotically, the sequence $s_{n}$ may be counted using a probabilistic argument based on counting the intervals of a random permutation. Let the random variable $X_{k}$ denote the number of intervals of length $k$ in a random permutation $\pi$ of length $n$. An interval of length $k$ may be viewed as a mapping from a contiguous set of positions to a contiguous set of values, for which the set of positions must begin at one of the first $n-k+1$ positions of $\pi$, and the lowest point in the set of values must be one of the lowest $n-k+1$ values of $\pi$. Of the $\binom{n}{k}$ sets of values to
$\dagger$ The term $\operatorname{Com}_{n}$ is used since the function $f^{-1}(x)$ first appeared in an exercise in Comtet [20].
which the contiguous set of positions may be mapped, only one maps to the chosen contiguous set of values. Thus we have

$$
\mathbb{E}\left[X_{k}\right]=\frac{(n-k+1)^{2}}{\binom{n}{k}}=\frac{(n-k+1)(n-k+1)!k!}{n!}
$$

Our first observation is that, as $n \rightarrow \infty, \mathbb{E}\left[X_{2}\right]=\frac{2(n-1)}{n} \rightarrow 2$. Thus, asymptotically, we should expect to find precisely two intervals of size two in a random permutation. We are seeking the asymptotics of the expected number of proper intervals, i.e. the sum $\sum_{k=2}^{n-1} \mathbb{E}\left[X_{k}\right]$, and want to demonstrate that $\sum_{k=3}^{n-1} \mathbb{E}\left[X_{k}\right] \rightarrow 0$ as $n \rightarrow 0$. We first consider the cases $k=3, k=4, k=n-2$ (assuming $n \geq 4$ ) and $k=n-1$ separately:

$$
\begin{aligned}
\mathbb{E}\left[X_{3}\right] & =\frac{6(n-2)}{n(n-1)} \leq \frac{6}{n} \rightarrow 0 \\
\mathbb{E}\left[X_{4}\right] & =\frac{4!(n-3)}{n(n-1)(n-2)} \leq \frac{24}{n^{2}} \rightarrow 0 \\
\mathbb{E}\left[X_{n-2}\right] & =\frac{3 \cdot 3!}{n(n-1)} \leq \frac{24}{n^{2}} \rightarrow 0 \\
\mathbb{E}\left[X_{n-1}\right] & =\frac{4}{n} \rightarrow 0 .
\end{aligned}
$$

The remaining terms form a partial sum, which converges providing $\frac{\mathbb{E}\left[X_{k+1}\right]}{\mathbb{E}\left[X_{k}\right]}<1$. Simplifying this equation gives $2 k^{2}-(3 n+1) k+n^{2}+n+1>$ 0 , a quadratic in $k$, which yields two roots. The smaller of these satisfies $0<k^{-} \leq n$, the larger $k^{+}>n$. Thus for $k \leq k^{-}, \mathbb{E}\left[X_{k}\right]$ is decreasing, while for $k^{-}<k<n, \mathbb{E}\left[X_{k}\right]$ is increasing, and hence $\mathbb{E}\left[X_{k}\right] \leq 24 / n^{2}$ for $4 \leq k \leq n-2$. Thus

$$
\sum_{k=4}^{n-2} \mathbb{E}\left[X_{k}\right] \leq(n-5) \frac{24}{n^{2}} \leq \frac{24}{n} \rightarrow 0
$$

Subsequently, the only term of $\sum_{k=2}^{n-1} \mathbb{E}\left[X_{k}\right]$ which is non-zero in the limit $n \rightarrow \infty$ is $k=2 . \dagger$

[^4]Ignoring larger intervals, occurrences of intervals of size 2 in a large random permutation $\pi$ can roughly be regarded as independent events, and as we know the expectation of $X_{2}$ is 2 , the occurrence of any specific interval is relatively rare. Heuristically, this suggests that $X_{2}$ is asymptotically Poisson distributed with parameter 2. Using this heuristic, we have $\operatorname{Pr}\left(X_{2}=0\right) \rightarrow e^{-2}$ as $n \rightarrow \infty$, and so there are approximately $\frac{n!}{e^{2}}$ simple permutations of length $n$.

A formal argument for this was implicitly given by Uno and Yagiura [41], and was made explicit by Corteel, Louchard, and Pemantle [21]. The method, however, essentially dates back to the 1940s with Kaplansky [31] and Wolfowitz [42], who considered "runs" within permutations - a run is a set of points with contiguous positions whose values are $i, i+1, \ldots, i+r$ or $i+r, i+r-1, \ldots, i$, in that order. $\dagger \mathrm{A}$ non-probabilistic approach for these first order asymptotics based on Lagrange inversion can be obtained from a more general theorem of Bender and Richmond [9].

More precise asymptotics, meanwhile, have been found using a nonprobabilistic method (but one relying on the work of Kaplansky) by Albert, Atkinson, and Klazar [2]. They obtain the following theorem, and note that higher order terms are calculable given sufficient computation:

Theorem 2.1 (Albert, Atkinson and Klazar [2]). The number of simple permutations of length $n$ is asymptotically given by

$$
\frac{n!}{e^{2}}\left(1-\frac{4}{n}+\frac{2}{n(n-1)}+O\left(n^{-3}\right)\right) .
$$

### 2.2 Exceptional Simple Permutations

Given a simple permutation $\pi$, one might ask what simple permutations are contained within $\pi$. In particular, is there a point that can be removed from $\pi$ to leave a sequence order isomorphic to a simple permutation? This is not quite true, but allowing one- or two-point deletions suffices. The following theorem is a special case of a more general result for every relational structure whose relations are binary and irreflexive.

Theorem 2.2 (Schmerl and Trotter [39]). Every simple permutation of length $n \geq 2$ contains a simple permutation of length $n-1$ or $n-2$.
$\dagger$ Atkinson and Stitt [5] called permutations containing no runs strongly irreducible. Note that this is equivalent to a permutation containing no intervals of size two.




Fig. 2. The two permutations on the left are wedge alternations, the permutation on the right is a parallel alternation.

In most cases, however, a single point deletion is sufficient. If none of the one point deletions of a given simple permutation $\pi$ is simple, then $\pi$ is said to be exceptional. Schmerl and Trotter call such structures critically indecomposable, and present a complete characterisation in the analogous problem for partially ordered sets.

To consider the exceptional simple permutations, we first define a set of permutations called alternations. A horizontal alternation is a permutation in which every odd entry lies to the left of every even entry, or the reverse of such a permutation. Similarly, a vertical alternation is the group-theoretic inverse of a horizontal alternation. Of these alternations, we identify two families in which each "side" of the alternation forms a monotone sequence, namely the parallel and wedge alternations - see Figure 2 for definitions. While any parallel alternation is already simple or very nearly so, wedge alternations are not. Any wedge alternation may be extended to form a simple permutation by placing a single point in one of two places, thus forming wedge simple permutations of types 1 and 2 - see Figure 3.
The exceptional simple permutations turn out to be precisely the set of parallel alternations:

Theorem 2.3 (Albert and Atkinson [1]). The only simple permutations that do not have a one point deletion are the simple parallel alternations, i.e. those of the form

$$
246 \cdots(2 m) 135 \cdots(2 m-1) \quad(m \geq 2)
$$

and every symmetry of this permutation.
Proof. Define a poset $\left(P_{\pi}, \prec_{\pi}\right)$ of the permutation $\pi$ by $x \prec_{\pi} y$ if and only if $x<y$ and $\pi(x)<\pi(y)$. Note that the poset $\left(P_{\pi}, \prec_{\pi}\right)$ has dimension 2 , and conversely that all posets of dimension 2 correspond to a unique permutation, up to permutation inverses. A permutation is simple if and only if its corresponding poset is also simple, i.e. $P_{\pi}$



Fig. 3. The two types of wedge simple permutation, type 1 (left) and type 2 (right).
contains no proper nonsingleton subset $I$ for which every pair $x, y$ of $I$ are ordered with respect to all elements of $P_{\pi} \backslash I$ in the same way. Furthermore, $\pi$ is exceptional if and only if the corresponding poset is also exceptional (or, more usually, critically indecomposable). Schmerl and Trotter [39] classify all the critically indecomposable posets, from which the result follows.

### 2.3 Pin Sequences and Decomposition

In the plot of a permutation, an interval is clearly identified as a set of points enclosed in an axes-parallel rectangle, with no points lying in the regions directly above, below, to the left or to the right. Conversely, since simple permutations contain no non-trivial intervals, any axesparallel rectangle drawn over the plot of a simple permutation must be "separated" by at least one point in one of these four regions (unless the rectangle contains only one point or the whole permutation). Extending our rectangle to include this extra point puts us in a similar situation, and inductively our rectangle will eventually be extended to contain every point of the permutation. This is the motivating idea behind "pin sequences".

Given points $p_{1}, \ldots, p_{m}$ in the plane, we denote by $\operatorname{rect}\left(p_{1}, \ldots, p_{m}\right)$ the smallest axes-parallel rectangle containing them. A pin for the points $p_{1}, \ldots, p_{m}$ is any point $p_{m+1}$ not contained in $\operatorname{rect}\left(p_{1}, \ldots, p_{m}\right)$ that lies either horizontally or vertically amongst them. Such a pin will have a direction - up, down, left or right - which records the position of $p_{m+1}$ relative to $\operatorname{rect}\left(p_{1}, \ldots, p_{m}\right)$. A pin sequence is a sequence of points $p_{1}, p_{2}, \ldots$ such that $p_{i}$ is a pin for the points $p_{1}, \ldots, p_{i-1}$ for every $i \geq 3$, while a proper pin sequence is a pin sequence satisfying two further conditions:


Fig. 4. A pin sequence of the simple permutation 713864295. The shaded box represents $\operatorname{rect}\left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right)$.

- Maximality condition: each pin must be maximal in its direction. That is, in the plot of a permutation, of all possible pins for $p_{1}, \ldots, p_{i-1}$ having the same direction as $p_{i}(i \geq 3)$, the pin $p_{i}$ is furthest from $\operatorname{rect}\left(p_{1}, \ldots, p_{i-1}\right) \cdot \dagger$
- Separation condition: $p_{i+1}$ must separate $p_{i}$ from $\operatorname{rect}\left(p_{1}, \ldots, p_{i-1}\right)$ $(i \geq 2)$. That is, $p_{i+1}$ must lie horizontally or vertically between $p_{i}$ and $\operatorname{rect}\left(p_{1}, \ldots, p_{i-1}\right)$.

See Figure 4 for an example. Proper pin sequences are intimately connected with simple permutations. In one direction, we have:

Theorem 2.4 (Brignall, Huczynska and Vatter [16]). If $p_{1}, \ldots, p_{m}$ is a proper pin sequence of length $m \geq 5$ then one of the sets of points $\left\{p_{1}, \ldots, p_{m}\right\},\left\{p_{1}, \ldots, p_{m}\right\} \backslash\left\{p_{1}\right\}$, or $\left\{p_{1}, \ldots, p_{m}\right\} \backslash\left\{p_{2}\right\}$ is order isomorphic to a simple permutation.

This should come as no surprise - by our motivation, pin sequences encapsulate precisely what it means to be simple. Moreover, we also expect to be able to find long proper pin sequences within arbitrary simple permutations. If no such pin sequence exists, then we encounter the two families of alternations defined in the previous subsection.

Theorem 2.5 (Brignall, Huczynska and Vatter [16]). Every simple permutation of length at least $2\left(256 k^{8}\right)^{2 k}$ contains a proper pin sequence of length $2 k$, a parallel alternation of length $2 k$, or a wedge simple permutation of length $2 k$.

Sketch of proof. Suppose that a simple permutation $\pi$ of length $n$ con-

[^5]tains neither a proper pin sequence of length $2 k$ nor a parallel or wedge alternation of length $2 k$. A pin sequence $p_{1}, p_{2}, \ldots, p_{n}$ of $\pi$ is said to be right-reaching if $p_{n}$ corresponds to the rightmost point of $\pi$. Moreover, from each pair of points in a simple permutation $\pi$ there exists a right-reaching proper pin sequence. We now consider the collection of $\lfloor n / 2\rfloor$ proper right-reaching pin sequences of $\pi$ beginning with the first and second points, the third and fourth points, and so on, reading from left to right.

Two pin sequences $p_{1}, p_{2}, \ldots$ and $q_{1}, q_{2}, \ldots$ are said to converge at the point $x$ if there exists $i$ and $j$ such that $p_{i}=q_{j}=x$ but $\left\{p_{1}, \ldots, p_{i-1}\right\}$ and $\left\{q_{1}, \ldots, q_{i-1}\right\}$ are disjoint. Our $\lfloor n / 2\rfloor$ proper right-reaching pin sequences all end at the rightmost point of $\pi$, and so every pair of these must converge at some point.

If $16 k$ proper pin sequences converge at a point $x$, then we may show there must exist an alternation of length at least $2 k$. Such an alternation may not necessarily be parallel or wedge, but, by the Erdős-Szekeres Theorem, every alternation of length at least $2 k^{4}$ must contain a parallel or wedge alternation of length at least $2 k$. Accordingly, since $\pi$ contains no parallel or wedge alternation of length $2 k$, fewer than $16 k^{4}$ of our pin sequences can converge at any point. Since no pin sequence contains $2 k$ or more pins, the number of right-reaching pin sequences is bounded by how many can converge at each steps towards the rightmost pin, and there can be at most $2 k-1$ steps. Thus $\lfloor n / 2\rfloor<2\left(16 k^{4}\right)^{2 k}$.

Finally, if this process has produced a wedge alternation, it is then necessary to demonstrate the existence of one additional point to form a wedge simple permutation of type 1 or 2 . For a wedge alternation containing $4 k^{2}$ points and oriented $<$ (as in Figure 3), consider a pin sequence starting on the two leftmost points of the alternation. At some stage, either the pin sequence attains length $2 k$ (which we have assumed does not exist), or the pin has "jumped" a long way in the wedge alternation, giving the additional point required to form a wedge simple permutation of type 1 or 2 with length $2 k$. Adjusting the bound $\lfloor n / 2\rfloor<2\left(16 k^{4}\right)^{2 k}$ to take into account that a wedge alternation of length $4 k^{2}$ must be avoided gives the stated bound $n<2\left(256 k^{8}\right)^{2 k}$.

An immediate consequence of this decomposition is that within a suitably long simple permutation $\sigma$ we may find two "almost disjoint" simple subsequences by considering subsequences of the long proper pin sequence, parallel alternation or wedge simple permutation contained in $\sigma$. This result has consequences for certain permutation classes, which we will discuss in Subsection 3.5.

Corollary 2.6 (Brignall, Huczynska and Vatter [16]). There is a function $f(k)$ such that every simple permutation of length at least $f(k)$ contains two simple subsequences, each of length at least $k$, sharing at most two entries.

To observe that it may be necessary that the two simple subsequences share exactly two entries, consider the family of type 2 wedge simple permutations (i.e. those of the form $m(2 m)(m-1)(m+1)(m-2)(m+$ 2) $\cdots 1(2 m-1)$ ), in which the first two entries are required in every simple subsequence.

### 2.4 Simple Extensions

In addition to finding the underlying structures in simple permutations, we may ask how, for an arbitrary permutation $\pi$, we may embed $\pi$ into a simple permutation, and how long this permutation has to be. The analogous problem for tournaments was solved by Erdős, Fried, Hajnal and Milner [23], where they demonstrated that every tournament may be embedded in a simple tournament containing at most two extra vertices. Furthermore, in another paper published in the same year, Erdős, Hajnal and Milner [24] listed the cases when one point was not sufficient. For permutations, however, adding two points is rarely going to be sufficient. In fact, in the case of an increasing permutation $12 \cdots n$ of length $n$, an additional $\lceil(n+1) / 2\rceil$ points are both necessary and sufficient. The same bound can be obtained inductively for arbitrary permutations by means of the substitution decomposition, though it is not known when fewer points are sufficient.

Theorem 2.7 (Brignall, Ruškuc and Vatter [18]). Every permutation $\pi$ on $n$ symbols has a simple extension with at most $\lceil(n+1) / 2\rceil$ additional points.

Cases for graphs and posets are also obtainable by the same method. In the former, at most $\left\lceil\log _{2}(n+1)\right\rceil$ additional vertices are required, while for the latter, the bound is $\lceil(n+1) / 2\rceil$, as in the permutation case.

## 3 Permutation Classes with Finitely Many Simples

Considerable attention has been paid in recent years to the study of permutation classes which contain only finitely many simple permutations.

Much is known about such classes both in terms of enumeration and structure, and of course these two considerations are not unrelated it is precisely the structure (given in terms of the substitution decomposition) of permutations lying in classes containing only finitely many simple permutations that gives these classes this well behaved enumeration.

### 3.1 Substitution Closures

As a preliminary to the results of this section, we consider permutation classes which may be described exactly by their (not necessarily finite) set of simple permutations. A class $\mathcal{C}$ of permutations is substitutionclosed if $\sigma\left[\alpha_{1}, \ldots, \alpha_{m}\right] \in \mathcal{C}$ for all $\sigma, \alpha_{1}, \ldots, \alpha_{m} \in \mathcal{C}$. The substitutionclosure $\dagger$ of a set $X,\langle X\rangle$, is defined as the smallest substitution-closed class containing $X$. (This concept is well-defined because the intersection of substitution-closed classes is substitution-closed, and the set of all permutations is substitution-closed.)

Letting $\operatorname{Si}(\mathcal{C})$ denote the set of simple permutations in the class $\mathcal{C}$, we observe that $\operatorname{Si}(\mathcal{C})=\operatorname{Si}(\langle\mathcal{C}\rangle)$ : every permutation in $\mathcal{C}$ is an inflation of a member of $\operatorname{Si}(\mathcal{C})$ so it follows (e.g., by induction) that $\mathcal{C} \subseteq\langle\operatorname{Si}(\mathcal{C})\rangle$. Thus $\langle\mathcal{C}\rangle \subseteq\langle\operatorname{Si}(C)\rangle$, establishing that $\operatorname{Si}(\mathcal{C})=\operatorname{Si}(\langle\mathcal{C}\rangle)$. As substitution-closed classes are uniquely determined by their sets of simple permutations, $\langle\mathcal{C}\rangle$ is the largest class with this property. For example, the substitution closure of $\operatorname{Av}(132)$ is the largest class whose only simple permutations are 1,12 , and 21 , which is precisely the class $\operatorname{Av}(2413,3142)$ of separable permutations.

It is quite easy to decide if a permutation class given by a finite basis is substitution-closed:

Proposition 3.1 (Albert and Atkinson [1]). A permutation class is substitution-closed if and only if each of its basis elements is simple.

One may also wish to compute the basis of $\langle\mathcal{C}\rangle$. This is routine for classes with finitely many simple permutations (see Proposition 3.10), but much less so in general. An example of a finitely based class whose substitution-closure is infinitely based is $\operatorname{Av}(4321)$ - the basis of its substitution-closure contains an infinite family of permutations, one of which is shown in Figure 5.

The natural question is then:

[^6]

Fig. 5. A basis element of the substitution closure of $\operatorname{Av}(4321)$.

Question 3.2. Given a finite basis $B$, is it decidable whether $\langle\operatorname{Av}(B)\rangle$ is finitely based? $\dagger$

The importance of substitution-closed classes will become increasingly evident throughout this section. In particular, it is often fruitful to prove results about a class containing only finitely many simple permutations by first considering its substitution closure, and then adding basis restrictions to recover the original class.

### 3.2 Algebraic Generating Functions

When a class is enumerated by an algebraic generating function, we intuitively expect to find some recursive description of the permutations in the class. The converse intuition is also good, i.e. that classes constructed via some set of recursions should have algebraic generating functions. In a class $\mathcal{C}$ which has only finitely many simple permutations, any long permutation must be constructed recursively via the substitution decomposition, starting from the finite set $\operatorname{Si}(\mathcal{C})$. Applying our intuition then immediately suggests the following result:

Theorem 3.3 (Albert and Atkinson [1]). A permutation class with only finitely many simple permutations has a readily computable algebraic generating function.

Theorem 3.3 was obtained by first proving it in the case of substitutionclosed classes, and then demonstrating how adding an extra basis restriction does not affect the algebraicity of the generating function. A

[^7]stronger result is true if, in addition to containing only finitely many simple permutations, our permutation class avoids a decreasing permutation of some length $n$, namely that such a class is enumerated by a rational generating function [1].

We may view permutation classes as subsets of the unique substitutionclosed class containing the same set of simple permutations. When the substitution-closed class contains only finitely many simple permutations, Theorem 3.3 shows that subclasses - now thought of merely as particular subsets - have algebraic generating functions. These subsets are not alone in this property, however; there are many other subsets which are enumerated by algebraic generating functions.

Calling any set of permutations $P$ a property, we may say that a permutation $\pi$ satisfies $P$ if $\pi \in P$. A set $\mathcal{P}$ of properties is said to be query-complete if, for every simple permutation $\sigma$ and property $P \in \mathcal{P}$, one may determine whether $\sigma\left[\alpha_{1}, \ldots, \alpha_{m}\right]$ satisfies $P$ simply by knowing which properties of $\mathcal{P}$ each $\alpha_{i}$ satisfies. For example, avoidance of a given pattern is query-complete, since the property $\operatorname{Av}(\beta)$ lies in the querycomplete set $\{\operatorname{Av}(\delta): \delta \leq \beta\}$. Moreover, since this query-complete set is finite, it is said to be finite query-complete.

Theorem 3.4 (Brignall, Huczynska and Vatter [17]). Let $\mathcal{C}$ be a permutation class containing only finitely many simple permutations, $\mathcal{P}$ a finite query-complete set of properties, and $\mathcal{Q} \subseteq \mathcal{P}$. The generating function for the set of permutations in $\mathcal{C}$ satisfying every property in $\mathcal{Q}$ is algebraic over $\mathbb{Q}(x)$.

Properties known to lie in finite query-complete sets include the set of alternating permutations, even permutations, Dumont permutations of the first kind, and those avoiding any number of blocked or barred permutations. For example, a permutation $\pi$ of length $n$ is alternating if, for all $i \in[2, n-1], \pi(i)$ does not lie between $\pi(i-1)$ and $\pi(i+1)$. We can then explicitly state the finite query-complete set of properties:

Lemma 3.5. The set of properties consisting of

- $A L=\{$ alternating permutations $\}$,
- $B R=\{$ permutations beginning with a rise, i.e., permutations with $\pi(1)<\pi(2)\}$,
- $E R=\{$ permutations ending with a rise $\}$, and
- $\{1\}$.
is query-complete.

Proof. It is easy to show that $\{\{1\}, B R, E R\}$ is query-complete:

$$
\begin{aligned}
& \sigma\left[\alpha_{1}, \ldots, \alpha_{m}\right] \in B R \Longleftrightarrow \alpha_{1} \in B R \text { or }\left(\alpha_{1}=1 \text { and } \sigma \in B R\right) \\
& \sigma\left[\alpha_{1}, \ldots, \alpha_{m}\right] \in E R \Longleftrightarrow \\
& \alpha_{m} \in E R \text { or }\left(\alpha_{m}=1 \text { and } \sigma \in E R\right)
\end{aligned}
$$

If $\pi=\sigma\left[\alpha_{1}, \ldots, \alpha_{m}\right]$ is an alternating permutation, we must have $\alpha_{1}, \ldots, \alpha_{m} \in A L$. After checking that all the entries of $\pi$ up to and including the interval corresponding to $\sigma(i)$ are alternating, we must consider two cases: the first where $\sigma(i)>\sigma(i+1)$, the second $\sigma(i)<$ $\sigma(i+1)$. We show only the former, the latter being analogous. Since $\sigma(i)>\sigma(i+1), \pi$ contains a descent between its $\sigma(i)$ interval and its $\sigma(i+1)$ interval. Thus $\alpha_{i}$ is allowed to be 1 (i.e., $\left.\alpha_{i} \in\{1\}\right)$ only if $i=1$ or $\sigma(i-1)<\sigma(i)$, while if $\alpha_{i} \neq 1$ then we must have $\alpha_{i} \in E R$, and whether or not $\alpha_{i}$ is 1 we must have $\alpha_{i+1} \in B R \cup\{1\}$.

The intersection of two properties known to lie in finite query-complete sets again lies in a finite query-complete set, and thus any combination of the properties listed above will lie in a finite query complete-set. It is also possible to show that the number of involutions of a permutation class containing only finitely many simple permutations is enumerated by an algebraic generating function, as is the cyclic closure of such a permutation class, and these may again be combined with other properties. Thus, for example, the number of alternating even involutions in a permutation class with only finitely many simple permutations is enumerated algebraically.

### 3.3 Partial Well-Order

An antichain is a set of pairwise incomparable elements. Any partial order is partially well-ordered if it contains neither an infinite properly decreasing sequence nor an infinite antichain, but in the case of permutation classes we need only check the latter condition. Many of the results we are about to present may be applied to a variety of relational structures, though here we will restrict our attention to the permutation case.

Infinite antichains of permutations rely heavily on the structure of simple permutations to maintain their incomparability - two permutations of an antichain are incomparable either because their quotients are incomparable, or because there are incomparable blocks in the substitution decomposition - and thus it should not be surprising that infinite antichains arise only when we have infinitely many different quotients,
viz. infinitely many simple permutations. This intuition is confirmed by studying classes containing only finitely many simple permutations we will see that such classes are partially well-ordered.

To prove that a permutation class is not partially well-ordered, it is sufficient to show that the class contains an infinite antichain. In fact, we may restrict our search somewhat, namely to those antichains that are minimal under the following ordering: $A \preceq B$ if and only if for every $\beta \in B$ there exists $\alpha \in A$ such that $\alpha \leq \beta$. Essentially following Nash-Williams' "minimal bad sequence" argument [38], we obtain:

Proposition 3.6. Every non-partially well-ordered permutation class contains an antichain minimal under $\preceq$.

On the face of it, this result may not appear to be much of a gain. However, a helpful structural characterisation of antichains minimal under $\preceq$ exists and is due to Gustedt [29]; we state here only the part of the result that we need. The closure of a set $A$ of permutations is the set $\mathrm{Cl}(A)=\{\pi: \pi \leq \alpha$ for some $\alpha \in A\}$, and accordingly the proper closure is the set $\mathrm{Cl}(A) \backslash A$.

Lemma 3.7 (Gustedt [29]). The proper closure of an antichain minimal under $\preceq$ is partially well-ordered.

Proving that a given permutation class is partially well-ordered is typically a harder task. The primary tool is a result due to Higman [30] which can be used to prove our anticipated Proposition 3.9 - see Albert and Atkinson's proof [1]. However, using our earlier observations on antichains, we will not in fact need Higman's Theorem and so have omitted it for brevity. Instead, we require one more straightforward observation:

Proposition 3.8. The product $\left(P_{1}, \leq_{1}\right) \times \cdots \times\left(P_{s}, \leq_{s}\right)$ of a collection of partial orders is partially well ordered if and only if each of them is partially well-ordered.

No further results are required. We follow the proof given by Gustedt; it is worth noting that Albert and Atkinson's proof also makes use of the substitution decomposition in a similar way.

Proposition 3.9 (Gustedt [29]; Albert and Atkinson [1]). Every permutation class with only finitely many simple permutations is partially well-ordered.

Proof. Suppose to the contrary that the class $\mathcal{C}$ contains an infinite antichain but only finitely many simple permutations. By Proposition 3.6, $\mathcal{C}$ contains an infinite antichain minimal under $\preceq$. Moreover, there is an infinite subset $A$ of this antichain for which every element is an inflation of the same simple permutation, say $\sigma$. Let $\mathcal{D}=\mathrm{Cl}(A) \backslash A$ denote the proper closure of $A$, noting that $\mathcal{D}$ is partially well-ordered by Lemma 3.7. It is easy to see that the permutation containment order, when restricted to inflations of $\sigma$, is isomorphic to a product order: $\sigma\left[\alpha_{1}, \ldots, \alpha_{m}\right] \leq \sigma\left[\alpha_{1}^{\prime}, \ldots, \alpha_{m}^{\prime}\right]$ if and only if $\alpha_{i} \leq \alpha_{i}^{\prime}$ for all $i \in[m]$. However, this implies that $A$ is an infinite antichain in a product $\mathcal{D} \times \cdots \times \mathcal{D}$ of partially well-ordered posets, contradicting Proposition 3.8.

### 3.4 Finite Basis

That a class containing only finitely many simple permutations is finitely based arises by first considering its substitution closure. Our first task is to compute the basis of a substitution closed class containing only finitely many simple permutations, which is easily done using Theorem 2.2:

Proposition 3.10. If the longest simple permutations in $\mathcal{C}$ have length $k$ then the basis elements of $\langle\mathcal{C}\rangle$ have length at most $k+2$.

Proof. The basis of $\langle\mathcal{C}\rangle$ is easily seen to consist of the minimal (under the pattern containment order) simple permutations not contained in $\mathcal{C}$ (cf. Proposition 3.1). Let $\pi$ be such a permutation of length $n$. Theorem 2.2 shows that $\pi$ contains a simple permutation $\sigma$ of length $n-1$ or $n-2$. If $n \geq k+3$, then $\sigma \notin \mathcal{C}$, so $\sigma \notin\langle\mathcal{C}\rangle$ and thus $\pi$ cannot lie in the basis of $\langle\mathcal{C}\rangle$.

For example, using this Proposition it can be computed that the wreath closure of $1,12,21$, and 2413 is $\operatorname{Av}(3142,25314,246135,362514)$.

The finite basis result for arbitrary permutation classes containing only finitely many simple permutations now follows by recalling that all such classes are partially well-ordered. Thus:

Theorem 3.11 (Murphy [37]; Albert and Atkinson [1]). Every permutation class containing only finitely many simple permutations is finitely based.

Proof. Let $\mathcal{C}$ be a class containing only finitely many permutations. By Proposition $3.10,\langle\mathcal{C}\rangle$ is finitely based, and by Proposition 3.9 it is partially well ordered. The class $\mathcal{C}$ must therefore avoid all elements in the
basis of $\langle\mathcal{C}\rangle$, together with the minimal elements of $\langle\mathcal{C}\rangle$ not belonging to $\mathcal{C}$, which form an antichain. By its partial well ordering any antichain in $\langle\mathcal{C}\rangle$ is finite, and so there can only be finitely many basis elements of $\mathcal{C}$.

### 3.5 Finding Finitely Many Simples

In order to find whether the above properties apply to a given permutation class defined by its (finite) basis, it is of course necessary to know which simple permutations lie in the class, or at least whether there are only finitely many of them. In the first instance, we may use Theorem 2.2 simply to look for the simple permutations of each length $n=1,2, \ldots$, since if we encounter two consecutive integers for which the class has no simple permutations of those lengths, then there can be no simple permutations of any greater length.

One of the simplest classes with only finitely many simple permutations is $\operatorname{Av}(132)$, containing only 1, 12 and 21. Bóna [13] and Mansour and Vainshtein [32] showed that that for every $r$, the class of all permutations containing at most $r$ copies of 132 has an algebraic generating function. The reason for this algebraicity is as we might hope: these classes contain only finitely many simple permutations, and this follows from a more general result that relies on Corollary 2.6.

Denote by $\operatorname{Av}\left(\beta_{1}^{\leq r_{1}}, \beta_{2}^{\leq r_{2}}, \ldots, \beta_{k}^{\leq r_{k}}\right)$ the set of permutations that have at most $r_{1}$ copies of $\beta_{1}, r_{2}$ copies of $\beta_{2}$, and so on. It should be clear that any such set forms a permutation class, although finding its basis is perhaps less obvious. Atkinson [3] showed that the basis elements of the class can have length at most $\max \left\{\left(r_{i}+1\right)\left|\beta_{i}\right|: i \in[k]\right\}$. For example, $\operatorname{Av}\left(132^{\leq 1}\right)=\operatorname{Av}(1243,1342,1423,1432,2143,35142,354162,461325$, 465132). We then have the following result:

Theorem 3.12 (Brignall, Huczynska and Vatter [16]). If the class $\operatorname{Av}\left(\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right)$ contains only finitely many simple permutations then the class $\operatorname{Av}\left(\beta_{1}^{\leq r_{1}}, \beta_{2}^{\leq r_{2}}, \ldots, \beta_{k}^{\leq r_{k}}\right)$ also contains only finitely many simple permutations for all choices of nonnegative integers $r_{1}, r_{2}, \ldots$, $r_{k}$.

Proof. We need to show that for any choice of nonnegative integers $r_{1}, r_{2}, \ldots, r_{k}$, only finitely many simple permutations contain at most $r_{i}$ copies of $\beta_{i}$ for each $i \in[k]$. We may suppose that $\left|\beta_{i}\right| \geq 3$ for all $i \in[k]$ since if any $\beta_{i}$ is of length 1 or 2 then the theorem follows easily. We now proceed by induction. The base case, arising when $r_{i}=0$ for
all $i$, follows trivially, so suppose that some $r_{j}>0$ and set

$$
g\left(r_{1}, r_{2}, \ldots, r_{k}\right)=f\left(g\left(r_{1}, r_{2}, \ldots, r_{j-1},\left\lfloor r_{j} / 2\right\rfloor, r_{j+1}, \ldots, r_{k}\right)\right),
$$

where $f$ is the function from Corollary 2.6. By that result, every simple permutation $\pi$ of length at least $g\left(r_{1}, r_{2}, \ldots, r_{k}\right)$ contains two simple subsequences of length at least $f\left(g\left(r_{1}, r_{2}, \ldots, r_{j-1},\left\lfloor r_{j} / 2\right\rfloor, r_{j+1}, \ldots, r_{k}\right)\right)$, and by induction each of these simple subsequences contains more than $\left\lfloor r_{j} / 2\right\rfloor$ copies of $\beta_{j}$. Moreover, because these simple subsequences share at most two entries, their copies of $\beta_{j}$ are distinct, and thus $\pi$ contains more than $r_{j}$ copies of $\beta_{j}$, proving the theorem.

For a general answer to the decidability question, we turn to Theorem 2.5 , which reduces the task to checking whether the permutation class in question contains arbitrarily long proper pin sequences, parallel alternations or wedge simple alternations of types 1 and 2 . This may be done algorithmically:

Theorem 3.13 (Brignall, Ruškuc and Vatter [19]). It is possible to decide if a permutation class given by a finite basis contains infinitely many simple permutations.

Sketch of proof. To determine whether a permutation class $\operatorname{Av}(B)$ contains only finitely many parallel alternations oriented $\backslash \backslash$, we need only check that there is a permutation in $B$ that is contained in such an alternation. More simply, it is sufficient to verify that $B$ contains a permutation in the class $\operatorname{Av}(123,2413,3412)$. To check the other orientations, we need simply test the same condition for every symmetry of this class. Similarly, to check the wedge simple permutations of types 1 and 2 , one needs to ensure that $B$ contains an element of every symmetry of $\operatorname{Av}(1243,1324,1423,1432,2431,3124,4123,4132,4231,4312)$ and $\operatorname{Av}(2134,2143,3124,3142,3241,3412,4123,4132,4231,4312)$ respectively.

Thus it remains to determine whether $\operatorname{Av}(B)$ contains arbitrarily long proper pin sequences. This is done by encoding proper pin sequences as "strict pin words" over the four-letter alphabet of directions $\{L, R, U, D\}$ and subsequences of proper pin sequences as pin words over an eight-letter alphabet consisting of the four directions and four numerals $\{1,2,3,4\}$. These numerals correspond to the four quadrants around an origin which is placed "close" to the first two points of the pin sequence in such a way that whenever a pin is not included in the
subsequence the next pin that is included is encoded as a numeral corresponding to the quadrant in which it lies. The permutation containment order restricted to pin sequences and their subsequences corresponds to an order on these words.
For every $\beta \in B$, list all (non-strict) pin words corresponding to $\beta$. It may be shown that the set of strict pin words containing any non-strict pin word forms a regular language, and hence the union of all strict pin words containing any pin word corresponding to some $\beta$ forms a regular language. The complement of this set of strict pin words corresponds to the proper pin sequences lying in $\operatorname{Av}(B)$, and also forms a regular language. It is decidable whether a regular language contains arbitrarily long words or not, from which the result follows.

### 3.6 Algorithms

Linear Time Membership. Bose, Buss and Lubiw [14] showed that deciding whether a given permutation lies in some permutation class is in general NP-complete, but that one may use the substitution decomposition to decide whether a permutation is separable in polynomial time. Out of some of the recent machinery surveyed here comes an indication that, given a permutation class $\mathcal{C}$ that contains only finitely many simple permutations, it may be decided in linear time whether an arbitrary permutation $\pi$ of length $n$ lies in $\mathcal{C}$. The approach relies first and foremost on the fact that we may compute the substitution decomposition of any permutation in linear time, as mentioned in Subsection 1.1. We begin by first performing some precomputations specific to the class $\mathcal{C}$, all of which may be done essentially in constant time:

- Compute $\mathrm{Si}(\mathcal{C})$, the set of simple permutations in $\mathcal{C}$.
- Compute the basis $B$ of $\mathcal{C}$, noting that permutations in $B$ can be no longer than $\max _{\sigma \in \mathrm{Si}(\mathcal{C})}|\sigma|+2$ by the Schmerl-Trotter Theorem 2.2.
- For every $\beta$ either lying in $B$ or contained in a permutation lying in $B$, list all expressions of $\beta$ as a lenient inflation (an inflation $\sigma\left[\gamma_{1}, \ldots, \gamma_{m}\right]$ in which the $\gamma_{i}$ 's are allowed to be empty) of each $\sigma \in \operatorname{Si}(\mathcal{C})$.

With this one-time work done, we now take our candidate permutation $\pi$ of length $n$ and compute its substitution decomposition, $\pi=$ $\sigma\left[\alpha_{1}, \ldots, \alpha_{m}\right]$. Now, after first trivially checking that the quotient $\sigma$ lies in $\mathcal{C}$, we look at all the expressions of each $\beta \in B$ as lenient inflations
of $\sigma$. Note that if some $\beta \leq \pi$, there must exist an expression of $\beta$ as a lenient inflation $\beta=\sigma\left[\gamma_{1}, \ldots, \gamma_{m}\right]$ so that $\gamma_{i} \leq \alpha_{i}$ for every $i=1, \ldots, m$.

Thus, taking each lenient inflation $\beta=\sigma\left[\gamma_{1}, \ldots, \gamma_{m}\right]$ in turn, we look recursively at each block, testing to see if $\gamma_{i} \leq \alpha_{i}$ is true. Though this recursion makes the linear-time complexity non-obvious, note that the number of levels of recursion that are required cannot be more than the maximum depth of the substitution decomposition tree, which itself cannot have more than $2 n$ nodes. The recursion will eventually reduce the problem to making only trivial comparisons, each of which is immediately answerable in constant time.

Longest Common Pattern. A possible generalisation of the pattern containment problem is that of computing the longest common pattern of two permutations. Bouvel and Rossin [15] demonstrate a general algorithm to find the longest common pattern between two permutations $\pi_{1}$ and $\pi_{2}$, relying on the substitution decomposition of either $\pi_{1}$ or $\pi_{2}$. For general $\pi_{1}$ and $\pi_{2}$ this does not run in polynomial time, but in the special case where $\pi_{1}$ comes from a permutation class whose simple permutations are of length at most $d$, their algorithm runs in $O\left(\min \left(n_{1}, n_{2}\right) n_{1} n_{2}^{2 d+2}\right)$, where $n_{1}=\left|\pi_{1}\right|$ and $n_{2}=\left|\pi_{2}\right|$. In particular, they give an explicit $O\left(n^{8}\right)$ algorithm for finding the longest common pattern between two permutations of length $n$ given one is separable.

## 4 Concluding Remarks

As we have seen, much is known about permutation classes containing only finitely many simple permutations. On the other hand, little is known in general about classes containing infinitely many simple permutations. The way in which many of the results presented in Section 3 are obtained suggests that a first step would be to restrict our attention to substitution-closed classes. There is one result to support this approach in the more general context: it is known that a substitutionclosed class has an algebraic generating function if and only if the simple permutations of the class are also enumerated by an algebraic generating function [1].

Related to this is the question of partial well-order - we have seen that simple permutations are intimately related to the structure of fundamental antichains, but precisely how they are related remains unknown. In particular, if a permutation class is partially well-ordered, what can be said about its set of simple permutations?

Recalling that the substitution decomposition is defined analogously for all relational structures, there is no reason why some of the results reviewed here cannot be extended to other relational structures. While questions such as the enumeration of hereditary properties are not obviously extendable (since isomorphism between structures must be taken into account), questions relating to the decomposition of simple or indecomposable objects and to the study of partial well-order in hereditary properties are likely to behave in a similar way for all structures.
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## References

[1] M. H. Albert and M. D. Atkinson. Simple permutations and pattern restricted permutations. Discrete Math., 300(1-3):1-15, 2005.
[2] M. H. Albert, M. D. Atkinson, and M. Klazar. The enumeration of simple permutations. J. Integer Seq., 6(4):Article 03.4.4, 18 pp., 2003.
[3] M. D. Atkinson. Restricted permutations. Discrete Math., 195(1-3):27-38, 1999.
[4] M. D. Atkinson, N. Ruškuc, and R. Smith. Substitution-closed pattern classes. Preprint.
[5] M. D. Atkinson and T. Stitt. Restricted permutations and the wreath product. Discrete Math., 259(1-3):19-36, 2002.
[6] J. Balogh, B. Bollobás, and R. Morris. Hereditary properties of partitions, ordered graphs and ordered hypergraphs. European J. Combin., 27(8):12631281, 2006.
[7] J. Balogh, B. Bollobás, and R. Morris. Hereditary properties of combinatorial structures: posets and oriented graphs. J. Graph Theory, 56(4):311-332, 2007.
[8] J. Balogh, B. Bollobás, and R. Morris. Hereditary properties of tournaments. Electron. J. Combin., 14(1):Research Paper 60, 25 pp., 2007.
[9] E. A. Bender and L. B. Richmond. An asymptotic expansion for the coefficients of some power series. II. Lagrange inversion. Discrete Math., 50(2-3):135-141, 1984.
[10] A. Bergeron, C. Chauve, F. de Montgolfier, and M. Raffinot. Computing common intervals of $k$ permutations, with applications to modular decomposition of graphs. In Algorithms - ESA 2005, volume 3669/2005 of Lecture Notes in Computer Science, pages 779-790. Springer Berlin, Heidelberg, 2005.
[11] B. Bollobás. Hereditary properties of graphs: asymptotic enumeration, global structure, and colouring. In Proceedings of the International Congress of Mathematicians, Vol. III (Berlin, 1998), Extra Vol. III, pages 333-342, 1998.
[12] B. Bollobás. Hereditary and monotone properties of combinatorial structures. In A. Hilton and J. Talbot, editors, Surveys in Combinatorics 2007, number 346 in London Mathematical Society Lecture Note Series, pages 1-39. Cambridge University Press, 2007.
[13] M. Bóna. The number of permutations with exactly $r$ 132-subsequences is $P$ recursive in the size! Adv. in Appl. Math., 18(4):510-522, 1997.
[14] P. Bose, J. F. Buss, and A. Lubiw. Pattern matching for permutations. Inform. Process. Lett., 65(5):277-283, 1998.
[15] M. Bouvel and D. Rossin. Longest common pattern between two permutations. arXiv:math/0611679v1 [math.CO].
[16] R. Brignall, S. Huczynska, and V. Vatter. Decomposing simple permutations, with enumerative consequences. Combinatorica, 28:385-400, 2008.
[17] R. Brignall, S. Huczynska, and V. Vatter. Simple permutations and algebraic generating functions. J. Combin. Theory Ser. A, 115(3):423-441, 2008.
[18] R. Brignall, N. Ruškuc, and V. Vatter. Simple extensions of combinatorial structures. arXiv:math/0911.4378v1 [math.CO].
[19] R. Brignall, N. Ruškuc, and V. Vatter. Simple permutations: decidability and unavoidable substructures. Theoret. Comput. Sci., 391(1-2):150-163, 2008.
[20] L. Comtet. Advanced combinatorics. D. Reidel Publishing Co., Dordrecht, 1974.
[21] S. Corteel, G. Louchard, and R. Pemantle. Common intervals of permutations. Discrete Math. Theor. Comput. Sci., 8(1):189-214, 2006.
[22] A. Cournier and M. Habib. A new linear algorithm for modular decomposition. In Trees in algebra and programming-CAAP '94 (Edinburgh, 1994), volume 787 of Lecture Notes in Comput. Sci., pages 68-84. Springer, Berlin, 1994.
[23] P. Erdős, E. Fried, A. Hajnal, and E. C. Milner. Some remarks on simple tournaments. Algebra Universalis, 2:238-245, 1972.
[24] P. Erdős, A. Hajnal, and E. C. Milner. Simple one-point extensions of tournaments. Mathematika, 19:57-62, 1972.
[25] R. Fraïssé. On a decomposition of relations which generalizes the sum of ordering relations. Bull. Amer. Math. Soc., 59:389, 1953.
[26] T. Gallai. Transitiv orientierbare Graphen. Acta Math. Acad. Sci. Hungar, 18:25-66, 1967.
[27] T. Gallai. A translation of T. Gallai's paper:"Transitiv orientierbare Graphen", pages 25-66. Wiley-Intersci. Ser. Discrete Math. Optim. Wiley, Chichester, 2001.
[28] V. Giakoumakis. On the closure of graphs under substitution. Discrete Math., 177(1-3):83-97, 1997.
[29] J. Gustedt. Finiteness theorems for graphs and posets obtained by compositions. Order, 15:203-220, 1999.
[30] G. Higman. Ordering by divisibility in abstract algebras. Proc. London Math. Soc. (3), 2:326-336, 1952.
[31] I. Kaplansky. The asymptotic distribution of runs of consecutive elements. Ann. Math. Statistics, 16:200-203, 1945.
[32] T. Mansour and A. Vainshtein. Counting occurrences of 132 in a permutation. Adv. in Appl. Math., 28(2):185-195, 2002.
[33] R. M. McConnell and J. P. Spinrad. Linear-time modular decomposition and efficient transitive orientation of comparability graphs. In Proceedings of the Fifth Annual ACM-SIAM Symposium on Discrete Algorithms (Arlington, VA, 1994), pages 536-545, New York, 1994. ACM.
[34] R. H. Möhring. On the distribution of locally undecomposable relations and independence systems. In Colloquium on Mathematical Methods of Operations Research (Aachen, 1980), volume 42 of Methods Oper. Res., pages 33-48. Athenäum/Hain/Hanstein, Königstein/Ts., 1981.
[35] R. H. Möhring. Algorithmic aspects of the substitution decomposition in optimization over relations, sets systems and Boolean functions. Ann. Oper. Res., 4(1-4):195-225, 1985.
[36] R. H. Möhring and F. J. Radermacher. Substitution decomposition for discrete structures and connections with combinatorial optimization. In Algebraic and combinatorial methods in operations research, volume 95 of North-Holland Math. Stud., pages 257-355. North-Holland, Amsterdam, 1984.
[37] M. M. Murphy. Restricted Permutations, Antichains, Atomic Classes, and Stack Sorting. PhD thesis, Univ. of St Andrews, 2002.
[38] C. S. J. A. Nash-Williams. On well-quasi-ordering finite trees. Proc. Cambridge Philos. Soc., 59:833-835, 1963.
[39] J. H. Schmerl and W. T. Trotter. Critically indecomposable partially ordered sets, graphs, tournaments and other binary relational structures. Discrete Math., 113(1-3):191-205, 1993.
[40] N. J. A. Sloane. The On-line Encyclopedia of Integer Sequences. Available
online at http://www.research.att.com/~njas/sequences/.
[41] T. Uno and M. Yagiura. Fast algorithms to enumerate all common intervals of two permutations. Algorithmica, 26(2):290-309, 2000.
[42] J. Wolfowitz. Note on runs of consecutive elements. Ann. Math. Statistics, 15:97-98, 1944.
[43] I. Zverovich. A finiteness theorem for primal extensions. Discrete Math., 296(1):103-116, 2005.

# Permuting machines and permutation patterns 

M. D. Atkinson<br>Department of Computer Science<br>University of Otago<br>Dunedin New Zealand


#### Abstract

Permuting machines were the early inspiration of the theory of permutation pattern classes. Some examples are given which lead up to distilling the key properties that link them to pattern classes. It is shown how relatively simple ways of combining permuting machines can lead to quite complex behaviour and that the notion of regularity can sometimes be used to contain this complexity. Machines which are sensitive to their input data values are shown to be connected to a more general notion than pattern classes. Finally some open problems are presented.


## 1 Introduction

Although permutation patterns have only recently been studied in a systematic manner their history can be traced back many decades. It could be argued that the well-known lemma [12] of Erdős and Szekeres is really a result about pattern classes (a pattern class whose basis contains both an increasing and a decreasing permutation is necessarily finite). However it is perhaps more convincing to attribute the birth of the subject to the ground-breaking first volume of Donald Knuth's Art of Computer Programming series. In the main body of his text, and in some fascinating follow-up exercises, Knuth enumerated some pattern classes, and found some bases, while at the same time introducing some techniques on generating functions that, in due time, were codified as "the kernel method". His work attracted the attention of a few computer scientists $[17,20,13]$ in the early 1970s who, in work on other data
structures, anticipated some of the ideas that now underpin the theory of pattern classes. However there was then an almost 15 year interval before the modern theory was kick-started by the work of Simion and Schmidt [19].

This early work was motivated by the idea of container data types as permuters or sorters of their input. In this article we set those ideas in a more general context by introducing a certain type of abstract machine called a permuting machine. We shall see that the theory of permuting machines inspires and is inspired by the theory of pattern classes.

In order to motivate some of the early definitions there is no better place to start than a reprise of the connection between stacks and permutations. A stack is just a container for some linear sequence that one is allowed to change by inserting new items at its tail and by removing tail items. Initially the stack is empty and then a sequence of insertions interleaved with removals is made. A list of input items is transformed thereby into a list of output items. We think of a stack as being an abstract machine with two types of instruction: insert and remove. Figure 1 shows a simple example:

Evidently the behaviour of the stack depends on the way in which the insertions and removals are interleaved, and hardly at all on the actual input items. In fact, we may as well assume that the input items are $1,2, \ldots$ (in that order); then the sequence of output items will be some permutation of these items. These permutations are called stack permutations.

It is clear that the set of stack permutations is closed under pattern containment, since removing an item from the input and ignoring the insertion and removal operations on it gives a computation that applies to the shorter input. Since the set of stack permutations is a pattern class it can be defined by a basis. In fact, we have [15]

Theorem 1.1. $\sigma$ is a stack permutation if and only if it does not involve the permutation 312.

Another result from [15] is
Theorem 1.2. There are

$$
\frac{\binom{2 n}{n}}{n+1}
$$

stack permutations of length $n$.
Rather than repeat any of the many proofs of these theorems we prefer


Fig. 1. Generating 23541 with a stack
to consider a small variation on the stack structure. A $k$-bounded stack is a stack that cannot contain more than $k$ items at any time. Thus, if such a stack is "full" (contains $k$ items) then the next operation must be a removal not an insertion. The permutations that such a stack can produce are called $k$-stack permutations and, again, they form a pattern class $F_{k}$. The following theorem gives the basis, enumeration and growth rate of $F_{k}$ and is related to the treatment given in [10].

Theorem 1.3. A permutation belongs to $F_{k}$ if and only if it does not involve both 312 and $k, k-1, \ldots, 2,1$ Furthermore $F_{k}$ contains $t_{n}$ permutations of length $n(n=0,1,2, \ldots)$ where
(i) the ordinary generating function

$$
f_{k}=f_{k}(x)=\sum_{n=0}^{\infty} t_{n} x^{n}=\frac{q_{k-1}}{q_{k}}
$$

is a rational function of $x$, where

$$
q_{k}=q_{k}(x)=\sum_{i}\binom{k-i}{i}(-x)^{i}
$$

is a polynomial of degree $\lceil k / 2\rceil$ and
(ii) the growth rate of the sequence $\left(t_{n}\right)$ is

$$
\lim _{n \rightarrow \infty} \sqrt[n]{t_{n}}=2+2 \cos \left(\frac{2 \pi}{k+1}\right)
$$

Proof. Consider how a particular permutation $\sigma$ of length $n$ is generated from an input $12 \cdots n$. Clearly, the first symbol to be placed in the stack is symbol 1. Until the symbol 1 is removed the stack behaves as a $(k-1)$ stack and therefore during this phase some $(k-1)$-stack permutation of $2,3, \ldots, t$ will be output. Once the symbol 1 is output the remainder of the process will output a $k$-stack permutation of the symbols $t+1, \ldots, n$. This tells us that a $k$-stack permutation has the general form:

$$
\begin{equation*}
\sigma=\sigma_{1} 1 \sigma_{2} \tag{1}
\end{equation*}
$$

where $\sigma_{1}$ is the sequence of output produced while symbol 1 resided in the stack, and $\sigma_{2}$ is the sequence of output produced after symbol 1 had been removed. The sequences $\sigma_{1}$ and $\sigma_{2}$ are order isomorphic to permutations in $F_{k-1}$ and $F_{k}$ and $\sigma_{1}<\sigma_{2}$. Conversely, every permutation structured like this is a $k$-stack permutation.

The first part of the theorem now follows by induction. For the second part we pass to the equation between generating functions that follows from the structural decomposition (1) and we obtain

$$
f_{k}(x)=f_{k-1}(x) x f_{k}(x)+1
$$

(the last term because we have to account for the single permutation of length 0) and we write this as

$$
\begin{equation*}
f_{k}(x)=\frac{1}{1-x f_{k-1}(x)} \tag{2}
\end{equation*}
$$

Obviously, $f_{k}(x)$ is a rational function of $x$ and, if we write it as

$$
f_{k}(x)=\frac{p_{k}(x)}{q_{k}(x)}
$$

where $p_{k}=p_{k}(x)$ and $q_{k}=q_{k}(x)$ are polynomials with unit leading term and with no non-trivial common factor, we can rewrite the recurrence (2) as

$$
\frac{p_{k}}{q_{k}}=\frac{q_{k-1}}{q_{k-1}-x p_{k-1}}
$$

which yields

$$
\begin{aligned}
p_{k} & =q_{k-1} \\
q_{k} & =q_{k-1}-x p_{k-1}
\end{aligned}
$$

From these equations we find that

$$
\begin{equation*}
q_{k}=q_{k-1}-x q_{k-2} \tag{3}
\end{equation*}
$$

Clearly, we have

$$
\begin{aligned}
q_{0} & =1 \\
q_{1} & =1-x
\end{aligned}
$$

Solving the recurrence (3) for $q_{k}$ we find that

$$
q_{k}=\frac{(1+\sqrt{1-4 x})^{k+1}-(1-\sqrt{1-4 x})^{k+1}}{2^{k+1} \sqrt{1-4 x}}
$$

and then, by binomial expansion,

$$
q_{k}=\sum_{i}\binom{k-i}{i}(-x)^{i}
$$

The growth rate of the class is now easily found by analysing the singularities of $f_{k}(x)$ and these occur at the zeros $q_{k}(x)$. Therefore we solve $q_{k}(x)=0$ for its largest root and take the reciprocal. The growth rate turns out to be

$$
2+2 \cos \left(\frac{2 \pi}{k+1}\right)
$$

Stacks are just one example of structures whose output is a permutation of their input and it was not long before this scenario was extended. The first extensions were to other abstract data types such as deques and queues and various ways in which they could be combined. But, in general, we can consider any devices that accept some stream of input values, process them in some way, and then output them. If the output of the device is simply some rearrangement of the input we call it a


Fig. 2. A permuting machine


Fig. 3. A road bridge and parking bay
permuting machine (see Figure 2) and to understand its behaviour we have to determine how the input and output are related.

There are many situations that fall under this umbrella. We give two further examples.

In the first of these examples consider the bridge shown in Figure 3.
Cars enter the bridge in single file and one car can be overtaken only if that car pulls into the bay shown (which has room for one car only), subsequently rejoining the traffic after possibly several cars have passed it. The original stream of cars $1,2, \ldots, n$ is transformed into an output stream and the resulting permutations are most easily describable in cycle form as

$$
(1,2, \ldots)(\ldots) \ldots(\ldots)
$$

in which the cycle entries are the numbers $1,2, \ldots$ in that order. This set of permutations is a pattern class with basis $\{321,312\}$ and it has $2^{n-1}$ permutations of each length $n$.

For the second example consider Figure 4 which represents a small art gallery.


## Exit

## Entrance



Fig. 4. A small art gallery

In this art gallery patrons have to move carefully there being not much room. In fact there is room only for at most 4 persons:- in front of the 4 paintings illustrated, and patrons cannot squeeze by one another in the 4 quadrants of the gallery. Patrons enter, move among the 4 allowed paintings and eventually exit. It is not hard to see that the resulting permutations of the input form a pattern class. Surprisingly, this simple scenario is quite hard to analyse and we shall return to it in Section 3.

The two previous examples give rise to pattern classes of permutations because their behaviour does not depend on the values of the items that pass through them and input items can be omitted without changing the essential behaviour of the machines. But this is not always the case as shown by the following examples.

In the "Lucky third" machine patrons $1,2, \ldots, n$ line up in order at a ticket booth, buy a ticket, and leave the line; however every lucky third customer is promoted to the head of the line, buys their ticket and leaves. The order in which $n$ customers depart is unique ( $3,1,2,6,4,5,9,7,8 \ldots$ ). This collection of permutations is clearly not closed under involvement since "lucky third" is not respected by subsequences.

A more important example is the priority queue machine. This is similar to a stack differing only in that the removal rule is that the least element, rather than the most recently inserted element, is removed. There is one very significant difference compared to stacks. Since priority
queues are sensitive to the values in the input stream, different inputs can be permuted in different ways. For example, the input stream 123 can give rise only to the output stream 123, but the input 321 can produce 5 possible outputs. That means that we cannot understand a priority queue structure simply by analysing one input stream of each length only, as was the case with stacks. Nevertheless, priority queues have some properties that allow progress to be made. Two input streams whose items are arranged order isomorphically have similar behaviours; for example, there is an obvious correspondence between behaviours on the input streams 42513 and 4020501030 . Furthermore, if we take a subsequence of the input and just track how it is transformed, then we can realise this same behaviour if the subsequence is presented as input in its own right. These properties certainly recall pattern class properties and we shall see in section 4 exactly what generalisation of permutation patterns is required to study them.

The permutational behaviour of a permuting machine $M$ is represented by its set $A(M)$ of allowable pairs: those pairs $(\sigma, \tau)$ such that $\tau$ is a possible output if $M$ is presented with $\sigma$ as input. The examples above suggest the properties we require of permuting machines and their allowable pairs in order that we can use them to obtain pattern classes.

## Subsequence property If

$$
\left(x_{1} x_{2} \cdots x_{n}, y_{1} y_{2} \cdots y_{n}\right) \in A(M)
$$

and $x_{i_{1}} x_{i_{2}} \cdots x_{i_{m}}$ is a subsequence of $x_{1} x_{2} \cdots x_{n}$ whose terms appear as the subsequence $y_{j_{1}} y_{j_{2}} \cdots y_{j_{m}}$ in $y_{1} y_{2} \cdots y_{n}$ then

$$
\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{m}}, y_{j_{1}} y_{j_{2}} \cdots y_{j_{m}}\right) \in A(M)
$$

Relative property If

$$
\left(x_{1} x_{2} \cdots x_{n}, y_{1} y_{2} \cdots y_{n}\right) \in A(M)
$$

and $\rho$ is any order-preserving bijection with $x_{i}^{\prime}=\rho\left(x_{i}\right)$ then (putting $y_{i}^{\prime}=\rho\left(y_{i}\right)$ ) we have

$$
\left(x_{1}^{\prime} x_{2}^{\prime} \cdots x_{n}^{\prime}, y_{1}^{\prime} y_{2}^{\prime} \cdots y_{n}^{\prime}\right) \in A(M)
$$

## Oblivious property If

$$
\left(x_{1} x_{2} \cdots x_{n}, y_{1} y_{2} \cdots y_{n}\right) \in A(M)
$$

and $\rho$ is any bijection with $x_{i}^{\prime}=\rho\left(x_{i}\right)$ then (putting $\left.y_{i}^{\prime}=\rho\left(y_{i}\right)\right)$
we have

$$
\left(x_{1}^{\prime} x_{2}^{\prime} \cdots x_{n}^{\prime}, y_{1}^{\prime} y_{2}^{\prime} \cdots y_{n}^{\prime}\right) \in A(M)
$$

Clearly, the oblivious property implies the relative property. The stack, the roadbridge, and the art gallery are machines that have all of these properties; the priority queue satisfies the subsequence and relative properties only; and the "third time lucky" machine has the relative and oblivious properties but not the subsequence property.

Suppose we have a machine $M$ that satisfies the relative and oblivious properties. Then we may partition the permutations of length $n$ in the set $A(M)$ as

$$
P(\sigma)=\bigcup_{\tau}\{(\sigma, \tau) \in A(M)\}
$$

The oblivious property guarantees that the $n$ ! subsets of this union are all bijective with each other. Furthermore, the bijections are given by simple renamings of the symbols. Thus an understanding of this set can be obtained from any one of the subsets in the partition. If we take the subset corresponding to $\sigma=12 \cdots n$ then we can analyse the set $A(M)$ by analysing the set of pairs

$$
P(12 \cdots n)=\{(12 \cdots n, \tau) \in A(M)\}
$$

We call the set of permutations $\tau$ that arise as the second component of such pairs the pattern class generated by $M$. The subsequence property then implies that this set is indeed a pattern class.

There is a dual point of view that is sometimes useful. We can partition the permutations of length $n$ in $A(M)$ according to their second component. This gives rise to another pattern class: the class of all permutations that $M$ can transform into $12 \cdots n$; this is the pattern class sorted by $M$.

It is not difficult to see that the pattern class sorted by $M$ consists of the inverses of the permutations of the class generated by $M$.

Pattern classes that arise out of permuting machines are very numerous. Indeed there is a sense in which all pattern classes arise in this way, for given a pattern class $X$ we can simply define a machine to have the behaviour that it receives a sequence $1,2, \ldots$ and (non-deterministically) outputs a permutation in $X$. That may seem to be somewhat of a cheat since we do not describe a mechanism whereby the output permutations are generated symbol by symbol. Nevertheless, it is a powerful conceptual tool and this will become more evident later on.


Fig. 5. Serial composition of two machines

## 2 Composition of machines

Lemma 2.1. Let $L_{1}, L_{2}$ be pattern classes. Then the set of all permutation products (left to right composition)

$$
L_{2} \circ L_{1}=\left\{\tau_{2} \circ \tau_{1}\left|\tau_{1} \in L_{1}, \tau_{2} \in L_{2},\left|\tau_{1}\right|=\left|\tau_{2}\right|\right\}\right.
$$

is also a pattern class.
Proof. Let $M_{1}, M_{2}$ be the permuting machines associated with $L_{1}, L_{2}$ and consider the machine shown in Figure 5. In this machine the output of $M_{1}$ is fed to $M_{2}$ as input. So, if we have $1,2, \ldots, n$ as input then there will be a permutation $t_{1} t_{2} \cdots t_{n}=\tau_{1} \in L_{1}$ that is the input to $M_{2}$ and $M_{2}$ will transform this via a permutation $\tau_{2} \in L_{2}$ into

$$
t_{\tau_{2}(1)} t_{\tau_{2}(2)} t_{\tau_{2}(3)} \cdots t_{\tau_{2}(n)}
$$

which is the permutation $\tau_{2} \circ \tau_{1}$.
Conversely, any permutation $\tau_{2} \circ \tau_{1}$ can be obtained in this way. Finally, it is obvious that the machine is oblivious and has the subsequence property so $L_{2} \circ L_{1}$ is a pattern class.
$L_{2} \circ L_{1}$ is usually a very much more complicated class than either $L_{1}$ or $L_{2}$. Consider, for example, the class of all products $\sigma \circ \tau$ where $\sigma, \tau \in \operatorname{Av}(312)$. Since $\operatorname{Av}(312)$ is the class of stack permutations this class is simply the set of permutations generated by two stacks in series as shown in Figure 6. The enumeration and basis of this class are unknown. It is known that the basis is infinite [16] and also, if the first stack is 2-bounded, the basis is finite [11]. Incidentally, it is worth noting that there are some more restricted ways of chaining stacks together and a survey of some of these may be found in [9].

A more tractable example is the class $V=\operatorname{Av}(132,231)$. It consists of all permutations which can be partitioned into two segments, the first decreasing, and the second increasing (like a 'V'). Its enumeration


Fig. 6. Two stacks in series
function is easily seen to be $2^{n-1}$ because the permutations of $V$ can be viewed as being generated from $1,2, \ldots, n$ by a machine that processes the input symbols in order placing each one at the beginning or end of an output stream; for all symbols except the last there are two choices. But how about the class $V^{2}$ of all products $\nu_{1} \nu_{2}$ with $\nu_{1}, \nu_{2} \in V$ ?

We can think of the class $V$ as being generated from its input by the following machine $M$, a minor variation on the machine above. First $M$ chooses a subsequence of the input, and places it in reverse as the initial segment of the output; the remaining elements are then appended to the output. Certainly, this machine produces exactly the permutations of $V$ if presented with $1,2, \ldots$ as input. To understand $V^{2}$ we must apply this machine to a permutation $\sigma$ of $V$ itself. The first step chooses a subsequence $\sigma_{1}$ of $\sigma$, reverses it and places it as the initial segment of the output; the second step takes the remaining items, a subsequence $\sigma_{2}$ and appends them to the output. Since all of $\sigma_{1}$, and its reverse, and $\sigma_{2}$ are also $V$-shaped the output will be shaped as two $V$ 's side by side: a $W$-shape (which may be degenerate if not all the arms are non-empty).

This proves that the permutations of $V^{2}$ have the form $\nu_{1} \nu_{2} \nu_{3} \nu_{4}$ where $\nu_{1}, \nu_{3}$ are decreasing, and $\nu_{2}, \nu_{4}$ are increasing.

To prove that every permutation of this type lies in $V^{2}$ we consider the machine that undoes the permutations created by $M$. This machine, $M^{\prime}$ say, divides its input into an initial segment and a final segment, reverses the initial segment, and merges it with the final segment. Suppose that $M^{\prime}$ is presented with a permutation $\nu_{1} \nu_{2} \nu_{3} \nu_{4}$ where $\nu_{1}, \nu_{3}$ are decreasing, and $\nu_{2}, \nu_{4}$ are increasing. Then it can split it into $\nu_{1} \nu_{2}$ followed by $\nu_{3} \nu_{4}$ and merge $\left(\nu_{1} \nu_{2}\right)^{R}=\nu_{2}^{R} \nu_{1}^{R}$ with $\nu_{3} \nu_{4}$ in such a way that $\nu_{2}^{R}$ and $\nu_{3}$ are merged into a decreasing sequence and $\nu_{1}^{R}$ and $\nu_{4}$ are merged into an increasing sequence; the result, a decreasing segment followed by an increasing segment, can then be processed by $M^{\prime}$ again to yield $12 \cdots n$.

A more general result of this type is proved in [1].
Once we have the idea of putting two machines together by serial composition it is natural to consider the parallel composition of two ma-


Fig. 7. Machines in parallel
chines. The parallel composition of $M_{1}$ and $M_{2}$ accepts input symbols into one of the two machines, which are then output into a common output stream, see Figure 7. Thus the set of output permutations consists of interleavings of two subsequences, one generated by $M_{1}$, the other by $M_{2}$.

It would be nice if the parallel composition generated all such interleavings; unfortunately that is false. The reason that all interleavings might not be generated is that $M_{1}$ may be required to discharge some output before reading symbols it will eventually process; these latter symbols prevent symbols that follow being output via $M_{2}$ before the initial symbols output by $M_{1}$. However, if $M_{1}$ and $M_{2}$ are endowed with output queues where symbols may wait until they are sent to the output stream we do indeed generate all interleavings.

Despite the great increase in complexity caused by forming serial and parallel combinations there is, nevertheless, a large family of permuting machines that are relatively tractable. This family, called the family of regular permuting machines, is defined in terms of classical finite automata and we discuss it later in the next section. In very rough terms, we define an encoding of a set $X$ of permutations as strings over some finite alphabet; when this set of encoded strings is regular (in the sense of finite automata) then we can often prove properties of $X$ and define natural permuting machines that generate $X$.

## 3 Regularity

We turn now to a concept borrowed from the theory of automata that has many uses in the study of pattern classes. Finite state automata
are usually defined as machines that respond to an input sequence that causes a sequence of state changes. However, it is rather more useful here to define them as (non-deterministic) machines where each state change is accompanied by outputting a symbol from a finite alphabet (or the null symbol $\epsilon$ ).

For our purposes, a finite state machine consists of
(i) A finite set $Q$ of states, one of which is a start state, and some of which are final states,
(ii) A finite vocabulary $\Sigma$ of output symbols,
(iii) A ternary transition relation $T \subseteq Q \times Q \times \Sigma \cup\{\epsilon\}$.

A transition of the machine from state $q$ to state $q^{\prime}$ producing output symbol $x$ can occur if $\left(q, q^{\prime}, x\right) \in T$. A computation of the machine is a sequence of transitions from its starting state to one of its final states; the output of the computation is the sequence of symbols generated at each transition.

The language defined by the machine is the set of words over $\Sigma$ that it can output.

The general idea is to associate a pattern class with a set of words over the alphabet $\Sigma$, each permutation being encoded by a word. Furthermore, the operation of a permuting machine that generates a class $X$ is then associated with the operation of some finite state machine that defines a language $Y$, and the words in $Y$ correspond, via the encoding, to the permutations of $X$.

The rank encoding of permutations by words over a finite alphabet is the one most commonly used but the insertion encoding [4] is another powerful alternative. The rank encoding can be used in any permuting machine with a "finite capacity" that is, a machine that cannot accept more than a limited number $k$ of symbols before it has to output one. More generally, the next symbol to output must be among the next $k$ symbols so far not output. This condition means that every permutation $\pi=p_{1} p_{2} \cdots p_{n}$ can be encoded over the $k$-letter alphabet $\{1,2, \ldots, k\}$ as $c_{1} c_{2} \cdots c_{n}$ where $c_{i}$ is the rank of $p_{i}$ in the set $\left\{p_{i}, p_{i+1}, \cdots, p_{n}\right\}$.

Example 3.1. The rank encoding of 48273156 is 47252111.
To illustrate the applications of finite state machines we give some examples. The first example is the art gallery machine. At any point in the operation of the machine the possible next action depends on what patrons are currently in the four locations of the gallery, and the next action leads to another disposition of patrons. When a patron is output


Fig. 8. A simple finite state machine; $q_{1}$ is the initial and final state
the output symbol can be encoded by its rank among the remaining symbols and this rank can only be $1,2,3$ or 4 . So if we regard the state of the gallery as being the relative order of the patrons within it there will then be just a finite number of possible states, and the transitions between these states reflect how the patrons move within the gallery. Thus the system can be modeled by a finite state machine in which the output symbols rank encode the permutations that are being generated. This example generalises to token passing networks [6, 3, 21]. Here the machine is just a finite graph in which each node is a register (a storage location that can contain one token at a time). Symbols can move between registers if there is a connecting edge. The state of such a machine is just the relative order of the symbols within the registers and output symbols are rank-encoded by one of a fixed number of ranks.

Consider next the finite state machine $F$ defined by Figure 8. The diagram indicates that the machine has two states $q_{1}, q_{2}$, and the possible transitions between them. The machine undergoes a series of transitions, beginning and ending in state $q_{1}$. At each transition it emits the symbol marked on the arrow. It is easy to see that the set of strings that this machine can output consists of those strings of 1 s and 2 s ending in 1 with no two consecutive 2s. Such strings are counted by the Fibonacci numbers.

From this machine we construct a permuting machine $G$. The permuting machine also has two states $q_{1}, q_{2}$ and two internal registers $R_{1}, R_{2}$ each able to hold one symbol. The arrow from $R_{2}$ to $R_{1}$ (see Figure 9) indicates that, whenever $R_{1}$ is empty and $R_{2}$ contains a symbol then that symbol is transferred to $R_{1}$. The input symbols $1,2, \ldots$ enter the machine at register $R_{2}$ provided that $R_{2}$ is empty (so, if register $R_{1}$ happens to be empty, they then pass immediately to $R_{1}$ ). Output can only occur if $R_{1}$ is occupied (and $R_{2}$ may or may not be occupied). The operation of $G$ follows that of $F$ in that output operations trigger state changes and whenever $F$ would have emitted the symbol 1 (respec-


Fig. 9. A regular permuting machine
tively 2) the content of register $R_{1}$ (respectively $R_{2}$ ) is emitted (this is consistent in that, if $R_{2}$ is empty, the machine is necessarily in state $q_{1}$ ).

Certainly every computation of $F$ is mirrored by a computation of $G$ and, in each, distinct computations produce distinct results. In particular, the number of strings of length $n$ generated by $F$ equals the number of permutations of length $n$ generated by $G$. These numbers are therefore the Fibonacci numbers. In fact it is quite straightforward to prove that this set of permutations is the pattern class $\operatorname{Av}(321,312,231)$.

The output strings of $F$ and the permutations generated by $G$ are connected via the rank encoding. For the permutations generated by $G$ have the property that each term is either the smallest or second smallest of all terms that are equal or later than it; these two possibilities correspond to the symbols 1 or 2 in the alphabet of $F$.

The machine $G$ has two registers only which are connected in a rather simple fashion. This suggests two directions in which we might generalise. First we can allow there to be any (finite) number $k$ of registers. Second we can allow the contents of the registers to change in a less restrictive way. We shall insist that the registers contain (in some order) the $k$ smallest symbols that have not yet been output (the symbols greater, and later, than these have not yet entered the machine). The particular way in which these next $k$ symbols occupy the registers is called a disposition. As before the machine, $M$ say, is in one of a finite number of states but now the state change rules depend not just on the current state but on the current disposition also; and they specify not only which state to enter and which register symbol to output but also a new disposition of the next $k$ symbols among the registers. Such a permuting machine is called a regular permuting machine; all token-passing networks are regular in this sense.

From such a machine we can construct a finite state machine $N$ that


Fig. 10. $G$ in series with $G$
outputs the rank-encoded forms of the permutations generated by $M$. The states of $N$ are ordered pairs $(q, d)$ where $q$ is a state of $M$ and $d$ is a disposition. The state change rules are the obvious ones: if $M$, in state $q$ and disposition $d$, can make a transition to state $q^{\prime}$ and disposition $d^{\prime}$ then $N$ can change state from $(q, d)$ to $\left(q^{\prime}, d^{\prime}\right)$. The output rule when $N$ changes state is to output the rank of the symbol output by $M$; this rank is completely determined by the register whose contents $M$ discharges, and the disposition of $M$ (which tells us the rank of the symbol residing in that register).

If $t_{n}$ denotes the number of permutations of length $n$ producible from $G$ (and therefore the number of output strings of length $n$ producible from $N$ ) then, by the general theory of finite state machines, the generating function

$$
\sum_{n=0}^{\infty} u_{n} x^{n}
$$

is a rational function.
To clarify these constructions we consider the machine $G$ above and its serial composition with itself (see Figure 10). The state of this serial composition is given by the pair of states for the two components.

Input $1,2, \ldots, n$ enters on the right. The right hand copy of $G$ discharges its symbols (either from register $R_{3}$ or $R_{4}$ ) into the left hand copy. Although the registers $R_{3}$ and $R_{4}$ contain symbols $r, s$ with $r<s$ always it is now possible that the symbols $u, v$ in $R_{1}$ and $R_{2}$ might have $u>v$. So in this machine there are two possible dispositions with all 4 registers occupied, in which the symbols of $R_{1}, R_{2}, R_{3}, R_{4}$ are ordered as 1234 or 2134 ; and, if not all the registers are occupied, there are some dispositions where the empty registers are denoted by "E".

For example, if $R_{2}$ happened to be empty, and the contents of $R_{1}, R_{3}$, $R_{4}$ were ordered as 123 (disposition $1 E 23$ ), then possible actions that could now occur would be:
(i) move the symbol in $R_{1}$ to the output stream (where it is encoded as 1 ),
(ii) move the symbol in $R_{3}$ to $R_{2}$,
(iii) move the symbol in $R_{4}$ to $R_{2}$

The new dispositions of $R_{1}, R_{2}, R_{3}, R_{4}$ in these three cases are (respectively) $E 123,12 E 3,132 E$.

It is evident from the discussions above that this composite machine is regular and generates the products $\sigma \tau$ where $\sigma, \tau$ are permutations generated by $G$. It is also evident that these permutations can be rankencoded in a 4 -symbol alphabet.

This construction is fairly general and proves
Theorem 3.2. Serial composition preserve regularity.
For parallel composition we also have
Theorem 3.3. Parallel composition preserves regularity.
Unfortunately regularity is not preserved by machines endowed with output queues. This is evident because, if regularity were preserved, then the set of interleavings of the class of increasing permutations with itself would be regular - but that is impossible since this class does not have a rational generating function.

## 4 Non-oblivious machines

In this section we lay the foundations for the theory of machines that possess only the subsequence and relative properties. Here we have an extra layer of complexity because the machine may behave quite differently on different inputs. That means that we have to consider the set of all allowable (input, output) pairs for the machine rather than choosing the input to be the special sequence $1,2, \ldots$. We need to extend the idea of pattern involvement to pairs of permutations.

Definition 4.1. The pair of permutations $(\alpha, \beta)$ of length $m$ is involved in the pair $(\sigma, \tau)$ of length $n$ if there exist subsequences $\sigma_{0}$ and $\tau_{0}$ of $\sigma$ and $\tau$ such that
(i) $\sigma_{0}$ is a rearrangement of $\tau_{0}$, and
(ii) $\sigma_{0}$ is order isomorphic to $\alpha$ and $\tau_{0}$ is order isomorphic to $\beta$.

The set of allowable pairs for a machine that has the subsequence and relative properties is closed under this involvement relation.

Motivated by the ideas behind pattern classes we can then define a set of pairs of permutations to be a pattern class if it is closed under this notion of pair involvement. Just as for ordinary pattern classes we have a notion of basis: the basis of a pattern class of pairs is the set of pairs minimal with respect to lying outside the class.

The priority queue machine is the best-known example of a machine with the subsequence and relative properties but not the oblivious property. The basis for its class of allowable pairs is known to be [5]

$$
\{(12,21),(321,132)\}
$$

Enumeration is also an issue for pattern classes of pairs but, rather than enumerate permutations, we have to enumerate the allowable pairs themselves. For the priority queue machine the number of allowable pairs is known to be [7]

$$
(n+1)^{n-1}
$$

and [14] relates the priority queue allowable pairs to parking functions. We give one further example of enumeration.

Proposition 4.2. Let $u_{n}$ be the number of pairs that avoid the pairs of the set

$$
\Gamma=\{(12,21),(321,132),(231,123),(321,123)\}
$$

Then

$$
U(x)=\sum u_{n} x^{n} / n!=\frac{1}{1+\log (1-x)}
$$

Proof. Let $(\sigma, \tau)$ be one of the pairs that avoid the permutations of $\Gamma$. Put $\sigma=s_{1} s_{2} \cdots s_{n}$ and write $\tau=\lambda s_{1} \mu$. Note first that, because of the $(12,21)$ avoidance, every term of $\lambda$ is smaller than $s_{1}$. Consider any term $s_{j}$ that appears in $\lambda$ and any other $s_{i}$ with $1<i<j$. Then $s_{i}$ appears in $\lambda$ and occurs before $s_{j}$. To see this consider the possible positioning of $\left\{s_{1}, s_{i}, s_{j}\right\}$ in $\tau$.
(i) $\tau=\cdots s_{j} \cdots s_{1} \cdots s_{i} \cdots$. Then $s_{j}<s_{i}$ because of the $(12,21)$ avoidance. But then we have either $s_{j}<s_{1}<s_{i}$ or $s_{j}<s_{i}<s_{1}$. In the former case $\left(s_{1} s_{i} s_{j}, s_{j} s_{1} s_{i}\right)$ is isomorphic to $(231,123)$ and in the latter case $\left(s_{1} s_{i} s_{j}, s_{j} s_{1} s_{i}\right)$ is isomorphic to $(321,132)$. So this case cannot arise.
(ii) $\tau=\cdots s_{j} \cdots s_{i} \cdots s_{1} \cdots$. Again $s_{j}<s_{i}$ because of the $(12,21)$ avoidance and $s_{i}<s_{1}$ for the same reason. But now the pair $\left(s_{1} s_{i} s_{j}, s_{j} s_{i} s_{1}\right)$ is isomorphic to $(321,123)$ which is also impossible.

We now know that

$$
\begin{aligned}
\sigma & =s_{1} s_{2} \cdots s_{i} \alpha \\
\tau & =s_{2} s_{3} \cdots s_{i} s_{1} \beta
\end{aligned}
$$

and that
(i) All of $s_{2}, s_{3}, \ldots, s_{i}$ are smaller than $s_{1}$, and
(ii) $(\alpha, \beta)$ is a pair that avoids the pairs of $\Gamma$ and take their terms from some set $\Delta$ of size $n-i$.

It is easily verified that these conditions in turn imply that $(\sigma, \tau)$ avoids the pairs of $\Gamma$. We can now count these pairs using induction on $n$. The set $\Delta$ may be chosen in $\binom{n}{n-i}$ ways and, once chosen, there are $u_{n-i}$ choices for $(\alpha, \beta)$ and $(i-1)$ ! choices for $s_{1} s_{2} \cdots s_{i}$. Since $(\sigma, \tau)$ determines the value of $i$ uniquely we have

$$
u_{n}=\sum_{i=1}^{n}(i-1)!\binom{n}{n-i} u_{n-i}
$$

which may be rewritten as

$$
\frac{u_{n}}{n!}=\sum_{i=1}^{n} \frac{u_{n-i}}{(n-i)!} \frac{1}{i}
$$

Expressing this in terms of the generating function $U(x)$ we have

$$
\begin{aligned}
U(x) & =1+U(x)\left(x+\frac{x^{2}}{2}+\frac{x^{3}}{3}+\cdots\right) \\
& =1-U(x) \log (1-x)
\end{aligned}
$$

giving the result.
This result is actually a result about machines since the pairs that avoid $\Gamma$ are precisely the (input, output) pairs for a priority queue of size 2. The allowable pairs for priority queues of other bounded sizes have not been enumerated.

For ordinary pattern classes it is helpful to regard a set of $n$ points in general position in the plane as determining a permutation. Reading the points in the horizontal direction establishes names $1,2, \ldots$ for
them and then reading these names in the vertical direction defines the permutation itself; conversely, the graph of a permutation (the set of points $\left.\left\{\left(i, p_{i}\right) \mid 1 \leq i \leq n\right\}\right)$ determines a set of points. This viewpoint makes clear that the 8 symmetries used to map pattern classes into one another arise from symmetries of a square. It also allows the notion of one pattern being contained in another to be represented by one point set being contained in another. For pattern classes of pairs there is a similar viewpoint in 3 dimensions.

For every pair ( $a_{1} a_{2} \ldots a_{n}, b_{1} b_{2} \ldots b_{n}$ ) of permutations, we define a $(0-1) n \times n \times n$ tensor $\tau_{i j k}$ where

$$
\tau_{i j k}=1 \text { if and only if } j=a_{i} \text { and } k=b_{i}
$$

and we associate it with a set of $n$ points in an $n \times n \times n$ cube in an obvious way. The symmetry group of the cube acts on these tensors and induces 48 symmetries among pattern classes of pairs. Furthermore a pair of permutations is involved in another pair if and only if the first associated tensor defines a 3-dimensional point set that is (isomorphic) to the point set of the second associated tensor.

In contrast to the situation for ordinary pattern classes very few pattern classes of pairs have been enumerated. Even the enumeration of the class $W$ defined by the single basis pair $(12,21)$ is unknown. For $\left(a_{1} a_{2} \ldots a_{n}, b_{1} b_{2} \ldots b_{n}\right)$ to be in $W$ it must be that every pair of symbols $a_{i}, a_{j}$ with $i<j$ and $a_{i}<a_{j}$ will occur in that order in $b_{1} b_{2} \ldots b_{n}$. This is exactly the condition that $\left(a_{1} a_{2} \ldots a_{n}\right) \leq\left(b_{1} b_{2} \ldots b_{n}\right)$ in the weak order [8] and, frustratingly, the number of pairs of permutations of length $n$ that are related in the weak order is unknown.

Using again the notion of combining two machines in series we have the following result which is analogous to Lemma 2.1.

Lemma 4.3. Let $L_{1}, L_{2}$ be pattern classes of pairs. Then the relational composition

$$
L_{2} \circ L_{1}=\left\{(\alpha, \gamma) \mid(\alpha, \beta) \in L_{2},(\beta, \gamma) \in L_{1} \text { for some permutation } \beta\right\}
$$

is also a pattern class.

Some examples of classes derived through this relational composition are given in [5].

## 5 Concluding Remarks

We have seen that permuting machines were one of the main originators in the modern theory of permutation patterns. They provide many examples of pattern classes and, in turn, the machine viewpoint can be a powerful tool in proving results about pattern classes. However, many problems remain and we conclude by mentioning two general areas that it would be useful to develop and one specific unsolved problem.

Section 3 demonstrated the utility of bringing the classical theory of finite automata to bear on some permuting machine questions. Can we use, in a significant way, other families of classical machine such as pushdown automata? The hope here would be to devise tools that could deal with pattern classes whose generating functions were algebraic (in the same way that finite state machines may sometimes be used to derive rational generating functions).

The theory of pattern classes of pairs of permutations is in its infancy and much work needs to be done if it is to become a useful tool for studying non-oblivious machines. Early indications are that exponential generating functions will have to be used in place of ordinary generating functions.

Finally, returning to the original work of Knuth [15], one problem has resisted attack for over 40 years. How many permutations of length $n$ can be generated by a deque (a linear list that allows insertions and deletions at both ends)? Virtually nothing was known about this problem until very recently. Of course, deque permutations do form a pattern class and the basis of this class is known (and is infinite) [17]; moreover, there is a $O(n)$ recognition procedure for deque permutations [18]. But for the enumeration problem even the rate of growth, $\Delta$ say, is unknown. Recently it has been proved [2] that

$$
7.88966 \leq \Delta \leq 8.51951
$$

The lower bound is obtained by approximating a deque with a bounded deque and using regularity techniques. The upper bound is obtained by counting operation sequences and finding rules that imply equivalences between these sequences. Both bounds require extensive machine computation. With more extensive computing resources they could be improved but the methods are not capable of delivering exact enumerations.
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#### Abstract

We review how the monotone pattern compares to other patterns in terms of enumerative results on pattern avoiding permutations. We consider three natural definitions of pattern avoidance, give an overview of classic and recent formulas, and provide some new results related to limiting distributions.


## 1 Introduction

Monotone subsequences in a permutation $p=p_{1} p_{2} \cdots p_{n}$ have been the subject of vigorous research for over sixty years. In this paper, we will review three different lines of work. In all of them, we will consider increasing subsequences of a permutation of length $n$ that have a fixed length $k$. This is in contrast to another line of work, started by Ulam more than sixty years ago, in which the distribution of the longest increasing subsequence of a random permutation has been studied. That direction of research has recently reached a high point in the article [4] of Baik, Deift, and Johansson.

The three directions we consider are distinguished by their definition of monotone subsequences. We can simply require that $k$ entries of a permutation increase from left to right, or we can in addition require that these $k$ entries be in consecutive positions, or we can even require that they be consecutive integers and be in consecutive positions.

## 2 Monotone Subsequences with No Restrictions

The classic definition of pattern avoidance for permutations is as follows. Let $p=p_{1} p_{2} \cdots p_{n}$ be a permutation, let $k<n$, and let $q=q_{1} q_{2} \cdots q_{k}$ be another permutation. We say that $p$ contains $q$ as a pattern if there exists a subsequence $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$ so that for all indices $j$ and $r$, the inequality $q_{j}<q_{r}$ holds if and only if the inequality $p_{i_{j}}<p_{i_{r}}$ holds. If $p$ does not contain $q$, then we say that $p$ avoids $q$. In other words, $p$ contains $q$ if $p$ has a subsequence of entries, not necessarily in consecutive positions, which relate to each other the same way as the entries of $q$ do.

Example 2.1. The permutation 3174625 contains the pattern 123. Indeed, consider the first, fourth, and seventh entries.

As in this paper, the monotone pattern $12 \cdots k$ plays a special role, we introduce the special notation

$$
\begin{equation*}
\alpha_{k}=12 \cdots k \tag{1}
\end{equation*}
$$

In particular, $p$ contains $\alpha_{k}$ if and only if $p$ contains an increasing subsequence of length $k$. The elements of this increasing subsequence do not have to be in consecutive positions.

The enumeration of permutations avoiding a given pattern is a fascinating subject. Let $S_{n}(q)$ denote the number of permutations of length $n$ (or, in what follows, $n$-permutations) that avoid the pattern $q$.

### 2.1 Patterns of Length Three

Among patterns of length three, there is no difference between the monotone pattern and other patterns as far as $S_{n}(q)$ is concerned. This is the content of our first theorem.

Theorem 2.2. Let $q$ be any pattern of length three, and let $n$ be any positive integer. Then $S_{n}(q)=C_{n}=\binom{2 n}{n} /(n+1)$. In other words, $S_{n}(q)$ is the nth Catalan number.

Proof. If $p$ avoids $q$, then the reverse of $p$ avoids the reverse of $q$, and the complement of $p$ avoids the complement of $q$. Therefore, $S_{n}(123)=$ $S_{n}(321)$ and $S_{n}(132)=S_{n}(231)=S_{n}(213)=S_{n}(312)$.

The fact that $S_{n}(132)=S_{n}(123)$ is proved using the well-known Simion-Schmidt bijection [23]. In a permutation, let us call an entry
a left-to-right minimum if it is smaller than every entry on its left. For instance, the left-to-right minima of 4537612 are the entries 4,3 , and 1.

Take an $n$-permutation $p$ of length $n$ that avoids 132 , keep its left-to-right minima fixed, and arrange all other entries in decreasing order in the positions that do not belong to left-to-right minima, to get the permutation $f(p)$. For instance, if $p=34125$, then $f(p)=35142$. Then $f(p)$ is a union of two decreasing sequences, so it is 123 -avoiding. Furthermore, $f$ is a bijection between the two relevant set of permutations. Indeed, if $r$ is a permutation counted by $S_{n}(123)$, then $f^{-1}(r)$ is obtained by keeping the left-to-right minima of $r$ fixed, and rearranging the remaining entries so that moving from left to right, each slot is filled by the smallest remaining entry that is larger than the closest left-to-right minimum on the left of that position.

In order to prove that $S_{n}(132)=C_{n}$, just note that in a 132 -avoiding $n$-permutation, any entry to the left of $n$ must be smaller than any entry to the right of $n$. Therefore, if $n$ is in the $i$ th position, then there are $S_{i-1}(132) S_{n-i}(132)$ permutations of length $n$ that avoid 132. Summing over all $i$, we get the recurrence

$$
S_{n}(132)=\sum_{i=0}^{n-1} S_{i-1}(132) S_{n-i}(132)
$$

which is the well-known recurrence for Catalan numbers.

### 2.2 Patterns of Length Four

When we move to longer patterns, the situation becomes much more complicated and less well understood. In his doctoral thesis [27], Julian West published the following numerical evidence.

- for $S_{n}(1342)$, and $n=1,2, \cdots, 8$, we have $1,2,6,23,103,512,2740$, 15485
- for $S_{n}(1234)$, and $n=1,2, \cdots, 8$, we have $1,2,6,23,103,513,2761$, 15767
- for $S_{n}(1324)$, and $n=1,2, \cdots, 8$, we have $1,2,6,23,103,513,2762$, 15793.

These data are startling for at least two reasons. First, the numbers $S_{n}(q)$ are no longer independent of $q$; there are some patterns of length four that are easier to avoid than others. Second, the monotone pattern 1234, special as it is, does not provide the minimum or the maximum
value for $S_{n}(q)$. We point out that for each $q$ of the other 21 patterns of length four, it is known that the sequence $S_{n}(q)$ is identical to one of the three sequences $S_{n}(1342), S_{n}(1234)$, and $S_{n}(1324)$. See [7], Chapter 4, for more details.

Exact formulas are known for two of the above three sequences. For the monotone pattern, Ira Gessel gave a formula using symmetric functions.

Theorem 2.3 (Gessel [13]). For all positive integers n, the identity

$$
\begin{align*}
S_{n}(1234) & =2 \cdot \sum_{k=0}^{n}\binom{2 k}{k}\binom{n}{k}^{2} \frac{3 k^{2}+2 k+1-n-2 n k}{(k+1)^{2}(k+2)(n-k+1)}  \tag{2}\\
& =\frac{1}{(n+1)^{2}(n+2)} \sum_{k=0}^{n}\binom{2 k}{k}\binom{n+1}{k+1}\binom{n+2}{k+1} \tag{3}
\end{align*}
$$

The formula for $S_{n}(1342)$ is due to the present author [6], and is quite surprising.

Theorem 2.4. For all positive integers $n$, we have

$$
\begin{aligned}
S_{n}(1342) & =(-1)^{n-1} \cdot \frac{\left(7 n^{2}-3 n-2\right)}{2} \\
& +3 \sum_{i=2}^{n}(-1)^{n-i} \cdot 2^{i+1} \cdot \frac{(2 i-4)!}{i!(i-2)!} \cdot\binom{n-i+2}{2}
\end{aligned}
$$

This result is unexpected for two reasons. First, it shows that $S_{n}(1342)$ is not simply less than $S_{n}(1234)$ for every $n \geq 6$; it is much less, in a sense that we will explain in Subsection 2.4. For now, we simply state that while $S_{n}(1234)$ is "roughly" $9^{n}$, the value of $S_{n}(1342)$ is "roughly" $8^{n}$. Second, the formula is, in some sense, simpler than that for $S_{n}(1234)$. Indeed, it follows from Theorem 2.4 that the ordinary generating function of the sequence $S_{n}(1342)$ is

$$
H(x)=\sum_{i \geq 0} F^{i}(x)=\frac{1}{1-F(x)}=\frac{32 x}{-8 x^{2}+20 x+1-(1-8 x)^{3 / 2}}
$$

This is an algebraic power series. On the other hand, it is known (Problem Plus 5.10 in [7] that the ordinary generating function of the sequence $S_{n}(1234)$ is not algebraic. So permutations avoiding the monotone pattern are not even the nicest among permutations avoiding a given pattern, in terms of the generating functions that count them.

There is no known formula for the third sequence, that of the numbers $S_{n}(1324)$. However, the following inequality is known [5].

Theorem 2.5. For all integers $n \geq 7$, the inequality

$$
S_{n}(1234)<S_{n}(1324)
$$

holds.
Proof. Let us call an entry of a permutation a right-to-left maximum if it is larger than all entries on its right. Then let us say that two $n$-permutations are in the same class if they have the same left-to-right minima, and they are in the same positions, and they have the same right-to-left maxima, and they are in the same positions as well. For example, 51234 and 51324 are in the same class, but $z=24315$ and $v=24135$ are not, as the third entry of $z$ is not a left-to-right minimum, whereas that of $v$ is.

It is straightforward to see that each non-empty class contains exactly one 1234 -avoiding permutation, the one in which the subsequence of entries that are neither left-to-right minima nor right-to-left maxima is decreasing.

It is less obvious that each class contains at least one 1324-avoiding permutation. Note that if a permutation contains a 1324-pattern, then we can choose such a pattern so that its first element is a left-to-right minimum and its last element is a right-to-left maximum. Take a 1324avoiding permutation, and take one of its 1324 -patterns of the kind described in the previous sentence. Interchange its second and third element. Observe that this will keep the permutation within its original class. Repeat this procedure as long as possible. The procedure will stop after a finite number of steps since each step decreases the number of inversions of the permutation. When the procedure stops, the permutation at hand avoids 1324 .

This shows that $S_{n}(1234) \leq S_{n}(1324)$ for all $n$. If $n \geq 7$, then the equality cannot hold since there is at least one class that contains more than one 1324 -avoiding permutation. For $n=7$, this is the class $3 * 1 *$ $7 * 5$, which contains 3612745 and 3416725 . For larger $n$, this class can be prepended by $n(n-1) \cdots 8$ to get a suitable class.

It turns out again that $S_{n}(1324)$ is much larger than $S_{n}(1234)$. We will give the details in Subsection 2.4.

### 2.3 Patterns of Any Length

For general $k$, there are some good estimates known for the value of $S_{n}\left(\alpha_{k}\right)$. The first one can be proved by an elementary method.

Theorem 2.6. For all positive integers $n$ and $k>2$, we have

$$
S_{n}(123 \cdots k) \leq(k-1)^{2 n}
$$

Proof. Let us say that an entry $x$ of a permutation is of rank $i$ if it is the end of an increasing subsequence of length $i$, but there is no increasing subsequence of length $i+1$ that ends in $x$. Then for all $i$, elements of rank $i$ must form a decreasing subsequence. Therefore, a $q$-avoiding permutation can be decomposed into the union of $k-1$ decreasing subsequences. Clearly, there are at most $(k-1)^{n}$ ways to partition our $n$ entries into $k-1$ blocks. Then we have to place these blocks of entries somewhere in our permutation. There are at most $(k-1)^{n}$ ways to assign each position of the permutation to one of these blocks, completing the proof.

Indeed, Theorem 2.6 has a stronger version, obtained by Amitaj Regev [20]. It needs heavy analytic machinery, and therefore will not be proved here. We mention the result, however, as it shows that no matter what $k$ is, the constant $(k-1)^{2}$ in Theorem 2.6 cannot be replaced by a smaller number, so the elementary estimate of Theorem 2.6 is optimal in some strong sense. We remind the reader that functions $f(n)$ and $g(n)$ are said to be asymptotically equal if $\lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}=1$.

Theorem 2.7. [20] For all $n, S_{n}(1234 \cdots k)$ asymptotically equals

$$
\lambda_{k} \frac{(k-1)^{2 n}}{n^{\left(k^{2}-2 k\right) / 2}} .
$$

Here

$$
\lambda_{k}=\gamma_{k}^{2} \int_{x_{1} \geq x_{2} \geq \cdots \geq x_{k}} \int_{\cdots} \cdots\left[D\left(x_{1}, x_{2}, \cdots, x_{k}\right) \cdot e^{-(k / 2) x^{2}}\right]^{2} d x_{1} d x_{2} \cdots d x_{k}
$$

where $D\left(x_{1}, x_{2}, \cdots, x_{k}\right)=\Pi_{i<j}\left(x_{i}-x_{j}\right)$, and $\gamma_{k}=(1 / \sqrt{2 \pi})^{k-1} \cdot k^{k^{2} / 2}$.

### 2.4 Stanley-Wilf Limits

The following celebrated result of Adam Marcus and Gábor Tardos [18] shows that in general, it is very difficult to avoid any given pattern $q$.

Theorem 2.8 (Marcus and Tardos [18]). For all patterns $q$, there exists a constant $c_{q}$ so that

$$
\begin{equation*}
S_{n}(q) \leq c_{q}^{n} . \tag{4}
\end{equation*}
$$

It is not difficult [2] to show using Fekete's lemma that the sequence $\left(S_{n}(q)\right)^{1 / n}$ is monotone increasing. The previous theorem shows that it is bounded from above, leading to the following.

Corollary 2.9. For all patterns $q$, the limit

$$
L(q)=\lim _{n \rightarrow \infty}\left(S_{n}(q)\right)^{1 / n}
$$

exists.
The real number $L(q)$ is called the Stanley-Wilf limit, or growth rate of the pattern $q$. In this terminology, Theorem 2.7 implies that $L\left(\alpha_{k}\right)=$ $(k-1)^{2}$. In particular, $L(1234)=9$, while Theorem 2.4 implies that $L(1342)=8$. So it is not simply easier to avoid 1234 than 1342 , it is exponentially easier to do so.

Numerical evidence suggests that in the multiset of $k$ ! real numbers $S_{n}(q)$, the numbers $S_{n}\left(\alpha_{k}\right)$ are much closer to the maximum than to the minimum. This led to the plausible conjecture that for any pattern $q$ of length $k$, the inequality $L(q) \leq(k-1)^{2}$ holds. This would mean that while there are patterns of length $k$ that are easier to avoid than $\alpha_{k}$, there are none that are much easier to avoid, in the sense of StanleyWilf limits. However, this conjecture has been disproved by the following result of Michael Albert et al.

Theorem 2.10 (Albert et al. [1]). The inequality $L(1324) \geq 11.35$ holds.
In other words, it is not simply harder to avoid 1234 than 1324 , it is exponentially harder to do so.

### 2.5 Asymptotic Normality

In this section we change direction and prove that the distribution of the number of copies of $\alpha_{k}$ in a randomly selected $n$-permutation converges in distribution to a normal distribution. (For the rest of this paper, when we say random permutation of length $n$, we always assume that each $n$-permutation is selected with probability $1 / n!$.) Note that in the special case of $k=2$, this is equivalent to the classic result that the distribution of inversions in random permutations is asymptotically normal. See [12] and its references for various proofs of that result, or [8] for a generalization.

We need to introduce some notation for transforms of the random variable $Z$. Let $\bar{Z}=Z-E(Z)$, let $\tilde{Z}=\bar{Z} / \sqrt{\operatorname{Var}(Z)}$, and let $Z_{n} \rightarrow$
$N(0,1)$ mean that $Z_{n}$ converges in distribution to the standard normal variable.

Our main tool in this section will be a theorem of Svante Janson [16]. In order to be able to state that theorem, we need the following definition.

Definition 2.11. Let $\left\{Y_{n, k} \mid k=1,2, \cdots, N_{n}\right\}$ be an array of random variables. We say that a graph $G$ is a dependency graph for $\left\{Y_{n, k} \mid k=\right.$ $\left.1,2 \cdots, N_{n}\right\}$ if the following two conditions are satisfied:
(i) There exists a bijection between the random variables $Y_{n, k}$ and the vertices of $G$, and
(ii) If $V_{1}$ and $V_{2}$ are two disjoint sets of vertices of $G$ so that no edge of $G$ has one endpoint in $V_{1}$ and another one in $V_{2}$, then the corresponding sets of random variables are independent.

Note that the dependency graph of a family of variables is not unique. Indeed if $G$ is a dependency graph for a family and $G$ is not a complete graph, then we can get other dependency graphs for the family by simply adding new edges to $G$.

Now we are in position to state Janson's theorem, the famous Janson dependency criterion.

Theorem 2.12 (Janson [16]). Let $Y_{n, k}$ be an array of random variables such that for all $n$, and for all $k=1,2, \cdots, N_{n}$, the inequality $\left|Y_{n, k}\right| \leq$ $A_{n}$ holds for some real number $A_{n}$, and that the maximum degree of a dependency graph of $\left\{Y_{n, k} \mid k=1,2, \cdots, N_{n}\right\}$ is $\Delta_{n}$.

Set $Y_{n}=\sum_{k=1}^{N_{n}} Y_{n, k}$ and $\sigma_{n}^{2}=\operatorname{Var}\left(Y_{n}\right)$. If there is a natural number $m$ so that

$$
\begin{equation*}
N_{n} \Delta_{n}^{m-1}\left(\frac{A_{n}}{\sigma_{n}}\right)^{m} \rightarrow 0 \tag{5}
\end{equation*}
$$

as $n$ goes to infinity, then

$$
\tilde{Y}_{n} \rightarrow N(0,1)
$$

Let us order the $\binom{n}{k}$ subsequences of length $k$ of the permutation $p_{1} p_{2} \cdots p_{n}$ linearly in some way. For $1 \leq i \leq\binom{ n}{k}$, let $X_{n, i}$ be the indicator random variable of the event that in a randomly selected permutation of length $n$, the $i$ th subsequence of length $k$ in the permutation $p=p_{1} p_{2} \cdots p_{n}$ is a $12 \cdots k$-pattern. We will now verify that the family of the $X_{n, i}$ satisfies all conditions of the Janson Dependency Criterion.

First, $\left|X_{n, i}\right| \leq 1$ for all $i$ and all $n$, since the $X_{n, i}$ are indicator random
variables. So we can set $A_{n}=1$. Second, $N_{n}=\binom{n}{k}$, the total number of subsequences of length $k$ in $p$. Third, if $a \neq b$, then $X_{n, a}$ and $X_{n, b}$ are independent unless the corresponding subsequences intersect. For that, the $b$ th subsequence must intersect the $a$ th subsequence in $j$ entries, for some $1 \leq j \leq k-1$. For a fixed $a$ th subsequence, the number of ways that can happen is $\sum_{j=1}^{k-1}\binom{k}{j}\binom{n-k}{k-j}=\binom{n}{k}-\binom{n-k}{k}-1$, where we used the well-known Vandermonde identity to compute the sum. Therefore,

$$
\begin{equation*}
\Delta_{n} \leq\binom{ n}{k}-\binom{n-k}{k}-1 \tag{6}
\end{equation*}
$$

In particular, note that (6) provides an upper bound for $\Delta_{n}$ in terms of a polynomial function of $n$ that is of degree $k-1$ since terms of degree $k$ will cancel.

There remains the task of finding a lower bound for $\sigma_{n}$ that we can then use in applying Theorem 2.12. Let $X_{n}=\sum_{i=1}^{\binom{n}{k}} X_{n, i}$. We will show the following.

Proposition 2.13. There exists a positive constant $c$ so that for all $n$, the inequality

$$
\operatorname{Var}\left(X_{n}\right) \geq c n^{2 k-1}
$$

holds.
Proof. By linearity of expectation, we have

$$
\begin{align*}
\operatorname{Var}\left(X_{n}\right) & =E\left(X_{n}^{2}\right)-\left(E\left(X_{n}\right)\right)^{2}  \tag{7}\\
& =E\left(\left(\sum_{i=1}^{\binom{n}{k}} X_{n, i}\right)^{2}\right)-\left(E\left(\sum_{i=1}^{\binom{n}{k}} X_{n, i}\right)\right)^{2}  \tag{8}\\
& =E\left(\left(\sum_{i=1}^{\binom{n}{k}} X_{n, i}\right)^{2}\right)-\left(\sum_{i=1}^{\binom{n}{k}} E\left(X_{n, i}\right)\right)^{2}  \tag{9}\\
& =\sum_{i_{1}, i_{2}} E\left(X_{n, i_{1}} X_{n, i_{2}}\right)-\sum_{i_{1}, i_{2}} E\left(X_{n, i_{1}}\right) E\left(X_{n, i_{2}}\right) . \tag{10}
\end{align*}
$$

Let $I_{1}$ (resp. $I_{2}$ ) denote the $k$-element subsequence of $p$ indexed by $i_{1}$, (resp. $i_{2}$ ). Clearly, it suffices to show that

$$
\begin{equation*}
\sum_{\left|I_{1} \cap I_{2}\right| \leq 1} E\left(X_{n, i_{1}} X_{n, i_{2}}\right)-\sum_{i_{1}, i_{2}} E\left(X_{n, i_{1}}\right) E\left(X_{n, i_{2}}\right) \geq c n^{2 k-1} \tag{11}
\end{equation*}
$$

since the left-hand side of (11) is obtained from the (10) by removing
the sum of some positive terms, that is, the sum of all $E\left(X_{n, i_{1}} X_{n, i_{2}}\right)$ where $\left|I_{1} \cap I_{2}\right|>1$.

As $E\left(X_{n, i}\right)=1 / k$ ! for each $i$, the sum with negative sign in (10) is

$$
\sum_{i_{1}, i_{2}} E\left(X_{n, i_{1}}\right) E\left(X_{n, i_{2}}\right)=\binom{n}{k}^{2} \cdot \frac{1}{k!^{2}},
$$

which is a polynomial function in $n$, of degree $2 k$ and of leading coefficient $\frac{1}{k!^{4}}$. As far as the summands in (10) with a positive sign go, most of them are also equal to $\frac{1}{k!^{2}}$. More precisely, $E\left(X_{n, i_{1}} X_{n, i_{2}}\right)=\frac{1}{k!^{2}}$ when $I_{1}$ and $I_{2}$ are disjoint, and that happens for $\binom{n}{k}\binom{n-k}{k}$ ordered pairs $\left(i_{1}, i_{2}\right)$ of indices. The sum of these summands is

$$
\begin{equation*}
d_{n}=\binom{n}{k}\binom{n-k}{k} \frac{1}{k!^{2}}, \tag{12}
\end{equation*}
$$

which is again a polynomial function in $n$, of degree $2 k$ and with leading coefficient $\frac{1}{k!^{4}}$. So summands of degree $2 k$ will cancel out in (10). (We will see in the next paragraph that the summands we have not yet considered add up to a polynomial of degree $2 k-1$.) In fact, considering the two types of summands we studied in (10) and (12), we see that they add up to

$$
\begin{align*}
& \binom{n}{k}\binom{n-k}{k} \frac{1}{k!^{2}}-\binom{n}{k}^{2} \frac{1}{k!^{2}}  \tag{13}\\
& =n^{2 k-1} \frac{2\binom{k}{2}-\binom{2 k-1}{2}}{k!^{4}}+O\left(n^{2 k-2}\right)  \tag{14}\\
& =n^{2 k-1} \frac{-k^{2}}{k!^{4}}+O\left(n^{2 k-2}\right) \tag{15}
\end{align*}
$$

Next we look at ordered pairs of indices $\left(i_{1}, i_{2}\right)$ so that the corresponding subsequences $I_{1}$ and $I_{2}$ intersect in exactly one entry, the entry $x$. Let us say that counting from the left, $x$ is the $a$ th entry in $I_{1}$, and the $b$ th entry in $I_{2}$. See Figure 1 for an illustration.

Observe that $X_{n, i_{1}} X_{n, i_{2}}=1$ if and only if all of the following independent events occur.
(a) In the $(2 k-1)$-element set of entries that belong to $I_{1} \cup I_{2}$, the entry $x$ is the $(a+b-1)$ th smallest. This happens with probability $1 /(2 k-1)$.
(b) The $a+b-2$ entries on the left of $x$ in $I_{1} \cup I_{2}$ are all smaller than the $2 k-a-b$ entries on the right of $x$ in $I_{1} \cup I_{2}$. This happens with probability $\frac{1}{\binom{2 k-2}{a+b-2}}$.


Fig. 1. In this example, $k=11, a=7$, and $b=5$.
(c) The subsequences of $I_{1}$ on the left of $x$ and on the right of $x$, and the subsequences of $I_{2}$ on the left of $x$ and on the right of $x$ are all monotone increasing. This happens with probability $\frac{1}{(a-1)!(b-1)!(k-a)!(k-b)!}$.

Therefore, if $\left|I_{1} \cap I_{2}\right|=1$, then

$$
\begin{align*}
& P\left(X_{i_{1}} X_{i_{2}}=1\right)  \tag{16}\\
& \quad=\frac{1}{(2 k-1)\binom{2 k-2}{a+b-2}(a-1)!(b-1)!(k-a)!(k-b)!}  \tag{17}\\
& \quad=\frac{1}{(2 k-1)!} \cdot\binom{a+b-2}{a-1}\binom{2 k-a-b}{k-a} . \tag{18}
\end{align*}
$$

How many such ordered pairs $\left(I_{1}, I_{2}\right)$ are there? There are $\binom{n}{2 k-1}$ choices for the underlying set $I_{1} \cup I_{2}$. Once that choice is made, the $a+b-1$ st smallest entry of $I_{1} \cup I_{2}$ will be $x$. Then the number of choices for the set of entries other than $x$ that will be part of $I_{1}$ is $\binom{a+b-2}{a-1}\binom{2 k-a-b}{k-a}$. Therefore, summing over all $a$ and $b$ and recalling (16),

$$
\begin{align*}
p_{n} & =\sum_{\left|I_{1} \cap I_{2}\right|=1} P\left(X_{i_{1}} X_{i_{2}}=1\right)=\sum_{\left|I_{1} \cap I_{2}\right|=1} E\left(X_{i_{1}} X_{i_{2}}\right)  \tag{19}\\
& =\frac{1}{(2 k-1)!}\binom{n}{2 k-1} \sum_{a, b}\binom{a+b-2}{a-1}^{2}\binom{2 k-a-b}{k-a}^{2} . \tag{20}
\end{align*}
$$

The expression we just obtained is a polynomial of degree $2 k-1$, in the variable $n$. We claim that its leading coefficient is larger than $k^{2} / k!^{4}$. If we can show that, the proposition will be proved since (15) shows that the summands not included in (19) contribute about $-\frac{k^{2}}{k!^{4}} n^{2 k-1}$ to the left-hand side of (11).

Recall that by the Cauchy-Schwarz inequality, if $t_{1}, t_{2}, \cdots, t_{m}$ are nonnegative real numbers, then

$$
\begin{equation*}
\frac{\left(\sum_{i=1}^{m} t_{i}\right)^{2}}{m} \leq \sum_{i=1}^{m} t_{i}^{2} \tag{21}
\end{equation*}
$$

where equality holds if and only if all the $t_{i}$ are equal.
Let us apply this inequality with the numbers $\binom{a+b-2}{a-1}^{2}\binom{2 k-a-b}{k-a}^{2}$ playing the role of the $t_{i}$, where $a$ and $b$ range from 1 to $k$. We get that

$$
\begin{align*}
& \sum_{1 \leq a, b \leq k}\binom{a+b-2}{a-1}^{2}\binom{2 k-a-b}{k-a}^{2} \\
& >\frac{\left(\sum_{1 \leq a, b \leq k}\binom{a+b-2}{a-1}\binom{2 k-a-b}{k-a}\right)^{2}}{k^{2}} \tag{22}
\end{align*}
$$

We will use Vandermonde's identity to compute the right-hand side. To that end, we first compute the sum of summands with a fixed $h=a+b$. We obtain

$$
\begin{align*}
& \sum_{1 \leq a, b \leq k}\binom{a+b-2}{a-1}\binom{2 k-a-b}{k-a}  \tag{23}\\
& =\sum_{h=2}^{2 k} \sum_{a=1}^{k}\binom{h-2}{a-1}\binom{2 k-h}{k-a}  \tag{24}\\
& =\sum_{h=2}^{2 k}\binom{2 k-2}{k-1}  \tag{25}\\
& =(2 k-1) \cdot\binom{2 k-2}{k-1} \tag{26}
\end{align*}
$$

Substituting the last expression into the right-hand side of (22) yields

$$
\begin{equation*}
\sum_{1 \leq a, b \leq k}\binom{a+b-2}{a-1}^{2}\binom{2 k-a-b}{k-a}^{2}>\frac{1}{k^{2}} \cdot(2 k-1)^{2} \cdot\binom{2 k-2}{k-1}^{2} \tag{27}
\end{equation*}
$$

Therefore, (19) and (27) imply that

$$
p_{n}>\frac{1}{(2 k-1)!}\binom{n}{2 k-1} \frac{(2 k-1)^{2}}{k^{2}}\binom{2 k-2}{k-1}^{2}
$$

As we pointed out after (19), $p_{n}$ is a polynomial of degree $2 k-1$ in the variable $n$. The last displayed inequality shows that its leading
coefficient is larger than

$$
\frac{1}{(2 k-1)!^{2}} \cdot \frac{1}{k^{2}} \cdot \frac{(2 k-2)!^{2}}{(k-1)!^{4}}=\frac{k^{2}}{k!^{4}}
$$

as claimed.
Comparing this with (15) completes the proof of our Proposition.
We can now return to the application of Theorem 2.12 to our variables $X_{n, i}$. By Proposition 2.13, there is an absolute constant $C$ so that $\sigma_{n}>C n^{k-0.5}$ for all $n$. So (5) will be satisfied if we show that there exists a positive integer $m$ so that

$$
\binom{n}{k}\left(d n^{k-1}\right)^{m-1} \cdot\left(n^{-k+0.5}\right)^{m}<d n^{-0.5 m} \rightarrow 0
$$

Clearly, any positive integer $m$ is a good choice. So we have proved the following theorem.

Theorem 2.14. Let $k$ be a fixed positive integer, and let $X_{n}$ be the random variable counting occurrences of $\alpha_{k}$ in permutations of length $n$. Then $\tilde{X}_{n} \rightarrow N(0,1)$. In other words, $X_{n}$ is asymptotically normal.

## 3 Monotone Subsequences with Entries in Consecutive Positions

In 2001, Sergi Elizalde and Marc Noy [11] considered similar problems using another definition of pattern containment. Let us say that the permutation $p=p_{1} p_{2} \cdots p_{n}$ tightly contains the permutation $q=q_{1} q_{2} \cdots q_{k}$ if there exists an index $0 \leq i \leq n-k$ so that $q_{j}<q_{r}$ if and only if $p_{i+j}<p_{i+r}$. (We point out that this definition is a very special case of the one introduced by Babson and Steingrímsson in [3] and called generalized pattern avoidance, but we will not need that much more general concept in this paper.)

Example 3.1. While permutation 246351 contains 132 (take the second, third, and fifth entries), it does not tightly contain 132 since there are no three entries in consecutive positions in 246351 that would form a 132-pattern.

If $p$ does not tightly contain $q$, then we say that $p$ tightly avoids $q$. Let $T_{n}(q)$ denote the number of $n$-permutations that tightly avoid $q$. An intriguing conjecture of Elizalde and Noy [11] is the following.

Conjecture 3.2. For any pattern $q$ of length $k$ and for any positive integer $n$, the inequality

$$
T_{n}(q) \leq T_{n}\left(\alpha_{k}\right)
$$

holds.
This is in stark contrast with the situation for traditional patterns, where, as we have seen in the previous section, the monotone pattern is not the easiest or the hardest to avoid, even in the sense of growth rates.

### 3.1 Tight Patterns of Length Three

Conjecture 3.2 is proved in [11] in the special case of $k=3$. As it is clear by taking reverses and complements that $T_{n}(123)=T_{n}(321)$ and that $T_{n}(132)=T_{n}(231)=T_{n}(213)=T_{n}(312)$, it suffices to show that $T_{n}(132)<T_{n}(123)$ if $n \geq n$. The authors achieve that by a simple injection.

It turns out that the numbers $T_{n}(123)$ are not simply larger than the numbers $T_{n}(132)$; they are larger even in the sense of logarithmic asymptotics. The following results contain the details.

Theorem 3.3 (Elizalde and Noy [11]). Let $A_{123}(x)=\sum_{n>0} T_{n}(123) \frac{x^{n}}{n!}$ be the exponential generating function of the sequence $\left\{\bar{T}_{n}(123)\right\}_{n \geq 0}$. Then

$$
A_{123}(x)=\frac{\sqrt{3}}{2} \cdot \frac{e^{x / 2}}{\cos \left(\frac{\sqrt{3}}{2} x+\frac{\pi}{6}\right)}
$$

Furthermore,

$$
T_{n}(123) \sim \gamma_{1} \cdot\left(\rho_{1}\right)^{n} \cdot n!
$$

where $\rho_{1}=\frac{3 \sqrt{3}}{2 \pi}$ and $\gamma_{1}=e^{3 \sqrt{3} \pi}$.
Theorem 3.4 (Elizalde and Noy [11]). Let $A_{132}(x)=\sum_{n \geq 0} T_{n}(132) \frac{x^{n}}{n!}$ be the exponential generating function of the sequence $\left\{\bar{T}_{n}(132)\right\}_{n \geq 0}$. Then

$$
A_{132}(x)=\frac{1}{1-\int_{0}^{x} e^{-t^{2} / 2} d t}
$$

Furthermore,

$$
T_{n}(132) \sim \gamma_{2} \cdot\left(\rho_{2}\right)^{n} \cdot n!
$$

where $\rho_{2}^{-1}$ is the unique positive root of the equation $\int_{0}^{x} e^{-t^{2} / 2} d t=1$, and $\gamma_{2}=e^{\left(\rho_{2}\right)^{-2} / 2}$.

### 3.2 Tight Patterns of Length Four

For tight patterns, the case of length four is even more complex than it is for traditional patterns. Indeed, it is not true that each of the 24 sequences $T_{n}(q)$, where $q$ is a tight pattern of length four, is identical to one of $T_{n}(1342), T_{n}(1234)$, and $T_{n}(1324)$. In fact, in [11], Elizalde and Noy showed that there are exactly seven distinct sequences of this kind. They have also proved the following results.

Theorem 3.5. We have
(i) $T_{n}(1342) \sim \gamma_{1}\left(\rho_{1}\right)^{n} \cdot n$ !,
(ii) $T_{n}(1234) \sim \gamma_{2}\left(\rho_{2}\right)^{n} \cdot n$ !, and
(iii) $T_{n}(1243) \sim \gamma_{3}\left(\rho_{3}\right)^{n} \cdot n$ !,
where $\rho_{1}^{-1}$ is the smallest positive root $z$ of the equation $\int_{0}^{z} e^{-t^{3} / 6} d t=1$, $\rho_{2}^{-1}$ is the smallest positive root of $\cos z-\sin z+e^{-z}=0$, and $\rho_{3}$ is the solution of a certain equation involving Airy functions.

The approximate values of these constants are

- $\rho_{1}=0.954611, \gamma_{1}=1.8305194$,
- $\rho_{2}=0.963005, \gamma_{2}=2.2558142$,
- $\rho_{3}=0.952891, \gamma_{3}=1.6043282$.

These results are interesting for several reasons. First, we see that again, $T_{n}\left(\alpha_{4}\right)$ is larger than the other $T_{n}(q)$, even in the asymptotic sense. Second, $T_{n}(1234) \neq T_{n}(1243)$, in contrast to the traditional case, where $S_{n}(1234)=S_{n}(1243)$. Third, the tight pattern 1342 is not the hardest to avoid, unlike in the traditional case, where $S_{n}(1342) \leq S_{n}(q)$ for any pattern $q$ of length four.

### 3.3 Longer Tight Patterns

For tight patterns that are longer than four, the only known results concern monotone patterns. They have been found by Richard Warlimont, and, independently, also by Sergi Elizalde and Marc Noy.

Theorem 3.6 (Elizalde, Noy, and Warlimont [11, 26, 25]). For all integers $k \geq 3$, the identity

$$
\sum_{n \geq 0} T_{n}\left(\alpha_{k}\right) \frac{x^{n}}{n!}=\left(\sum_{i \geq 0} \frac{x^{i k}}{(i k)!}-\sum_{i \geq 0} \frac{x^{i k+1}}{(i k+1)!}\right)^{-1}
$$

holds.

Theorem 3.7 (Warlimont [25]). Let $k \geq 3$, let $f_{k}(x)=\sum_{i \geq 0} \frac{x^{i k}}{(i k)!}-$ $\sum_{i \geq 0} \frac{x^{i k+1}}{(i k+1)!}$, and let $\omega_{k}$ denote the smallest positive root of $f_{k}(x)$. Then

$$
\omega_{k}=1+\frac{1}{m!}(1+O(1))
$$

and

$$
\frac{T_{n}\left(\alpha_{k}\right)}{n!} \sim c_{m} \omega_{k}^{-n}
$$

### 3.4 Growth Rates

The form of the results in Theorems 3.3 and 3.4 is not an accident. They are special cases of the following general theorem.

Theorem 3.8 (Elizalde [10]). For all patterns $q$, there exists a constant $w_{q}$ so that

$$
\lim _{n \rightarrow \infty}\left(\frac{T_{n}(q)}{n!}\right)^{1 / n}=w_{q}
$$

Compare this with the result of Corollary 2.9. That Corollary and the fact that the sequence $\left(S_{n}(q)^{1 / n}\right.$ is increasing, show that the numbers $S_{n}(q)$ are roughly as large as $L(q)^{n}$, for some constant $L(q)$. Clearly, it is much easier to avoid a tight pattern than a traditional pattern. However, Theorem 3.8 shows how much easier it is. Indeed, this time it is not the number of pattern avoiding permutations is simply exponential; it is their ratio to all permutations that is exponential.

The fact that $T_{n}(q) / n!<C_{q}^{n}$ for some $C_{q}$ is straightforward. Indeed, $T_{n}(q) / n!<\left(\frac{k!-1}{k!}\right)^{\lfloor n / k\rfloor}$ by simply looking at $\lfloor n / k\rfloor$ distinct subsequences of $k$ consecutive entries. Interestingly, Theorem 3.8 shows that this straightforward estimate is optimal in some (weak) sense. Note that there is no known way to get a result similarly close to the truth for traditional patterns.

### 3.5 Asymptotic Normality

Our goal now is to prove that the distribution of tight copies of $\alpha_{k}$ is asymptotically normal in randomly selected permutations of length $n$. Note that in the special case of $k=2$, our problem is reduced to the classic result stating that descents of permutations are asymptotically normal. (Just as in the previous section, see [12] and its references for various proofs of this fact, or [8] for a generalization.) Our method
is very similar to the one we used in Subsection 2.5. For fixed $n$ and $1 \leq i \leq n-k+1$, let $Y_{n, i}$ denote the indicator random variable of the event that in $p=p_{1} p_{2} \cdots p_{n}$, the subsequence $p_{i} p_{i+1} \cdots p_{i+k-1}$ is increasing. Set $Y_{n}=\sum_{i=1}^{n-k+1} Y_{n, i}$. We want to use Theorem 2.12. Clearly, $\left|Y_{n, i}\right| \leq 1$ for every $i$, and $N_{n}=n-k+1$. Furthermore, the graph with vertex set $\{1,2, \cdots, n-k+1\}$ in which there is an edge between $i$ and $j$ if and only if $|i-j| \leq k-1$ is a dependency graph for the family $\left\{Y_{n, i} \mid 1 \leq i \leq n-k+1\right\}$. In this graph, $\Delta_{n}=2 k-2$. We will prove the following estimate for $\operatorname{Var}(Y)$.

Proposition 3.9. There exists a positive constant $C$ so that $\operatorname{Var}(Y) \geq$ cn for all $n$.

Proof. By linearity of expectation, we have

$$
\begin{align*}
\operatorname{Var}\left(Y_{n}\right) & =E\left(Y_{n}^{2}\right)-\left(E\left(Y_{n}\right)\right)^{2}  \tag{28}\\
& =E\left(\left(\sum_{i=1}^{n-k+1} Y_{n, i}\right)^{2}\right)-\left(E\left(\sum_{i=1}^{n-k+1} Y_{n, i}\right)\right)^{2}  \tag{29}\\
& =E\left(\left(\sum_{i=1}^{n-k+1} Y_{n, i}\right)^{2}\right)-\left(\sum_{i=1}^{n-k+1} E\left(Y_{n, i}\right)\right)^{2}  \tag{30}\\
& =\sum_{i_{1}, i_{2}} E\left(Y_{n, i_{1}} Y_{n, i_{2}}\right)-\sum_{i_{1}, i_{2}} E\left(Y_{n, i_{1}}\right) E\left(Y_{n, i_{2}}\right) \tag{31}
\end{align*}
$$

In (31), all the $(n-k+1)^{2}$ summands with a negative sign are equal to $1 / k!^{2}$. Among the summands with a positive sign, the $(n-2 k+$ 1) $(n-2 k+2)$ summands in which $\left|i_{1}-i_{2}\right| \geq k$ are equal to $1 / k!^{2}$, the $n-k+1$ summands in which $i_{1}=i_{2}$ are equal to $1 / k$ !, and the $2(n-2 k+2)$ summands in which $\left|i_{1}-i_{2}\right|=k-1$ are equal to $1 /(k+1)$ !. All remaining summands are non-negative. This shows that

$$
\begin{aligned}
\operatorname{Var}\left(Y_{n}\right) & \geq \frac{n(1-2 k)+3 k^{2}-2 k+1}{k!^{2}}+\frac{n-k+1}{k!}+\frac{2(n-k+2)}{(k+1)!} \\
& \geq\left(\frac{1}{k!}+\frac{2}{(k+1)!}-\frac{2 k-1}{k!^{2}}\right) n+d_{k}
\end{aligned}
$$

where $d_{k}$ is a constant that depends only on $k$. As the coefficient $\frac{1}{k!}+$ $\frac{2}{(k+1)!}-\frac{2 k-1}{k!^{2}}$ of $n$ in the last expression is positive for all $k \geq 2$, our claim is proved.

The main theorem of this subsection is now immediate.

Theorem 3.10. Let $Y_{n}$ denote the random variable counting tight copies of $\alpha_{k}$ in a randomly selected permutation of length $n$. Then $\tilde{Y}_{n} \rightarrow$ $N(0,1)$.

Proof. Use Theorem 2.12 with $m=3$, and let $C$ be the constant of Proposition 3.9. Then (5) simplifies to

$$
(n-k+1) \cdot(2 k-2)^{2} \cdot \frac{C^{3}}{n^{1.5}}
$$

which converges to 0 as $n$ goes to infinity.

## 4 Consecutive Entries in Consecutive Positions

Let us take the idea of Elizalde and Noy one step further, by restricting the notion of pattern containment further as follows. Let $p=p_{1} p_{2} \cdots p_{n}$ be a permutation, let $k<n$, and let $q=q_{1} q_{2} \cdots q_{k}$ be another permutation. We say that $p$ very tightly contains $q$ if there is an index $0 \leq i \leq n-k$ and an integer $0 \leq a \leq n-k$ so that $q_{j}<q_{r}$ if and only if $p_{i+j}<p_{i+r}$, and,

$$
\left\{p_{i+1}, p_{i+2}, \cdots, p_{i+k}\right\}=\{a+1, a+2, \cdots, a+k\}
$$

That is, $p$ very tightly contains $q$ if $p$ tightly contains $q$ and the entries of $p$ that form a copy of $q$ are not just in consecutive positions, but they are also consecutive as integers (in the sense that their set is an interval). We point out that this definition was used by Amy Myers [19] who called it rigid pattern avoidance. However, in order to keep continuity with our previous definitions, we will refer to it as very tight pattern avoidance.

For example, 15324 tightly contains 132 (consider the first three entries), but does not very tightly contain 132 . On the other hand, 15324 very tightly contains 213 , as can be seen by considering the last three entries. If $p$ does not very tightly contain $q$, then we will say that $p$ very tightly avoids $q$.

### 4.1 Enumerative Results

Let $V_{n}(q)$ be the number of permutations of length $n$ that very tightly avoid the pattern $q$. The following early results on $V_{n}\left(\alpha_{k}\right)$ are due to David Jackson and others. They generalize earlier work by Riordan [21] concerning the special case of $k=3$.

Theorem 4.1 (Jackson, Read, and Reilly [14, 15]). For all positive integers $n$, and any $k \leq n$, the value of $V_{n}\left(\alpha_{k}\right)$ is equal to the coefficient of $x^{n}$ in the formal power series

$$
\sum_{m \geq 0} m!x^{m}\left(\frac{1-x^{k-1}}{1-x^{k}}\right)^{m}
$$

Note that in particular, this implies that for $k \leq n<2 k$, the number of permutations of length $k+r$ containing a very tight copy of $\alpha_{k}$ is $r!\left(r^{2}+r+1\right)$.

### 4.2 An Extremal Property of the Monotone Pattern

Recall that we have seen in Section 2 that in the multiset of the $k$ ! numbers $S_{n}(q)$ where $q$ is of length $k$, the number $S_{n}\left(\alpha_{k}\right)$ is neither minimal nor maximal. Also recall that in Section 3 we mentioned that in the multiset of the $k$ ! numbers $T_{n}(q)$, where $q$ is of length $k$, the number $T_{n}\left(\alpha_{k}\right)$ is conjectured to be maximal. While we cannot prove that we prove that in the multiset of the $k$ ! numbers $V_{n}(q)$, where $q$ is of length $k$, the number $V_{n}\left(\alpha_{k}\right)$ is maximal, in this Subsection we prove that for almost all very tight patterns $q$ of length $k$, the inequality $V_{n}(q) \leq V_{n}\left(\alpha_{k}\right)$ does hold.

### 4.2.1 An Argument Using Expectations

Let $q$ be any pattern of length $k$. For a fixed positive integer $n$, let $X_{n, q}$ be the random variable counting the very tight copies of $q$ in a randomly selected $n$-permutation. It is straightforward to see that by linearity of expectation,

$$
\begin{equation*}
E\left(X_{n, q}\right)=\frac{(n-k+1)^{2}}{\binom{n}{k} k!} \tag{32}
\end{equation*}
$$

In particular, $E\left(X_{n, q}\right)$ does not depend on $q$, just on the length $k$ of $q$.
Let $p_{n, i, q}$ be the probability that a randomly selected $n$-permutation contains exactly $i$ very tight copies of $q$, and let $P(n, i, q)$ be the probability that a randomly selected $n$-permutation contains at least $i$ very tight copies of $q$. Note that $V_{n}(q)=(1-P(n, 1, q)) n$ !, for any given pattern $q$.

Now note that by the definition of expectation

$$
\begin{aligned}
E & \left(X_{n}, q\right) \\
& =\sum_{i=1}^{m} i p_{n, i, q} \\
& =\sum_{j=0}^{m-1} \sum_{i=0}^{j} p_{n, m-i, q} \\
& =p_{n, m, q}+\left(p_{n, m, q}+p_{n, m-1, q}\right)+\cdots+\left(p_{n, m, q}+\cdots+p_{n, 1, q}\right) \\
& =\sum_{i=1}^{m} P(n, i, q) .
\end{aligned}
$$

We know from (32) that $E\left(X_{n, q}\right)=E\left(X_{n, \alpha_{k}}\right)$, and then the previous displayed equation implies that

$$
\begin{equation*}
\sum_{i=1}^{m} P(n, i, q)=\sum_{i=1}^{m} P(n, i, \alpha) \tag{33}
\end{equation*}
$$

So if we can show that for $i \geq 2$, the inequality

$$
\begin{equation*}
P(n, i, q) \leq P\left(n, i, \alpha_{k}\right) \tag{34}
\end{equation*}
$$

holds, then (33) will imply that $P(n, 1, q) \geq P\left(n, 1, \alpha_{k}\right)$, which is equivalent to $V_{n}(q) \leq V_{n}\left(\alpha_{k}\right)$, which we set out to prove.

### 4.2.2 Extendible and Non-extendible Patterns

Now we are going to describe the set of patterns $q$ for which we will prove that $V_{n}(q) \leq V_{n}\left(\alpha_{k}\right)$.

Let us assume that the permutation $p=p_{1} p_{2} \cdots p_{n}$ very tightly contains two non-disjoint copies of the pattern $q=q_{1} q_{2} \cdots q_{k}$. Let these two copies be $q^{(1)}$ and $q^{(2)}$, so that $q^{(1)}=p_{i+1} p_{i+2} \cdots p_{i+k}$ and $q^{(2)}=p_{i+j+1} p_{i+j+2} \cdots p_{i+j+k}$ for some $j \in[1, k-1]$. Then $\left|q^{(1)} \cap q^{(2)}\right|=$ $k-j+1=: s$. Furthermore, since the set of entries of $q^{(1)}$ is an interval, and the set of entries of $q^{(2)}$ is an interval, it follows that the set of entries of $q^{(1)} \cap q^{(2)}$ is also an interval. So the rightmost $s$ entries of $q$, and the leftmost $s$ entries of $q$ must form identical patterns, and the respective sets of these entries must both be intervals.

If $q^{\prime}$ is the reverse of the pattern $q$, then clearly $V_{n}(q)=V_{n}\left(q^{\prime}\right)$. Therefore, we can assume without loss of generality that that the first entry of $q$ is less than the last entry of $q$. For shortness, we will call such patterns rising patterns.

We claim that if $p$ very tightly contains two non-disjoint copies $q^{(1)}$
and $q^{(2)}$ of the rising pattern $q$, and $s$ is defined as above, then the rightmost $s$ entries of $q$ must also be the largest $s$ entries of $q$. This can be seen by considering $q^{(1)}$. Indeed, the set of these entries of $q^{(1)}$ is the intersection of two intervals of the same length, and therefore, must be an ending segment of the interval that starts on the left of the other. An analogous argument, applied for $q^{(2)}$, shows that the leftmost $s$ entries of $q$ must also be the smallest $s$ entries of $q$. So we have proved the following.

Proposition 4.2. Let $p$ be a permutation that very tightly contains copies $q^{(1)}$ and $q^{(2)}$ of the pattern $q=q_{1} q_{2} \cdots q_{k}$. Let us assume without loss of generality that $q$ is rising. Then $q^{(1)}$ and $q^{(2)}$ are disjoint unless all of the following hold.

There exists a positive integer $s \leq k-1$ so that
(i) the rightmost $s$ entries of $q$ are also the largest $s$ entries of $q$, and the leftmost $s$ entries of $q$ are also the smallest $s$ entries of $q$, and
(ii) the pattern of the leftmost s entries of $q$ is identical to the pattern of the rightmost $s$ entries of $q$.

If $q$ satisfies both of these criteria, then two very tightly contained copies of $q$ in $p$ may indeed intersect. For example, the pattern $q=2143$ satisfies both of the above criteria with $s=2$, and indeed, 214365 very tightly contains two intersecting copies of $q$, namely 2143 and 4365.

The following definition is similar to one in [19].
Definition 4.3. Let $q=q_{1} q_{2} \cdots q_{k}$ be a rising pattern that satisfies both conditions of Proposition 4.2. Then we say that $q$ is extendible.

If $q$ is rising and not extendible, then we say that $q$ is non-extendible.
Note that the notions of extendible and non-extendible patterns are only defined for rising patterns here.

Example 4.4. The extendible patterns of length four are as follows:

- 1234, 1324 (here $s=1$ ),
- 2143 (here $s=2$ ).

Now we are in a position to prove the main result of this Subsection.
Theorem 4.5. Let $q$ be any pattern of length $k$ so that either $q$ or its reverse $q^{\prime}$ is non-extendible. Then for all positive integers $n$,

$$
V_{n}(q) \leq V_{n}\left(\alpha_{k}\right)
$$

Proof. We have seen in Subsubsection 4.2.1 that it suffices to prove (34). On the one hand,

$$
\begin{equation*}
\frac{(n-k-i+2)!}{n!} \leq P\left(n, i, \alpha_{k}\right) \tag{35}
\end{equation*}
$$

since the number of $n$-permutations very tightly containing $i$ copies of $\alpha$ is at least as large as the number of $n$-permutations very tightly containing the pattern $12 \cdots(i+k-1)$. The latter is at least as large as the number of $n$-permutations that very tightly contain a $12 \cdots(i+k-1)$ pattern in their first $i+k-1$ positions.

On the other hand,

$$
\begin{equation*}
P(n, i, q) \leq\binom{ n-i(k-1)}{i}^{2}(n-i k)!\frac{1}{n!} . \tag{36}
\end{equation*}
$$

This can be proved by noting that if $S$ is the $i$-element set of starting positions of $i$ (necessarily disjoint) very tight copies of $q$ in an $n$ permutation, and $A_{S}$ is the event that in a random permutation $p=$ $p_{1} \cdots p_{n}$, the subsequence $p_{j} p_{j+1} \cdots p_{j+k-1}$ is a very tight $q$-subsequence for all $j \in S$, then $P\left(A_{S}\right)=\binom{n-i(k-1)}{i}(n-i k)!\frac{1}{n!}$. The details can be found in [9].

Comparing (35) and (36), the claim of the theorem follows. Again, the reader is invited to consult [9] for details.

It is not difficult to show [9] that the ratio of extendible permutations of length $k$ among all permutations of length $k$ converges to 0 as $k$ goes to infinity. So Theorem 4.5 covers almost all patterns of length $k$.

### 4.3 The Limiting Distribution of the Number of Very Tight Copies

In the previous two sections, we have seen that the limiting distribution of the number of copies of $\alpha_{k}$, as well as the limiting distribution of the number of tight copies of $\alpha_{k}$, is normal. Very tight copies behave differently. We will discuss the special case of $k=2$, that is, the case of the very tight pattern 12 .

Theorem 4.6. Let $Z_{n}$ be the random variable that counts very tight copies of 12 in a randomly selected permutation of length $n$. Then $Z_{n}$ converges a Poisson distribution with parameter $\lambda=1$.

A version of this result was proved, in a slightly different setup, by

Wolfowitz in [28] and by Kaplansky in [17]. They used the method of moments, which is the following.

Lemma 4.7 (Rucinski [22]). Let $U$ be a random variable so that
(i) for every positive integer $k$, the moment $E\left(U^{k}\right)$ exists, and
(ii) the variable $U$ is completely determined by its moments, that is, there is no other variable with the same sequence of moments.

Let $U_{1}, U_{2}, \cdots$ be a sequence of random variables, and let us assume that for all positive integers $k$,

$$
\lim _{n \rightarrow \infty} U_{n}^{k}=U^{k}
$$

Then $U_{n} \rightarrow U$ in distribution.
Proof. (of Theorem 4.6.) It is well-known [24] that the Poisson distribution ( with any parameter) is determined by its moments, so the method of moments can be applied to prove convergence to a Poisson distribution. Let $Z_{n, i}$ be the indicator random variable of the event that in a randomly selected $n$-permutation $p=p_{1} p_{2} \cdots p_{n}$, the inequality $p_{i}+1=p_{i+1}$. Then $E\left(Z_{n, i}\right)=1 / n$, and the probability that $p$ has a very tight copy of $\alpha_{k}$ for $k>2$ is $O(1 / n)$. Therefore, we have

$$
\begin{align*}
\lim _{n \rightarrow \infty} E\left(Z_{n}^{j}\right) & =\lim _{n \rightarrow \infty} E\left(\left(\sum_{i=1}^{n-1} Z_{n, i}\right)^{j}\right) \\
& =\lim _{n \rightarrow \infty} E\left(\left(\sum_{i=1}^{n-1} V_{n, i}\right)^{j}\right) \tag{37}
\end{align*}
$$

where the $V_{n, i}$ are independent random variables and each of them takes value 0 with probability $(n-1) / n$, and value 1 with probability $1 / n$. (See [28] for more details.) The rightmost limit in the above displayed equation is not difficult to compute. Let $t$ be a fixed non-negative integer. Then the probability that exactly $t$ variables $V_{n, i}$ take value 1 is $\binom{n-1}{t} n^{-t}\left(\frac{n-1}{n}\right)^{n-t} \sim \frac{e^{-1}}{t!}$. Once we know the $t$-element set of the $V_{n, i}$ that take value 1, each of the $t^{j}$ strings of length $j$ formed from those $t$ variables contributes 1 to $E\left(V^{j}\right)$. Summing over all $t$, this proves that

$$
\lim _{n \rightarrow \infty} E\left(\left(\sum_{i=1}^{n-1} V_{n, i}\right)^{j}\right)=e^{-1} \sum_{t \geq 0} \frac{t^{j}}{j!}
$$

On the other hand, it is well-known that $e^{-1} \sum_{t \geq 1} \frac{t^{j}}{j!}$, the $j$ th Bell number, is also the $j$ th moment of the Poisson distribution with parameter 1. Comparing this to (37), we see that the sequence $E\left(Z_{n}^{j}\right)$ converges to the $j$ th moment of the Poisson distribution with parameter 1. Therefore, by the method of moments, our claim is proved.

## 5 Added In Proof

While this is a survey on monotone patterns, it is worth pointing out that Theorem 2.14, and its proof, survive even if we replace $\alpha_{k}$ by an arbitrary pattern. Most of the proof carries through without modification. All that has to be changed are the independent events (b) and (c) considered following equation (15).

Recall that we are in the special case when $I_{1}$ and $I_{2}$ both form $q$ patterns, and $I_{1} \cap I_{2}=x$ is the $a$ th smallest entry in $I_{1}$ and the $b$ th smallest entry in $I_{2}$. Given $q$, the pair $(a, b)$ describes the location of $x$ in $I_{1}$ and in $I_{2}$ as well. Let $I_{1}^{\prime}$ (resp. $I_{2}^{\prime}$ ) denote the set of $a-1$ positions in $I_{1}$ (resp. $b-1$ positions in $I_{2}$ ) which must contain entries smaller than $x$ given that $I_{1}$ (resp. $I_{2}$ ) forms a $q$-pattern. Similarly, let $I_{1}^{\prime \prime}$ (resp. $I_{2}^{\prime \prime}$ ) denote the set of $k-a$ positions in $I_{1}$ (resp. $k-b$ positions $I_{2}$ ) which must contain entries larger than $x$ given that $I_{1}$ (resp. $I_{2}$ ) forms a $q$-pattern.
Now leave condition (a) unchanged, and change conditions (b) and (c) as follows.
(b') The $a+b-2$ entries in positions belonging to $I_{1}^{\prime} \cup I_{2}^{\prime}$ must all be smaller than the $2 k-a-b$ entries in positions belonging to $I_{1}^{\prime \prime} \cup I_{2}^{\prime \prime}$. This happens with probability $\frac{1}{\left(\begin{array}{l}2 k-2 \\ a+b-2)\end{array} \text {. }\right.}$
(c') • the subsequence $I_{1}^{\prime}$ is a pattern that is isomorphic to the pattern formed by the $a-1$ smallest entries of $q$,

- the subsequence $I_{2}^{\prime}$ is a pattern that is isomorphic to the pattern formed by the $b-1$ smallest entries of $q$,
- the subsequence $I_{1}^{\prime \prime}$ is a pattern that is isomorphic to the pattern formed by the $k-a$ largest entries of $q$, and
- the subsequence $I_{2}^{\prime \prime}$ is a pattern that is isomorphic to the pattern formed by the $k-b$ largest entries of $q$.
This happens with probability $\frac{1}{(a-1)!(b-1)!(k-a)!(k-b)!}$.
The rest of the proof is unchanged. It is worth pointing out that while the expectation of the number of copies of a pattern of a given
length $k$ does not depend on the pattern (it is $\binom{n}{k} / k!$ ), the variance of these numbers does. However, it follows easily from our work that the variance is a polynomial function of $n$ that has degree $2 n-1$, and that the leading coefficient of this polynomial does not depend on $q$. It is the terms of lower degree that depend on $q$.
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#### Abstract

The paper offers an overview over selected results in the literature on partially ordered patterns (POPs) in permutations, words and compositions. The POPs give rise in connection with co-unimodal patterns, peaks and valleys in permutations, Horse permutations, Catalan, Narayana, and Pell numbers, bi-colored set partitions, and other combinatorial objects.


## 1 Introduction

An occurrence of a pattern $\tau$ in a permutation $\pi$ is defined as a subsequence in $\pi$ (of the same length as $\tau$ ) whose letters are in the same relative order as those in $\tau$. For example, the permutation 31425 has three occurrences of the pattern 1-2-3, namely the subsequences 345 , 145 , and 125. Generalized permutation patterns (GPs) being introduced in [1] allow the requirement that some adjacent letters in a pattern must also be adjacent in the permutation. We indicate this requirement by removing a dash in the corresponding place. Say, if pattern 2-31 occurs in a permutation $\pi$, then the letters in $\pi$ that correspond to 3 and 1 are adjacent. For example, the permutation 516423 has only one occurrence of the pattern 2-31, namely the subword 564 , whereas the pattern 2-3-1 occurs, in addition, in the subwords 562 and 563 . Placing "[" on the left (resp., "]" on the right) next to a pattern $p$ means the requirement that $p$ must begin (resp., end) from the leftmost (resp., rightmost) letter. For example, the permutation 32415 contains two occurrences of the pattern [2-13, namely the subwords 324 and 315 and no occurrences
of the pattern 3-2-1]. We refer to [3] and [18] for more information on patterns and GPs.

A further generalization of the GPs (see [17]) is partially ordered patterns (POPs), where the letters of a pattern form a partially ordered set (poset), and an occurrence of such a pattern in a permutation is a linear extension of the corresponding poset in the order suggested by the pattern (we also pay attention to eventual dashes and brackets). For instance, if we have a poset on three elements labeled by $1^{\prime}, 1$, and 2 , in which the only relation is $1<2$ (see Figure 1), then in an occurrence of $p=1^{\prime}-12$ in a permutation $\pi$ the letter corresponding to the $1^{\prime}$ in $p$ can be either larger or smaller than the letters corresponding to 12 . Thus, the permutation 31254 has three occurrences of $p$, namely $3-12,3-25$, and 1-25.


Fig. 1. A poset on three elements with the only relation $1<2$.

Let $\mathcal{S}_{n}\left(p_{1}, \ldots, p_{k}\right)$ denote the set of $n$-permutations simultaneously avoiding each of the patterns $p_{1}, \ldots, p_{k}$.

The POPs were introduced in $[15] \dagger$ as an auxiliary tool to study the maximum number of non-overlapping occurrences of segmented GPs (SGPs), also known as consecutive GPs, that is, the GPs, occurrences of which in permutations form contiguous subwords (there are no dashes). However, the most useful property of POPs known so far is their ability to "encode" certain sets of GPs which provides a convenient notation for those sets and often gives an idea how to treat them. For example, the original proof of the fact that $\left|\mathcal{S}_{n}(123,132,213)\right|=\binom{n}{\lfloor n / 2\rfloor}$ took 3 pages $([14])$; on the other hand, if one notices that $\left|\mathcal{S}_{n}(123,132,213)\right|=$ $\left|\mathcal{S}_{n}\left(11^{\prime} 2\right)\right|$, where the letters $1,1^{\prime}$, and 2 came from the same poset as above, then the result is easy to see. Indeed, we may use the property that the letters in odd and even positions of a "good" permutation do not affect each other because of the form of $11^{\prime} 2$. Thus we choose the letters in odd positions in $\binom{n}{\lfloor n / 2\rfloor}$ ways, and we must arrange them in decreasing order. We then must arrange the letters in even positions in decreasing order too.

The POPs can be used to encode certain combinatorial objects by re-

[^8]stricted permutations. Examples of that are Theorem 2.1, Propositions $3.5,3.6,4.2$, and 4.5 , as well as several other results in the literature (see, e.g., [5]). Such encoding is interesting from the point of view of finding bijections between the sets of objects involved, but it also may have applications for enumerating certain statistics. The idea is to encode a set of objects under consideration as a set of permutations satisfying certain restrictions (given by certain POPs); under appropriate encodings, this allows us to transfer the interesting statistics from the original set to the set of permutations, where they are easy to handle. For an illustration of how encoding by POPs can be used, see [20, Theorem 2.4] which deals with POPs in compositions (discussed in Section 5) rather than in permutations, though the approach remains the same.

As a matter of fact, some POPs appeared in the literature before they were actually introduced. Thus the notion of a POP allows us to collect under one roof (to provide a uniform notation for) several combinatorial structures such as peaks, valleys, modified maxima and modified minima in permutations, Horse permutations and p-descents in permutations discussed in Section 2.

There are several other ways to define occurrences of patterns in permutations (and other combinatorial objects like words and compositions) for which POPs can be defined and studied (see, e.g., [27] where certain POPs are studied in connection with cyclic occurrence of patterns). However, this survey deals with occurrences of patterns in the sense specified above.

The paper is organized as follows. Section 2 deals with co-unimodal patterns and some of their variations. In particular, this involves considering peaks and valleys in permutations, as well as so called $V$ - and $\Lambda$-patterns. Sections 3 and 4 discuss POPs with, and without, dashes involved, respectively. In particular, Section 3 deals with Horse permutations and multi-patterns, while Section 4 presents results on flat posets, non-overlapping SPOPs in permutations and words, and $q$-analogues for non-overlapping SPOPs ( $S P O P$ abbreviates Segmented POP). Further, Section 5 states some of results on POPs in compositions, which can be viewed as a generalization for certain results on POPs in words. Finally, in Section 6, we state a couple of concluding remarks.

In what follows we need the following notations. Let $\sigma$ and $\tau$ be two POPs of length greater than 0 . We write $\sigma<\tau$ to indicate that any letter of $\sigma$ is less than any letter of $\tau$. We write $\sigma<>\tau$ when no letter in $\sigma$ is comparable with any letter in $\tau$. The $G F(E G F ; B G F)$ denotes the (exponential; bivariate) generating function. If $\pi=a_{1} a_{2} \cdots a_{n} \in \mathcal{S}_{n}$,


Fig. 2. A poset for co-unimodal pattern in the case $j=3$ and $k=5$.
then the reverse of $\pi$ is $\pi^{r}:=a_{n} \cdots a_{2} a_{1}$, and the complement of $\pi$ is a permutation $\pi^{c}$ such that $\pi_{i}^{c}=n+1-a_{i}$, where $i \in[n]=\{1, \ldots, n\}$. We call $\pi^{r}, \pi^{c}$, and $\left(\pi^{r}\right)^{c}=\left(\pi^{c}\right)^{r}$ trivial bijections.

## 2 Co-unimodal patterns and their variations

For a permutation $\pi=\pi_{1} \pi_{2} \cdots \pi_{n} \in \mathcal{S}_{n}$, the inversion index, $\operatorname{inv}(\pi)$, is the number of ordered pairs $(i, j)$ such that $1 \leq i<j \leq n$ and $\pi_{i}>\pi_{j}$. The major index, maj$(\pi)$, is the sum of all $i$ such that $\pi_{i}>\pi_{i+1}$. Suppose $\sigma$ is a SPOP and

$$
\operatorname{place}_{\sigma}(\pi)=\left\{i \mid \pi \text { has an occurrence of } \sigma \text { starting at } \pi_{i}\right\}
$$

Let $\operatorname{maj}_{\sigma}(\pi)$ be the sum of the elements of place $_{\sigma}(\pi)$.
If $\sigma$ is co-unimodal, meaning that $k=\sigma_{1}>\sigma_{2}>\cdots>\sigma_{j}<\cdots<\sigma_{k}$ for some $2 \leq j \leq k$ (see Figure 2 for a corresponding poset in the case $j=3$ and $k=5$ ), then the following formula holds [2]:

$$
\sum_{\pi \in \mathcal{S}_{n}} t^{\operatorname{maj}_{\sigma}\left(\pi^{-1}\right)} q^{\operatorname{maj}(\pi)}=\sum_{\pi \in \mathcal{S}_{n}} t^{\operatorname{maj}_{\sigma}\left(\pi^{-1}\right)} q^{\operatorname{inv}(\pi)}
$$

If $k=2$ we deal with usual descents. Thus a co-unimodal pattern can be viewed as a generalization of the notion of a descent. This may be a reason why a co-unimodal pattern $p$ is called $p$-descent in [2]. Also, setting $t=1$ we get a well-known result by MacMahon on equidistribution of maj and inv.

The notion of co-unimodal patterns was refined and generalized in [26], where the authors use symmetric functions along with $\lambda$-brick tabloids and weighted $\lambda$-brick tabloids to obtain their (new) results as well as some known results. Moreover, in all the cases in [26], it is possible to extend the results to $q$-analogues, where the powers of $q$ count the inversion statistic. See [25] for basic techniques and ideas used in [26].

### 2.1 Peaks and valleys in permutations

A permutation $\pi$ has exactly $k$ peaks (resp., valleys), also known as maxima (resp., minima), if $\left|\left\{j \mid \pi_{j}>\max \left\{\pi_{j-1}, \pi_{j+1}\right\}\right\}\right|=k$ (resp., $\left.\left|\left\{j \mid \pi_{j}<\min \left\{\pi_{j-1}, \pi_{j+1}\right\}\right\}\right|=k\right)$. Thus, an occurrence of a peak in a permutation is an occurrence of the SPOP $1^{\prime} 21^{\prime \prime}$, where relations in the poset are $1^{\prime}<2$ and $1^{\prime \prime}<2$. Similarly, occurrences of valleys correspond to occurrences of the SPOP $2^{\prime} 12^{\prime \prime}$, where $2^{\prime}>1$ and $2^{\prime \prime}>1$. See Figure 3 for the posets corresponding to the peaks and valleys. So, any research done on the peak (or valley) statistics can be regarded as research on (S)POPs (e.g., see [30]).


Fig. 3. Posets corresponding to peaks and valleys.

Also, results related to modified maxima and modified minima can be viewed as results on SPOPs. For a permutation $\sigma_{1} \ldots \sigma_{n}$ we say that $\sigma_{i}$ is a modified maximum if $\sigma_{i-1}<\sigma_{i}>\sigma_{i+1}$ and a modified minimum if $\sigma_{i-1}>\sigma_{i}<\sigma_{i+1}$, for $i=1, \ldots, n$, where $\sigma_{0}=\sigma_{n+1}=0$. Indeed, we can view a pattern $p$ as a function from the set of all symmetric groups $\cup_{n \geq 0} \mathcal{S}_{n}$ to the set of natural numbers such that $p(\pi)$ is the number of occurrences of $p$ in $\pi$, where $\pi$ is a permutation. Thus, studying the distribution of modified maxima (resp., minima) is the same as studying the function $a b]+1^{\prime} 21^{\prime \prime}+[d c$ (resp., $b a]+2^{\prime} 12^{\prime \prime}+[c d$ ) where $a<b, c<d$ and the other relations between the patterns' letters are taken from Figure 3. Also, recall that placing "[" (resp., "]") next to a pattern $p$ means the requirement that $p$ must begin (resp., end) with the leftmost (resp., rightmost) letter.

A specific result in this direction is problem 3.3.46(c) on page 195 in [9]: We say that $\sigma_{i}$ is a double rise (resp., double fall) if $\sigma_{i-1}<\sigma_{i}<$ $\sigma_{i+1}$ (resp., $\sigma_{i-1}>\sigma_{i}>\sigma_{i+1}$ ); The number of permutations in $\mathcal{S}_{n}$ with $i_{1}$ modified minima, $i_{2}$ modified maxima, $i_{3}$ double rises, and $i_{4}$ double falls is

$$
\left[u_{1}^{i_{1}} u_{2}^{i_{2}-1} u_{3}^{i_{3}} u_{4}^{i_{4}} \frac{x^{n}}{n!}\right] \frac{e^{\alpha_{2} x}-e^{\alpha_{1} x}}{\alpha_{2} e^{\alpha_{1} x}-\alpha_{1} e^{\alpha_{2} x}}
$$

where $\alpha_{1} \alpha_{2}=u_{1} u_{2}, \alpha_{1}+\alpha_{2}=u_{3}+u_{4}$.
In Corollary 4.15 one has an explicit generating function for the distribution of peaks (valleys) in permutations. This result is an analogue to a result in [7] where the circular case of permutations is considered, that
is, when the first letter of a permutation is thought to be to the right of the last letter in the permutation. In [7] it is shown that if $M(n, k)$ denotes the number of circular permutations in $\mathcal{S}_{n}$ having $k$ maxima, then

$$
\sum_{n \geq 1} \sum_{k \geq 0} M(n, k) y^{k} \frac{x^{n}}{n!}=\frac{z x(1-z \tanh x z)}{z-\tanh x z}
$$

where $z=\sqrt{1-y}$.

## 2.2 $V$ - and $\Lambda$-patterns

A variation of co-unimodal patterns is when we do not require in a counimodal pattern the first element to be the largest one. More precisely, we say that a factor $\pi_{i-k} \cdots \pi_{i} \cdots \pi_{i+\ell}$ of a permutation $\pi_{1} \cdots \pi_{n}$ is an occurrence of the pattern $V(k, \ell)$ (resp. $\Lambda(k, \ell)$ ) if $\pi_{i-k}>\pi_{i-k+1}>$ $\cdots>\pi_{i}<\pi_{i+1}<\cdots<\pi_{i+\ell}$ (resp. $\pi_{i-k}<\pi_{i-k+1}<\cdots<\pi_{i}>\pi_{i+1}>$ $\left.\cdots>\pi_{i+\ell}\right)$. Such patterns are a refinement of the concept of peaks and valleys.

A general approach to study avoidance of V- and $\Lambda$-patterns is suggested in [21] (see [21, Subsec. 2.2]). Below, we list explicit enumerative results in [21] starting with the one having a combinatorial interpretation for avoidance of a certain $V$-pattern.

Let $K_{n}^{\prime}$ denote the corona of the complete graph $K_{n}$ and the complete graph $K_{1}$; in other words, $K_{n}^{\prime}$ is the graph constructed from $K_{n}$ by adding for each vertex $v$ a new vertex $v^{\prime}$ and the edge $v v^{\prime}$. The following theorem provides a combinatorial property involving the pattern $V(1,2)$.

Theorem 2.1. ([21, Theorem 7]) The set of $(n+1)$-permutations simultaneously avoiding the patterns 213 and $V(1,2)$ is in one-to-one correspondence with the set of all matchings of $K_{n}^{\prime}$. Thus, the EGF for the number of permutations avoiding the patterns 213 and $V(1,2)$ is given by

$$
A(x)=1+\int_{0}^{x} e^{2 t+t^{2} / 2} d t
$$

Theorem 2.2. ([21, Theorem 1]) The EGF $A(x)$ for the number of permutations avoiding $V(2,1)$ is given by

$$
1+\exp \left(\frac{3 x}{2}\right) \sec \left(\frac{\sqrt{3} x}{2}+\frac{\pi}{6}\right) \int_{0}^{x} \exp \left(-\frac{3 u}{2}\right) \cos \left(\frac{\sqrt{3} u}{2}+\frac{\pi}{6}\right) d u
$$

Theorem 2.3. ([21, Theorem 2]) The EGF $A(x)$ for the number of permutations simultaneously avoiding the patterns $V(1,2), V(2,1)$, and $\Lambda(1,2)$ is given by

$$
\frac{1}{2}\left(e^{x}+(\tan x+\sec x)\left(e^{x}+1\right)-\left(1+2 x+x^{2}\right)\right)
$$

Theorem 2.4. ([21, Theorem 2]) The EGF $A(x)$ for the number of permutations simultaneously avoiding the patterns $V(1,2)$ and $\Lambda(1,2)$ is given by

$$
1+x+(\tan x+\sec x-1)\left(e^{x}-1\right)
$$

Theorem 2.5. ([21, Corollary 5]) The EGF $A(x)$ for the number of permutations simultaneously avoiding the patterns $V(1,2)$ and $\Lambda(2,1)$ is given by

$$
\frac{\sqrt{3}}{2} \exp \left(\frac{x}{2}\right) \sec \left(\frac{\sqrt{3}}{2} x+\frac{\pi}{6}\right)+e^{x}-\left(1+x+\frac{x^{2}}{2}\right) .
$$

Theorem 2.6. ([21, Theorem 6]) The number of n-permutations simultaneously avoiding $V(1,2)$ and $V(2,1)$ is given by

$$
A_{n}=\sum_{\substack{i, j \geq 1 \\ i+j \leq n+1}} A_{i, j}^{n}
$$

with

$$
A_{i, j}^{n}=\sum_{\substack{i, j \geq 1 \\ i+j \leq n+1 \\ n-i-j \text { odd }}} A_{i, j}^{n}
$$

where $E_{n}$ is the number of alternating permutations.

## 3 POPs involving dashes

In this section we consider some of the results on POPs involving at least one dash.

### 3.1 Patterns containing $\square-s y m b o l$

In [13] the authors study simultaneous avoidance of the patterns 1-3-2 and $1 \square 23$. A permutation $\pi$ avoids $1 \square 23$ if there is no $\pi_{i}<\pi_{j}<\pi_{j+1}$ with $i<j-1$. Thus the $\square$ symbol has the same meaning as "-" except for $\square$ does not allow the letters separated by it to be adjacent in an
occurrence of the corresponding pattern. In the POP-terminology, $1 \square 23$ is the pattern $1-1^{\prime}-23$, or $1-1^{\prime} 23$, or $11^{\prime}-23$, where $1^{\prime}$ is incomparable with the letters 1,2 , and 3 which, in turn, are ordered naturally: $1<$ $2<3$. The permutations avoiding 1-3-2 and $1 \square 23$ are called Horse permutations. The reason for the name came from the fact that these permutations are in one to one correspondence with Horse paths, which are the lattice paths from $(0,0)$ to $(n, n)$ containing the steps $(0,1),(1,1)$, $(2,1)$, and $(1,2)$ and not passing the line $y=x$. According to [13], the generating function for the horse permutations is

$$
\frac{1-x-\sqrt{1-2 x-3 x^{2}-4 x^{3}}}{2 x^{2}(1+x)}
$$

Moreover, in [13] the generating functions for Horse permutations avoiding, or containing (exactly) once, certain patterns are given.

In [8], patterns of the form $x-y \square z$ are studied, where $x y z \in \mathcal{S}_{3}$. Such a pattern can be written in the POP-notation as, for example, $x-y-a-z$ where $a$ is not comparable to $x, y$, and $z$. A bijection between permutations avoiding the pattern $1-2 \square 3$, or $2-1 \square 3$, and the set of odd-dissection convex polygons is given. Moreover, generating functions for permutations avoiding 1-3■2 and certain additional patterns are obtained in [8].

### 3.2 Patterns of the form $\sigma-m-\tau$

Let $\sigma$ and $\tau$ be two SGPs (the results below work for SPOPs as well). We consider the POP $\alpha=\sigma-m-\tau$ with $m>\sigma, m>\tau$, and $\sigma<>\tau$, that is, each letter of $\sigma$ is incomparable with any letter of $\tau$ and $m$ is the largest letter in $\alpha$. The POP $\alpha$ is an instance of so called shuffle patterns (see [15, Sec 4]).

Theorem 3.1. ([15, Theorem 16]) Let $A(x), B(x)$ and $C(x)$ be the EGF for the number of permutations that avoid $\sigma, \tau$ and $\alpha$ respectively. Then $C(x)$ is the solution to the following differential equation with $C(0)=1$ :

$$
C^{\prime}(x)=(A(x)+B(x)) C(x)-A(x) B(x)
$$

If $\tau$ is the empty word then $B(x)=0$ and we get the following result for segmented GPs:

Corollary 3.2. ([15, Theorem 13],[22]) Let $\alpha=\sigma-m$, where $\sigma$ is a $S G P$ on $[k-1]$. Let $A(x)$ (resp., $C(x))$ be the $E G F$ for the number of permutations that avoid $\sigma$ (resp., $\alpha$ ). Then $C(x)=e^{F(x, A)}$, where $F(x, A)=\int_{0}^{x} A(y) d y$.

Example 3.3. ([15, Ex 15]) Suppose $\alpha=12-3$. Here $\sigma=12$, whence $A(x)=e^{x}$, since there is only one permutation that avoids $\sigma$. So

$$
C(x)=e^{F(x, \exp )}=e^{e^{x}-1}
$$

We get [6, Proposition 4] since $C(x)$ is the EGF for the Bell numbers.
Corollary 3.4. ([15, Corollary 19]) Let $\alpha=\sigma-m-\tau$ is as described above. We consider the pattern $\varphi(\alpha)=\varphi_{1}(\sigma)-m-\varphi_{2}(\tau)$, where $\varphi_{1}$ and $\varphi_{2}$ are any trivial bijections. Then $\left|\mathcal{S}_{n}(\alpha)\right|=\left|\mathcal{S}_{n}(\varphi(\alpha))\right|$.

### 3.3 Patterns of the form $m-\sigma-m$

This subsection contains results on patterns in which two largest incomparable elements of the corresponding poset embrace the other elements building a consecutive POP (SPOP).

Proposition 3.5. ([10]) Suppose the elements $1,2,3^{\prime}, 3^{\prime \prime}$ build the poset with the relations $1<2<3^{\prime}$ and $2<3^{\prime \prime}\left(3^{\prime}\right.$ is incomparable with $\left.3^{\prime \prime}\right)$. Then permutations avoiding the POP $3^{\prime}-12-3^{\prime \prime}$ are in one-to-one correspondence with bi-colored set partitions.

Proposition 3.6. ([10]) Suppose the elements $1^{\prime}, 1^{\prime \prime}, 2,3^{\prime}, 3^{\prime \prime}$ build the poset with the relations $1^{\prime}, 1^{\prime \prime}<2<3^{\prime}, 3^{\prime \prime}\left(1^{\prime}\right.$ is incomparable with $1^{\prime \prime}$, and $3^{\prime}$ is incomparable with $\left.3^{\prime \prime}\right)$. Then permutations avoiding the POP $3^{\prime}-1^{\prime} 21^{\prime \prime}-3^{\prime \prime}$ are in one-to-one correspondence with Dowling partitions. Moreover, the EGF for such permutations is given by

$$
1+\int_{0}^{x} \exp \left(\frac{e^{t}+2 t-1}{2}\right) d t
$$

### 3.4 Multi-patterns

Suppose $\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{k}\right\}$ is a set of segmented GPs and $p=\sigma_{1}-\sigma_{2}-\cdots-\sigma_{k}$ where each letter of $\sigma_{i}$ is incomparable with any letter of $\sigma_{j}$ whenever $i \neq j\left(\sigma_{i}<>\sigma_{j}\right)$. We call such POPs multi-patterns. Clearly, the Hasse diagram for such a pattern is $k$ disjoint chains similar to that in Figure 4.

Theorem 3.7. ([15, Theorem 23 and Corollary 24]) The number of permutations avoiding the pattern $p=\sigma_{1}-\sigma_{2} \cdots-\sigma_{k}$ is equal to that avoiding a multi-pattern obtained from $p$ by an arbitrary permutation of $\sigma_{i}$ 's as well as by applying to $\sigma_{i}$ 's any of trivial bijections.


Fig. 4. A poset corresponding to a multi-pattern.

The following theorem is the basis for calculating the number of permutations that avoid a multi-pattern.

Theorem 3.8. ([15, Theorem 28]) Let $p=\sigma_{1}-\sigma_{2}-\cdots-\sigma_{k}$ be a multipattern and let $A_{i}(x)$ be the EGF for the number of permutations that avoid $\sigma_{i}$. Then the EGF $A(x)$ for the number of permutations that avoid $p$ is

$$
A(x)=\sum_{i=1}^{k} A_{i}(x) \prod_{j=1}^{i-1}\left((x-1) A_{j}(x)+1\right)
$$

Corollary 3.9. ([15, Corollary 26]) Let $p=\sigma_{1}-\sigma_{2}-\cdots-\sigma_{k}$ be a multipattern, where $\left|\sigma_{i}\right|=2$ for all $i$. That is, each $\sigma_{i}$ is either 12 or 21. Then the EGF for the number of permutations that avoid $p$ is given by

$$
A(x)=\frac{1-\left(1+(x-1) e^{x}\right)^{k}}{1-x}
$$

Remark 3.10. Although the results in Theorems 3.7 and 3.8 are stated in [15] for $\sigma_{i}$ 's which are SGPs, they are true for $\sigma_{i} \mathrm{~s}$ which are SPOPs ([17, Remark 7]).

## 4 Segmented POPs (SPOPs)

Patterns in Section 2 are also examples of SPOPs. In fact, the most of known results on POPs are related to SPOPs.

### 4.1 Segmented patterns of length four

In this subsection we provide the known results related to SPOPs of length four. Theorem 2.2, Proposition 4.9, and Corollary 4.14 give extra results on such patterns. In this subsection, $A(x)=\sum_{n \geq 0} A_{n} x^{n} / n$ ! is the EGF for the number of permutations in question. The patterns in the subsection are built on the poset in Figure 6 and the letter $1^{\prime \prime}$ is not comparable to any other letter.

Theorem 4.1. ([15, Theorem 30]) For the SPOP $122^{\prime} 1^{\prime}$, we have that

$$
A(x)=\frac{1}{2}+\frac{1}{4} \tan x\left(1+e^{2 x}+2 e^{x} \sin x\right)+\frac{1}{2} e^{x} \cos x .
$$

Proposition 4.2. ([16, Propositions 8 and 9]) There are

$$
\binom{n-1}{\lfloor(n-1) / 2\rfloor}\binom{ n}{\lfloor n / 2\rfloor}
$$

permutations in $\mathcal{S}_{n}$ that avoid the SPOP $12^{\prime} 21^{\prime}$. The $(n+1)$-permutations avoiding $12^{\prime} 21^{\prime}$ are in one-to-one correspondence with different walks of $n$ steps between lattice points, each in a direction $N, S, E$ or $W$, starting from the origin and remaining in the positive quadrant.

Proposition 4.3. ([16, Propositions 4, 5 and 6]) For the $S P O P 11^{\prime} 1^{\prime \prime} 2$, one has

$$
A_{n}=\frac{n!}{\lfloor n / 3\rfloor!\lfloor(n+1) / 3\rfloor!\lfloor(n+2) / 3\rfloor!},
$$

and for the SPOP $11^{\prime} 21^{\prime \prime}$ and $n \geq 1$, we have $A_{n}=n \cdot\binom{n-1}{\lfloor(n-1) / 2\rfloor}$. Moreover, for the SPOPs $1^{\prime} 1^{\prime \prime} 12$ and $1^{\prime} 121^{\prime \prime}$, we have $A_{0}=A_{1}=1$, and, for $n \geq 2, A_{n}=n(n-1)$.

Proposition 4.4. ([16, Proposition 7]) For the SPOP 1231', we have

$$
A(x)=x e^{x / 2}\left(\cos \frac{\sqrt{3} x}{2}-\frac{\sqrt{3}}{3} \sin \frac{\sqrt{3} x}{2}\right)^{-1}+1
$$

and for the SPOPs $1321^{\prime}$ and $2131^{\prime}$, we have

$$
A(x)=x\left(1-\int_{0}^{x} e^{-t^{2} / 2} d t\right)^{-1}+1
$$

We end this subsection with a result on multi-avoidance of SPOPs that has a combinatorial interpretation.

Proposition 4.5. ([5, Propositions 2.1 and 2.2]) There are $2\binom{n}{\lfloor n / 2\rfloor}$ permutations in $\mathcal{S}_{n}$ that avoid the SPOPs $11^{\prime} 22^{\prime}$ and $22^{\prime} 11^{\prime}$ simultaneously. For $n \geq 3$, there is a bijection between such n-permutations and the set of all $(n+1)$-step walks on the $x$-axis with the steps $a=(1,0)$ and $\bar{a}=(-1,0)$ starting from the origin but not returning to it.


Fig. 5. A flat poset.

### 4.2 SPOPs built on flat posets

In this subsection, we consider flat posets built on $k+1$ elements $a, a_{1}$, $\ldots, a_{k}$ with the only relations $a<a_{i}$ for all $i$. A Hasse diagram for the flat poset is in Figure 5. Theorem 4.11 and Corollary 4.15 are the main results in the subsection.

The following proposition generalizes [6, Proposition 6]. Indeed, letting $k=2$ in the proposition we deal with involutions and permutations avoiding 1-23 and 1-32. Note that even though Proposition 4.6 and Corollary 4.7 contain dashes in the patterns, those results are actually on SPOPs due to Proposition 4.8. (We stated the results with dashes to be consistent with [6, Proposition 6].)

Proposition 4.6. ([17, Proposition 14]) The permutations in $\mathcal{S}_{n}$ having cycles of length at most $k$ are in one-to-one correspondence with permutations in $\mathcal{S}_{n}$ that avoid $a-a_{1} \cdots a_{k}$.

Corollary 4.7. ([17, Corollary 15]) The EGF for the number of permutations avoiding $a-a_{1} \cdots a_{k}$ is given by $\exp \left(\sum_{i=1}^{k} x^{i} / i\right)$.

Proposition 4.8. ([17, Proposition 16]) One has

$$
\mathcal{S}_{n}\left(a-a_{1} \cdots a_{k}\right)=\mathcal{S}_{n}\left(a a_{1} \cdots a_{k}\right),
$$

and thus the EGF for the number of permutations avoiding $a a_{1} \cdots a_{k}$ is

$$
\exp \left(\sum_{i=1}^{k} x^{i} / i\right)
$$

Proposition 4.9. ([17, Corollary 17]) The EGF for the number of permutations avoiding $a a_{1} a_{2} a_{3}$ is given by $\exp \left(x+x^{2} / 2+x^{3} / 3\right)$.

Theorem 4.10. (Distribution of $a a_{1} a_{2} \cdots a_{k}$, [17, Theorem 18]) Let

$$
P:=P(x, y)=\sum_{n \geq 0} \sum_{\pi \in \mathcal{S}_{n}} y^{e(\pi)} x^{n} / n!
$$

be the BGF on permutations, where $e(\pi)$ is the number of occurrences of the SPOP $p=a a_{1} a_{2} \cdots a_{k}$ in $\pi$. Then $P$ is the solution to

$$
\begin{equation*}
\frac{\partial P}{\partial x}=y P^{2}+\frac{(1-y)\left(1-x^{k}\right)}{1-x} P \tag{1}
\end{equation*}
$$

with the initial condition $P(0, y)=1$.
Note, that if $y=0$ in Theorem 4.10, then the function in Corollary 4.7, due to Proposition 4.8, is supposed to be the solution to (1), which is true. If $k=1$ in Theorem 4.10, then as the solution to (1) we get nothing else but the distribution of descents in permutations: $(1-y)\left(e^{(y-1) x}-\right.$ $y)^{-1}$. Thus Theorem 4.10 can be thought as a generalization of the result on the descent distribution.

The following theorem generalizes Theorem 4.10. Indeed, Theorem 4.10 is obtained from Theorem 4.11 by plugging in $\ell=0$ and observing that obviously $a a_{1} \cdots a_{k}$ and $a_{1} \cdots a_{k} a$ are equidistributed.

Theorem 4.11. (Distribution of $a_{1} a_{2} \cdots a_{k} a a_{k+1} a_{k+2} \cdots a_{k+\ell}$, [17, Theorem 19])) Let

$$
P:=P(x, y)=\sum_{n \geq 0} \sum_{\pi \in \mathcal{S}_{n}} y^{e(\pi)} x^{n} / n!
$$

be the BGF of permutations where $e(\pi)$ is the number of occurrences of the SPOP $p=a_{1} a_{2} \cdots a_{k} a a_{k+1} a_{k+2} \cdots a_{k+\ell}$ in $\pi$. Then $P$ is the solution to

$$
\begin{align*}
\frac{\partial P}{\partial x}= & y\left(P-\frac{1-x^{k}}{1-x}\right)\left(P-\frac{1-x^{\ell}}{1-x}\right)+\frac{2-x^{k}-x^{\ell}}{1-x} P \\
& -\frac{1-x^{k}-x^{\ell}+x^{k+\ell}}{(1-x)^{2}} \tag{2}
\end{align*}
$$

with the initial condition $P(0, y)=1$.
If $y=0$ in Theorem 4.11 then we get the following corollary:
Corollary 4.12. ([17, Corollary 20]) The EGF $A(x)$ for the number of permutations avoiding the SPOP $p=a_{1} a_{2} \cdots a_{k} a a_{k+1} a_{k+2} \cdots a_{k+\ell}$ satisfies the differential equation

$$
A^{\prime}(x)=\frac{2-x^{k}-x^{\ell}}{1-x} A(x)-\frac{1-x^{k}-x^{\ell}+x^{k+\ell}}{(1-x)^{2}}
$$

with the initial condition $A(0)=1$.
The following corollaries to Corollary 4.12 are obtained by plugging in $k=\ell=1$ and $k=1$ and $\ell=2$ respectively.

Corollary 4.13. ([14]) The EGF for the number of permutations avoiding $a_{1} a a_{2}$ is $(\exp (2 x)+1) / 2$ and thus $\left|\mathcal{S}_{n}\left(a_{1} a a_{2}\right)\right|=2^{n-1}$.

Corollary 4.14. ([17, Corollary 22]) The EGF for the number of permutations avoiding $a_{1} a a_{2} a_{3}$ is

$$
1+\sqrt{\pi / 2}(\operatorname{erf}(x / \sqrt{2}+\sqrt{2})-\operatorname{erf}(\sqrt{2})) e^{x(x+4) / 2+2}
$$

where $\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{0}^{x} e^{-t^{2}} d t$ is the error function.
If $k=1$ and $\ell=1$, then our pattern $a_{1} a a_{2}$ is nothing else but the valley statistic. In [28] a recursive formula for the generating function of permutations with exactly $k$ valleys is obtained, which however does not seem to allow (at least easily) finding the corresponding BGF. As a corollary to Theorem 4.11 we get the following BGF by solving (2) for $k=1$ and $\ell=1$ :

Corollary 4.15. ([17, Corollary 23]) The BGF for the distribution of peaks (valleys) in permutations is given by

$$
1-\frac{1}{y}+\frac{1}{y} \sqrt{y-1} \cdot \tan \left(x \sqrt{y-1}+\arctan \left(\frac{1}{\sqrt{y-1}}\right)\right)
$$

### 4.3 Distribution of SPOPs on flat posets with additional restrictions

The results from this subsection are in a similar direction as that in the papers [4], [23], [24], and several other papers, where the authors study 1-3-2-avoiding permutations with respect to avoidance/counting of other patterns. Such a study not only gives interesting enumerative results, but also provides a number of applications (see [4]).

To state the theorem below, we define $P_{k}=\sum_{n=0}^{k-1} \frac{1}{n+1}\binom{2 n}{n} x^{n}$. That is, $P_{k}$ is the sum of initial $k$ terms in the expansion of the generating function $\frac{1-\sqrt{1-4 x}}{2 x}$ of the Catalan numbers.

Theorem 4.16. (Distribution of $a_{1} a_{2} \cdots a_{k} a a_{k+1} a_{k+2} \cdots a_{k+\ell}$ on the permutations $\mathcal{S}_{n}(2-1-3)$, [17, Theorem 24]) Let

$$
P:=P(x, y)=\sum_{n \geq 0} \sum_{\pi \in \mathcal{S}_{n}(2-1-3)} y^{e(\pi)} x^{n}
$$

be the BGF of 2-1-3-avoiding permutations where $e(\pi)$ is the number of
occurrences of the SPOP $p=a_{1} a_{2} \cdots a_{k} a a_{k+1} a_{k+2} \cdots a_{k+\ell}$ in $\pi$. Then $P$ is given by

$$
\frac{1-x(1-y)\left(P_{k}+P_{\ell}\right)-\sqrt{D}}{2 x y}
$$

where

$$
D=\left(x(1-y)\left(P_{k}+P_{\ell}\right)-1\right)^{2}-4 x y\left(x(y-1) P_{k} P_{\ell}+1\right) .
$$

We now discuss several corollaries to Theorem 4.16. Note that letting $y=1$, we obtain the GF for the Catalan numbers. Also, letting $y=0$ in the expansion of $P$, we obtain the GF for the number of permutations avoiding simultaneously the patterns 2-1-3 and $a_{1} a_{2} \cdots a_{k} a a_{k+1} a_{k+2} \cdots a_{k+\ell}$.

If $k=1$ and $\ell=0$ in Theorem 4.16, then $P_{k}=1$ and $P_{\ell}=0$, and we obtain the distribution of descents in 2-1-3-avoiding permutations. This distribution gives the triangle of Narayana numbers (see [29, A001263]).

If $k=\ell=1$ in Theorem 4.16, then we deal with avoiding the pattern 2-1-3 and counting occurrences of the pattern 312 , since any occurrence of $a_{1} a a_{2}$ in a legal permutation must be an occurrence of 312 and vice versa. Thus the BGF of 2-1-3-avoiding permutations with a prescribed number of occurrences of 312 is given by

$$
\frac{1-2 x(1-y)-\sqrt{4(1-y) x^{2}+1-4 x}}{2 x y} .
$$

Reading off the coefficients of the terms involving only $x$ in the expansion of the function above, we can see that the number of $n$-permutations avoiding simultaneously the patterns $2-1-3$ and 312 is $2^{n-1}$, which is known and is easy to see directly from the structure of such permutations.

Reading off the coefficients of the terms involving $y$ to the power 1 , we see that the number of $n$-permutations avoiding $2-1-3$ and having exactly one occurrence of the pattern 312 is given by $(n-1)(n-2) 2^{n-4}$. The corresponding sequence appears as [29, A001788] and it gives an interesting fact having a combinatorial proof:

Proposition 4.17. ([17, Proposition 25]) There is a bijection between 2-dimensional faces in the $(n+1)$-dimensional hypercube and the set of 2-1-3-avoiding $(n+2)$-permutations with exactly one occurrence of the pattern 312.

If $k=1$ and $\ell=2$ in Theorem 4.16, then we deal with avoiding


Fig. 6. A poset giving partial order for $1,2,3,1^{\prime}$, and $2^{\prime}$.
the pattern 2-1-3 and counting occurrences of the pattern $a_{1} a a_{2} a_{3}$. In particular, one can see that the number of permutations avoiding simultaneously 2-1-3 and $a_{1} a a_{2} a_{3}$ is given by the Pell numbers $p(n)$ defined as $p(n)=2 p(n-1)+p(n-2)$ for $n>1 ; p(0)=0$ and $p(1)=1$. The Pell numbers appear as [29, A000129], where one can find objects related to our restricted permutations.

### 4.4 Non-overlapping SPOPs

This subsection deals additionally with occurrences of patterns in words. The letters $1,2,1^{\prime}, 2^{\prime}$ appearing in the examples below are ordered as in Figure 6.

Theorem 3.8 and its counterpart in the case of words [19, Theorem 4.3] and [19, Corollary 4.4], as well as Remark 3.10 applied for these results, give an interesting application of the multi-patterns in finding a certain statistic, namely the maximum number of non-overlapping occurrences of a $S P O P$ in permutations and words. For instance, the maximum number of non-overlapping occurrences of the SPOP $11^{\prime} 2$ in the permutation 621394785 is 2 , and this is given by the occurrences 213 and 478, or the occurrences 139 and 478.

Theorem 4.18 generalizes [15, Theorem 32] and [19, Theorem 5.1].
Theorem 4.18. ([16, Theorem 16]) Let $p$ be a $S P O P$ and $B(x)$ (resp., $B(x ; k))$ is the EGF (resp., GF) for the number of permutations (resp., words over $[k])$ avoiding $p$. Let $D(x, y)=\sum_{\pi} y^{N_{p}(\pi)} \frac{x^{|\pi|}}{|\pi|!}$ and $D(x, y ; k)=$ $\sum_{n \geq 0} \sum_{w \in[k]^{n}} y^{N(w)} x^{n}$ where $N_{p}(s)$ is the maximum number of nonoverlapping occurrences of $p$ in $s$. Then $D(x, y)$ and $D(x, y ; k)$ are given by

$$
\frac{B(x)}{1-y(1+(x-1) B(x))} \quad \text { and } \quad \frac{B(x ; k)}{1-y(1+(k x-1) B(x ; k))} .
$$

The following examples are corollaries to Theorem 4.18.

Example 4.19. ([16, Ex 1]) If we consider the SPOP $11^{\prime}$ then clearly $B(x)=1+x$ and $B(x ; k)=1+k x$. Hence,

$$
D(x, y)=\frac{1+x}{1-y x^{2}}=\sum_{i \geq 0}\left(x^{2 i}+x^{2 i+1}\right) y^{i}
$$

and

$$
D(x, y ; k)=\frac{1+k x}{1-y(k x)^{2}}=\sum_{i \geq 0}\left((k x)^{2 i}+(k x)^{2 i+1}\right) y^{i} .
$$

Example 4.20. ([16, Ex 2]) For permutations, the distribution of the maximum number of non-overlapping occurrences of the SPOP $122^{\prime} 1^{\prime}$ is given by

$$
\frac{\frac{1}{2}+\frac{1}{4}(\tan x)\left(1+e^{2 x}+2 e^{x} \sin x\right)+\frac{1}{2} e^{x} \cos x}{1-y\left(1+(x-1)\left(\frac{1}{2}+\frac{1}{4}(\tan x)\left(1+e^{2 x}+2 e^{x} \sin x\right)+\frac{1}{2} e^{x} \cos x\right)\right)} .
$$

## 4.5 q-analogues for non-overlapping SPOPs

We fix some notations. Let $p$ be a segmented POP (SPOP) and $A_{n, k}^{p}$ be the number of $n$-permutations avoiding $p$ and having $k$ inversions. As usual, $[n]_{q}=q^{0}+\cdots+q^{n-1},[n]_{q}!=[n]_{q} \cdots[1]_{q},\left[\begin{array}{c}n \\ i\end{array}\right]_{q}=\frac{[n]_{q}!}{[i]_{q}![n-i]_{q}!}$, and, as above, $\operatorname{inv}(\pi)$ denotes the number of inversions in a permutation $\pi$. We set $A_{n}^{p}(q)=\sum_{\pi}$ avoids $p q^{\operatorname{inv}(\pi)}$. Moreover,

$$
A_{q}^{p}(x)=\sum_{n, k} A_{n, k}^{p} q^{k} \frac{x^{n}}{[n]_{q}!}=\sum_{n} A_{n}^{p}(q) \frac{x^{n}}{[n]_{q}!}=\sum_{\pi \text { avoids } p} q^{\operatorname{inv}(\pi)} \frac{x^{|\pi|}}{[|\pi|]_{q}!}
$$

All the definitions above are similar in case of permutations that quasiavoid $p$, indicated by $B$ rather than $A$, namely, those permutations that have exactly one occurrence of $p$ and this occurrence consists of the $|p|$ rightmost letters in the permutations.

Theorem 4.21. ([17, Theorem 28]; a $q$-analogue of [15, Theorem 28] that is valid for POPs) Let $p=p_{1} \cdots-p_{k}$ be a multi-pattern ( $p_{i}$ s are SPOPs, and letters of $p_{i}$ and $p_{j}$ are incomparable for $\left.i \neq j\right)$. Then

$$
A_{q}^{p}(x)=\sum_{i=1}^{k} A_{q}^{p_{i}}(x) \prod_{j=1}^{i-1} B_{q}^{p_{j}}(x)=\sum_{i=1}^{k} A_{q}^{p_{i}}(x) \prod_{j=1}^{i-1}\left((x-1) A_{q}^{p_{j}}(x)+1\right) .
$$

Theorem 4.22. ([17, Theorem 28]; a $q$-analogue of [16, Theorem 16])

If $N_{p}(\pi)$ denotes the maximum number of non-overlapping occurrences of a SPOP $p$ in $\pi$, then

$$
\sum_{\pi} y^{N_{p}(\pi)} q^{i n v(\pi)} \frac{x^{|\pi|}}{|\pi|!}=\frac{A_{q}^{p}(x)}{1-y B_{q}^{p}(x)}=\frac{A_{q}^{p}(x)}{1-y\left((x-1) A_{q}^{p}(x)+1\right)}
$$

## 5 POPs in compositions

Compositions are objects closely related to words, and some of the results on POPs in compositions can be viewed as generalizations of certain results on words. In this subsection we review some of the results in [11] and [20].

### 5.1 Avoiding POPs in compositions

Let $\mathbb{N}$ be the set of all positive integers, and let $A$ be any ordered finite set of positive integers, say $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$, where $a_{1}<a_{2}<$ $a_{3}<\cdots<a_{k}$. A composition $\sigma=\sigma_{1} \sigma_{2} \ldots \sigma_{m}$ of $n \in \mathbb{N}$ is an ordered collection of one or more positive integers whose sum is $n$. The number of summands, or parts, namely $m$, is called the number of parts of the composition. For any ordered set $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\} \subseteq \mathbb{N}$, we denote the set of all compositions of $n$ with parts in $A$ (resp. with $m$ parts in A) by $C_{n}^{A}$ (resp. $C_{n ; m}^{A}$ ). Occurrences of patterns, in particular, POPs in compositions are defined similarly to that in permutations and words.

Theorem 5.1. [11, Theorem 3.3] Let $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\} \subseteq \mathbb{N}$.
(i) Let $\phi$ be a shuffle pattern $\tau-\ell-\nu$, that is, $\ell$ is the largest element in the pattern while each letter in $\tau$ is incomparable to any letter in $\nu$. Then for all $k \geq \ell$,

$$
C_{\phi}^{A}(x, y)=\frac{C_{\phi}^{A-\left\{a_{k}\right\}}(x, y)-x^{a_{k}} y C_{\tau}^{A-\left\{a_{k}\right\}}(x, y) C_{\nu}^{A-\left\{a_{k}\right\}}(x, y)}{\left(1-x^{a_{k}} y C_{\tau}^{A-\left\{a_{k}\right\}}(x, y)\right)\left(1-x^{a_{k}} y C_{\nu}^{A-\left\{a_{k}\right\}}(x, y)\right)}
$$

(ii) Let $\psi$ be a POP $\tau-1-\nu$, where 1 is the smallest element in the pattern while each letter in $\tau$ is incomparable to any letter in $\nu$. Then for all $k \geq \ell$,

$$
C_{\psi}^{A}(x, y)=\frac{C_{\psi}^{A-\left\{a_{1}\right\}}(x, y)-x^{a_{1}} y C_{\tau}^{A-\left\{a_{1}\right\}}(x, y) C_{\nu}^{A-\left\{a_{1}\right\}}(x, y)}{\left(1-x^{a_{1}} y C_{\tau}^{A-\left\{a_{1}\right\}}(x, y)\right)\left(1-x^{a_{1}} y C_{\nu}^{A-\left\{a_{1}\right\}}(x, y)\right)}
$$

Theorem 5.2. [11, Theorem 3.7] Let $A \subseteq \mathbb{N}$ and let $\tau=\tau_{1}-\tau_{2} \cdots-\tau_{s}$ be a multi-pattern (see Subsection 3.4). Then

$$
C_{\tau}^{A}(x, y)=\sum_{j=1}^{s} C_{\tau_{j}}^{A}(x, y) \prod_{i=1}^{j-1}\left[\left(y \sum_{a \in A} x^{a}-1\right) C_{\tau_{i}}^{A}(x, y)+1\right]
$$

Theorem 5.3. [11, Theorem 4.1] Let $A$ be any ordered set of positive integers and let $\tau$ be a consecutive pattern. Then

$$
\sum_{n, m \geq 0} \sum_{\sigma \in C_{n ; m}^{A}} t^{N_{\tau}(\sigma)} x^{n} y^{m}=\frac{C_{\tau}^{A}(x, y)}{1-t\left[\left(y \sum_{a \in A} x^{a}-1\right) C_{\tau}^{A}(x, y)+1\right]}
$$

where $N_{\tau}(\sigma)$ is the maximum number of non-overlapping occurrences of $\tau$ in $\sigma$.

### 5.2 Counting POPs in compositions

While dealing with counting patterns in some objects, say, permutations, we typically solve the following problem: "find the number of permutations containing certain number of occurrences of a given pattern." In [20] another problem related to counting patterns was considered: "given a POP, how many times it occurs among all compositions?" Such studies generalize some of results in the literature, for example, those in [12] (see [20, Introd.]). To state results in this direction, we need some definitions.

Given a SPOP $w=w_{1} w_{2} \cdots w_{m}$ with $m$ parts, let $c_{w}(n, \ell, s)$ be the number of occurrences of $w$ among compositions of $n$ with $\ell+m$ parts such that the sum of the parts preceding the occurrence is $s$. Let $\Omega_{w}(x, y, z)$ be the generating function for $c_{w}(n, \ell, s)$ :

$$
\Omega_{w}(x, y, z)=\sum_{n, \ell, s \in \mathbb{N}} c_{w}(n, \ell, s) x^{n} y^{\ell} z^{s}
$$

Given a segmented pattern $v$ and $n \in \mathbb{N}$, let $P_{v}(n)$ denote the number of compositions of $n$ that are order isomorphic to $v$. If $j$ is the largest letter of $v$, then $P_{v}(n)$ is the number of integral solutions $t_{1}, \ldots, t_{j}$ to the system

$$
\begin{equation*}
\mu_{1} t_{1}+\cdots+\mu_{j} t_{j}=n, \quad 0<t_{1}<\cdots<t_{j} \tag{3}
\end{equation*}
$$

where $\mu_{k}$ is the number of $k$ 's in $v$. We call $\mu=\left(\mu_{1}, \ldots, \mu_{j}\right)$ the content vector of $v$. By expanding terms into geometric series, one can see that
the number of integral solutions to (3) is the coefficient of $x^{n}$ in

$$
\begin{equation*}
\mathcal{P}_{v}(x)=\prod_{k=1}^{j} \frac{x^{m_{k}}}{1-x^{m_{k}}}, \tag{4}
\end{equation*}
$$

where $m_{k}=\mu_{j-k+1}+\cdots+\mu_{j}$ for $1 \leq k \leq j$.
Theorem 5.4. Let $w$ be a SPOP. Then

$$
\begin{equation*}
\Omega_{w}(x, y, z)=\frac{(1-x)(1-x z)}{(1-x-x y)(1-x z-x y z)} \sum_{v} \mathcal{P}_{v}(x) \tag{5}
\end{equation*}
$$

where the sum is over all linear extensions $v$ of $w$.

## 6 Concluding remarks

The study of POPs, being a natural generalization of considering generalized patterns in permutations and words, is not only dealing with challenging enumerative problems, but also with ways to discover new connections between restricted permutations/words/compositions and other combinatorial objects. There are infinitely many partially ordered sets and patterns, which provides many opportunities for further research on POPs. Some open problems on POPs can be found in [17, Sec. 5]. We expect that POPs will play a major role in research on (permutation) patterns in the future.
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#### Abstract

An occurrence of a classical pattern $p$ in a permutation $\pi$ is a subsequence of $\pi$ whose letters are in the same relative order (of size) as those in $p$. In an occurrence of a generalized pattern some letters of that subsequence may be required to be adjacent in the permutation. Subsets of permutations characterized by the avoidance - or the prescribed number of occurrences - of generalized patterns exhibit connections to an enormous variety of other combinatorial structures, some of them apparently deep. We give a short overview of the state of the art for generalized patterns.


## 1 Introduction

Patterns in permutations have been studied sporadically, often implicitly, for over a century, but in the last two decades this area has grown explosively, with several hundred published papers. As seems to be the case with most things in enumerative combinatorics, some instances of permutation patterns can be found already in MacMahon's classical book from 1915, Combinatory Analysis [45]. In the seminal paper Restricted permutations of Simion and Schmidt [52] from 1985 the systematic study of permutation patterns was launched, and it now seems clear that this field will continue growing for a long time to come, due to its plethora of problems that range from the easy to the seemingly impossible, with a rich middle ground of challenging but solvable problems. Most important, perhaps, for the future growth of the subject,
is the wealth of connections to other branches of combinatorics, other fields of mathematics, and to other disciplines such as computer science and physics.

Whereas an occurrence of a classical pattern $p$ in a permutation $\pi$ is simply a subsequence of $\pi$ whose letters are in the same relative order (of size) as those in $p$, in an occurrence of a generalized pattern, some letters of that subsequence may be required to be adjacent in the permutation. For example, the classical pattern 1-2-3-4 simply corresponds to an increasing subsequence of length four, whereas an occurrence of the generalized pattern 1-23-4 would require the middle two letters of that sequence to be adjacent in $\pi$, due to the absence of a dash between 2 and 3 . Thus, the permutation 23145 contains $1-2-3-4$ but not 1-23-4. Note that for the classical patterns, our notation differs from the usual one, since the dashes we have between every pair of adjacent letters in a classical pattern are usually omitted when only classical patterns are being considered.

It is well known that the number of permutations of length $n$ avoiding any one classical pattern of length 3 is the $n$-th Catalan number, which counts a myriad different combinatorial objects. There are many other results in this direction, relating pattern avoiding permutations to various other combinatorial structures, either via bijections, or by such classes of permutations being equinumerous to the structures in question without there being a known bijection. Counting permutations according to the number of occurrences of generalized patterns one comes up with a vast array of known sequences, such as the Euler numbers, Stirling numbers of both kinds, Motzkin numbers, Entringer numbers, Schröder numbers, Fibonacci numbers, Pell numbers and many more. Also, one often finds lesser known sequences that are nevertheless related to known structures, such as directed animals, planar maps, permutation tableaux, various kinds of trees and involutions in $S_{n}$, to name a few. Thus, generalized patterns provide a significant addition to the already sizable flora of classical patterns and their connections to other combinatorial structures.

In fact, due to their great diversity, the non-classical generalized patterns are likely to provide richer connections to other combinatorial structures than the classical ones do. Supporting this is the fact that the recently proved Stanley-Wilf conjecture - which gives a strong bound for the growth rate of the number of permutations of length $n$ avoiding a classical pattern-does not hold for some generalized patterns.

This paper is organized as follows: In Section 2 we introduce defini-
tions and in Section 3 we mention implicit appearances of generalized patterns in the literature. In Sections 4 and 5 we survey what is known about the avoidance of generalized patterns of length three and four, respectively. In Section 6 we give some examples where generalized patterns have shown up in very different contexts, establishing connections to various other combinatorial structures, some of which seem quite deep. Section 7 lists several instances of so-called barred patterns that turn out to be equivalent to generalized patterns and Section 8 deals with asymptotics for avoidance of generalized patterns. Finally, in Section 9, we mention some further generalizations of the generalized patterns.

## 2 Some definitions

If a permutation $\pi=a_{1} a_{2} \ldots a_{n}$ contains the pattern 1-23 then clearly the reverse of $\pi$, that is $a_{n} a_{n-1} \ldots a_{1}$, contains the reverse of 1-23, which is the pattern 32-1. Since taking the reverse of a permutation is a bijection on the set of permutations of length $n$, the number of permutations avoiding a pattern $p$ equals the number of permutations avoiding the reverse of $p$. More generally, the distribution-on the set of permutations of length $n$-of the number of occurrences of a pattern $p$ equals the distribution for the reverse of $p$. The same is true of the bijection sending a permutation $\pi=a_{1} a_{2} \ldots a_{n}$ to its complement $\pi^{c}=b_{1} b_{2} \ldots b_{n}$, where $b_{i}=n+1-a_{i}$. (When we take the complement of a pattern we leave the dashes in place, so the complement of $1-342$ is $4-213$.) These two transformations, together with their compositions, generate a group of order 4 on the set of patterns, and we say that two patterns belong to the same symmetry class if one is transformed into the other by an element of this group. As an example, the patterns 2-31, 2-13, 13-2 and 31-2 form an entire symmetry class. $\dagger$

Clearly, two patterns in the same symmetry class have the same properties with respect to the number of permutations avoiding them, and more generally when it comes to the number of permutations with $k$ occurrences of a pattern, for any $k$. However, it does happen that two patterns not belonging to the same symmetry class have the same avoidance. Thus, two patterns are said to belong to the same Wilf class if they have the same avoidance, that is, if the number of permutations of length $n$ that avoid one is the same as that number for the other.

[^9]Clearly, a Wilf class is a union of symmetry classes (if we define both as equivalence classes).

For example, although the classical patterns of length 3 belong to two symmetry classes (represented by $1-2-3$ and $1-3-2$, respectively), they all belong to the same Wilf class, since their avoidance is given by the Catalan numbers. For classical patterns, much is known about Wilf classes for patterns of length up to 7, but a general solution seems distant. For the generalized patterns, much less is known. The best reference to date is probably [19]. As an example, the patterns 1-23 and $1-32$ belong to the same Wilf class (the avoidance counted by the Bell numbers in both cases) but not the same symmetry class.

## 3 Generalized patterns in the literature

Generalized patterns have shown up implicitly in the literature in various places, and subsets of these have been studied in some generality. Namely, Simion and Stanton [53] essentially studied the patterns 2-31, $2-13,31-2$, and $13-2$ and their relation to a set of orthogonal polynomials generalizing the Laguerre polynomials, and one of these patterns also played a crucial role in the proof by Foata and Zeilberger [30] that Denert's statistic is Mahonian. A permutation statistic is Mahonian if it has the same distribution - on the set of permutations of length $n$ for each $n$-as the number of inversions.

Goulden and Jackson give an exponential generating function (EGF) for the number of permutations avoiding the pattern 123 (no dashes), in the book Combinatorial Enumeration [35, Exercise 5.2.17a, p. 310]. The formula is

$$
\begin{equation*}
\left(\sum_{n \geq 0} \frac{x^{3 n}}{(3 n)!}-\sum_{n \geq 0} \frac{x^{3 n+1}}{(3 n+1)!}\right)^{-1} \tag{1}
\end{equation*}
$$

Although this does not seem to be mentioned in [35], the obvious generalization holds. Namely, the EGF for the number of permutations avoiding the dashless pattern $12 \cdots k$ is obtained by replacing 3 by $k$ in 1. It is pointed out in [42, Section 3] that this general result can be obtained through an inclusion/exclusion argument similar to one given in [42].

The dashless patterns of length 3 also appeared earlier, implicitly, as the valleys (213 and 312), the peaks (132 and 231), the double ascents 123 and the double descents 321 in a permutation, the study of which
was pioneered by Françon and Viennot [32], and which is intimately related to Flajolet's [28] generation of Motzkin paths by means of certain continued fractions. This will be mentioned later, in Section 6, in connection with related, recent developments.

Also, the alternating permutations, which have been studied for a long time $[2,3]$, are permutations that avoid the patterns 123 and 321 , (with the additional restriction that the first two letters of the permutation be in decreasing order; otherwise they are reverse alternating. In fact, this extra restriction is equivalent to the avoidance of the pattern [12) as defined in [4]).

Generalized patterns were first defined explicitly, in full generality, in the paper Generalized permutation patterns and a classification of the Mahonian statistics [4], where it was shown that almost all Mahonian permutation statistics in the literature at that time (up to a certain bijective correspondence translating "excedance based" statistics to "descent based" statistics; see [4, 20]) could be written as linear combinations of generalized patterns. All but one of these statistics could be expressed as combinations of patterns of length at most 3 . The odd one out was a statistic defined by Haglund [36], which, after translation by the bijection mentioned above, could be expressed as a combination of patterns of length 4 or less (see [4]). Although all the possible Mahonian statistics based on generalized patterns of length at most 3 were listed in [4], proofs were not given that all of them were indeed Mahonian. These proofs were later supplied by Foata and Zeilberger [31], who solved some of the conjectures with bijections, but others using the "Umbral Transfer Matrix Method" of Zeilberger [58]. The remaining conjectures in [4], concerning a slight generalization of generalized patterns, were proved bijectively by Foata and Randrianarivony [29].

## 4 Avoidance (and occurrences) of generalized patterns of length 3

The study of avoidance of generalized patterns-along the lines of the work of Simion and Schmidt [52] for the classical patterns-was initiated by Claesson in the paper Generalized pattern avoidance [16], where the enumeration was done for avoidance of any single pattern of length 3 with exactly one dash. These patterns fall into three equivalence classes with respect to avoidance. One of these classes, consisting of the patterns 2-31, 2-13, 31-2 and 13-2, has the same avoidance as both of the classes of classical patterns of length 3 , and thus has avoidance enumer-
ated by the Catalan numbers. In fact, avoiding 2-31 is equivalent to avoiding $2-3-1$, as shown in [16], and likewise for the other three patterns. This is obviously true also for the patterns 21 and $2-1$, since the only permutation with no descent and no inversion is the increasing permutation $123 \ldots n$. It is shown by Hardarson [38] that this can not occur for patterns of length greater than three, that is, two different patterns of length more than three cannot be avoided by the same permutations. The other two classes of one-dash patterns of length three, consisting of the patterns 1-23 and 1-32 and their respective sets of equivalent patterns, are enumerated by the Bell numbers, counting partitions of sets. This was proved bijectively in each case in [16].

The fact that the Bell numbers count permutations avoiding 1-23 (and some other generalized patterns) has interesting implications. Namely, this shows that the Stanley-Wilf conjecture (proved by Marcus and Tardos [46] in 2004) does not hold for some generalized patterns. This ex-conjecture says that for any classical pattern $p$ the number of permutations of length $n$ avoiding $p$ is bounded by $C^{n}$ for some constant $C$. This is easily seen to fail for the Bell numbers, whose exponential generating function is $e^{\left(e^{x}-1\right)}$. Apart from this, nothing seems to be known about growth rates of the number of permutations avoiding generalized patterns.

That the Bell numbers count the avoidance of 1-23 also implies the falseness for generalized patterns of another conjecture, by Noonan and Zeilberger [49] (but first mentioned by Gessel [33]), that the number of permutations avoiding a classical pattern is polynomially recursive, that is, satisfies a recursion

$$
P_{0}(n) f(n)=P_{1}(n) f(n-1)+P_{2}(n) f(n-2)+\cdots+P_{k}(n) f(n-k)
$$

where $k$ is a constant and each $P_{i}$ is a polynomial. This conjecture, however, is largely believed to be false even for classical patterns, although a counterexample is still missing.

Claesson [16] also enumerated the avoidance of three classes of pairs of generalized patterns of length 3 with one dash each. These turned out to be equinumerous with non-overlapping set partitions (counted by the Bessel numbers), involutions and Motzkin paths, respectively. Enumerative equivalences among the class of patterns corresponding to non-overlapping partitions, together with the connection to set partitions, naturally led to the definition of monotone partitions in [16].

In [19], Claesson and Mansour then completed the enumeration of permutations avoiding any pair of generalized patterns with one dash
each. They also conjectured enumerative results for avoidance of any set of three or more such patterns. These conjectures were proved for sets of size three by Bernini, Ferrari and Pinzani [6], and by Bernini and Pergola [7] for the sizes 4,5 and 6, the remaining sizes being rather trivial.

Elizalde and Noy [27] treated the dashless patterns (which they call "consecutive patterns"), that is, patterns with no dashes, and gave generating functions enumerating permutations according to the number $k$ of occurrences of a pattern. This is a much stronger result than enumerating permutations avoiding a pattern, which is just the special case $k=0$. In particular, they enumerated the avoidance of both Wilf classes of dashless patterns of length 3 , and gave differential equations satisfied by the generating functions for three of the seven Wilf classes of patterns of length 4 (see the next section). As mentioned before, their result in the special case of avoidance of the pattern 123 , was obtained already in the book Combinatorial Enumeration by Goulden and Jackson [35, Exercise 5.2.17a].

For subsets of two or more dashless patterns of length 3, Kitaev [41] and Kitaev and Mansour [43, 44] gave direct formulas for almost every case, and recursive formulas for the few remaining ones. Examples of the formulas thus obtained are $C_{k}+C_{k+1}$ where $C_{k}$ is the $k$-th Catalan number, the central binomial coefficients $\binom{2 n}{n}$, and the Entringer numbers, which also count certain permutations starting with a decreasing sequence and then alternating between ascents and descents.

Thus, the avoidance of any set of generalized patterns of length 3 has been understood, in most cases in the sense of explicit formulas or generating functions, or at least in terms of recursively defined functions.

In [18], Claesson and Mansour found the number of permutations with exactly one, two and three occurrences, respectively, of the pattern 2-31. They used the connection between continued fractions and Motzkin paths (see Section 6) that had been used in [20] to give a continued fraction for a generating function counting occurrences of 2-31, among other things. Later, Parviainen [51] showed how to use bicolored Motzkin paths to give a continued fraction counting permutations of length $n$ according to the number of occurrences of 2-31. He gave an algorithm for finding an explicit formula, and gave this explicit formula (always a rational function in $n$ times a binomial coefficient of the form $\binom{2 n}{n-a}$ ) for each $n \leq 8$. Finally, Corteel and Nadeau [22] found a bijective proof of the fact, first proved in [18], that the number of permutations
of length $n$ with exactly one occurrence of 2-31 is $\binom{2 n}{n-3}$. They exploited the connection between generalized patterns and permutation tableaux. For more about that connection, see Section 6.

## 5 Patterns of length 4

The classical patterns of length 4 fall into three Wilf classes, represented by the patterns $1-2-3-4,1-3-4-2$ and 1-3-2-4. The avoidance of the first two has been solved (the first by Gessel [33], the second by Bóna [8]), but 1-3-2-4 still remains to be understood, although some noteworthy progress was recently made by Albert et al. in [1].

For generalized patterns of length 4 (other than the classical ones), the situation is much more complicated than for those of length 3 , as is to be expected. There are 48 symmetry classes, and computer experiments show that there are at least 24 Wilf classes, but their exact number does not seem to have been determined yet.

As mentioned above, for the dashless patterns of length 4, Elizalde and Noy [27] gave differential equations satisfied by the generating functions for the number of occurrences of three out of seven Wilf classes, namely the classes containing 1234,1243 and 1342 , respectively. The remaining classes are represented by $2413,2143,1324$ and 1423 . Note that a Wilf class is a class of patterns with the same avoidance, whereas Elizalde and Noy proved that in each Wilf class of dashless patterns of length four, all patterns have the same distribution. That is, the number of permutations of length $n$ with $k$ occurrences of a pattern is the same for two patterns in the same Wilf class in this case, but not in general.

Kitaev [42, Theorem 13] found an expression for the exponential generating function (EGF) for the avoidance of $\sigma-k$, where $\sigma$ is any dashless pattern and $k$ is larger than all the letters in $\sigma$, in terms of the EGFs for avoidance of the pattern $\sigma$. In particular, if $\sigma$ is any dashless pattern of length 3, this, together with the results of Elizalde and Noy [27], yields explicit formulas for the EGFs for the avoidance of $\sigma-4$, where $\sigma$ is any dashless pattern of length 3 (although one of these formulas involves the integral $\int_{0}^{x} e^{-t^{2}} d t$ ). Since there are precisely two Wilf classes for dashless patterns of length 3 , this gives the avoidance of two Wilf classes of patterns of length 4.

Also, Callan [14] has given two recursive formulas for the number of permutations avoiding 31-4-2.

These seem to be all the enumerative results so far for patterns of length 4. For the non-classical patterns we thus have formulas for the
avoidance of six Wilf classes out of (at least) 24, whereas for the classical patterns of length 4 there are formulas for two out of three classes. However, there is no reason to assume that the non-classical patterns should be harder to deal with than the classical ones, so explicit results for the avoidance of more such patterns should not be considered out of reach.

## 6 Generalized patterns appearing in other contexts

In Section 1 we mentioned the connection between dashless patterns as valleys, peaks, etc., in permutations, and Flajolet's [28] generation of Motzkin paths by means of continued fractions. Using results from Flajolet's paper [28], Clarke, Steingrímsson and Zeng [20, Corollary 11] found a continued fraction capturing, among other things, the distribution of permutations according to the number of occurrences of 2-31. This was made explicit in [18, Corollary 23]. A polynomial formula for the joint distribution of descents and 2-31 was conjectured by Steingrímsson and Williams (unpublished), after Williams [56, Corollary 5.3] had shown that formula to count permutations according to weak excedances and alignments which Williams was studying in connection with so called permutation tableaux (for definitions see [54, 56]). This conjecture (part of a much larger conjecture later proved in [54]) was first proved by Corteel [21]. The formula is as follows (see Corollary 30 in [54]):

The number of permutations of length $n$ with $k-1$ descents and $m$ occurrences of the pattern 2-31 is equal to the coefficient of $q^{m}$ in

$$
\begin{equation*}
q^{-k^{2}} \sum_{i=0}^{k-1}(-1)^{i}[k-i]^{n} q^{k i}\left(\binom{n}{i} q^{k-i}+\binom{n}{i-1}\right) . \tag{2}
\end{equation*}
$$

Here, $[k-i]$ is the $q$-bracket defined by $[m]=\left(1+q+\cdots+q^{m-1}\right)$. This is the only known polynomial formula for the entire distribution of a pattern of length greater than 2 . The two cases of length 2 correspond to the Eulerian numbers, counting descents, and the coefficients of the $q$-factorial

$$
[n]!=(1+q)\left(1+q+q^{2}\right) \cdots\left(1+q+q^{2}+\cdots+q^{n-1}\right)
$$

which count permutations according to the number of inversions. A descent is an occurrence of the pattern 21 and an inversion is an occurrence of 2-1.

Moreover, this connection between patterns and permutation tableaux also led to the discovery, by Corteel [21] (see also [24, 23]), of a connection between the permutation tableaux and the partially asymmetric exclusion process (PASEP), an important model in statistical mechanics. In particular, the distribution of permutations of length $n$ according to number of descents and number of occurrences of the pattern 2-31 equals a probability distribution studied for the PASEP.

In [17], a bijection is given between the permutations of length $n$ avoiding both 2-41-3 and 3-1-4-2 on one hand, and so called $\beta(1,0)$-trees on the other. The $\beta(1,0)$-trees are rooted plane trees with certain labels on their vertices. These trees were defined by Jacquard and Schaeffer [39], who described a bijection from rooted nonseparable planar maps to a set of labeled plane trees including the $\beta(1,0)$-trees. These trees represent, in a rather transparent way, the recursive structure found by Brown and Tutte [10] on planar maps. As it turns out, the bijection given in [17] simultaneously translates seven different statistics on the permutations to corresponding statistics on the $\beta(1,0)$-trees. In fact, the permutations avoiding 2-41-3 and 3-1-4-2 seem to be more closely related structurally to the $\beta(1,0)$-trees - and thus to the planar maps involved-than the two-stack sortable permutations that had previously been shown to be in bijection with the planar maps in question (see Section 7). Earlier, Dulucq, Gire and West [25] constructed a generating tree for the permutations avoiding 2-4-1-3 and 3-14-2 that they showed to be isomorphic to a generating tree for rooted nonseparable planar maps. (Clearly, permutations avoiding these two patterns are equinumerous with the permutations avoiding $3-1-4-2$ and $2-41-3$, treated in [17].) However, instead of the pattern 3-14-2 they used a so-called barred pattern, which we treat in Section 7, and they only showed their bijection, which is different from the one in [17], to preserve two different statistics, rather than the seven statistics in [17].

## 7 Generalized patterns in disguise

As mentioned above, generalized patterns have occurred implicitly in several places in the literature, even before the systematic study of classical permutation patterns. However, they have also appeared as socalled barred patterns, which sometimes, but not always, turn out to be equivalent (in terms of avoidance) to some generalized patterns. An example of a barred pattern is $4-\overline{2}-1-3$. A permutation $\pi$ is said to avoid this pattern if it avoids the pattern 3-1-2 (corresponding to the un-
barred elements 4-1-3) except where that pattern is part of the pattern 4-2-1-3.

Gire [34] showed that the Baxter permutations, originally defined in a very different way [15], are those avoiding the two barred patterns $4-1-\overline{3}-5-2$ and $2-5-\overline{3}-1-4$. It is easy to show that avoiding $4-1-\overline{3}-5-2$ is equivalent to avoiding $3-14-2$ and avoiding $2-5-\overline{3}-1-4$ is equivalent to avoiding 2-41-3. Thus, the Baxter permutations are precisely those that avoid both 3-14-2 and 2-41-3. In fact, this was pointed out in Erik Ouchterlony's thesis [50, p. 5].

The barred pattern $4-1-\overline{3}-5-2$ also shows up in [25], where Dulucq, Gire and West treated so called nonseparable permutations (bijectively related to rooted nonseparable planar maps), which they characterized by the avoidance of $2-4-1-3$ and $4-1-\overline{3}-5-2$, the latter one being equivalent to $3-14-2$ as mentioned in the previous section.

Also, in [9], Bousquet-Mélou and Butler deal with the barred pattern $2-1-\overline{3}-5-4$, avoiding which is easily shown to be equivalent to avoiding 2-14-3. Permutations avoiding that pattern and 1-3-2-4 are called forest-like permutations in [9]. It is also mentioned there that avoiding $2-1-\overline{3}-5-4$ (and thus $2-14-3$ ) is equivalent to avoiding $2-1-4-3$ with Bruhat condition $(1 \leftrightarrow 4)$ in the terminology of Woo and Yong, who conjectured [57] that a Schubert variety is locally factorial if and only if its associated permutation avoids these two patterns. That conjecture was proved in [9].

Not all barred patterns can be expressed in terms of generalized patterns, however. For example, West [55] showed that two-stack sortable permutations are characterized by the simultaneous avoidance of 2-3-4-1 and the barred pattern $2-\overline{5}-3-4-1$, and it is easy to show that no generalized pattern is avoided by the same permutations as those avoiding $2-\overline{5}-3-4-1$. It is also easy to show that there is no pair of generalized patterns of length 4 that is avoided by the same permutations as those that avoid $2-3-4-1$ and $2-\overline{5}-3-4-1$. A consequence of this is that two-stack sortability of a permutation cannot be characterized by the avoidance of a set of generalized patterns. This is because there are precisely two permutations of length four that are not two-stack sortable, namely 2341 and 3241 , so such a set would have to contain two generalized patterns whose underlying permutations (obtained by disregarding the dashes in the patterns) were 2341 and 3241. It is easy to check, by computer, that no such pair will do the job.

Also Callan [13] has shown that the number of permutations avoiding $31-4-2$ is the same as the number avoiding the barred pattern $3-\overline{5}-2-4-1$,
although these are not the same permutations. (As mentioned above, Callan [14] has given two recursive formulas for this number.)

An obvious open problem here is to determine when avoiding a barred pattern is equivalent to avoiding a generalized pattern.

## 8 Asymptotics

As mentioned before, the Stanley-Wilf conjecture, proved by Marcus and Tardos [46], says that the number of permutations of length $n$ avoiding any given classical pattern $p$ is bounded by $C^{n}$ for some constant $C$ depending only on $p$.

In [26], Elizalde studies asymptotics for the number of permutations avoiding some generalized patterns and concludes that, in contrast to the classical patterns, there probably is "a big range of possible asymptotic behaviors." Although much work remains to be done here, and although it is not clear how varied this behavior can be, the extremes are already known. Namely, whereas the number of permutations of length $n$ avoiding a classical pattern is bounded by $c^{n}$ for a constant $c$, Elizalde [26, Theorem 4.1] shows that the number $\alpha_{n}(\sigma)$ of permutations of length $n$ avoiding a dashless (or consecutive) pattern $\sigma$ of length at least three satisfies $c^{n} n!<\alpha_{n}(\sigma)<d^{n} n$ ! for some constants $c$ and $d$ (where, clearly, $0<c, d<1$ ).

An interesting open question related to this is which generalized patterns, apart from the classical ones, satisfy the Stanley-Wilf conjecture. It has been pointed out by Hardarson [37] that a pattern containing a block with at least two letters $a$ and $b$, with $a<b$, and a letter $x$ in some other block, with $x<a$ or $b<x$, can not satisfy the Stanley-Wilf conjecture, because there will be at least as many permutations avoiding it as there are permutations that avoid 1-23, and the number of such permutations is known not to satisfy the Stanley-Wilf conjecture (these are the Bell numbers). Thus, essentially the only open cases left are the patterns 2-3-41 and 2-41-3.

## 9 Further generalizations

Kitaev, in [42], introduced a further generalization of generalized patterns (GPs), namely the partially ordered generalized patterns or POGPs. These are GPs where some letters may be incomparable in size. An example of such a pattern is $3-12-3$, an occurrence of which consists of four letters, the middle two adjacent (and in increasing order) and the first
and the last both greater than the middle two, with no condition on the relative sizes of the first and the last letter. Avoiding the pattern 3-12-3 is equivalent to avoiding both 3-12-4 and 4-12-3. Indeed, an occurrence of $3-12-3$ is equivalent to an occurerence of either $3-12-4$ or $4-12-3$. In general, a POGP is equal, as a function counting occurrences, to a sum of GPs.

In [38], Hardarson finds EGFs for the avoidance of $k-\sigma-k$, where $\sigma$ is any dashless partially ordered pattern and $k$ is larger than any letter in $\sigma$, in terms of the EGF for the avoidance of $\sigma$. In the special case where $\sigma=12$ he gives a bijection between permutations avoiding 3-12-3 and bicolored set partitions, that is, all partitions of a set where each block in the partition has one of two possible colors. Also, for $\sigma=121$, he gives a bijection between permutations of length $n+1$ avoiding $3-121-3$ and the Dowling lattice on $\{1,2, \ldots, n\}$.

One interesting, and curious, result arising from Kitaev's study of POGPs in [42] is that knowing the EGF for the avoidance of a dashless pattern $p$ is enough to find the EGF for the entire distribution of the maximum number of non-overlapping occurrences of $p$. Two occurrences of $p$ in a permutation $\pi$ are non-overlapping if they have no letter of $\pi$ in common. For example, the permutation 4321 has three descents (occurrences of 21), but only two non-overlapping descents. Namely, Kitaev [42] proves the following theorem:

Theorem 9.1 (Kitaev [42], Theorem 32). Let p be a dashless pattern. Let $A(x)$ be the EGF for the number of permutations that avoid $p$ and let $N(\pi)$ be the maximum number of non-overlapping occurrences of $p$ in $\pi$. Then

$$
\sum_{\pi} y^{N(\pi)} \frac{x^{|\pi|}}{|\pi|!}=\frac{A(x)}{1-y((x-1) A(x)+1)}
$$

where the sum is over all permutations of lengths $0,1,2, \ldots$.
Alternative proofs, and some extensions, of Theorem 9.1 were given by Mendes [47] and by Mendes and Remmel [48], using the theory of symmetric functions.

A generalization in a different direction is the study of generalized patterns on words, that is, on permutations of multisets. Research in this area has only recently taken off, even in the case of classical patterns. For the generalized patterns, see $[5,12,40]$.

Finally, Burstein and Lankham have considered barred generalized
patterns, in relation to patience sorting problems (see [11], which also has further references).
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# An introduction to structural methods in permutation patterns 
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#### Abstract

Structural methods as applied to the study of classical permutation pattern avoidance are introduced and described. These methods allow for more detailed study of pattern classes, answering questions beyond basic enumeration. Additionally, they frequently can be applied wholesale, producing results valid for a wide collection of pattern classes, rather than simply ad hoc application to individual classes.


## 1 Introduction

In the study of permutation patterns, the important aspects of permutations of $[n]=\{1,2, \ldots, n\}$ are considered to be the relative order of both the argument and the value. Specifically, we study a partial order, denoted $\preceq$ and called involvement, on the set of such permutations where $\pi \in \mathcal{S}_{k}$ is involved in $\sigma \in \mathcal{S}_{n}$, i.e. $\pi \preceq \sigma$ if, for some increasing function $f:[k] \rightarrow[n]$ and all $1 \leq i<j \leq k, \sigma(i)<\sigma(j)$ if and only if $\pi(f(i))<\pi(f(j))$. This dry and uninformative definition is necessary to get us started, but the reader should certainly be aware that another definition of involvement is that some of the points in the graph of $\pi$ can be erased so that what remains is the graph of $\sigma$ (possibly with a non-uniform scale on both axes) - in other words the pattern of $\sigma$ (its graph) occurs as part of the pattern of $\pi$.

Arguably the first result in the area of permutation patterns is the famous Erdős-Szekeres theorem [24] which, in this language, states: if $n>p q$, then every permutation in $\mathcal{S}_{n}$ involves either $12 \cdots p(p+1)$ or
$(q+1) q \cdots 21$. However, further research in the area concentrated on permutation classes (defined formally below), and perhaps even more on principal permutation classes - those sets of permutations which do not involve some specific basis permutation $\beta$. A startling number of enumerative coincidences among these classes led to the desire to find methods of enumerating them in general - a desire which is as yet unfulfilled, with exact formulas unknown even for $\beta=4231$ (although, for all other permutations of length at most four, except symmetric cases to this one, formulas are known.) Additional impetus was provided by the long standing Stanley-Wilf conjecture, that the growth of a proper permutation class was bounded by some exponential function. This conjecture was resolved positively by Marcus and Tardos ([35]). However, their elegant proof does not provide good bounds for the actual enumeration of permutation classes. The apparent intractability of the enumeration of the principal permutation class with basis 4231 and of similar problems for most permutations of greater length suggests an approach to the study of permutation classes where we focus on classes with more tractable behaviour.

As the title suggests, the purpose of this article is to introduce a family of methods that can be applied to problems in the area of permutation patterns. It is not intended to be a comprehensive survey of the application of such methods, rather as propaganda for their application. The idea is to discover some form of structure in permutation classes with a goal to proving general results about classes in which structure can be found, for instance, that their generating functions have good properties. For reasons of space, we confine our attention here to classical pattern avoidance problems, that is those based around the relation . However, the structural method is central to the entire canon of symbolic combinatorics [25, 26], and the techniques discussed below can certainly be applied in non-classical settings, and also to other pattern type problems, for example patterns in matchings.

It is unfortunately necessary, at this point, to present (and in some cases repeat) some terminology and notation. For a positive integer $n,[n]=\{1,2, \ldots, n\}$. All permutations, generally denoted by greek letters, will be thought of as permutations of $[n]$ for some $n$, and written in one line notation as sequences. That is, the permutation $\pi$ of $[n]$ is represented by the sequence $\pi(1) \pi(2) \cdots \pi(n)$, and in fact we will also just write $\pi_{i}$ in place of $\pi(i)$. The length, $|\pi|$ of a permutation $\pi$ is simply the size of its domain.

A permutation is determined by the relative order between the terms
of the sequence that represents it. So we frequently consider a subsequence of a permutation as a permutation in its own right, without explicit recoding. This defines, for us, the involvement relation, $\sigma \preceq \pi$ if some subsequence of $\pi$ satisfies the same order relationships as $\sigma$ (for the sake of clarity, an example: $231 \preceq 31524$ because the subsequence 352 has the pattern middle-high-low which is the same as that of 231.) A permutation $\pi$ avoids $\sigma$ if it does not involve $\sigma$. This relation is also called containment by some other authors.

Sets of permutations are denoted by calligraphic letters $(\mathcal{A}, \mathcal{B}, \mathcal{C}$, etc.) A permutation class or simply class is a set of permutations closed downwards under involvement. If $\mathcal{X}$ is a set of permutations, then the set $\operatorname{Av}(\mathcal{X})$ of all permutations avoiding each permutation in $\mathcal{X}$ is a class. If additionally, $\mathcal{X}$ is an antichain, then $\mathcal{X}$ is called the basis of that class. So, every class has a basis which consists just of the $\preceq$-minimal permutations not belonging to the class. We also use $\mathcal{C}(\pi)$ or $\mathcal{C}(\mathcal{X})$ for $\mathcal{C} \cap \operatorname{Av}(\pi)$ and $\mathcal{C} \cap \operatorname{Av}(\mathcal{X})$ respectively.

The formal variable for generating functions will always be $t$, and the generating function of a set of permutations will be denoted by the upper case Roman letter corresponding to its name, and defined by:

$$
A=\sum_{\pi \in \mathcal{A}} t^{|\pi|}
$$

If we say that a generating function is rational we mean that it belongs to $\mathcal{Q}(t)$. If we say that it is algebraic we mean that it is algebraic over $\mathcal{Q}(t)$.

The next section is intended as a very elementary introduction to structural techniques in the study of permutation patterns, while subsequent sections deal with slightly more advanced or technical material.

## 2 A case study

For the purpose of illustration, we will begin with a consideration of the class $\mathcal{A}=\operatorname{Av}(231)$ and various subclasses of it. This class was considered by Knuth [31] and consists of all those permutations which can be sorted by a single pass through a stack. What do the elements of $\mathcal{A}$ look like? Consider the maximum element of such a permutation. This element could play the role of a 3 in potential 231 pattern (and can play no other role). Since there are no such patterns, we know that all the elements preceding it must be smaller than all the elements which follow it. So, the permutation has the general form illustrated in Figure

1. What of the elements preceding the maximum? Certainly these must also form a permutation avoiding 231, and the elements following the maximum must likewise form a sequence avoiding 231. Moreover, whenever these two conditions are met then the permutation as a whole avoids 231 , since an occurrence of 231 cannot be split into a small part, followed by a larger part. Thus, Figure 1 completely describes $\mathcal{A}$ in


Fig. 1. The structural representation of an element of $\mathcal{A}=\operatorname{Av}(231)$.
a recursive fashion. Perhaps there is a minor issue concerning empty structures $\dagger$. Suppose that we wish to compute the generating function $A$ for $\mathcal{A}$, allowing empty permutations. Figure 1 describes only the nonempty permutations in the class, but as the collection of empty ones is not of any great complexity we immediately obtain:

$$
A=1+A t A
$$

where we have deliberately written the second term in a non-standard fashion in order to illustrate its connection with the figure. We remark also that Figure 1 also immediately provides a bijection (or, at least, establishes that one exists) between the permutations of length $n$ in $\mathcal{A}$ and plane binary trees with $n$ vertices.

Can we use the structural characterization of elements of $\mathcal{A}$ in order to investigate other classes? Certainly! Consider first the class $\mathcal{B}=\operatorname{Av}(231,132)$ and look back at Figure 1. A permutation as drawn in that figure will certainly contain a copy of 132 unless either the left

[^10]or the right box is empty. But again, provided that one of the boxes is empty, and the other contains an element of $\mathcal{B}$, then no copy of 132 will be created. In other words, the elements of $\mathcal{B}$ are those permutations formed from 1 by successively prepending or appending a new maximum element. The graph of such a permutation is V-shaped, being the juxtaposition of a decreasing and an increasing sequence. As plane trees, they correspond to those in which no proper branching occurs. It follows immediately that $b_{n}=2^{n-1}$, and $B=t /(1-2 t)$ (not including the empty permutation this time.)

Finally, let us consider the class $\mathcal{C}=\operatorname{Av}(231,1243)$. Again, we first consult Figure 1. An obvious 1243 would occur if the lower left block contained an increasing pair, and the upper right block were non-empty. So, let us concentrate on the following cases:

- both blocks empty;
- the left hand block empty, but the right hand block non empty;
- the left hand block non empty, but the right hand block empty;
- both blocks non empty.

Only the permutation of length 1 is of the first type. In the second case, the right hand block may contain any element of $\mathcal{C}$, likewise in the third case the left hand block may contain any element of $\mathcal{C}$. In the final case, the left hand block must not contain an increasing pair (so it must be an element of $\mathcal{D}$, the class of decreasing permutations), while the right hand block must (because of the presence of an element below it and to its left) actually represent a sequence in $\mathcal{B}$ (for if it contained a 132 , then those elements together with an element of the left block would form a 1243.) The latter three possibilities are illustrated in Figure 2.


Fig. 2. The possible structural forms of an element of $\mathcal{C}=\operatorname{Av}(231,1243)$.

It follows immediately that the generating function $C$, again with zero constant term, satisfies:

$$
C=t+D t B+t C+C t
$$

which, using $D=t /(1-t)$ and $B=t /(1-2 t)$ readily yields a formula for $C$. Alternatively, we could also directly derive the recurrence:

$$
\begin{aligned}
c_{n} & =2 c_{n-1}+\sum_{k=1}^{n-2} b_{k} \\
& =2 c_{n-1}+\sum_{k=1}^{n-2} 2^{k-1} \\
& =2 c_{n-1}+2^{n-1}-1 .
\end{aligned}
$$

Even with this informal presentation, it is not hard to imagine that the techniques we have applied can be extended to all classes of the form $\operatorname{Av}(231, \pi)$ for a single permutation $\pi$. This was done by Mansour and Vainshtein [34] (modulo one of the standard symmetries), and further extended by Albert and Atkinson [2]. Perhaps the most striking consequence of these analyses is the following theorem:

Theorem 2.1. Every proper subclass of $\operatorname{Av}(231)$ has a rational generating function.

In this extended example we have concentrated on the decomposition of permutations in various classes into simpler, or at least smaller, permutations from the same or other classes. We continue and amplify this discussion in the next section. However, particularly with reference to the class $\mathcal{B}$, we also hinted at another structural viewpoint - that of permutations evolving, or developing, by the successive addition of elements (so, that we form a V-shaped permutation by beginning with a single element and then adding a new maximum to either the left or right hand end at each step.) We will return to that idea in Section 4 and interpret it in various ways.

## 3 Block decompositions and simple permutations

A block decomposition of a permutation $\pi$ of length $n$ is determined by two equivalence relations $P$ (for position), and $V$ (for value), on $[n]$ having the following properties:

- each equivalence class of $P$ and of $V$ is an interval;
- $P(i, j)$ if and only if $V\left(\pi_{i}, \pi_{j}\right)$.

The intuitive, and much more easily understandable viewpoint, is that the graph of $\pi$ can be covered by rectangles whose projections onto the coordinate axes are pairwise disjoint as in Figure 3. When a permutation


Fig. 3. A block decomposition, showing that $465219783=3142[132,21,312,1]$
$\pi$ is decomposed into blocks, then the blocks themselves form the graph of a permutation, and the elements of $\pi$ within each block do likewise. So, we define for a permutation $\sigma$ of length $k$ and any permutations $\theta_{1}$, $\theta_{2}, \ldots, \theta_{k}$ the inflation $\sigma\left[\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right]$ of $\sigma$ by $\theta_{1}, \theta_{2}, \ldots, \theta_{k}$ to be the unique permutation $\pi$ that has a decomposition into $k$ blocks with the properties that the permutation induced on the blocks is $\sigma$, and the permutations within each block (read from left to right according to position) are $\theta_{1}, \theta_{2}, \ldots, \theta_{k}$. This notation is also illustrated in Figure 3. For obvious reasons we will call $\sigma$ the quotient of this decomposition, and $\theta_{1}, \theta_{2}, \ldots, \theta_{k}$ the blocks. Observe that both the quotient and the blocks of any block decomposition are involved in their inflation.

Inflation is a localization of the wreath product construction for permutations introduced by Atkinson and Stitt ([11]). Formally, the wreath product $\mathcal{A} \imath \mathcal{B}$ of two sets (usually permutation classes) of permutations $\mathcal{A}$ and $\mathcal{B}$ is just the set of all inflations with quotient in $\mathcal{A}$ and blocks from $\mathcal{B}$. Further investigation of properties of the wreath product of two classes, particularly with respect to finite basis considerations has been carried out by Brignall ([17]).

Every permutation has two trivial block decompositions: one in which every block is a singleton $(\pi=\pi[1,1, \ldots, 1])$; and one in which there is a single block $(\pi=1[\pi])$. The permutations that have no non trivial block decompositions are called simple permutations. They are relatively common, as asymptotically a proportion of $1 / e^{2}$ of all permutations are simple [3]. However, among the permutations of length at most 4, only $1,12,21,3142$ and 2413 are simple.

There is almost a (strong) Jordan-Hölder theorem for permutations ([2]):

Theorem 3.1. Every permutation $\pi$ has a unique simple quotient $\sigma$. Moreover, unless this quotient is 12 or 21, the inflation of $\sigma$ that produces $\pi$ is also uniquely determined.

The annoying qualification in the second sentence of this theorem is required because of the fact that a sequence of three or more blocks arranged in (for example) increasing order can be represented as an inflation of 12 in multiple ways. For instance: $1234=12[1,123]=$ $12[12,12]=12[123,1]$. In order to make use of block decompositions in an enumerative context, it is most convenient to privilege one of the decompositions in this case. One possible choice (followed in [2]) is to require the first block in such a decomposition not to have 12 as a quotient (i.e. use the first of the decompositions in the preceding example.)

If a class contains only finitely many simple permutations, then it turns out that it must be finitely based (see [2]). Since the types of block decompositions that can occur in such a class are limited by the simple permutations belonging to the class, the basic scheme of the arguments we used in the preceding section can be applied to yield:

Theorem 3.2. If $\mathcal{C}$ is a class of permutations that contains only finitely many simple permutations, then the generating function of $\mathcal{C}$ is algebraic.

Furthermore, the proof is essentially constructive (given knowledge of the simple permutations in the class and its basis). Together with results of Brignall, Ruškuc and Vatter [20], this implies that there is an algorithm which, given a finite basis for a permutation class, determines whether or not it has only finitely many simple permutations, and if so, determines a system of algebraic equations from which its generating function can be computed. Some example computations of this type can be found in [2], and also (in a more general setting) [19]. While it is
easiest to apply these methods to solve concrete enumeration problems, in some contexts they also provide more general results. For instance:

Proposition 3.3. Let $k$ be a positive integer, and suppose that $\mathcal{C}$ is a subclass of $\operatorname{Av}(k(k-1)(k-2) \cdots 321)$ which has only finitely many simple permutations. Then, the generating function of $\mathcal{C}$ is rational.

Brignall, Huczynska and Vatter in [18] and [19] have greatly extended the use and utility of block decompositions using a notion which they call query-complete sets of properties. To provide just a taste of what can be shown using their methods, we mention:

Theorem 3.4. If $\mathcal{C}$ is a class of permutations that contains only finitely many simple permutations, then the generating functions of all of the following sets are algebraic: $\mathcal{C}$ itself, the alternating permutations in $\mathcal{C}$, the even permutations in $\mathcal{C}$, the Dumont permutations in $\mathcal{C}$, the involutions in $\mathcal{C}$.

The moral of this particular story is intended to be: if a permutation class, $\mathcal{C}$, contains only finitely many simple permutations, then we are justified in presuming the structure of $\mathcal{C}$ to be known. In particular, we should be highly confident that it is possible to resolve any particular question concerning $\mathcal{C}$ with relative ease. However, that opens up the possibility of asking more interesting general questions about such classes. For example:

Question 3.5. The separable permutations, $\mathcal{S E P}$, are the wreath closure of 1,12 and 21 . Given a finite subset $\mathcal{X} \subseteq \mathcal{S E P}$, is there an efficient method to determine the degree of the generating function for $\operatorname{SEP}(\mathcal{X})$ over the field of rational functions?

Of course, and perhaps fortunately, most interesting permutation classes contain infinitely many simple permutations ( $\mathcal{S E P}$ being the most noteworthy exception.)

## 4 Encoding

The second group of structural methods that we will consider in the study of permutation patterns is connected, either explicitly or implicitly, with encodings of permutations. Roughly speaking, all of these methods obtain leverage from the following observation:

If $\mathcal{C}$ is a permutation class, and $\pi \in \mathcal{C}$, then there will generally only be
a restricted number of positions at which a new maximum element can be inserted into $\pi$ that result in a permutation $\pi^{\prime} \in \mathcal{C}$.

Let us return, just for a moment, to the example $\mathcal{A}=\operatorname{Av}(231)$ which we considered earlier. Let $\pi \in \mathcal{A}$ be given. Then, for some $b \geq 1, \pi$ can be decomposed into a rising sequence of $b$ blocks, each of which begins with its maximum element (and so cannot be further decomposed in this way.) In order to maintain this property (and thus avoid the occurrence of any 231), if a new element is to be inserted it must be immediately before one of these blocks, or at the very end of the permutation. There are thus only $b+1$ active sites at which a new maximum can be inserted. Furthermore, for each of these we can determine the number of blocks in the resulting permutation - which turn out to be the numbers from 1 through $b+1$ inclusive. Thus, we get a bijection between permutations of length $n$ in $\mathcal{C}$ and those sequences of length $n$ of positive integers beginning with 1 that have the property that each successive symbol is not more than one greater than its predecessor.

This string based discussion does some violence to the historical record, where the example above (and a variety of others) were considered in terms of a tree structure, the generating tree, in which there is one node for each element of the class $\mathcal{C}$, and the children of a permutation $\pi$ are those permutations in $\mathcal{C}$ obtained from $\pi$ by the insertion of a new maximum element. Many permutation classes have been enumerated using generating trees by a variety of authors ( $[16,22,32,33,38,39,40]$ ). Additionally, more or less general methods have been developed for passing from generating trees to enumerations [13]. Further classes have also been enumerated using the closely related ECO method ([12, 14, 15, 23, 27]). As one might well expect, both these methods have also found widespread application outside of the realm of permutation classes.

But, let us return to our consideration of strings. We seem to have uncovered an idea that we might well be able to represent permutations that we are interested in by some other encoding than their standard one line representation. If the resulting language (the strings that actually represent encodings of permutations) has reasonable properties, and if the involvement relation behaves well (whatever that means!) with respect to the encoding, then we might hope to be able to analyze either individual permutation classes, or whole collections of them, via their encodings. This method was perhaps first applied in [9], though of course it is implicit in many, perhaps most, bijective correspondences between permutation classes and other combinatorial objects.

The most robust and well-behaved families of languages are the regular languages. A regular language is a subset of the strings over some finite alphabet $\Sigma$, which is recognized by a finite state automaton. We are about to embark on an informal description of such (and related) machines, but the careful reader might wish to consult Hopcroft and Ullman [28], or any other text on formal languages and automata theory.

A finite state automaton is a machine, $\mathbb{M}$, that has finitely many states. It consumes an input string over some finite alphabet $\Sigma$, one symbol at a time, and each symbol causes a transition between states either deterministically (that is, if the machine is in state $A$ and receives symbol $s$ then the subsequent state is uniquely determined by $A$ and $s$ ), or non-deterministically. One of the states is designated as an initial state, and some of the states are designated as accepting states. The language recognized by $\mathbb{M}$ is the set of those strings over $\Sigma$ which, when processed, leave $\mathbb{M}$ in an accepting state. In the non-deterministic case this should be taken to mean that there is some choice of allowed transitions that leaves $\mathbb{M}$ in an accepting state. Perhaps surprisingly, there is no difference between the languages recognized by deterministic finite state machines, and those recognized by non-deterministic ones. This is useful, in that it is frequently easier to describe non-deterministic automata that recognize a language. From a practical standpoint it should be noted however, that transforming a non-deterministic automaton into an equivalent deterministic one may result in an exponential blow up in the number of states $\dagger$.

For our purposes, the important aspects of regular languages are that they are robust, and have good enumerative properties. Specifically:

Theorem 4.1. The collection of regular languages over $\Sigma$ is closed under complement, union, intersection, concatenation and repetition. Moreover, every regular language has a rational generating function.

A related type of machine that we need to consider is called a finite state transducer. Like a finite state automaton, a finite state transducer, $\mathbb{T}$, has an underlying finite set of states (including an initial state and some accepting states), and processes strings over a finite alphabet $\Sigma$. However, rather than simply accepting or rejecting strings, $\mathbb{T}$, transforms them - each time it consumes an input symbol it may also produce output. The transducer thus defines a relation between pairs of strings

[^11]over $\Sigma$, where $s$ is related to $s^{\prime}$ if some accepting computation of $\mathbb{T}$ that consumes $s$ produces $s^{\prime}$. By carrying out a certain amount of abstract engineering, the reader should be able to convince herself that if $L$ is a regular language over $\Sigma$ and $L^{\prime}$ is the set of words related according to $\mathbb{T}$ to some element of $L$, then $L^{\prime}$ is also a regular language.

To apply this to permutation classes, we begin with some set of permutations $\mathcal{U}$ (usually itself a class), for which we have an encoding over some finite alphabet $\Sigma$ and which is represented by a regular set in this encoding. We think of $\mathcal{U}$ as the universe of permutations for the moment, and deal with subclasses of $\mathcal{U}$. For instance $\mathcal{U}$ might be the class of $k$-bounded permutations, those in which each symbol in the one line representation is among the $k$ smallest remaining symbols (see the discussion of the rank encoding below), or, $\mathcal{U}$ might be the class of permutations having at most $k$ descents. We suppose, though it is not strictly necessary, that the encoding preserves length, and that each symbol of the encoding corresponds to some particular symbol in the one line representation of a permutation. For convenience, we henceforth blur the distinction between permutations in $\mathcal{U}$ and their encodings. The key ingredient that we require is a transducer $\mathbb{D}$, the deletion transducer which has the property that two permutations $\pi$ and $\pi^{\prime}$ (from $\mathcal{U}$ ) are related by $\mathbb{D}$ if and only if $\pi^{\prime} \preceq \pi$.

Subject to making all of these requirements precise, the following theorem is implicit in $[4,7]$ :

Theorem 4.2. Supposing that $\mathcal{U}$ and $\mathbb{D}$ have the properties defined above, then any permutation class contained in $\mathcal{U}$ whose basis relative to $\mathcal{U}$ is a regular set, in particular any finitely based class, is itself a regular set and conversely, if a permutation class contained in $\mathcal{U}$ is a regular set, then its basis relative to $\mathcal{U}$ is also regular.

Furthermore, there are well known algorithms for transforming automata, and producing generating functions from automata, which mean that in any practically interesting case it will be possible to produce from the basis of say a finitely based class within $\mathcal{U}$, the generating function of the class itself.

Two encodings are of particular note. The first is the rank encoding. Recall that we represent a permutation in one line notation by its sequence of values. We can further modify this representation by replacing each value in that sequence by its rank among the remaining ones (itself, and the ones that follow it). Specifically, we transform the sequence $\pi_{1} \pi_{2} \cdots \pi_{n}$ to the sequence $r_{1} r_{2} \cdots r_{n}$ where, for each $i$ between 1 and $n$
inclusive:

$$
r_{i}=\mid\left\{j: i \leq j \text { and } \pi_{1} \geq \pi_{j}\right\} \mid
$$

So, for instance, the permutation 35142 is encoded as 34121. A permutation is called $k$-bounded if its rank encoding uses only symbols in $[k]$. The $k$-bounded permutations form a permutation class which can be taken as $\mathcal{U}$ above. The deletion transducer is not entirely straightforward (it is described generally in [4]) but its existence is not surprising $\dagger$.

The second is a more general encoding called the insertion encoding. This encoding is motivated by the previously discussed generating tree approach. Permutations are thought of as developing by repeated insertion of a new maximum element into available slots, denoted by $\diamond$ 's. This development begins with a single empty slot. However, instead of keeping track of active sites, where an element might be inserted, the insertion encoding records only those slots where a maximum element will be inserted. There are four possible types of insertion into any slot:

- the slot might be filled, meaning that no larger element will subsequently be placed between the newly added element and its immediate neighbours;
- the insertion might be at the left or right end of the slot, meaning, in the first case, that no larger element will subsequently be placed between the newly added element and its left hand neighbour, but one (or more) will be placed between it and its right hand neighbour;
- the insertion might be in the middle of the slot, meaning that larger elements will be placed between the newly added element and both of its immediate neighbours.

If slots are indexed from left to right, then this gives a means of encoding an arbitrary permutation over an infinite alphabet. For example, with the obvious conventions, the permutation 3742615 would be encoded as:

$$
M(1) M(1) L(1) R(1) F(3) F(2) F(1) .
$$

[^12]In detail, the development of this permutation proceeds as follows:

$$
\begin{aligned}
\diamond & \xrightarrow{M(1)} \\
\xrightarrow{M(1)} & \diamond 1 \diamond \\
\xrightarrow{L(1)} & 3 \diamond 2 \diamond 1 \diamond \\
& \xrightarrow{R(1)} \\
& 3 \diamond 42 \diamond 1 \diamond \\
& \xrightarrow{F(3)} \\
& 3 \diamond 42 \diamond 15 \\
\xrightarrow{F(1)} & 3 \diamond 42615 \\
& 3742615
\end{aligned}
$$

As in the rank bounded case, we can reduce to a finite alphabet by limiting the number of slots that are allowed. It turns out that there is also a deletion transducer for this encoding (though we shall not attempt to describe it here - see [7].) The inspiration for the development of the insertion encoding was a paper of Vatter, [38], which, in particular, classified permutation classes with finitely labelled generating trees. The following result from [7] is a generalization of the main result from [38]:

Proposition 4.3. Suppose that $\mathcal{C}$ is an arbitrary finitely based permutation class, and that for some $n>0$, none of the permutations

$$
\begin{aligned}
& 1(n+1) 2(n+2) \cdots(n-1)(2 n-1) n(2 n), \\
& 1(2 n) 2(2 n-1) \cdots(n-1)(n+2) n(n+1), \\
& n(n+1)(n-1)(n+2) \cdots 2(2 n-1) 1(2 n), \\
& n(2 n)(n-1)(2 n-1) \cdots 2(n+2) 1(n+1)
\end{aligned}
$$

belong to $\mathcal{C}$. Then $\mathcal{C}$ has a rational generating function.

In fact, as shown in [7], this proposition is really just a consequence of the application of Theorem 4.2 where $\mathcal{U}$ is the class of permutations whose insertion encodings use a bounded number of slots. Many further applications of the insertion encoding can be found in [7].

A somewhat wider collection of languages that have reasonable properties, at least with regard to enumeration, are context free languages that have an unambiguous grammar ([21]). While some results are known for classes defined by such languages, particularly with respect to the insertion encoding, it is an obvious direction in which more work is required, especially given the relationship to permutation classes defined by simple machines as in Knuth's original work ([31]).

## 5 Growth rates

Since the resolution by Marcus and Tardos [35] of the Stanley-Wilf conjecture it has been known that every permutation class $\mathcal{C}$ has a finite growth rate (or speed) defined as $\lim \sup _{n \rightarrow \infty}\left|\mathcal{C}_{n}\right|^{1 / n}$. Naturally enough, this has further focused attention on questions related to the growth rates of permutation classes. The outstanding open question is:

Is it the case that, for every permutation class $\mathcal{C}, \lim _{n \rightarrow \infty}\left|\mathcal{C}_{n}\right|^{1 / n}$ exists?

The answer is affirmative for principal classes as these have supermultiplicative growth as shown by Arratia ([8]). And, when a class has an easily described generating function, it is usually possible to apply asymptotic methods to verify that it has a limiting growth rate.

Of course, another obvious question is: which growth rates can occur? And, how "complex" must a class be if its growth rate is known to exceed some given value? The simplest version of this latter question takes us back to the Erdős-Szekeres theorem which can be recast as: a permutation class is infinite (that is, has growth rate greater than 0) if and only if it contains either every increasing permutation or every decreasing permutation.

Progress on these questions (which are obviously closely linked) was made by Kaiser and Klazar [30] who determined all possible growth rates up to 2 , and more recently by Vatter [37] who has extended this analysis significantly up to the level where infinite antichains begin to appear within permutation classes. Albert and Linton [6] showed that the set of possible growth rates becomes very rich (precisely, they showed that it contains a perfect set), while Vatter [36] has shown that the set of possible growth rates contains every real number greater than an algebraic number which is approximately 2.48188 .

There are various ways in which structural methods can be applied in this area. For example, one might begin with a class with good structure and consider local versions of the questions, specifically, what growth rates can occur among its subclasses. For the class of separable permutations, some progress in this direction is reported in [1]. Alternatively, it seems natural to consider classes, $\mathcal{C}$, which cannot be approximated by their proper subclasses in the sense that the supremum of the growth rates of the proper subclasses of $\mathcal{C}$ is not equal to the growth rate of $\mathcal{C}$. Such classes exist - for instance the class of permutations having at most one descent has growth rate 2 and every proper subclass has polynomial
growth rate $\dagger$, but beyond this little is known about them. By contrast, a conjecture of Arratia providing an upper bound of 9 on the growth rate of $\operatorname{Av}(4231)$ was refuted in [5] essentially by constructing subclasses of $\operatorname{Av}(4231)$ with good structure (regular for the insertion encoding) whose growth rates could be computed (exactly in principle, approximately in practice.)

## 6 Conclusions

This article has focused on the use of structure in permutation classes to obtain combinatorial information about them. One type of structure that we have not mentioned in any detail is partial well order. There is a good case to be made that any class which is partially well ordered should be considered as having reasonable structure, and there has been some progress, initiated in [10], in pursuing that idea.

In model theory, a dichotomy, or series of dichotomies between structure and complexity is used to understand and classify theories $\dagger$. A corresponding programme in permutation patterns would presumably focus on the presence of certain families of patterns as an indication of complexity, and their absence as an indication of structure. Indeed, the results of Kaiser and Klazar on classes of small growth rate can be viewed in precisely this way. It seems likely that, taken literally, such a programme would simply throw almost all permutation classes into a sack marked "unstructured". However, we have tried to point out above, that there are several places where one might adopt a more local viewpoint of this programme with, perhaps, more satisfying results.

To us, one of the exciting aspects of pursuing structural methods in studying problems about permutation patterns, is that there seems to be no single characterization of structure that can be applied globally. In addition to the methods mentioned above concerning block structure, generating trees or encodings, and partial well order, we fully expect that new structural motifs will be discovered and used effectively to solve previously difficult problems. What is significant, in our eyes, is that these methods have the scope to be applied, if not universally, at least to a wide variety of problems, and to provide general theorems of

[^13]the form "If such and such a type of structure exists in a permutation class, then additionally the following nice things happen ..." (possibly including converse results as well, as in the Erdős Szekeres theorem) rather than dealing with classes on a one by one ad hoc basis.

While the resolution of the Stanley-Wilf conjecture solves what had been regarded as the major open problem in the area of permutation patterns, we believe that there is still a wide variety of interesting and important problems concerning permutation patterns and permutation classes that remain to be solved, and that structural methods will be the key to solving many of them.
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# Combinatorial properties of permutation tableaux 
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#### Abstract

We give another construction of a permutation tableau from its corresponding permutation and construct a permutation-preserving bijection between 1-hinge and 0-hinge tableaux. We also consider certain alignment and crossing statistics on permutation tableaux that are known to be equidistributed via a complicated map to permutations that translates those to occurrences of certain patterns. We give two direct maps on tableaux that proves the equidistribution of those statistics by exchanging some statistics and preserving the rest. Finally, we enumerate some sets of permutations that are restricted both by pattern avoidance and by certain parameters of their associated permutation tableaux.


## 1 Introduction

Permutation tableaux are combinatorial objects that are in bijection with permutations. They originally turned up in the enumeration of totally positive Grassmannian cells $[8,11]$. Permutation tableaux have then been studied either in their own right $[1,10]$ to produce enumeration results for permutations, or in connection with the PASEP model in statistical mechanics $[3,5,6]$.
$\dagger$ Research supported in part by NSA Young Investigator Grant H98230-06-1-0037.

| 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 1 |
| 1 | 1 | 1 | 2 |
| 0 | 1 | 1 | 2 |


| 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 0 | 1 |
| 1 | 1 | 1 |  |
| 0 | 1 | 1 |  |
|  |  |  |  |



Fig. 1. Permutation tableaux (1-hinge) of $\pi=36187425$. To the right is illustrated $\pi(1)=3, \pi(2)=6$ and $\pi(6)=4$

A permutation tableaux $\mathcal{T}$ is usually defined as a $k \times(n-k)$ array filled with zeroes, ones and twos such that the cells filled with zeroes and ones form a Young tableau $Y_{\lambda}$ of an integer partition $\lambda$ with $n-k=\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{k} \geq 0$ (note that zero parts are allowed), and such that these rules are obeyed:
(column): Each column in the tableau contains at least one 1.
(1-hinge): Each cell in the Young tableau $Y_{\lambda}$ with a 1 above in the same column and to its left in the same row must contain a 1.

Equivalently, one forgets about the twos and considers only the Young tableau of zeroes and ones, which are sometimes encoded as blanks and bullets, respectively (see Figure 1). The shape of $\mathcal{T}$ is the integer partition $\operatorname{sh}(\mathcal{T})=\lambda$ and its length is the number of parts in $\lambda, \ell(\mathcal{T})=k$.

The second rule above can, however, take several forms. An alternative, presented in [1], is this:
(0-hinge): Each cell in the Young tableau $Y_{\lambda}$ with a 1 above in the same column and to its left in the same row must contain a 0 .

In this paper, we generalize these hinge rules:
(0/1-hinge): Given any partition $\mu \leq \lambda$ (i.e. $\mu_{i} \leq \lambda_{i}$ for all $i \geq 0$ ), each cell in the Young tableau $Y_{\lambda}$ with a 1 above in the same column and to its left in the same row must contain a 1 if the cell is in $\mu$ and a 0 otherwise.

The $0 / 1$-hinge rule specializes to the 0 -hinge rule for $\mu=\emptyset$ an the 1 hinge rule for $\mu=\lambda$. We let $\mathfrak{T}_{n}$ denote the set of 1-hinge permutation tableaux $\mathcal{T}$ such that, with $\operatorname{sh}(\mathcal{T})=\lambda, \lambda_{1}+\ell(\mathcal{T})=n$.

Permutation tableaux have their name from a natural bijection $\Phi$ : $\mathfrak{T}_{n} \rightarrow \mathfrak{S}_{n}$ between (1-hinge) permutations tableaux and permutations [10]. Let $n=\lambda_{1}+k$. Label the south-east boundary of the tableau with 1 to $n$, starting in the north-east corner, and extend these labels to the
rows and columns they belong to. Then, starting at the top of a column (or the left of a row) labeled $i$, we follow the zig-zag path obtained by bouncing right or down every time we hit a 1 . If the label of the exit is $j$, we put $\pi(i)=j$. This is illustrated to the far right in Figure 1.

There are several important statistics of $\pi=\Phi(\mathcal{T})$, typically related to the order relation between a position $i$ and its letter $\pi(i)$ which are easily deduced from $\mathcal{T}$. The weak excedances (positions $i$ such that $\pi(i) \geq i)$ are given by the row labels and the deficiencies (the opposites of weak excedances, that is positions $i$ such that $\pi(i)<i$ ) are given by the column labels. Fixed points correspond to empty rows. We let $\operatorname{wex}(\pi)$ denote the number of weak excedances in $\pi$ and conclude that $\operatorname{wex}(\pi)=k$. We also note that a bijection between permutations tableaux and permutations with $n-k$ descents (elements $\pi(i)$ such that $\pi(i)>\pi(i+1))$ has been proposed [4], which amongst other things reproves that descents and deficiencies are equidistributed.

The inverse $\Gamma=\Phi^{-1}: \mathfrak{S}_{n} \rightarrow \mathfrak{T}_{n}$ of the presented bijection is less natural, and several algorithms describing $\Gamma$ have been proposed [1, 10]. We continue this tradition with another algorithm which we consider simpler than the previous ones. It is presented in Section 2 together with the presentation of $0 / 1$-hinge tableaux.

Further, we study two bijections on tableaux. Alignment and crossing statistics on permutations have been proposed by Corteel [3], and they have natural interpretations on tableaux. First we give in Section 3 a direct description on tableaux for the bijection between tableaux that belong to permutation $\pi$ and $\operatorname{irc}(\pi)$, where irc is the inverse of the reversal of the complement. This exchanges $A_{\mathrm{EN}}$ and $A_{\text {NE }}$ statistics and preserves statistics wex, $A_{\mathrm{EE}}, A_{\mathrm{NN}}, C_{\mathrm{EE}}, C_{\mathrm{NN}}$. Then we give a simple bijection on tableaux that preserves the $A_{\mathrm{EN}}$ and $A_{\mathrm{NE}}$ statistics, and exchange the $A_{\mathrm{NN}}+A_{\mathrm{EE}}$ and $C_{\mathrm{NN}}+C_{\mathrm{EE}}$ statistics. Definitions and algorithm are presented in Section 4.

Pattern avoidance (or pattern statistics in general) and tableau restrictions do not always combine easily and naturally. Patterns deal with comparisons of different letters in a permutation, in particular, they are better suited for considering descents and inversions. Permutation tableaux, on the other hand, naturally emphasize excedances, fixed points and deficiencies, i.e. comparisons of letters with their positions. Thus, permutation tableaux are useful in considering patternrestricted sets when the information about descents and inversions can be translated into information about weak excedances and deficiencies. A good example of such a situation is [2] where alternating permuta-
tions (descent-related objects) with the maximum number of fixed points (excedance-related property) are considered.

In a 1 -hinge tableau $\mathcal{T}$, those ones that are not forced by the 1 -hinge rule are called essential. We conclude this article in Section 5 by giving some enumeration results on sets of permutations avoiding pairs of patterns of length 3 and whose associated tableaux (via maps $\Phi$ and $\Gamma$ ) have the maximum number of essential ones. The eventual goal of this undertaking is to refine pattern-occurrence statistics with respect to the number of essential ones in the associated tableaux.

## 2 Combining 1-hinge and 0-hinge

An important property of 1-hinge permutation tableaux is that every zero has a clear view (only zeroes) to its left or above it. We will use this property in two ways. First, we give a new algorithm for computing the 1-hinge tableaux of a permutation, and then we show that the 1 hinge and 0 -hinge tableaux of a permutation are connected via a series of mixed hinge tableaux.
In a tableau $\mathcal{T}$, two paths are said to meet at a cell if each of these paths enters the cell. If the cell contains a zero, the paths will cross, and if it contains a one they will bounce. By the 1-hinge rule, two paths can only cross at their first meet.

Definition 2.1. In a tableau $\mathcal{T}$ of $\pi$, we have columns $c_{i}(\mathcal{T}), 1 \leq i \leq \lambda_{1}$ and rows $r_{i}(\mathcal{T}), 1 \leq i \leq n-\lambda_{1}$. When no confusion can arise, we write $c_{i}=c_{i}(\mathcal{T})$ and $r_{i}=r_{i}(\mathcal{T})$. Further, let ent $\left(c_{i}\right)$ be the label of column $c_{i}$ and let $\operatorname{ext}\left(c_{i}\right)=\pi\left(\operatorname{ent}\left(c_{i}\right)\right)$. We call these entry and exit labels of column $c_{i}$. Similar definitions apply for the rows. The row (resp. column) number with exit label $j$ is denoted $\operatorname{row}(j)($ resp. $\operatorname{col}(j))$. In other words, $\operatorname{col}(j)=i \Leftrightarrow \operatorname{ext}\left(c_{i}\right)=j$.

The initial zeroes in a column (or row) are the zeroes in that column (row) that have no ones above (to the left). The number of initial zeroes in a column or row is denoted $z\left(c_{i}\right)$ and $z\left(r_{i}\right)$, respectively, and similarly $t\left(c_{i}\right)$ and $t\left(r_{i}\right)$ for the number of twos in the column or row.

The exit labels of rows are of course the weak excedance letters and the exit labels of columns are the deficiency letters.

We note that given the shape of a tableau $\mathcal{T} \in \mathfrak{T}_{n}$, information on the number of initial zeroes in all rows and columns completely determines $\mathcal{T}$, since each zero is an initial zero of some row or column. The initial zeroes also determines the essential ones, and thus any $0 / 1$-hinge
tableau. Thus, to compute $\Gamma(\pi)$ we need only determine the initial zeroes. To accomplish this, only the relative order of the exit labels of rows and columns are important.

Definition 2.2. For a row $r_{i}$ in $\mathcal{T}$, we say that row $r_{i}$ has $m$ inversions if there are $m$ rows above with higher exit labels. Likewise, we say that column $c_{i}$ has $m$ inversions if there are $m$ columns to its left with lower exit labels. The number of inversions are denoted $\operatorname{inv}\left(r_{j}, \mathcal{T}\right)$ and $\operatorname{inv}\left(c_{j}, \mathcal{T}\right)$, respectively, or $\operatorname{inv}\left(r_{j}\right)$ and $\operatorname{inv}\left(c_{j}\right)$ for short.

As for usual permutation inversions, we need only to know the inversion numbers of all row (column) exit labels to compute their order.

Lemma 2.3. Consider a permutation tableau $\mathcal{T}$ with $\operatorname{sh}(\mathcal{T})=\lambda$. Let $\boldsymbol{r}$ contain the indices of the rows $r_{i}$ such that $\operatorname{ext}\left(r_{i}\right)>\operatorname{ext}\left(c_{j}\right)$ in increasing order. Then, $z\left(c_{j}\right)=\boldsymbol{r}_{\operatorname{inv}\left(c_{j}\right)+1}-1$. Similarly, letting $\boldsymbol{c}$ contain the columns $c_{i}$ such that $\operatorname{ext}\left(c_{i}\right)<\operatorname{ext}\left(r_{j}\right)$ in increasing order, with $\lambda_{j}+1$ appended at the end, we have $z\left(r_{j}\right)=\boldsymbol{c}_{\mathrm{inv}\left(r_{j}\right)+1}-1$.

Example 2.4. The lemma is best appreciated after an example. Consider the permutation $\pi=463785912$. Its tableau has shape $\lambda=\left(3^{5}, 2\right)$. The column exit labels are 215 (deficiency letters read from right to left) and the row exit labels are 463789 (weak excedance letters read from left to right).

Now, for the third column we get $\boldsymbol{r}=(2,4,5,6)$ and hence $z\left(c_{3}\right)=$ $\boldsymbol{r}_{\text {inv }\left(c_{3}\right)+1}-1=\boldsymbol{r}_{2+1}-1=5-1=4$. For $c_{2}$ and $c_{1}$, we find no inversions, and the first entry in $\boldsymbol{r}$ is 1 , yielding no initial zeroes.

For the rows, the only row with positive inversion number is $r_{3}$, with $\operatorname{inv}\left(r_{3}\right)=2$. Computing $\boldsymbol{c}=\left(1,2, \lambda_{3}+1\right)$, we get $z\left(r_{3}\right)=\boldsymbol{c}_{2+1}-1=$ $\lambda_{3}+1-1=3$.


We are now ready to prove Lemma 2.3.
Proof. Assume that $z\left(c_{j}\right)=m$ and consider the array from $\mathcal{T}$ of the intersection of rows $r_{1}$ to $r_{m}$ and columns $c_{1}$ to $c_{j-1}$. The paths that enter the array must also exit the array. Those that exit horizontally
will cross the path from $c_{j}$ and those that exit vertically will not, since paths starting at columns must cross at an initial zero of $c_{j}$, and paths starting at rows $r_{i}$ must cross at an initial zero of either $c_{j}$ or $r_{i}$, neither of which is possible with a vertical exit.

Thus, with $j-1$ vertical exits and $j-1-\operatorname{inv}\left(c_{j}\right)$ taken by columns, there must be $j-1-\left(j-1-\operatorname{inv}\left(c_{j}\right)\right)=\operatorname{inv}\left(c_{j}\right)$ rows with higher exit labels in the array. Since $r_{m+1}$ does not cross $c_{j}$ we find that $\boldsymbol{r}_{\operatorname{inv}\left(c_{j}\right)+1}=m+1$, which proves the lemma for columns. For rows, the situation is completely analogous, although it should be noted that rows without ones get the same number of initial zeroes as the length of the row.

We now turn to 0/1-hinge tableaux. We will prove that for any $\mu<$ $\lambda=\operatorname{sh}(\Gamma(\pi))$, the permutation $\pi$ has a unique tableau such that the 1-hinge property is fulfilled on $Y_{\mu}$ and the 0-hinge property is fulfilled on $Y_{\lambda / \mu}$. To prove this, we need a few definitions and a lemma. We also take the liberty of extending the function $\Phi: \mathfrak{T}_{n} \rightarrow \mathfrak{S}_{n}$ to allow any permutation tableau, in particular, a 0/1-hinge tableaux.

Definition 2.5. Let $\mathfrak{S}_{\lambda}$ denote the set of permutations $\pi$ such that $\operatorname{sh}(\Gamma(\pi))=\lambda$. Also, let $\mathfrak{T}_{\lambda}^{\mu}$ denote the set of tableaux $\mathcal{T}$ such that $\mathcal{T}$ fulfills the 1-hinge property on $Y_{\mu}$ and the 0-hinge property on $Y_{\lambda / \mu}$.

Lemma 2.6. Let $\pi \in \mathfrak{S}_{\lambda}$, and consider the integer partitions $\mu<\nu \leq \lambda$ such that $Y_{\nu / \mu}$ has exactly one cell. Further let $\mathcal{T} \in \mathfrak{T}_{\lambda}^{\nu}$ be a tableau such that $\Phi(\mathcal{T})=\pi$. Then, switching ones to zeroes and zeroes to ones on the first and last meetings in $\nu$ of the two paths that meet at $\nu / \mu$, we obtain a tableau $\mathcal{T}^{\prime} \in \mathfrak{T}_{\lambda}^{\mu}$ such that $\Phi\left(\mathcal{T}^{\prime}\right)=\pi$.

Proof. Let $i \rightarrow \pi(i)$ and $j \rightarrow \pi(j)$ be the paths that meet at $\nu / \mu$. It is obvious that $\Phi\left(\mathcal{T}^{\prime}\right)=\pi$ since each of the changes correspond to the transposition $(i j)$. Thus, what remains is to show that $\mathcal{T}^{\prime} \in \mathfrak{T}_{\lambda}^{\mu}$.

The paths can only cross at their first meet. Thus, if $\mathcal{T}(\nu / \mu)=0$, the first and last meetings coincide and no changes are made. The 0-hinge property is trivially fulfilled on $\nu / \mu$, since only 1 s can violate it.

If $\mathcal{T}(\nu / \mu)=1$, the 0-hinge property on $\lambda / \nu$ is still trivially fulfilled. On $\nu / \mu$, it is trivial if the value changes to 0 , and otherwise the 1 must be essential and cannot violate the 0 -hinge property. What remains is to show that changing the first meeting of paths does not violate the 1-hinge property. But changing the value at the first meeting to 0 is not a problem, since then the 1 was essential, and changing the value to 1 is legal too, by the following argument.

The new 1 must be essential, so assume without loss of generality that it is essential in its row. Then, any 0s immediately to its right must have 0s below in the row of the second meeting. These 0s have a 1 to their left and hence can have no 1 above, which shows that the 0s immediately to the right of the new 1 do not violate the 1-hinge property.

Theorem 2.7. Let $\pi \in \mathfrak{S}_{\lambda}$ and let $\mu \leq \lambda$. Then, there is a unique tableau $\mathcal{T} \in \mathfrak{T}_{\lambda}^{\mu}$ such that $\Phi(\mathcal{T})=\pi$.

Proof. Given a tableau $\mathcal{T} \in \mathfrak{T}_{\lambda}^{\lambda}$, which is known to be unique from [10], we can use the algorithm of Lemma 2.6 to reduce the 1 -hinge part to $\mu$ cell by cell. Thus, it is clear that there is at least one $\mathcal{T} \in \mathfrak{T}_{\lambda}^{\mu}$ such that $\Phi(\mathcal{T})=\pi$.

At any given moment during the reduction there are usually several cells that can be moved from the 1-hinge area to the 0-hinge area. We need to show that regardless how we choose the order of them, we still end up with the same tableau.

It is fairly easy to realize that for any two cells that can be chosen at the same time, the order of these is insignificant. The cells of their last meetings are on different rows and columns, so all paths through these cells are distinct. Thus, any changes induced by one of the cells will not affect the paths through another one of these cells, and hence will not affect the changes induced by that other cell.

By the strong convergence theorem [7], it suffices to show that any two moves that are valid at the same time commute and that the sequence of moves is finite for a game to have a unique end result. We have shown that any two moves commute and since the number of moves is $|\lambda / \mu|$, the uniqueness is proved.

We let $\Gamma_{\lambda}^{\mu}: \mathfrak{S}_{\lambda} \rightarrow \mathfrak{T}_{\lambda}^{\mu}$ map any permutation whose weak excedance pattern matches $\lambda$ to the tableau with the 1-hinge property on $\mu \leq \lambda$ and the 0 -hinge property on $\lambda / \mu$. Of course, its inverse is $\Phi$ restricted to $\mathfrak{T}_{\lambda}^{\mu}$ 。

## 3 The irc map

In [3], Sylvie Corteel defined the permutation statistics

$$
\begin{aligned}
& A_{\mathrm{EE}}(\pi)=|\{(i, j) \mid j<i \leq \pi(i)<\pi(j)\}|, \\
& A_{\mathrm{NN}}(\pi)=|\{(i, j) \mid \pi(j)<\pi(i)<i<j\}|, \\
& A_{\mathrm{EN}}(\pi)=|\{(i, j) \mid j \leq \pi(j)<\pi(i)<i\}|, \\
& A_{\mathrm{NE}}(\pi)=|\{(i, j) \mid \pi(i)<i<j \leq \pi(j)\}|, \\
& C_{\mathrm{EE}}(\pi)=|\{(i, j) \mid j<i \leq \pi(j)<\pi(i)\}|, \\
& C_{\mathrm{NN}}(\pi)=|\{(i, j) \mid \pi(i)<\pi(j)<i<j\}| .
\end{aligned}
$$

They are related to the 1-hinge permutation tableaux $\mathcal{T}=\Gamma(\pi)$ in the following way. Label the 0-cells in $\mathcal{T}$ with EN if the paths that cross there originated from one column and one row, NN if both these paths originated from columns and EE if both paths originated from rows. The 2-cells are labeled NE . Let $\operatorname{En}(\mathcal{T})$ be the number of cells labeled en in this labeling, and use similar notation for the other three labels. From [10] and [1] we know that

$$
\begin{aligned}
& A_{\mathrm{EE}}(\pi)=\mathrm{EE}(\mathcal{T}), \\
& A_{\mathrm{NN}}(\pi)=\operatorname{NN}(\mathcal{T}), \\
& A_{\mathrm{EN}}(\pi)=\operatorname{EN}(\mathcal{T}), \\
& A_{\mathrm{NE}}(\pi)=\operatorname{NE}(\mathcal{T}),
\end{aligned}
$$

and

$$
C_{\mathrm{EE}}(\pi)+C_{\mathrm{NN}}(\pi)=\# \text { nontop } 1 \mathrm{~s}(\mathcal{T})
$$

The map irc $=i \circ r \circ c$ (inverse of reversal of complement) is known to preserve all alignment and crossing statistics on permutation except for exchanging statistics $A_{\mathrm{NE}}$ and $A_{\mathrm{EN}}$. We now show that the tableau of $\operatorname{irc}(\pi)$ can be easily computed from the tableau of $\pi$. The irc map on tableaux is also named $\operatorname{irc}(\mathcal{T})=\Gamma(\operatorname{irc}(\Phi(\mathcal{T})))$.

To simplify matters, we start by showing this bijection for quite restricted tableaux and successively remove the restriction until the general case is reached. The condition $A_{\mathrm{NE}}(\pi)=0$ simply means that the shape of $\Gamma(\pi)$ is a rectangle, and the condition $A_{\mathrm{EN}}(\pi)=0$ implies that the main diagonal of $\Gamma(\pi)$ (starting at the northwest corner) contains only ones. It is easy to see that if the main diagonal contains only ones then no path can cross it and hence $A_{\mathrm{EN}}(\pi)=\operatorname{EN}(\Gamma(\pi))=0$, and conversely, if a row (or column) has initial zeroes reaching the main di-
agonal, there are not enough rows (columns) to account for all these crossings, and hence $A_{\mathrm{EN}}(\pi)>0$.

Proposition 3.1. Let $\pi \in \mathfrak{S}_{n}$ and let $\mathcal{T}=\Gamma(\pi) \in \mathfrak{T}_{n}$ and assume $A_{\mathrm{EN}}(\pi)=A_{\mathrm{NE}}(\pi)=0$. To compute $\mathcal{T}^{\prime}=\operatorname{irc}(\mathcal{T})$, associate the number of initial zeroes to each row and column, and then order the columns by increasing $\operatorname{ext}\left(c_{i}\right)$ and the rows by decreasing $\operatorname{ext}\left(r_{i}\right)$.

Proof. If $\pi(i)=j$, then $\operatorname{irc}(\pi)(n+1-j)=n+1-i$. Thus, if $i$ is a weak excedance in $\pi$, then $n+1-j$ will be a weak excedance $\operatorname{in} \operatorname{irc}(\pi)$. Assuming $A_{\mathrm{EN}}(\pi)=A_{\mathrm{NE}}(\pi)=0$, all these weak excedances map one of the $k=\operatorname{wex}(\pi)$ lowest elements on one of the $k$ highest elements. Since $i \leq k$ implies $n+1-i \geq n+1-k$ and vice versa, this holds for $\operatorname{irc}(\pi)$ as well, and hence $\operatorname{sh}\left(\mathcal{T}^{\prime}\right)=\operatorname{sh}(\mathcal{T})$. Further, for rectangular tableaux, we have $i=n+1-\operatorname{ent}\left(c_{i}\right)$, and for tableaux with only ones on the main diagonal, we have $z\left(c_{i}\right)=\operatorname{inv}\left(c_{i}\right)$.

Consider column $c_{i}(\mathcal{T})$. For each inversion $\pi(k)<\pi(i)<i<k$ we get an inversion in $\mathcal{T}^{\prime}$, since then $\operatorname{irc}(\pi)(n+1-\pi(k))<\operatorname{irc}(\pi)(n+1-\pi(i))<$ $n+1-\pi(i)<n+1-\pi(k)$. All these inversions contribute to initial zeroes in the same column $c$ in $\mathcal{T}^{\prime}$. Since $\operatorname{ent}(c)=n+1-\pi(i)=$ $n+1-\operatorname{ext}\left(c_{i}(\mathcal{T})\right)$, we get $c=c_{n+1-\operatorname{ent}(c)}=c_{\operatorname{ext}\left(c_{i}(\mathcal{T})\right)}$, which is the statement of the proposition. Rows are handled in a similar fashion.

Example 3.2. Consider the permutation $\pi=76485132$. Below we have its 1-hinge tableau $\mathcal{T}$ with rows and columns labeled with their exit labels $\operatorname{ext}\left(r_{i}\right)$ and $\operatorname{ext}\left(c_{i}\right)$, as well as the tableau $\mathcal{T}^{\prime}$ obtained by reordering columns and rows according to the proposition above. It is easy to check that $\Phi\left(\mathcal{T}^{\prime}\right)=\operatorname{irc}(\pi)=58746213$. Note that the number of initial 0s for each exit label remains the same after reordering rows and columns.


We now continue with permutations $\pi$ such that $A_{\text {EN }}(\pi)>0$. The idea is to remove all EN cells, use the transformation for permutations with $A_{\mathrm{EN}}(\pi)=A_{\mathrm{NE}}(\pi)=0$ and then put them back as NE cells, which contain 2 s .

Proposition 3.3. Let $\pi \in \mathfrak{S}_{n}$ and let $\mathcal{T}=\Gamma(\pi) \in \mathfrak{T}_{n}$. Assuming $A_{\mathrm{NE}}(\pi)=0$, then the following algorithm will give $\mathcal{T}^{\prime \prime}=\operatorname{irc}(\mathcal{T})$. Let $\mathcal{T}^{\prime}$ have the same shape as $\mathcal{T}$ and let $z\left(c_{i}\left(\mathcal{T}^{\prime}\right)\right)=\operatorname{inv}\left(c_{i}(\mathcal{T})\right)$ for all columns (and similarly for the rows). Letting the column exit labels of $\mathcal{T}$ be $i_{1}<$ $i_{2}<\ldots<i_{n-\mathrm{wex}(\pi)}$, compute $\mathcal{T}^{\prime \prime}=\operatorname{irc}\left(\mathcal{T}^{\prime}\right)$ and let $t\left(c_{j}\left(\mathcal{T}^{\prime \prime}\right)\right)=i_{j}-j$ for all $j$.

Proof. The tableau $\mathcal{T}^{\prime}$ will have column and row exit labels in the same relative order as $\mathcal{T}$, since only en cells are changed, but the column exit labels will be 1 to $n-\operatorname{wex}(\pi)$ and the row exit labels will be $n-$ $\operatorname{wex}(\pi)+1$ to $n$. Let $k=\operatorname{wex}(\pi)$ and let the column exit labels in $\mathcal{T}$ be $i_{1}<i_{2}<\ldots<i_{k}$. Then, each column exit label is reduced by $a(j)=\operatorname{ext}\left(c_{j}(\mathcal{T})\right)-\operatorname{ext}\left(c_{j}\left(\mathcal{T}^{\prime}\right)\right)=i_{j}-j$. We define permutations $\sigma_{j}=\left(\left(i_{j}-a(j)\right)\left(i_{j}-a(j)+1\right) \ldots i_{j}\right)$ and obtain $\Phi\left(\mathcal{T}^{\prime}\right)=\sigma_{k} \ldots \sigma_{1} \pi$, since each $\sigma_{j}$ replaces the exit label $i_{j}$ with $j$, while maintaining the relative order of all other exit labels.

Further, $\operatorname{irc}\left(\mathcal{T}^{\prime}\right)$ is the tableau of

$$
\operatorname{irc}\left(\sigma_{k} \ldots \sigma_{1} \pi\right)=\operatorname{irc}(\pi) \operatorname{irc}\left(\sigma_{1}\right) \ldots \operatorname{irc}\left(\sigma_{k}\right),
$$

where $\operatorname{irc}\left(\sigma_{j}\right)=\left(\left(n+1-i_{j}\right)\left(n+1-i_{j}+1\right) \ldots\left(n+1-i_{j}+a(j)\right)\right)$. Multiplying from the right with $\left(\left(n+1-i_{k}\right)\left(n+1-i_{k}+1\right) \ldots(n+\right.$ $\left.1-i_{k}+a(k)\right)$ ) in a permutation circularly changes the positions of the letters in positions $n+1-i_{k}, n+1-i_{k}+1, \ldots, n+1-i_{k}+a(k)$, which is equivalent with introducing $a(k)$ twos in the rightmost column. Similarly, removing the other cycles introduce $a(j)$ in the $(k-j+1)$ th column from the right.

The irc bijection when $A_{\text {NE }}(\pi)=0$ is clearly bijective. Thus, its inverse gives $\operatorname{irc}(\Gamma(\pi))$ when $A_{\mathrm{EN}}(\pi)=0$, and we state the proposition without proof.

Proposition 3.4. Let $\pi \in \mathfrak{S}_{n}$ and let $\mathcal{T}=\Gamma(\pi) \in \mathfrak{T}_{n}$. Assuming $A_{\mathrm{EN}}(\pi)=0$, then the following algorithm will give $\mathcal{T}^{\prime \prime}=\operatorname{irc}(\mathcal{T})$. Given $\lambda=\operatorname{sh}(\mathcal{T})$ and $k=\operatorname{wex}(\pi)$, let $\mathcal{T}^{\prime}$ have shape $\lambda_{1}^{k}$ and let $z\left(c_{i}\left(\mathcal{T}^{\prime}\right)\right)=$ $z\left(c_{i}(\mathcal{T})\right)$ for all columns (and similarly for the rows). Then, let $\mathcal{T}^{\prime \prime}=$ $\operatorname{irc}\left(\mathcal{T}^{\prime}\right)$ and increase column labels $j$ by $t\left(c_{j}(\mathcal{T})\right)$.

Example 3.5. The permutation $\pi=38652417$ has $A_{\text {EN }}(\pi)=4$ and $A_{\mathrm{NE}}(\pi)=0$. Its tableau is below to the right. Removing the EN zeroes gives the second tableau, where the column exit label 7 has been reduced by 3 and 4 has been reduced by 1 . Applying irc gives the third tableau, and inserting 3 twos in the forth column and 1 in the third gives the
final tableau of $\operatorname{irc}(\pi)=71653842$ to the right. To compute irc of the last tableau, just follow the tableaux below from right to left.


As it turns out, the processes of turning EN zeroes into NE twos and vice versa are independent processes. Combining the last two Propositions thus gives us an algorithm for computing $\operatorname{irc}(\mathcal{T})$ for any 1-hinge permutation tableau $\mathcal{T}$.

Theorem 3.6. Let $\pi \in \mathfrak{S}_{n}$ and let $\mathcal{T}=\Gamma(\pi) \in \mathfrak{T}_{n}$, with $\lambda=\operatorname{sh}(\mathcal{T})$, $k=\operatorname{wex}(\pi)$ and column exit labels $i_{1}<i_{2}<\ldots<i_{k}$. To compute $\mathcal{T}^{\prime \prime}=\operatorname{irc}(\mathcal{T})$, let $\mathcal{T}^{\prime}$ have shape $\lambda_{1}^{k}$ and let $z\left(c_{i}\left(\mathcal{T}^{\prime}\right)\right)=\operatorname{inv}\left(c_{i}(\mathcal{T})\right)$ for all columns (and similarly for the rows). Then, let $\mathcal{T}^{\prime \prime}=\operatorname{irc}\left(\mathcal{T}^{\prime}\right)$, increase column labels $j$ by $t\left(c_{j}(\mathcal{T})\right)$ and $t\left(c_{j}\left(\mathcal{T}^{\prime \prime}\right)\right)=i_{j}-j$ for all $j$.

Proof. Removing the twos of $\mathcal{T}$ corresponds to multiplying $\pi$ by cycles on the right as in the proof of Proposition 3.3. Removing the EN zeroes corresponds to multiplying $\pi$ by cycles on the left. These processes are commutative. We can then compute irc and interpret the cycles moving from left to right as NE twos and the other cycles as EN zeroes.

Example 3.7. The permutation $\pi=38265417$ has $A_{\mathrm{EN}}(\pi)=4$ and $A_{\text {NE }}(\pi)=2$. Its tableau is below to the right. Removing the EN zeroes and the twos gives the second tableau, which is the same as the second tableau in the previous example. Applying irc gives the third tableau, and inserting twos as before, as well as two EN zeroes by increasing column exit label 4 to 6 gives the final tableau of $\operatorname{irc}(\pi)=71543862$ to the right.


## 4 The $A \leftrightarrow C$ bijection

Steingrímsson and Williams showed that $A_{\mathrm{NN}}+A_{\mathrm{EE}}$ is equidistributed with $C_{\mathrm{NN}}+C_{\mathrm{EE}}$. We would like to show this with a simple bijection,
which exchanges these statistics while preserving $A_{\mathrm{NE}}, A_{\mathrm{EN}}$ and wex. We name this bijection $\psi: \Gamma\left(\mathfrak{S}_{n}\right) \rightarrow \Gamma\left(\mathfrak{S}_{n}\right)$. To find $\psi$, we need to keep track of the relative order of the exit labels of rows and columns.

```
Algorithm 1 The bijection \(\psi\)
Data: \(\mathcal{T}\)
Result: \(\mathcal{T}^{\prime}=\psi(\mathcal{T})\).
\(\mathcal{T}^{\prime} \leftarrow \mathcal{T}\)
\(S_{c} \leftarrow\) exit labels of the columns of \(\mathcal{T}\), sorted in descending order
\(S_{r} \leftarrow\) exit labels of the rows of \(\mathcal{T}\), sorted in ascending order
for \(i \leftarrow 1\) to \(\lambda_{1}\) do
    \(\operatorname{inv}_{S_{c}(i)}\left(\mathcal{T}^{\prime}\right) \leftarrow n-i-S_{c}(i)-\left|\left\{j: \operatorname{ent}\left(r_{j}\right)>S_{c}(i)\right\}\right|-\operatorname{inv}_{S_{c}(i)}(\mathcal{T})\)
end
for \(i \leftarrow 1\) to \(n-\lambda_{1}\) do
    \(\operatorname{inv}_{S_{r}(i)}\left(\mathcal{T}^{\prime}\right) \leftarrow S_{r}(i)-i-\left|\left\{j: \operatorname{ent}\left(c_{j}\right) \leq S_{r}(i)\right\}\right|-\operatorname{inv}_{S_{r}(i)}(\mathcal{T})\)
end
```

Theorem 4.1. Algorithm 1 is an involution on permutation tableaux $\mathcal{T}$ such that $\mathcal{T}^{\prime}=\psi(\mathcal{T})$ fulfills

- $A_{\mathrm{NN}}\left(\Phi\left(\mathcal{T}^{\prime}\right)\right)+A_{\mathrm{EE}}\left(\Phi\left(\mathcal{T}^{\prime}\right)\right)=C_{\mathrm{NN}}(\Phi(\mathcal{T}))+C_{\mathrm{EE}}(\Phi(\mathcal{T}))$;
- $C_{\mathrm{NN}}\left(\Phi\left(\mathcal{T}^{\prime}\right)\right)+C_{\mathrm{EE}}\left(\Phi\left(\mathcal{T}^{\prime}\right)\right)=A_{\mathrm{NN}}(\Phi(\mathcal{T}))+A_{\mathrm{EE}}(\Phi(\mathcal{T}))$;
- $A_{\mathrm{EN}}\left(\Phi\left(\mathcal{T}^{\prime}\right)\right)=A_{\mathrm{EN}}(\Phi(\mathcal{T}))$;
- $A_{\mathrm{NE}}\left(\Phi\left(\mathcal{T}^{\prime}\right)\right)=A_{\mathrm{NE}}(\Phi(\mathcal{T}))$;
- $\operatorname{sh}\left(\mathcal{T}^{\prime}\right)=\operatorname{sh}(\mathcal{T})$.

Proof. It is clear that the proposed map is an involution, but there are three additional items for us to prove: that each tableau $\mathcal{T}$ is a valid input, that the obtained tableau $\mathcal{T}^{\prime}$ is valid and finally that the statistics are transformed as stated. We take these matters in order.

In the rest of the proof, we will consider rows only, but the columns are treated analogously. Now, the maximal number of rows between the entry and the exit of the path with exit label $S_{r}(i)$ is $S_{r}(i)-i-\mid\{j$ : $\left.\operatorname{ent}\left(c_{j}\right) \leq S_{r}(i)\right\} \mid$. Since $\operatorname{inv}_{S_{r}(i)}$ is bounded from above by this number and from below by zero for both $\mathcal{T}$ and $\mathcal{T}^{\prime}$, it is clear that each tableau $\mathcal{T}$ is a valid input, and that $\psi(\mathcal{T})$ is a valid tableau.

Since we do not change the exit labels of the rows, except for their order, the value of $A_{\text {EN }}$ stays constant. By the argument that $\operatorname{inv}_{S_{r}(i)}\left(\mathcal{T}^{\prime}\right)$ stays within the given bounds, it follows that the shape and $A_{\text {NE }}$ does not change either. If $A_{\mathrm{EN}}=A_{\mathrm{NE}}=0$, the total number of inversions
for $\mathcal{T}$ and $\mathcal{T}^{\prime}$ clearly is $(k-1)(n-k)$, which shows that for this case, $A_{\mathrm{EE}}+A_{\mathrm{NN}}$ and $C_{\mathrm{EE}}+C_{\mathrm{NN}}$ must exchange. But since each increase in $A_{\text {NE }}$ or $A_{\text {EN }}$ decreases the number of inversions equally, the exchange must still hold.

If $\Phi(\mathcal{T})$ avoids the patterns 231 and 321 (in classical notation), then the exit labels of the columns in $\mathcal{T}$ will be sorted in descending order (no inversions) and $i+S_{c}(i)+\left|\left\{j: \operatorname{ent}\left(r_{j}\right)>S_{c}(i)\right\}\right|=n$. Thus, we get $\operatorname{inv}_{S_{c}(i)}(\psi(\mathcal{T}))=\operatorname{inv}_{S_{c}(i)}(\mathcal{T})=0$. Similarly, $\operatorname{inv}_{S_{r}(i)}(\psi(\mathcal{T}))=$ $\operatorname{inv}_{S_{r}(i)}(\mathcal{T})=0$. Hence, $\psi(\mathcal{T})=\mathcal{T}$.

Let the extended diagonal be the usual main diagonal followed to the right by the remainder of the lowest row extending past the main diagonal. It is not too hard to deduce the following special cases of the $\psi$ involution.

Corollary 4.2. For $\mathcal{T}$ such that $A_{\mathrm{EN}}(\mathcal{T})=A_{\mathrm{NE}}(\mathcal{T})=0$, we get

$$
\begin{aligned}
z(\operatorname{col}(i, \psi(\mathcal{T})))+z(\operatorname{col}(i, \mathcal{T})) & =\operatorname{inv}(\operatorname{col}(i, \psi(\mathcal{T})))+\operatorname{inv}(\operatorname{col}(i, \mathcal{T})) \\
& =\min (i, \operatorname{wex}(\Phi(\mathcal{T})))-1
\end{aligned}
$$

where $\min (i, \operatorname{wex}(\Phi(\mathcal{T})))-1$ is the number of cells above the extended diagonal in column $c_{i}$, and

$$
\begin{aligned}
z(\operatorname{row}(i, \psi(\mathcal{T})))+z(\operatorname{row}(i, \mathcal{T})) & =\operatorname{inv}(\operatorname{row}(i, \psi(\mathcal{T})))+\operatorname{inv}(\operatorname{row}(i, \mathcal{T})) \\
& =n-\max (i, \operatorname{wex}(\Phi(\mathcal{T})))
\end{aligned}
$$

where $n-\max (i, \operatorname{wex}(\Phi(\mathcal{T})))$ is the number of cells to the left of the extended diagonal in row $r_{n-i+1}$.

Example 4.3. Consider the permutation $\pi=76813524$ with tableau as below. The number of initial zeroes is zero for exit labels $1,2,4$, one for 3 and two for 5 . Hence, in $\psi(\mathcal{T})$ we get $z(\operatorname{col}(5))=2-2=0$, $z(\operatorname{col}(4))=2-0=2, z(\operatorname{col}(3))=2-1=1, z(\operatorname{col}(2))=1-0=1$ and $z(\operatorname{col}(1))=0-0=0$.


Corollary 4.4. Consider any tableau $\mathcal{T}$ such that $A_{\mathrm{NN}}(\mathcal{T})=A_{\mathrm{EE}}(\mathcal{T})=$ $A_{\mathrm{EN}}(\mathcal{T})=0$. Then, the tableau of $\psi(\mathcal{T})$ contains only zeroes and the extended diagonal filled with ones, possibly pushed up by the south-east border.

Example 4.5. For the permutation 671283945 , the tableaux $\mathcal{T}=\Phi(\pi)$ and $\psi(\mathcal{T})$ become


Corollary 4.6. Consider any tableau $\mathcal{T}$ such that $A_{\mathrm{NN}}(\mathcal{T})=A_{\mathrm{EE}}(\mathcal{T})=$ $A_{\mathrm{NE}}(\mathcal{T})=0$, and split it in a lower part consisting of the bottom row, a left part where coordinates $(i, j)$ satisfy $i-j \geq n-2 \lambda_{1}$ and $i<n-\lambda_{1}$ and an upper part where $\lambda_{1}+i-j<n-\lambda_{1}$. Then, $\operatorname{inv}\left(c_{i}(\psi(\mathcal{T}))\right)$ equals the number of ones in column $i$ in the left part and $\operatorname{inv}\left(r_{i}(\psi(\mathcal{T}))\right)$ the number of ones in row $i$ in the upper part of $\mathcal{T}$.

Example 4.7. The permutation $\pi=157923468$ fulfills the conditions of the previous corollary. We take its tableau and split it.


The number of ones in the left part is, from the left, $0,1,2$ and 1 , and the number of ones in the upper part is, from above, 0,2 and 1 . Thus, the permutation becomes 197543628, with two inversions on 5 and one on 7 , and similarly for the columns.

## 5 Tableaux of restricted permutations

In this section, we will enumerate some restricted sets of permutations whose 1-hinge tableaux have the maximum number of essential 1s as a first step in determining the distribution of restricted permutations according to the number of the essential 1 s of their associated tableaux. Let $M_{n}$ denote the set of permutations in $\mathfrak{S}_{n}$ whose 1-hinge tableaux have $n-1$ essential 1s (i.e. the maximum number). As we noted in the introduction, not every set of pattern restrictions refines well by the essential 1 s statistic, so we find analyze some of the "nicer" cases here.

Definition 5.1. We say that a permutation $\sigma \in \mathfrak{S}_{n}$ contains a pattern $\tau$ if $\tau$ is a permutation order-isomorphic to a subsequence of $\sigma$. If $\sigma$ does
not contain the pattern $\tau$, then we say that $\sigma$ avoids $\tau$. We denote the set of $\tau$-avoiding permutations in $\mathfrak{S}_{n}$ by $\mathfrak{S}_{n}(\tau)$. Given a set of patterns $T$, we let $\mathfrak{S}_{n}(T)$ be the set of permutations avoiding all patterns in $T$.

Similarly, given a pattern (or a set of patterns) $\tau$, let $M_{n}(\tau)$ denote the set of permutations in $\mathfrak{S}_{n}(\tau)$ whose 1-hinge tableaux have $n-1$ essential 1s, i.e. a single doubly essential 1 (i.e. both the leftmost 1 in its row and the topmost 1 in its column). We then proceed to determine the structure of these tableaux to prove some enumerative results.

We note that, for simplicity, the patterns here are denoted the "old" way, without using the newer generalized-pattern hyphenated notation.

Remark 5.2. Note that any permutation $\pi \in M_{n}$ must have a 1 in upper left corner of its corresponding 1-hinge tableau. In particular, this implies that $\pi(1)>\pi(n)$. Also, the 1-hinge tableau of $\pi$ must contain at least one 1 in every row, and hence $\pi$ does not have fixed points.

Theorem 5.3. The number of permutations in $M_{n}(132,231)$ (resp. in $M_{n}(213,312)$ ) whose 1-hinge tableaux have $k$ rows (resp. $k$ columns) is equal to

$$
2^{k-1}\binom{n-k-1}{k-1}-2^{k-2}\binom{n-k-2}{k-2}
$$

Proof. Any permutation in $\pi \in \mathfrak{S}_{n}(132,231)$ can be written as $\pi=$ $\pi^{\prime} 1 \pi^{\prime \prime}$, where $\pi^{\prime}$ is a decreasing sequence and $\pi^{\prime \prime}$ is an increasing sequence. Thus, either $n=\pi(1)$ or $n=\pi(n)$, so by Remark 5.2 , we have $n=\pi(1)$ for $\pi \in M_{n}(132,231)$. Therefore, the leftmost column of the 1hinge tableau $\mathcal{T}$ of $\pi$ contains a 1 only in the first row. We also conclude that $n-1=\pi(2)$ or $n-1=\pi(n)$. In addition, since $\pi$ is a derangement and $n=\pi(1)$, it follows that $\pi(n-1)<n-1$, so $n-1$ is a column label in $\pi$.

From this, we can conclude that the first $k<\pi^{-1}(1)$ positions are excedances, and the remaining ones are deficiencies, so the shape of $\mathcal{T}$ is a $k \times(n-k)$ rectangle. Further, $\operatorname{ext}\left(r_{i}\right)>\operatorname{ext}\left(r_{i+1}\right), \operatorname{ext}\left(r_{k}\right)=\pi(k)>$ $\pi(k+1)=\operatorname{ext}\left(c_{n-k}\right)$ and $\operatorname{ext}\left(c_{i}\right)>\operatorname{ext}\left(c_{i+1}\right)$ for $i \geq m$, where $m$ is the column with exit label 1 . We can thus conclude that $z\left(r_{i}\right)=n-\operatorname{ext}\left(r_{i}\right)$, as well as $z\left(c_{i}\right)=\operatorname{ext}\left(c_{i}\right)-1$ for $i>m$ and zero otherwise. The 1 s in the tableau are thus on a northwest-southeast directed band so that no 1 has only 0 s in both its row and its column.

To determine such a tableau, we need to determine for each row the leftmost and rightmost position. The leftmost position in $r_{i}$ is at least
one more than in row $r_{i-1}$, since $z\left(r_{i}\right)=n-\operatorname{ext}\left(r_{i}\right)>n-\operatorname{ext}\left(r_{i-1}\right)=$ $z\left(r_{i-1}\right)$, and the rightmost position changes by at most one, since two adjacent columns cannot share the same number of zeroes to the right of $m$. Further, the leftmost one of the first row and the rightmost one of the last row are fixed.

Thus, we need to pick a subset of $k-1$ columns among all columns but the first one to get the leftmost positions in rows 2 to $k$, and for each of the first $k-1$ rows, we need to determine if the rightmost 1 should be to the left of the row below or not. The number of such choices is $2^{k-1}\binom{n-k-1}{k-1}$. However, we cannot leave a 1 in the southeast corner with no other 1s above it or to its left, so all such tableaux must be removed. They are counted by $2^{k-2}\binom{n-k-2}{k-2}$, and we are done.

Theorem 5.4. If $M_{n}^{k}(123,213)$ is the set of permutations in $M_{n}(123,213)$ with $k$ nonessential $1 s$, then

$$
\begin{aligned}
\left|M_{2 n}^{k}(123,213)\right| & =a(2 n-2, k)+a(2 n-3, k) \\
\left|M_{2 n+1}^{k}(123,213)\right| & =2 a(2 n-2, k)+a(2 n-3, k),
\end{aligned}
$$

where $a(n, k)=\mathrm{A} 037027(n, k)$, the $k$ th entry in row $n$ of the FibonacciPascal triangle.

Proof. Let $\pi \in M_{n}^{k}(123,213)$ and let $\mathcal{T}=\Phi^{-1}(\pi)$ be its permutation tableau. Simply avoidance of the both pattern implies the following: $n=\pi(1)$ or $n=\pi(2)$, and $\pi(n)=1$ or $\pi(n)=2$. Also, if $\pi(1)=n$ and $\pi(n)=1$, then the top row (labeled 1 ) and leftmost column (labeled $n$ ) of $\mathcal{T}$ both have a single 1 in the top left cell (labeled $(1, n)$ ). Thus, the cell labeled $(2, n-1)$ in the second row from the top and next-toleftmost column is also a doubly essential 1 , and hence, $\pi$ does not have the maximum number of essential 1s. Therefore, either $\pi(2)=n$ and $\pi(n)=1$, or $\pi(1)=n$ and $\pi(n)=2$, or $\pi(2)=n$ and $\pi(n)=2$.

Case 1. Let $n \geq 3, \pi(n)=1$ and $\pi(2)=n$. Since $\pi(n)=1$, the top row has a single 1 in the leftmost column. Since $\pi(2)=n$, the leftmost column has a 1 in row 2 and no 1 s below it. Thus, we have


Let $\mathcal{T}^{\prime}$ be the tableau obtained by removing the top row and leftmost column of $\mathcal{T}$. Then, for $\mathcal{T}$ to have the maximum number of $1 \mathrm{~s}, \mathcal{T}^{\prime}$ must
also have the maximum number of essential 1 s , and in particular, an essential 1 in the top left corner. Moreover, the nonessential 1s of $\mathcal{T}^{\prime}$ are exactly the nonessential 1 s of $\mathcal{T}$. Let $\pi^{\prime}=\Phi\left(\mathcal{T}^{\prime}\right)$, then $\pi(1)=\pi^{\prime}(1)+1$, $\pi(2)=n, \pi(i)=\pi^{\prime}(i-1)+1$ for $3 \leq i \leq n-1$, and $\pi(n)=1$. In other words, $\pi^{\prime}$ is obtained from $\pi$ by removing 1 and $n$ and subtracting 1 from each of the remaining values. Hence, $\pi^{\prime} \in M_{n-2}^{k}(123,213)$.

Case 2. Let $n \geq 3, \pi(2)=n$ and $\pi(n)=2$. Since the leftmost column has 1 s in the rows 1 and 2 , any 1 in row 1 induces a (nonessential) 1 in the cell directly below it. Since $\pi(n) \neq 1$, there is at least one 1 in the top row in addition to the 1 in the leftmost cell. Suppose the second leftmost 1 in the top row is in column labeled $i$. Then the path starting south at column $n$ turns east at cell $(1, n)$, south at $(1, i)$, and east at $(2, i)$. Since $\pi(n)=2$, that path exits the tableau at row 2 , so there are no 1 s in row 2 to the right of column $i$. Hence, there are also no 1 s in row 1 to the right of column $i$, so $\pi(i)=1$ and row 1 has, in fact, only two 1 s , in the leftmost column and in column $i$. Let $\mathcal{T}^{\prime}$ be the tableau obtained by removing the top row and leftmost column of $\mathcal{T}$. Then, just as in the previous case, it is easy to see that $\mathcal{T}$ has exactly one more nonessential 1 than $\mathcal{T}^{\prime}$, namely, the 1 in the cell labeled $(2, i)$. Moreover, $\mathcal{T}^{\prime}$ also has the maximum number of essential 1 s , and $\pi^{\prime}=\Phi\left(\mathcal{T}^{\prime}\right)$ is obtained by deleting 2 and $n$ from $\pi$ and subtracting 1 from each remaining value except 1. Therefore, $\pi^{\prime}$ also avoids patterns 123 and 213 , and hence, $\pi^{\prime} \in M_{n-2}^{k-1}(123,213)$.

Case 3. Let $n \geq 3, \pi(1)=n$ and $\pi(n)=2$. Since $\pi(1)=n$, the leftmost column of $\mathcal{T}$ contains a single 1 in the top row. Therefore, the leftmost column cannot be longer than the column to its right, and hence the second leftmost column has label $n-1$. Since $\mathcal{T}$ has the maximum number of essential 1 s and 0 in cell $(2, n)$, either $n=3$ and $\pi=312$ or there must be a 1 in the cell $(2, n-1)$. Thus, the path starting south at column $n$, turns east at cell $(1, n)$, then again south at $(1, n-1)$, and so passes through cell $(2, n-1)$. Since $\pi(n)=2$, this means that $\mathcal{T}$ has a 1 in the cell $(2, n-1)$ and only 0 s to its right. Hence, this is the single 1 in row 2 , so either $n=4$ and $\pi=4312$ or $n \geq 5$ and $\mathcal{T}$ must have a 1 in the cell $(3, n-1)$. Also, the fact that row 2 has no 1 s to the right of row $n-1$ means that row 1 has no 1 s to the right of column $n-1$, so $\pi(n-1)=1$. Finally, since $\pi(1)=n$ and $\pi$ avoids patterns 123 and 213 , we must have $n-1=\pi(2)$ or $n-1=\pi(3)$. Since column $n$ has no 1s other than in top row, $\pi(i)=n-1$ implies that $i$ is the lowest row with a 1 in column $n-1$. Since there is a 1 in cell $(3, n-1)$, we must have $n-1=\pi(3)$, so there are no 1 s in column $n-1$ below row
3. Therefore, either $n=5$ and $\pi=53412$ or $n \geq 6$ and there is a 1 in cell (3, $n-2$ ).


Let $\mathcal{T}^{\prime}$ be the tableau obtained by deleting the top two rows and leftmost two columns of $\mathcal{T}$, and let $\pi^{\prime}=\Phi\left(\mathcal{T}^{\prime}\right)$. Then $\mathcal{T}^{\prime}$ has the maximum number of essential 1 s and the same number of nonessential 1s as $\mathcal{T}$, and $\pi(1)=n, \pi(2)=\pi^{\prime}(1)+2, \pi(3)=n-1, \pi(i)=\pi(i-2)+2$ for $4 \leq i \leq n-2$, and $\pi(n-1)=1, \pi(n)=2$. In other words, $\pi^{\prime}$ is obtained from $\pi$ by deleting $n, n-1,1,2$ at positions $1,3, n-1, n$, respectively, and subtracting 2 from each of the remaining values. Therefore, $\pi^{\prime}$ also avoids 123 and 213 , so $\pi^{\prime} \in M_{n-4}^{k}(123,213)$.

Thus, it is easy to see that $f(n, k)=\left|M_{n}^{k}(123,213)\right|$ satisfies the recurrence relation

$$
\begin{equation*}
f(n, k)=f(n-2, k)+f(n-2, k-1)+f(n-4, k) \tag{1}
\end{equation*}
$$

with initial values $f(0,0)=1, f(1,0)=1, f(2,0)=1, f(3,0)=2$, $f(3,1)=0 f(4,0)=2, f(4,1)=1$, and $f(n, k)=0$ if $k<0$ or $k>$ ( $n-2$ )/2 for $n \geq 2$. Routine application of generating functions now yields the theorem.

Corollary 5.5. $\left|M_{n}(123,213)\right|=\mathrm{A} 002965(n+1)$ for $n \geq 0$ where A002965 is a sequence number from [9].

Proof. Let $g(n)=\left|M_{n}(123,213)\right|$. Then $g(n)=\sum_{k=0}^{\left\lfloor\frac{n-2}{2}\right\rfloor} f(n, k)$, so summing Equation (1) over $k$, we get

$$
g(n)=2 g(n-2)+g(n-4), n \geq 4
$$

and $g(0)=1, g(1)=1, g(2)=1, g(3)=2$, which implies the first equality in the theorem.

We can refine this result differently as follows.
Theorem 5.6. Let $M_{n}(123,213 ; k)$ be the set of permutations in the
set $M_{n}(123,213)$ that start with the letter $k$. Then, using the sequence numbering from [9], for $1 \leq k \leq n \leq 2 k+3$ we have

$$
\left|M_{n}(123,213 ; k)\right|=2^{n-k} \mathrm{~A} 002965(2 k-n-3)
$$

when $n \geq 4$ and $\lfloor n / 2\rfloor+2 \leq k \leq n$, while

$$
\left|M_{n}(123,213 ; k)\right|=1
$$

when $(n, k) \in\{(1,1),(2,2),(3,3),(3,2)\}$.
Proof. Let $g(n, k)=\left|M_{n}(123,213 ; k)\right|$, and let $g_{1}(n, k), g_{2}(n, k)$ and $g_{3}(n, k)$ be the number of permutations in $M_{n}(123,213 ; k)$ that fall, respectively, into Case 1,2 or 3 of the proof of Theorem 5.4, so that $g(n, k)=g_{1}(n, k)+g_{2}(n, k)+g_{3}(n, k)$. Then $g_{3}(n, k)=0$ for $k<n$, $g_{1}(n, k)=0$ for $k=1,2, n$, and $g_{2}(n, k)=0$ for $k=1,2, n$. Moreover,for $k \geq 3$, there is a bijection between the permutations in Case 1 and Case 2, and it is simply the transposition of values 1 and 2. Hence, $g_{2}(n, k)=g_{1}(n, k)$ for $k \geq 3$. (Recall also that either 1 or 2 is the rightmost value in Cases 1 and 2.) As in the proof of Theorem 5.4, given a permutation $\pi \in M_{n}(123,213 ; k)$ for $k \geq 3$, we can delete values $n$ and $\pi(n)$ (recall that $\pi(n)=1$ or $\pi(n)=2$ ) and subtract 1 from each value except 1 to obtain a permutation in $M_{n-2}(123,213 ; k-1)$. Hence,

$$
g(n, k)=2 g(n-2, k-1), \quad 3 \leq k<n .
$$

Likewise, if $k=n$, then $g(n, n)=g_{3}(n, n)$, and there is a bijection $M_{n}(123,213 ; n) \rightarrow M_{n-4}(123,213)$ defined by deleting values $n, n-1$, 1 and 2 and subtracting 2 from the remaining values. Since for $\pi \in$ $M_{n}(123,213 ; n)$ we have $n=\pi(1), n-1=\pi(3), 1=\pi(n-1)$ and $2=\pi(n)$, it follows that $3 \leq \pi(2) \leq n-2$, so

$$
g(n, n)=g_{3}(n, n)=\sum_{k=3}^{n-2} g(n-4, k-2)=\sum_{k=1}^{n-4} g(n-4, k)=g(n-4)
$$

for $n \geq 4$. Note also that $g(n)=1$ for $n=0,1,2$, and $g(3)=2$. Therefore,

$$
\begin{aligned}
g(n, k) & =2^{n-k} g(n-2(n-k), k-(n-k)) \\
& =2^{n-k} g(2 k-n, 2 k-n) \\
& =2^{n-k} g(2 k-n-4)
\end{aligned}
$$

Note that $g(n, k)>0$ if and only if $2 k-n-4 \geq 0$, i.e. if and only if $k \geq\lfloor n / 2\rfloor+2$. This implies the second equality in the theorem.

Theorem 5.7. For any $n \geq 1$,

$$
\left|M_{n}(132,213)\right|= \begin{cases}3^{m}-1 & \text { if } n=2 m+1, m \geq 0 \\ 2 \cdot 3^{m}-1 & \text { if } n=2 m+2, m \geq 0\end{cases}
$$

In fact, if $M_{n}(132,213 ; k)$ is the set of permutations in $M_{n}(132,213)$ that start with $k$, then

$$
\left|M_{n}(132,213 ; k)\right|=2^{k-2}
$$

when $n=2 m$ or $n=2 m+1, m \geq 0,2 \leq k \leq m+1$, while

$$
\left|M_{n}(132,213 ; m+2+k)\right|=3^{k} \cdot 2^{m-1-k}
$$

when $n=2 m$ or $n=2 m+1, m \geq 0,0 \leq k \leq n-m-2$.
Proof. Permutations avoiding patterns 132 and 213 are exactly decreasing sequences of increasing blocks, e.g. $\widehat{5673421}$. Such permutations are called reversed layered permutations and their blocks (denoted by hats in our example) are called reversed layers. It is easy to see that in any such permutation all excedances precede all deficiencies, so the tableau of any $\pi \in S_{n}(132,213)$ has no 2 s (i.e. its shape is a rectangle). Note also that since $\pi \in M_{n}(132,213)$ cannot have any fixed points, it must have at least two reversed layers.

Now we claim that if $\pi \in S_{n}(132)$ and the tableau of $\pi$ has rectangular shape, then the lowest 1 in its leftmost column is either in the top row or in the same row as the lowest 1 in the second column. Indeed, if not, then $n-1$ is to the right of $n$, which in turn is to the right of $\pi(1)$, so $\pi(1) \neq n-1$, and hence $(\pi(1), n, n-1)$ is an occurrence of pattern 132 in $\pi$. Moreover, all 1s in the top row (i.e. row 1) of the tableau of $\pi$ are to the left of all 0 s . (Indeed, if not, then there are columns labeled $i<j<k$, such that columns $i$ and $k$ contain two consecutive 1 s in the top row, and column $j$ contains a 0 in the top row. But then $\pi(i)<\pi(k)<\pi(j)$, so $(\pi(i), \pi(j), \pi(k))$ is an instance of pattern 132 in $\pi$.)

Likewise, if $\pi \in S_{n}(213)$ and the tableau of $\pi$ has rectangular shape, then the rightmost 1 in row 1 is either in the leftmost column or in the same column as the rightmost 1 of the second row. (Otherwise, $\pi$ would contain a subsequence ( $2,1, \pi(n)$ ) with $\pi(n) \geq 3$.) Similarly, all 1 s in the leftmost column of the tableau of $\pi$ must be above all 0 s. (Again, if not, then there are rows labeled $i<j<k$, such that rows $i$ and $k$ contain two consecutive 1 s in the leftmost column, and column $j$ contains a 0 in
the leftmost column. But then $\pi(j)<\pi(i)<\pi(k)$, so $(\pi(i), \pi(j), \pi(k))$ is an instance of pattern 213 in $\pi$.)

Now suppose $\pi \in M_{n}(132,213)$. Then we cannot have a single 1 both in the top row and the leftmost column, or else there would be another doubly essential 1 in row 2 and column labeled $n-1$ (i.e. second column from the left).

Furthermore, note that deleting the row 1 and column $n$ (the leftmost column) from the tableau $\Phi(\pi)$ of $\pi$ is equivalent to deleting values $n$ and 1 from $\pi$ and subtracting 1 from the remaining entries. It is easy to see that doing so to a reversed layered permutation $\pi \in S_{n}(132,213)$ yields another reversed layered permutation $\pi^{\prime} \in S_{n-2}(132,213)$. Moreover, it follows from the discussion above that $\pi$ and $\pi^{\prime}$ have the same number of essential 1s unless the 1 in the top left cell is the only one both in its row and in its column. Therefore, $\pi \in M_{n}(132,213)$ if and only if $\pi^{\prime} \in M_{n-2}(132,213)$ or $\pi^{\prime}=i d_{n-2}=12 \widehat{\ldots n}-2$ (recall that $\pi^{\prime} \in M_{n}$ cannot have a single reversed layer).

Conversely, given a permutation $\pi^{\prime} \in M_{n-2}(132,213)$, one can obtain $\pi$ from $\pi^{\prime}$ as follows: add 1 to each value of $\pi^{\prime}$ and call the resulting string $\pi^{\prime}+1$, then insert 1 either just before the last reversed layer of $\pi^{\prime}+1$ (thus extending the last reversed layer) or at the end (thus creating a new last reversed layer), then insert $n$ either at the beginning of $\pi^{\prime}+1$ (thus creating a new first reversed layer) or at the end of the first reversed layer of $\pi^{\prime}+1$ (thus extending the first reversed layer). This yields 3 ways of producing $\pi$ from $\pi^{\prime} \neq i d_{n-2}$. In two of those cases, we have $\pi(1)=\pi^{\prime}(1)+1$, and in the remaining third case, $\pi(1)=n$.

Similarly, if $\pi=i d_{n-2}$ then there are only 2 ways to produce $\pi \in$ $M_{n}$ : we must insert $n$ at the beginning and 1 at position 2 to get $\pi=$ $\widehat{n} 12 \widehat{\ldots}-1$, or insert $n$ at position $n-1$ and 1 at position $n$ to get $\pi=23 \widehat{\ldots n}-1 \widehat{1}$.

Now let $h(n)=\left|M_{n}(132,213)\right|$ and $h(n, k)=\left|M_{n}(132,213 ; k)\right|$. Then $h(n, 1)=0$ for $n \geq 2$, and for $n \geq 3$

$$
\begin{cases}h(n) & =3 h(n-2)+2 \\ h(n, 2) & =1 \\ h(n, k) & =2 h(n-2, k-1), \quad 2<k<n \\ h(n, n) & =h(n-2)+1\end{cases}
$$

This, together with the initial conditions $h(2)=1, h(3)=2$, yields the desired result.

## References

[1] A. Burstein. On some properties of permutation tableaux. Ann. Comb., 11(3-4):355-368, 2007.
[2] R. Chapman and L. K. Williams. A conjecture of Stanley on alternating permutations. Electron. J. Combin., 14(1):Note 16, 7 pp., 2007.
[3] S. Corteel. Crossings and alignments of permutations. Adv. in Appl. Math., 38(2):149-163, 2007.
[4] S. Corteel and P. Nadeau. Bijections for permutation tableaux. European $J$. Combin., 30(1):295-310, 2009.
[5] S. Corteel and L. K. Williams. A Markov chain on permutations which projects to the PASEP. Int. Math. Res. Not. IMRN, 2007(17):Art. ID rnm055, 27, 2007.
[6] S. Corteel and L. K. Williams. Tableaux combinatorics for the asymmetric exclusion process. Adv. in Appl. Math., 39(3):293-310, 2007.
[7] K. Eriksson. Strongly convergent games and Coxeter groups. PhD thesis, KTH Royal Institute of Technology, 1993.
[8] A. Postnikov. Webs in totally positive Grassmann cells. Manuscript, 2001.
[9] N. J. A. Sloane. The On-line Encyclopedia of Integer Sequences. Available online at http://www.research.att.com/~njas/sequences/.
[10] E. Steingrímsson and L. K. Williams. Permutation tableaux and permutation patterns. J. Combin. Theory Ser. A, 114(2):211-234, 2007.
[11] L. K. Williams. Enumeration of totally positive Grassmann cells. Adv. Math., 190(2):319-342, 2005.

# Enumeration schemes for words avoiding permutations 

Lara Pudwell<br>Department of Mathematics and Computer Science<br>Valparaiso University<br>Valparaiso, IN 46383 USA


#### Abstract

The enumeration of permutation classes has been accomplished with a variety of techniques. One wide-reaching method is that of enumeration schemes, introduced by Zeilberger and extended by Vatter. In this paper we further extend the method of enumeration schemes to words avoiding permutation patterns. The process of finding enumeration schemes is programmable and allows for the automatic enumeration of many classes of pattern-avoiding words.


## 1 Background

The enumeration of permutation classes has been accomplished by many beautiful techniques. One natural extension of permutation classes is pattern-avoiding words. Our concern in this paper is not attractive methods for counting individual classes, but rather developing a systematic technique for enumerating many classes of words. Four main techniques with wide success exist for the systematic enumeration of permutation classes. These are generating trees, insertion encoding, substitution decomposition, and enumeration schemes. In this paper we adapt the method of enumeration schemes, first introduced for permutations by Zeilberger [9] and extended by Vatter [8] to the case of enumerating pattern-restricted words.

Definition 1.1. Let $[k]^{n}$ denote the set of words of length $n$ in the alphabet $\{1, \ldots, k\}$, and let $w \in[k]^{n}, w=w_{1} \cdots w_{n}$. The reduction
of $w$, denoted by $\operatorname{red}(w)$, is the unique word of length $n$ obtained by replacing the $i^{\text {th }}$ smallest entries of $w$ with $i$, for each $i$.

For example, the reduction of $w=2674423$ is $r=\operatorname{red}(w)=1453312$. Notice that $r$ uses every letter from $\min (r)=1$ to $\max (r)$, and furthermore $r_{i} \leq r_{j} \Longleftrightarrow w_{i} \leq w_{j}$. We also say that $w_{1}$ and $w_{2}$ are orderisomorphic if $\operatorname{red}\left(w_{1}\right)=\operatorname{red}\left(w_{2}\right)$.

Definition 1.2. Let $w \in[k]^{n}, w=w_{1} \cdots w_{n}$ as above, and let $q \in$ $[k]^{m}, q=q_{1} \cdots q_{m}$. We say that $w$ contains $q$ if there exist $1 \leq i_{1}<i_{2}<$ $\cdots<i_{m} \leq n$ so that $w_{i_{1}} \cdots w_{i_{m}}$ is order-isomorphic to $q$. Otherwise $w$ avoids $q$.

It is an easy exercise to fix a word $w$ and to list all patterns of length $m$ that $w$ contains. However, it is a much more difficult question to fix a pattern (or set of patterns) $q$ and enumerate all words in $[k]^{n}$ that avoid $q$ for symbolic $n$. Our main object of study is:

Definition 1.3. A frequency vector is a vector $\mathbf{a}=\left[a_{1}, \ldots, a_{k}\right]$ such that $k \geq 1$ and $a_{i} \geq 0$ for $1 \leq i \leq k$. Let $\|\mathbf{a}\|:=\sum_{i=1}^{k} a_{i}$. Then, given a frequency vector a and a set of reduced words $Q$ in $[k]^{m}$ for some $m>0$, we define $A_{\mathbf{a}, Q}$ as

$$
\left\{w \in[k]^{\|\mathbf{a}\|} \mid w \text { avoids } q \text { for every } q \in Q, w \text { has } a_{i} i \text { 's for } 1 \leq i \leq k\right\}
$$

Notice that if $a_{1}=\cdots=a_{k}=1$, we reduce to the case of counting pattern-avoiding permutations. Also note that if $a_{i}=0$ for some $i$, then we have $A_{\mathbf{a}, Q}=A_{\mathbf{a}^{\prime}, Q}$, where $A_{\mathbf{a}^{\prime}}=\left[a_{1}, \ldots, a_{i-1}, a_{i+1}, \ldots, a_{k}\right]$. Thus, we may assume that $a_{i}>0$ for $1 \leq i \leq k$. When the set of patterns $Q$ is clear from context, we may simply write $A_{\mathrm{a}}$.

## 2 Previous Work

The study of pattern avoidance in permutations (where neither $w$ nor $q$ have repeated letters) has been well-studied, but less is known for the more general case of words. The ground-breaking work in this area was done by Burstein in his 1998 Ph.D. thesis [3], where he discusses words avoiding sets of permutations and uses generating function techniques to prove his results. Three years later, sets of words avoiding a single pattern of length three were completely classified by Albert, Aldred, Atkinson, Handley, and Holton [1].

Brändén and Mansour [2] were the first to study pattern-avoiding words in a more general context, using finite automata to aid in the
enumeration of these objects. Given a fixed alphabet size $k$, and a forbidden pattern $q$, they construct a finite automata to enumerate the elements of $A_{\mathbf{a}, Q}$. Then, they use the transfer matrix method to find the asymptotics of $A_{\mathbf{a}, Q}$. as $\|\mathbf{a}\|$ goes to infinity. This work gave more straightforward proofs of some results that were previously known, as well as a number of new results.

The enumeration techniques discussed thus far are dependent on what patterns are being avoided, or in the case of the automata of Brändén and Mansour, dependent on the size of the alphabet. However, one would hope for a more universal approach that enumerates patternavoiding strings independent of the pattern and the alphabet size. In 1998, Zeilberger [9] addressed this problem for pattern-avoiding permutations when he introduced prefix enumeration schemes, giving a more universal framework for counting these permutation classes. Unfortunately, this method did not yet have as strong a success rate as hoped for. In 2005, Vatter [8] extended these schemes, completely automating the enumeration of many more permutation classes. Vatter's work studies a symmetry of prefix schemes to ease notation. In 2006, Zeilberger [10] reformulated Vatter's schemes in his original notation of prefix schemes, allowing even quicker enumeration of many permutation classes. In this paper, I extend the notion of Zeilberger and Vatter's prefix schemes to enumerate words avoiding sets of permutations (i.e. pattern $q$ has no repeated letters, but $w$ may), and detail the success rate of this method.

The current work also bears some striking similarities to the scanning elements method of Firro and Mansour. Indeed, as in the following sections of this paper, the scanning elements method partitions a set of pattern-avoiding permutations into disjoint subsets depending on the initial letters of the words involved, and then looks for recurrences between these subsets [5]. More explicitly, for any infinite family $P(n)$ of finite subsets of $S_{n}$, they define

$$
P\left(n ; b_{1}, b_{2}, \ldots, b_{l}\right)=\left\{\pi_{1} \pi_{2} \ldots \pi_{n} \in P(n) \mid \pi_{1} \pi_{2} \ldots \pi_{l}=b_{1} b_{2} \ldots b_{l}\right\}
$$

Then, if there exists a bijection between the set $P\left(n ; b_{1}, \ldots, b_{l}\right)$ and the set $P\left(n-s ; a_{1}, \ldots a_{l-s}\right)$, the set $P\left(n-s ; a_{1}, \ldots a_{l-s}\right)$ is said to be the reduction of $P\left(n ; b_{1}, \ldots, b_{l}\right)$. The partitioning of $P(n)$ by initial letters and this definition of reduction respectively correspond to the notions of refinement and reversibly deletable elements, which are two of the three components of an enumeration scheme. Although there is no explicit equivalent to the third component, gap vectors, in the scanning elements method, Firro and Mansour make use of similar logic to de-
duce recurrences counting words which avoid certain forbidden patterns. They go one step further and use the kernel method to solve these recurrences, yielding generating functions for these sets of words when possible [4], [6]. The method of enumeration schemes, while highly similar in structure, has one advantage worth noting: the formal definition of reversibly deletable elements and of gap vectors makes the method of enumeration schemes completely programmable so that the systems of recurrences encoded in an enumeration scheme can be discovered completely algorithmically by computer.

## 3 Refinement

Assume we want to enumerate a set $A(n)$. If we cannot find a closed formula for $|A(n)|$, then ideally, we want to find a recurrence involving only $n$. Unfortunately, this is not always possible.

If we cannot find a direct recurrence, following Zeilberger, we introduce the notion of refinement as follows. Decompose $A(n)$ as $A(n)=$ $\bigcup_{i \in I} B(n, i)$, so that the $B(n, i)$ are disjoint. Then, if we can find a recurrence for each $B(n, i)$ in terms of the other $B(n, i)$ and $A(n)$, we have a recursive formula for $A(n)$ as well. If not, then refine each $B(n, i)$ as the disjoint union $B(n, i)=\bigcup_{j \in J} C(n, i, j)$, and repeat.

In the case of words, we will use reduced prefixes as our refinement parameter.

Definition 3.1. Let $w \in[k]^{n}, w=w_{1} \cdots w_{n}$. The $i$-prefix of $w$ is the word obtained by reducing $w_{1} \cdots w_{i}, 1 \leq i \leq n$.

For example, if $w=152243$, the 1-prefix of $w$ is 1 , the 2 -prefix of $w$ is 12 , the 3 -prefix of $w$ is 132 , the 4 -prefix of $w$ is 1322 , the 5 -prefix of $w$ is 14223 , and the 6 -prefix of $w$ is 152243 . In particular, the $n$-prefix of $w$ is $\operatorname{red}(w)$.

Now, to allow us to talk about sets, we introduce the following notation:

Definition 3.2. $A_{\mathbf{a}, Q}\left(p_{1} \cdots p_{l}\right):=\left\{w \in[k]^{\|\mathbf{a}\|} \mid w\right.$ avoids $Q, w$ has $l$ prefix $\left.p_{1} \cdots p_{l}\right\}$ and
$A_{\mathbf{a}, Q}\binom{p_{1} \cdots p_{l}}{i_{1} \cdots i_{l}}:=\left\{w \in[k]^{\|\mathbf{a}\|} \mid w\right.$ avoids $Q, w=i_{1} \cdots i_{l} w_{l+1} \cdots w_{n}$ has $l$-prefix $\left.p_{1} \cdots p_{l}\right\}$

For example:

$$
\begin{aligned}
& A_{[1,2,1],\{ \}}(21) \\
& \quad=\{3122,3212,3221,2123,2132\} \\
& A_{[2,1,2],\{ \}}\binom{121}{131} \\
& \quad=\{13123,13132\} \\
& A_{[2,1,1,1,1],\{ \}}\binom{132}{154} \\
& \quad=\{154123,154132,154312,154321,154213,154231\}
\end{aligned}
$$

Thus, for any set of forbidden patterns $Q$, we have

$$
\begin{aligned}
A_{\mathbf{a}, Q} & (\emptyset) \\
= & A_{\mathbf{a}, Q}(1) \\
= & A_{\mathbf{a}, Q}(12) \cup A_{\mathbf{a}, Q}(11) \cup A_{\mathbf{a}, Q}(21) \\
= & \left(A_{\mathbf{a}, Q}(231) \cup A_{\mathbf{a}, Q}(121) \cup A_{\mathbf{a}, Q}(132) \cup A_{\mathbf{a}, Q}(122) \cup A_{\mathbf{a}, Q}(123)\right) \\
& \cup\left(A_{\mathbf{a}, Q}(221) \cup A_{\mathbf{a}, Q}(111) \cup A_{\mathbf{a}, Q}(112)\right) \\
& \cup\left(A_{\mathbf{a}, Q}(321) \cup A_{\mathbf{a}, Q}(211) \cup A_{\mathbf{a}, Q}(312) \cup A_{\mathbf{a}, Q}(212) \cup A_{\mathbf{a}, Q}(213)\right) \\
= & \ldots
\end{aligned}
$$

Finally, for ease of notation, we make the following definition:
Definition 3.3. Given a prefix $p$ of length $l$, the set of refinements of $p$ is the set of all prefixes of length $l+1$ whose $l$-prefix is $p$.

For example, the set of refinements of 1 is $\{11,12,21\}$. The set of refinements of 11 is $\{221,111,112\}$. The set of refinements of 12 is $\{231,121,132,122,123\}$. This simplifies our notation to the following:
$A_{\mathbf{a}, Q}(p)=\bigcup_{r \in\{\text { refinements of } p\}} A_{\mathbf{a}, Q}(r)$.
Now that we have developed a way to partition $A_{\mathrm{a}}$ into disjoint subsets, we investigate methods to find recurrences between these subsets.

## 4 Reversibly Deletable

Following Zeilberger, we have the following:
Definition 4.1. Given a forbidden pattern $q, p=p_{1} \cdots p_{l}$ an $l$-prefix, and $1 \leq t \leq l$, we say that $p_{t}$ is reversibly deletable if every instance of $q$ in a word with prefix $p$ involving $p_{t}$ implies the presence of an instance of $q$ without $p_{t}$.

For example, let $q=123$ and $p=21$. Then $w=i j \cdots$ with $i>j$. $p_{1}$ is reversibly deletable since the only way for $p_{1}=i$ to be involved in a 123 pattern is if $w=i j \cdots a \cdots b \cdots$ with $i<a<b$. But since $i>j$, we have $j<a<b$ as well so $j a b$ forms a 123 pattern without using position $p_{1}$.

Now, if $p_{t}$ is reversibly deletable, we have the following recurrence, where $\hat{p_{t}}$ (resp. $\hat{i_{t}}$ ) indicates that the letter $p_{t}$ (resp. $i_{t}$ ) has been deleted:

$$
\left|A_{\mathrm{a}}\binom{p_{1} \cdots p_{l}}{i_{1} \cdots i_{l}}\right|=\left|A_{\left[a_{1}, \ldots, a_{t}-1, \ldots, a_{k}\right]}\binom{p_{1} \cdots \hat{p_{t}} \cdots p_{l}}{i_{1} \cdots \hat{i_{t}} \cdots i_{l}}\right|
$$

That is, deleting and replacing $p_{t}$ provides a bijection between the two sets.

It should be noted that in Zeilberger's original schemes for permutations, if positions $t$ and $s$ are both reversibly deletable, then

$$
\left|A_{\mathrm{a}}\binom{p_{1} \cdots p_{l}}{i_{1} \cdots i_{l}}\right|=\left|A_{\left[a_{1}, \ldots, a_{t}-1, \ldots, a_{s}-1, \ldots, a_{k}\right]}\binom{p_{1} \cdots \hat{p_{t}} \cdots \hat{p_{s}} \cdots p_{l}}{i_{1} \cdots \hat{i_{t}} \cdots \hat{s_{s}} \cdots i_{l}}\right|
$$

However, in the case of pattern-avoiding words, this is no longer true. Consider for example $q=123, p=11$. Both $p_{1}$ and $p_{2}$ are reversibly deletable independently, but not together. In a later section, we will revisit the question of when reversibly deletable letters in the same prefix can be deleted at the same time.

## 5 Gap Vectors

Thus far, knowing only a prefix and a forbidden pattern are enough to determine reversibly deletable positions. However, there are instances when this is not the case. Consider for example $q=123$ and $p=12$. With our current definition neither position of the prefix is reversibly deletable. However, observe that if $w \in[k]^{n}, w=i j \cdots$ with $i<j<k$, then $k$ eventually appears in the word $w$. Thus, $w=i j \cdots k \cdots$ and $i j k$ is a 123 pattern. Since every word with prefix 12 where the letter playing the role of 2 is less than $k$ has a 123 pattern, we know that in any word with prefix 12 , the second letter is necessarily $k$. This is the largest letter in the alphabet, so it cannot be involved in a 123 pattern, so $p_{2}=k$ is trivially reversibly deletable.

To help determine the reversibly deletable positions in these more sophisticated cases, we introduce the following:

Definition 5.1. Given a pattern $q$, a prefix $p=p_{1} \cdots p_{l}$, and letters
$i_{1} \cdots i_{l}$ comprising the prefix $p$, let $s_{1} \leq \cdots \leq s_{l}$ such that $\left\{s_{1}, \ldots, s_{l}\right\}=$ $\left\{i_{1}, \ldots, i_{l}\right\}$. We say that $\mathbf{g}=\left\langle g_{1}, \ldots, g_{l+1}\right\rangle$ is a gap vector for $\left[q, p,[k]^{n}\right]$ if there are no words $w \in[k]^{n}$ avoiding $q$, with prefix $p$ and with $s_{1}-1 \geq g_{1}$, $s_{j}-s_{j-1} \geq g_{j}(2 \leq j \leq l)$, and $k-s_{l} \geq g_{l+1}$.

For example, in the case of $q=123$ and $p=12$ above, $\mathbf{g}=\langle 0,1,1\rangle$ is a gap vector since the set of all words in $[k]^{n}$ where $w=i_{1} i_{2} \cdots$, and $i_{1}-1 \geq 0, i_{2}-i_{1} \geq 1$, and $k-i_{2} \geq 1$, (i.e. all words that begin with an increasing pair where $i_{2}<k$ ) is empty. (Otherwise, $w=i_{1} i_{2} \cdots k \cdots$ contains a 123 pattern, namely $i_{1} i_{2} k$.)

This definition may at first seem awkward in that the entries at the beginning and end of a vector have a slightly different meaning from the interior entries. An interior 0 denotes a repeated letter in the prefix, while an interior 1 denotes two necessarily adjacent letters. In the convention of Zeilberger and Vatter, we would have used -1 and 0 respectively instead. This change gives one advantage of notation. If prefix $p=p_{1} \cdots p_{l}$ has gap vector $\left\langle g_{1}, \ldots, g_{l+1}\right\rangle$, then prefix $p_{1} \cdots \hat{p_{t}} \cdots p_{l}$ has gap vector $\left\langle g_{1}, \ldots, g_{t}+g_{t+1}, \ldots, g_{l+1}\right\rangle$. With the notation of 0 s and -1 s , further adjustment would need to be made.

Notice that as in Vatter's schemes, if $\mathbf{g}$ and $\mathbf{h}$ are vectors of length $l$, $g_{i}<h_{i}(1 \leq i \leq l)$, and $\mathbf{g}$ is a gap vector for some $\left[q, p,[k]^{n}\right]$, then so is $\mathbf{h}$. In other words, the set of gap vectors for a given pattern, alphabet, and prefix form an upper ideal in the poset of vectors in $\mathbb{N}^{l}$. Such an ideal can be uniquely denoted by its set of minimal elements. We call this set of minimal elements the basis of the ideal. By the structure of $\mathbb{N}^{l}$, we are guaranteed a finite basis of gap vectors for $\left[q, p,[k]^{n}\right]$.

## 6 Enumeration Schemes for Words

We define an abstract enumeration scheme $S$ to be a set of triples of the form $[p, G, R]$ where each $p$ is a reduced prefix of length $l, G$ is a (possibly empty) set of vectors of length $l+1$ and $R$ is a subset of $\{1, \ldots, l\}$. If $d$ is the maximum length of a prefix $p$ in $S$, we say that $S$ is a scheme of depth $d$.

Such an enumeration scheme is said to be a concrete enumeration scheme if for all triples in $S$, either $R$ is non-empty or all refinements of $p$ are also in $S$. Once we have such an enumeration scheme, it can be considered as an encoding of a system of recurrences. The simplest example of such a scheme is

$$
S=\{[\emptyset,\{ \},\{ \}],[1,\{ \},\{1\}]\} .
$$

For prefix $\emptyset$, all refinements, i.e. $\{1\}$, belong to $S$. For prefix $1, R \neq \emptyset$.
In fact, this is the scheme for counting all words in $[k]^{n}$. First note that it is equivalent to count all words or to count all words beginning with a 1 pattern. For words beginning with a 1 pattern, the 1 is trivially reversibly deletable (there is no forbidden pattern to avoid). This gives the following recurrence:

$$
\begin{aligned}
\left|A_{\mathbf{a}}(\emptyset)\right| & =\left|A_{\mathbf{a}}(1)\right| \\
& =\sum_{i=1}^{k}\left|A_{\mathbf{a}}\binom{1}{i}\right| \\
& =\sum_{i=1}^{k}\left|A_{\left[a_{1}, \ldots, a_{i}-1, \ldots, a_{k}\right]}(\emptyset)\right| \\
\left|A_{\left[a_{1}\right]}\right| & =1
\end{aligned}
$$

As expected, this gives the unique solution $\left|A_{\mathbf{a}}(\emptyset)\right|=\binom{\|\mathbf{a}\|}{a_{1}, \ldots, a_{k}}$.
We have now developed all the necessary tools to completely automatically find concrete enumeration schemes that count pattern-avoiding words in the following way:
(i) Initialize $S:=\{[\emptyset,\{ \},\{ \}]\}$.
(ii) Let $P=\{$ refinements of all prefixes in $S$ with no reversibly deletable elements $\}$.
(iii) For each prefix in $P$, find its set $G_{p}$ of gap vectors.
(iv) For each pair $\left[p, G_{p}\right.$ ], find the set $R_{p}$ of all reversibly deletable elements, and let and $S 2=\cup_{p \in P}\left\{\left[p, G_{p}, R_{p}\right]\right\}$.
(v) If $R_{p} \neq\{ \}$ for all triples in $S 2$, then return $S \cup S 2$. Otherwise let $S=S \cup S 2$, and return to step 2 .

It is clear that steps 1,2 , and 5 can be done completely automatically. In the following sections, we will prove that steps 3 and 4 can be done completely rigorously and automatically as well.

It should be noted that as in the case of permutations, the operations of complement and reversal are involutions on the set of words in $[k]^{n}$ with some useful properties. Namely, if $p$ is a forbidden pattern, $p^{c}$ is its complement (formed by replacing $i \rightarrow k+1-i$ ), and $p^{r}$ is its reversal,
in the notation of section 1 , we have:

$$
\begin{aligned}
& A_{\left[a_{1}, \ldots, a_{k}\right],\{p\}}=A_{\left[a_{k}, \ldots, a_{1}\right],\left\{p^{c}\right\}}, \\
& A_{\left[a_{1}, \ldots, a_{k}\right],\{p\}}=A_{\left[a_{1}, \ldots, a_{k}\right],\left\{p^{r}\right\}} .
\end{aligned}
$$

Let $A v(p)$ denote the set of all words avoiding $p$. If, we can find a scheme for $A v(p)$, then we have a system of recurrences for counting $A v(p), A v\left(p^{c}\right), A v\left(p^{r}\right)$, and $A v\left(p^{r c}\right)$. If we are unable to automatically find a scheme for $A v(Q)$ directly, we may use these natural symmetries, or Wilf equivalences, on patterns to find an equivalent scheme.

## 7 Finding Gap Vectors Automatically and Rigorously

Recall that for a fixed set of patterns $Q$ and a prefix $p$ of length $l, \mathbf{g}$ is a gap vector if there are no words avoiding $Q$ with prefix $p$ and spacing given by $\mathbf{g}$. Thus, to study gap vectors we consider the following sets:
$A(Q, p, \mathbf{g}):=\left\{w \in[1+\|\mathbf{g}\|]^{n} \quad \mid n \geq l, \quad w\right.$ avoids $Q, w$ has prefix $p,\left\{s_{1}, \ldots, s_{l}\right\}=\left\{w_{1}, \ldots, w_{l}\right\}$ with $s_{1} \leq \cdots \leq s_{l}$, and $s_{1}=g_{1}+1$, $\left.s_{j}=s_{j-1}+g_{j}(j>1)\right\}$.
Thus, $A(Q, p, \mathbf{g})$ is the set of all $Q$-avoiding words with alphabet size $k=1+\|\mathbf{g}\|$ whose first $l$ elements form a $p$ pattern composed of the letters $g_{1}+1, g_{2}+g_{1}+1, \ldots, g_{l}+\cdots+g_{1}+1$.

Not all pairs $(p, \mathbf{g})$ result in a non-empty set $A(Q, p, \mathbf{g})$. If the set $A(Q, p, \mathbf{g})$ is empty, then $\mathbf{g}$ is a gap vector for $(Q, p)$.

Denote $G(p):=\left\{\mathbf{g} \in \mathbb{N}^{l+1} \mid A(Q, p, \mathbf{g}) \neq \emptyset\right.$ for all $\left.n \geq l\right\}$. The set $\mathbb{N}^{l+1} \backslash G(p)$ is the same as the set of all gap vectors that was introduced previously. We observed before that the set of gap vectors is an upper ideal in $\mathbb{N}^{l+1}$. Since $\mathbb{N}^{l+1}$ is partially well-ordered, we may define the set of gap vectors in terms of a basis by specifying the minimal elements not in $G(p)$. We are guaranteed, by the poset structure of $\mathbb{N}^{l+1}$ under product order, that this basis is finite.

Now that we are concerned with determining a finite set of vectors, two questions remain: (1) How can we determine all gap vectors of a particular norm?, and (2) What is the maximum norm of a gap vector in the basis?

First, following Zeilberger, we may find all gap vectors of a specific norm $k=\|\mathbf{g}\|$ in the following way. Intuitively, a gap vector $\mathbf{g}$ specifies the relative spacing of the initial entries of a word beginning with prefix $p$. Consider prefix $p=p_{1} \ldots p_{l}$, sorted and reduced to be $s=s_{1} \cdots s_{l}$ and potential gap vector $\mathbf{g}=\left\langle g_{1}, \ldots, g_{l+1}\right\rangle$. This means that there are
$g_{1}$ entries smaller than $s_{1}, \max \left\{0, g_{i+1}-1\right\}$ entries between $s_{i}$ and $s_{i+1}$ (for $2 \leq i \leq l-1$ ), and finally $g_{l+1}$ entries larger than $s_{l}$.

Let $\frac{1}{g_{1}+1}, \frac{2}{g_{1}+1}, \ldots, \frac{g_{1}}{g_{1}+1}$ be the $g_{1}$ elements smaller than $s_{1}$.
Let $s_{i}+\frac{1}{g_{i+1}+1}, s_{i}+\frac{2}{g_{i+1}+1}, \ldots, s_{i}+\frac{\max \left\{0, g_{i+1}\right\}}{g_{i+1}+1}$ be the elements between $s_{i}$ and $s_{i+1},(2 \leq i \leq l-1)$.

Let $s_{l}+\frac{1}{g_{l+1}+1}, \ldots, s_{l}+\frac{g_{l+1}}{g_{l+1}+1}$ be the $g_{l+1}$ elements larger than $s_{l}$.
Extending the definition of reduction to fractional elements, we may consider all words of length $l+\|\mathbf{g}\|$ which begin with $s$ and end with some permutation of the set of fractional letters above. There are at most $\left(g_{1}+\cdots+g_{l+1}\right)$ ! such possibilities. If each and every one of these words contains an element of $Q$, then we know that $\mathbf{g}$ is a gap vector for prefix $p$ since the set of words beginning with $p$, avoiding $Q$, and obeying the gap conditions imposed by $\mathbf{g}$ is the empty set.

Now, we have a rigorous way to find all gap vectors of a specific norm, but the question remains: what is the maximum norm of elements in the (finite) basis of gap vectors guaranteed above?

First, it should help to remember how gap vectors are used. The notion of gap vector was introduced to help determine when a particular letter of a word prefix is reversibly deletable. We revisit this concept more rigorously.

For any $r \in[l]$, the set $A(Q, p, \mathbf{g})$ embeds naturally (remove the entry $\left(p_{r}\right)$ and reduce) into $A\left(Q, d_{r}(p), d_{r}(\mathbf{g})\right)$ where $d_{r}(p)$ is obtained by deleting the $r$ th entry of $p$ and reducing. $d_{r}(\mathbf{g})$ is obtained by sorting $p$, and finding the index $i$ corresponding to $p_{r}$, then letting $d_{r}(\mathbf{g})=\left\langle g_{1}, \ldots, g_{i-1}, g_{i}+g_{i+1}, g_{i+2}, \ldots, g_{l+1}\right\rangle$.

Sometimes this embedding of $A(Q, p, \mathbf{g})$ into $A\left(Q, d_{r}(p), d_{r}(\mathbf{g})\right)$ is a bijection. If this is true for all gap vectors $\mathbf{g}$ that obey $G(p)$, that is, this embedding is a bijection whenever the set $A(Q, p, \mathbf{g})$ is nonempty, then we say that $p_{r}$ is reversibly deletable for $p$ with respect to $Q$. Notice that this equivalent to the notion of reversibly deletable introduced previously.

Adapting notation from Vatter, we have the following proposition, which puts a bound on the number of gap conditions to check before declaring an element to be reversibly deletable.

Proposition 7.1. The entry $p_{r}$ of the prefix $p$ is reversibly deletable if and only if

$$
|A(Q, p, \boldsymbol{g})|=\left|A\left(Q, d_{r}(p), d_{r}(\boldsymbol{g})\right)\right|
$$

for all $\boldsymbol{g} \in G(p)$ with $\|\boldsymbol{g}\| \leq\|Q\|_{\infty}+l-2,\|Q\|_{\infty}$ denotes the maximum length of a pattern in $Q$, and $l$ is the length of $p$.

Proof. If $p_{r}$ is reversibly deletable then the claim follows by definition. To prove the converse, suppose that $p_{r}$ is not reversibly deletable. We trivially have that $\left|A\left(Q, d_{r}(p), d_{r}(\mathbf{g})\right)\right| \geq|A(Q, p, \mathbf{g})|$, and since $p_{r}$ is not reversibly deletable, we now have $\left|A\left(Q, d_{r}(p), d_{r}(\mathbf{g})\right)\right|>|A(Q, p, \mathbf{g})|$ for some $\mathbf{g} \in G(p)$. Pick $\mathbf{g} \in G(p)$ and $p^{*} \in A\left(Q, d_{r}(p), d_{r}(\mathbf{g})\right)$ so that $p^{*}$ cannot be obtained from a word in $A(Q, p, \mathbf{g})$ by removing $p_{r}$ and reducing.

Now, form the $Q$-containing word $p^{\prime}$ by incrementing every entry of $p^{*}$ that is at least $p_{r}$ by 1 and inserting $p_{r}$ into position $r$. $p^{\prime}$ is the word that would have mapped to $p^{*}$, except that $p^{\prime}$ contains a pattern $\rho \in Q$, and thus is in $A(\emptyset, p, \mathbf{g}) \backslash A(Q, p, \mathbf{g})$.

Now, pick a specific occurrence of $\rho \in Q$ that is contained in $p^{\prime}$. Since $p^{*}=\operatorname{red}\left(p^{\prime}-p(r)\right)$ avoids $Q$, this occurrence of $\rho$ must include the entry $p_{r}$. Let $p^{\prime \prime}$ be the reduction of the subsequence of $p^{\prime}$ formed by all entries that are either in the chosen occurrence of $\rho$ or in prefix $p$ (or both). $p^{\prime \prime}$ is now a word of length $\leq\|Q\|_{\infty}+l-1$. Since all gap vectors $\mathbf{g}$ have $\|g\|=k-1$ where $k$ is the size of the alphabet, we have that $p^{\prime \prime}$ lies in $A(\emptyset, p, \mathbf{h})$ for some $\mathbf{h}$ with $\|\mathbf{h}\| \leq\|Q\|_{\infty}+l-2$. On the other hand, $\operatorname{red}\left(p^{\prime \prime}-p(r)\right)$ avoids $Q$, so that $\left|A\left(Q, d_{r}(p), \mathbf{h}\right)\right|>\left|A\left(Q, d_{r}(p), \mathbf{h}\right)\right|$, as desired.

Although not as sharp as the original bound of $\|\mathbf{g}\| \leq\|Q\|_{\infty}-1$ given by Vatter for pattern-avoiding permutations, this still gives a bound on the depth of gap vectors that only increases linearly with the depth of the enumeration scheme. Now we have found a completely rigorous way to compute a basis for all gap vectors corresponding to a given prefix $p$. Finally, we turn our attention to the notion of reversibly deletable elements.

## 8 Finding Reversibly Deletable Elements Rigorously

Intuitively, to show that $p_{r}$ is reversibly deletable, we must show that every conceivable forbidden pattern involving $p_{r}$ implies the presence of another forbidden pattern not involving $p_{r}$. For example, in the case of $Q=\{1234\}$ and $p=123$, for position $p_{3}$ we first compute that $\mathrm{g}=\langle 0,1,1,1\rangle$ is a basis for $G(p)$ with respect to $p$, thus $p_{3}=k$, the largest letter in the word. Since the third (and largest) letter cannot be in a 1234 -pattern, $p_{3}$ is trivially reversibly deletable.

As a more instructive example, consider $p=4213$ and $Q=\{43215\}$ and check if $p_{3}$ is reversibly deletable. First, we compute that the set of gap vectors for $(Q, p)$ is empty; that is, given any set of letters to append to prefix $p$, there is always a way to arrange them so that they avoid $Q$, so we may not rule out scenarios of forbidden patterns using gap vectors. Now, note that the only ways that $p_{3}=1$ can participate in a 43215 pattern is if we have (1) 4213abc, where $c>4>1>a>b$, (2) 4213abc where $c>2>1>a>b$, or (3) 4213ab where $b>4>2>1>a$.

Consider the first case. If this happens, then we have 2 letters smaller than " 1 ", and one letter larger than " 4 ", i.e. our word has the gap condition $\langle 2,0,0,0,1\rangle$. In this case, form the word $4213 a b c$ and delete the 1 , to obtain $423 a b c$. In this case $43 a b c$ forms a 43215 pattern, so $p_{3}$ is ok.

Now, consider the case where 21abc is our 43215 pattern. Again, we have 2 letters smaller than " 1 ", but our final letter is bigger than " 2 ", so we may have any of the following gap vectors: $\langle 2,0,1,0,0\rangle$ (that is, $2<c<3$ ), $\langle 2,0,0,1,0\rangle$ (that is, $3<c<4$ ), or $\langle 2,0,0,0,1\rangle$ (that is, $c>4$ ). Again, we must test all 3 cases, to check for implied instances of 43215. For gap $\langle 2,0,1,0,0\rangle$, we have $4213 a b c$ with $b<a<1<2<c<$ $3<4$, so $423 a b c$ reduces to 635214 . There is no implied 43215 pattern, so $p_{3}$ is not reversibly deletable.

These two examples give the general idea for how to test if a position $p_{r}$ is reversibly deletable:
(i) List all possible forbidden patterns involving $p_{r}$.
(ii) For each possible forbidden pattern involving $p_{r}$, list all gap spacings the pattern may have with respect to the prefix $p$.
(iii) If each gap spacing of the forbidden pattern implies a different instance of a forbidden pattern, then $p_{r}$ is reversibly deletable. Otherwise, it is not.

Furthermore, if there are non-trivial gap vectors, we may rule out many of the above cases in our computation because the gap vectors imply that the set of all such words with no bad pattern is empty.

Now that we have shown how to completely automatically determine the set of all gap vectors, and the set of reversibly deletable entries of a given prefix, we revisit the notion of independence of reversibly deletable elements. We showed earlier that if both $p_{r}$ and $p_{s}$ are reversibly deletable entries of prefix $p$, we cannot necessarily delete both $p_{r}$ and $p_{s}$. We now show an important case where elements may be deleted simultaneously.

Proposition 8.1. Let $S$ be a concrete enumeration scheme, let p be a prefix in $S$ and let $p_{r}, p_{s}$ be reversibly deletable elements of $p$. If neither $d_{r}(p)$ nor $d_{s}(p)$ is a member of $S$, and $p_{s}$ is reversibly deletable for some i-prefix of $d_{r}(p)$ in $S$, then $p_{r}$ and $p_{s}$ may be deleted simultaneously.

We will denote this embedding (deleting $p_{r}$ and $p_{s}$ simultaneously) as $d_{r, s}$.

Proof. Suppose that $p, r, s, S$ are as above. Since $d_{r}(p)$ is not in $S$, there must be some $i$-prefix $p^{*}$ of $d_{r}(p)$ in $S$ with a reversibly deletable element $p_{j}^{*}$. Since $p_{j}^{*}$ is reversibly deletable for $p^{*}$, it is also reversibly deletable for $d_{r}(p)$ (which begins with $p^{*}$ ), therefore this position is also reversibly deletable.

In short, this proposition shows that while we may not always be able to delete more than one prefix entry at a time, when it is necessary to obtain a prefix in scheme $S$, it can always be done.

We have now shown how to completely rigorously find all components of a concrete enumeration scheme for pattern-avoiding words.

## 9 The Maple Package mVATTER

The algorithm described above has been programmed in the Maple package mVATTER, available from the author's website. The main functions are SchemeF, MiklosA, MiklosTot, and SipurF.

SchemeF inputs a set of patterns and a maximum depth scheme to search for, and outputs a concrete enumeration scheme for words avoiding $q$ of the specified maximum depth. SchemeF also makes use of the natural symmetries of pattern avoiding words: reversal and complement. If it cannot find a scheme for a set of patterns, it tries to find a scheme for a symmetry-equivalent pattern set and returns that scheme instead.

MiklosA inputs a scheme, a prefix, and a frequency vector and returns the number of words obeying the scheme and the vector, having that prefix. To count all words with a specific frequency vector avoiding a specific set of patterns, try MiklosA (SchemeF (Patterns, SchemeDepth), [], [frequency vector]).

MiklosTot inputs a scheme, and positive integers $k$ and $n$, and outputs the total number of words in $[k]^{n}$ obeying the scheme.

SipurF takes as its input a list $[L]$, a maximum scheme depth, an integer $r$, and a list of length $r$. It outputs all information about
schemes for words avoiding one word of each length in $L$. For example, $\operatorname{SipurF}([3], 2,4,[10,8,6,6])$ outputs all information about words avoiding permutation patterns of length 3 . It will output the first 10 terms in the sequence of the number of permutations ( 1 copy of each letter) avoiding a pattern, the first 8 terms in the sequence of the number of words with exactly 2 copies of each letter, and the first 6 terms in the sequences with exactly 3 or 4 copies of each letter.

SipurF has been run on $[L]$ for various lists of the form $\left[3^{a}, 4^{b}\right]$, and the output is available from the author's website.

## 10 A Collection of Failures

Although this notion of enumeration schemes for words is successful for many sets of patterns, there is more to be done.

There are many cases where enumeration schemes of Vatter and Zeilberger fail. Unfortunately, the new schemes for words avoiding permutation patterns will necessarily fail whenever Zeilberger and Vatter's schemes fail for the same patterns. Namely, the chain of prefixes with no reversibly deletable elements from the permutation class enumeration scheme will still have no reversibly deletable elements for words, since there are even more possibilities for a bad pattern to occur.

Further, this paradigm only succeeds for avoiding permutations (i.e., the patterns to be avoided have precisely one copy of each letter). The key observation is that gap vectors keep track of spacing, but they do not keep track of frequency. More precisely:

Proposition 10.1. If $Q=\{\rho\}$ where $\rho$ has a repeated letter, then there is no finite enumeration scheme for words avoiding $Q$.

Proof. To show that there is no finite enumeration scheme, we must exhibit a chain of prefixes which have no reversibly deletable elements with respect to $Q$. Consider the structure of $\rho$. We have $\rho=q_{1} l q_{2} l q_{3}$, where $l$ is the first repeated letter of $\rho$. Thus, $q_{1} l q_{2}$ is a permutation.

First we consider a simple case. Suppose that $q_{1}=\emptyset$. Then, consider the chain of prefixes of the form $p_{i}=1 \ldots i$. Consider an occurrence of $\rho$ beginning with $j, 1 \leq j \leq i$. Since $j$ is the first repeated letter in forbidden pattern $\rho$, there is no other letter in $p_{i}$ which can take its place. Thus we have an infinite chain of prefixes with no reversibly deletable element.
Now, suppose that $\left|q_{1}\right| \geq 1$ and the final letter of $q_{1}$ is $>l$. For
$1 \leq i \leq\left|q_{1}\right|$, we let $p_{i}=\left(q_{1}\right)_{1} \cdots\left(q_{1}\right)_{i}$. Now, for $i>\left|q_{1}\right|$, let $d=i-\left|q_{1}\right|$, and make the following construction:

$$
\left(q_{1}^{*}\right)_{i}= \begin{cases}\left(q_{1}\right)_{i}, & \text { if }\left(q_{1}\right)_{i}<l \\ \left(q_{1}\right)_{i}+d & \text { if }\left(q_{1}\right)_{i}>l\end{cases}
$$

Then, $p_{i}=\left(p_{i}\right)_{1} \cdots\left(p_{i}\right)_{i}$ where

$$
\left(p_{i}\right)_{j}= \begin{cases}\left(q_{1}^{*}\right)_{i}, & \text { if } j \leq\left|q_{1}^{*}\right| ; \\ l+\left(j-\left(\left|q_{1}^{*}\right|+1\right)\right) & \text { if } j>\left|q_{1}^{*}\right| ;\end{cases}
$$

In essence, for large $i, p_{i}=q_{1}^{*} l^{*}$, where $l$ has been replaced by increasing sequence $l^{*}$, and all entries of $q_{1}$ greater than $l$ are incremented accordingly.

Viewing a prefix as a function from $\{1, \ldots, i\}$ to $\{1, \ldots, i\}$, the prefixes $p_{i}$ of length $\left|q_{1}\right|+1$ and $\left|q_{1}\right|+4$ are displayed below as an example.


Now, consider the occurrence of forbidden pattern $\rho$ that uses element $j$ of the monotone run at the end of $p_{i}$ as $l$. Since this is the first repeated letter in the pattern, no matter how $\rho$ occurs in the word, the role of $l$ must be played by $j$. Thus there are no reversibly deletable entries of $p_{i}$.

For the remaining case: $\left|q_{1}\right| \geq 1$ and the final letter of $q_{1}$ is smaller than $l$, repeat the construction above, but with a decreasing run instead of an increasing run at the end of $p_{i}$ for large $i$. Again, for each letter in $p_{i}$, we can pick an occurrence of $\rho$ that demonstrates that letter is not reversibly deletable.

Proposition 10.1 raises the question whether there is yet another way to extend schemes. Recall that in this paper, we have modified Zeilberger's original schemes which use prefixes for refinement. On the other hand, Vatter took symmetries and refined by the patterns formed by the
smallest entries of a permutation. In the study of restricted permutations, these two notions are equivalent, but for words, this is no longer true. Indeed, in Vatter's notation, if we refine by adding one letter at a time, the repeated letters in words cause $1 \rightarrow 11 \rightarrow 111 \rightarrow \cdots$ to often be an infinite chain in schemes for pattern-avoiding words. Ideally we would like to find schemes that do not depend on the alphabet size or on specifying frequency of letters. One way to circumvent this difficulty is to refine words by adding multiple letters at a time. Enumeration results obtained in this manner are addressed in [7].

## 11 Examples and Successes

Despite the holes for future progress discussed in section 9, prefix enumeration schemes for words have a reasonable success rate, especially when avoiding sets of permutation patterns. This method is $100 \%$ successful when avoiding sets of patterns of length 3 , and enjoys fairly high success when avoiding sets of 3 or more patterns simultaneously. Some of the nicer results are displayed below.

We draw an enumeration scheme as a directed graph, where the vertices are prefixes. A solid arrow goes from a prefix to any of its refinements. A dotted arrow, denoting reversibly deletable letters, goes from a prefix to one of its $i$-prefixes, and is labeled by the corresponding deletion map. If there are any gap vectors for a given prefix, the basis for those gap vectors is written below that prefix.

Many of the enumeration schemes for permutations carry over to enumerating words almost directly. Some simple examples include the scheme for counting all words, and the scheme for counting words avoiding the pattern 12 .


The first non-trivial examples are schemes for avoiding one pattern of length 3 . These schemes are nearly identical to the permutation schemes, only with the 11 prefix now included. The symmetry of these
schemes gives an alternate explanation that $A v(123)$ and $A v(132)$ are Wilf-equivalent for words as well as for permutations.


A more interesting example is:


We conclude this section with Table 1, which shows statistics comparing the success rate of Vatter and Zeilberger's schemes for permutations versus the success rate of schemes for words. As discussed above, the current success of word schemes is bounded above by the success of permutation schemes. We consider success rate to be the percentage of trivial Wilf classes of patterns which can be enumerated via schemes.

| Pattern <br> Lengths <br> to Avoid | Permutation <br> Scheme <br> Success | Wcheme <br> Success |
| ---: | ---: | ---: |
| $[2]$ | $1 / 1(100 \%)$ | $1 / 1(100 \%)$ |
| $[2,3]$ | $1 / 1(100 \%)$ | $1 / 1(100 \%)$ |
| $[2,4]$ | $1 / 1(100 \%)$ | $1 / 1(100 \%)$ |
| $[3]$ | $2 / 2(100 \%)$ | $2 / 2(100 \%)$ |
| $[3,3]$ | $5 / 5(100 \%)$ | $6 / 6(100 \%)$ |
| $[3,3,3]$ | $5 / 5(100 \%)$ | $6 / 6(100 \%)$ |
| $[3,3,3,3]$ | $5 / 5(100 \%)$ | $6 / 6(100 \%)$ |
| $[3,3,3,3,3]$ | $2 / 2(100 \%)$ | $2 / 2(100 \%)$ |
| $[4]$ | $2 / 7(28.6 \%)$ | $2 / 8(25 \%)$ |
| $[3,4]$ | $17 / 18(94.4 \%)$ | $9 / 24(37.5 \%)$ |
| $[3,3,4]$ | $23 / 23(100 \%)$ | $27 / 31(87.1 \%)$ |
| $[3,3,3,4]$ | $16 / 16(100 \%)$ | $20 / 20(100 \%)$ |
| $[3,3,3,3,4]$ | $6 / 6(100 \%)$ | $6 / 6(100 \%)$ |
| $[3,3,3,3,3,4]$ | $1 / 1(100 \%)$ | $1 / 1(100 \%)$ |
| $[4,4]$ | $29 / 56(51.8 \%)$ | $? / 84($ in process) |
| $[3,4,4]$ | $92 / 92(100 \%)$ | $38 / 146(26 \%)$ |
| $[3,3,4,4]$ | $68 / 68(100 \%)$ | $89 / 103(86.4 \%)$ |
| $[3,3,3,4,4]$ | $23 / 23(100 \%)$ | $29 / 29(100 \%)$ |
| $[3,3,3,3,4,4]$ | $3 / 3(100 \%)$ | $3 / 3(100 \%)$ |

Table 1. The success rate for permutations versus that for words.

Notice that there are fewer Wilf classes when enumerating permutations, since the operations of reverse, complement, and inverse all give trivial equivalences, while in the case of words, inverses no longer exist. Finally, we use the notation of the program SipurF, described above. For example, avoiding the list $[3,4]$ means to avoid one pattern of length 3 and one pattern of length 4.

## 12 Future Work

This modification of Zeilberger and Vatter's enumeration schemes provides the beginning of a universal method for counting pattern-avoiding words. The success rate is quite good for avoiding sets of patterns, and has reasonable success for avoiding single patterns. The following problems remain open:

- Find new techniques for enumerating classes of pattern-avoiding words not counted by prefix schemes or by the scanning elements method.
- Find ways to simplify schemes to compute even more values in the sequence of the number of pattern-avoiding words for fixed $k$ and $q$.
- Find ways to convert concrete enumeration schemes to closed forms or generating functions when possible. In some cases, the kernel method, as utilized in the work of Firro and Mansour, should apply.
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# The lexicographic first occurrence of a I-II-III-pattern 
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#### Abstract

Consider a random permutation $\pi \in \mathcal{S}_{n}$, which we associate with a sequence $\left\{Y_{i}\right\}_{i=1}^{n}$ of independent and identically distributed uniform random variables. In this paper, perhaps best classified as a contribution to discrete probability distribution theory, we study the first occurrence $X=X_{n}$ of a I-II-III-pattern, where "first" is interpreted in the lexicographic order induced by the 3 -subsets of $[n]=\{1,2, \ldots, n\}$. Of course if the permutation is I-II-III-avoiding then the first I-II-III-pattern never occurs; to address this case, we also study the first occurrence of a I-II-III-pattern given an infinite sequence $\left\{Y_{i}\right\}_{i=1}^{\infty}$ of uniform random variables (or any other sequence of random variables with a non-atomic distribution).


## 1 Introduction

Consider a random permutation $\pi \in \mathcal{S}_{n}$. In this short note, perhaps best classified as a contribution to discrete probability distribution theory, we study the first occurrence $X=X_{n}$ of a I-II-III-pattern, defined as follows: Order the 3 -subsets of $[n]=\{1,2, \ldots, n\}$ in the "obvious" lexicographic fashion

$$
\begin{aligned}
\{1,2,3\}< & \{1,2,4\}<\{1,2,5\}<\ldots\{1,2, n\}<\{1,3,4\}<\{1,3,5\}<\ldots \\
& <\{1, n-1, n\}<\{2,3,4\}<\ldots\{n-2, n-1, n\}
\end{aligned}
$$

We say that the first I-II-III-pattern occurs at $\{a, b, c\}$ if $\pi(a)<\pi(b)<$ $\pi(c)$ and if $\pi(d)<\pi(e)<\pi(f)$ does not hold for any $\{d, e, f\}<\{a, b, c\}$.

For example, if $\pi=(4,3,6,1,2,5,8,7)$, then the first ascending 3 sequence is $(4,6,8)$ and thus $X=\{1,3,7\}$. The probability model we adopt to model this situation, for reasons that will become clear, is the following: Consider a sequence $\left\{Y_{i}\right\}_{i=1}^{\infty}$ of independent and identically distributed (i.i.d.) random variables, each with the uniform distribution on $[0,1]$. Alternately we may use any other sequence of i.i.d. random variables with a non atomic distribution. The non-atomicity of the random variables guarantees that $\mathbb{P}\left(Y_{i}=Y_{j} ; i \neq j\right)=0$. The values of the sequence $\left\{Y_{i}\right\}_{i=1}^{n}$ are used to determine the random permutation on $[n]$; if $Y_{i}$ is the $j^{\text {th }}$ largest member of the sequence, we set $\pi(i)=j$. It is clear that $\mathbb{P}(\pi=\delta)=1 / n$ ! for each $\delta \in \mathcal{S}_{n}$, as must be the case. (For example, if $Y_{2}=0.3, Y_{4}=0.4, Y_{5}=0.6, Y_{1}=0.7$ and $Y_{3}=0.9$ are the ordered values of the $Y \mathrm{~s}$, then we consider the sequence $(0.7,0.3,0.9,0.4,0.6)$ which leads to $\pi=(41523)$, and thus $X=245$. Also $\{2,4,5\}$ is the first set $\{a, b, c\}$ for which $Y_{a}<Y_{b}<Y_{c}$ ) The advantage of this model is that it allows us to additionally consider infinite sequences $\left\{Y_{i}\right\}_{i=1}^{\infty}$, which becomes necessary if the permutation $\pi$ on [ $n$ ] is I-II-III-avoiding, which occurs (see [1]) with probability $\binom{2 n}{n} /(n+1)$ !, and in which case the "first" I-II-III-pattern never occurs. This cannot happen, as we shall see, for an infinite sequence. It is typically impossible in the infinite case, however, to recover the bijection $f: \mathbf{Z}^{+} \rightarrow \mathbf{Z}^{+}$that represents the ranked values of the $Y_{i} \mathrm{~s}$, but we shall see that the distribution of $X$ may still be derived.

In what follows, we will state our results, as convenient, both in terms of the random permutation and the underlying uniform random variables. Also, we will use the notation $X=a b c$ as short for the event $\{X=\{a, b, c\}\}$, and refer to the case of an infinite sequence of random variables as the $n=\infty$ case.

## 2 Results

Proposition 2.1. For each $n \leq \infty$,

$$
\mathbb{P}(X=12 r)=\frac{1}{r-1}-\frac{1}{r}
$$

Proof. Let the set $\{\pi(1), \pi(2), \ldots \pi(r)\}$ be ordered increasingly as $x_{1}<$ $x_{2}<\ldots<x_{r}$. Then, if $\pi(2)=x_{r-1}$ and $\pi(r)=x_{r}$, we clearly have $X=12 r$. We claim the converse is true as well, and next provide the proof of this fact in detail since the key idea will be used in later results as well. Assume that the second largest of $\{\pi(1), \pi(2), \ldots \pi(r)\}$ is not in the

| First I-II-III Pattern | Probability | Cumulative Probability |
| :---: | :---: | :---: |
| 123 | $120 / 720$ | 0.1666 |
| 124 | $60 / 720$ | 0.2500 |
| 125 | $36 / 720$ | 0.3000 |
| 126 | $24 / 720$ | 0.3333 |
| 134 | $50 / 720$ | 0.4028 |
| 135 | $28 / 720$ | 0.4417 |
| 136 | $18 / 720$ | 0.4667 |
| 145 | $26 / 720$ | 0.5028 |
| 146 | $16 / 720$ | 0.5250 |
| 156 | $16 / 720$ | 0.5472 |
| 234 | $48 / 720$ | 0.6139 |
| 235 | $22 / 720$ | 0.6444 |
| 236 | $12 / 720$ | 0.6611 |
| 245 | $24 / 720$ | 0.6944 |
| 246 | $12 / 720$ | 0.7111 |
| 256 | $14 / 720$ | 0.7306 |
| 345 | $24 / 720$ | 0.7639 |
| 346 | $10 / 720$ | 0.7778 |
| 356 | $14 / 720$ | 0.7972 |
| 456 | $14 / 720$ | 0.8167 |
| I-II-III avoiding | $132 / 720$ | 1.0000 |

Table 1. The First Occurrence of a I-II-III Pattern when $n=6$.
$2^{\text {nd }}$ spot, then either $\pi(2)=x_{r}$, or $\pi(2)<x_{r-1}$. In the former case, the only way that we can have $X=12 s$ is with $s>r$. If $\pi(2)<x_{r-1}$, there are two possibilities: If $\pi(1)<\pi(2)$, then $X=12 s$ for some $s<r$, and if $\pi(1)>\pi(2)$ then $X \neq 12 s$ for any $s$. Thus we must have $\pi(2)=x_{r-1}$. This forces $\pi(r)=x_{r}$, and thus $\mathbb{P}(X=12 r)=\frac{(r-2)!}{r!}=\frac{1}{r-1}-\frac{1}{r}$, as desired.

Proposition 2.2. If $n=\infty$, then $X=1 s r$ for some $2 \leq s<r$ with probability one.

Proof. We have $Y_{1}<1$ with probability one. Also with probability one there are infinitely many $j$ s such that $Y_{1}<Y_{j}<1$; let $s$ be the smallest such $j$. Finally let $r$ be the smallest integer larger than $s$ for which $Y_{1}<Y_{s}<Y_{r}$.

Our ultimate goal is to try to determine the entire probability distribution of $X$; for $n=6$, for example, we can check that the ensemble $\{\mathbb{P}(X=a b c): 1 \leq a<b<c \leq 6\}$ is as follows:

Recall that the median of any random variable $X$ is any number $m$ such that $\mathbb{P}(X \leq m) \geq 1 / 2$ and $\mathbb{P}(X \geq m) \geq 1 / 2$. Now Propositions 1
and 2 together reveal that for $n=\infty$,

$$
\mathbb{P}(X \leq 134) \geq \sum_{r=3}^{\infty} \frac{1}{r-1}-\frac{1}{r}=\frac{1}{2}
$$

and

$$
\mathbb{P}(X \geq 134)=1-\sum_{r=3}^{\infty} \frac{1}{r-1}-\frac{1}{r}=\frac{1}{2}
$$

which shows that $X$ has 134 as its unique median. For finite $n$, however, the median is larger - Table 1 reveals, for example, that $m=145$ for $n=6$.

Proposition 2.3. For $n=\infty$,

$$
\mathbb{P}(X=1 s r)=\frac{1}{(s-1)(r-1) r}=\frac{1}{s-1}\left(\frac{1}{r-1}-\frac{1}{r}\right) .
$$

Proof. $X=1 s r$ iff $\{1, s, r\}$ is the first lexicographically ordered 3-subset $\{a, b, c\}$ for which $Y_{a}<Y_{b}<Y_{c}$. Now it can easily be proved, as in Proposition 1 and keeping in mind that $n=\infty$, that this occurs iff (i) $Y_{s}=x_{r-1}$ and $Y_{r}=x_{r}$ are the second largest and largest among the first $r$ random variables $Y_{1}, \ldots, Y_{r}$; and (ii) $Y_{1}=\max _{1 \leq j \leq s-1} \pi(j)$. It now follows that

$$
\mathbb{P}(X=1 s r)=\frac{\binom{r-2}{s-1}(s-2)!(r-s-1)!}{r!}=\frac{1}{(s-1)(r-1) r}
$$

as claimed.
Proposition 3 provides us with the entire distribution of $X$ when $n=$ $\infty$; note that

$$
\sum_{s=2}^{\infty} \sum_{r=s+1}^{\infty} \frac{1}{s-1}\left(\frac{1}{r-1}-\frac{1}{r}\right)=\sum_{s=2}^{\infty} \frac{1}{s-1}-\frac{1}{s}=1
$$

The probability of the first I-II-III pattern occurring at positions $12 r$ is the same for all $n \leq \infty$, noting, though, that for finite $n, \sum_{r} \mathbb{P}(X=$ $12 r)=\frac{1}{2}-\frac{1}{n}$. There is, however, a subtle and fundamental difference in general between $\mathbb{P}(X=1 s r), s \geq 3$, when $n=\infty$ and when $n$ is finite. We illustrate this fact for $\mathbb{P}(X=13 r)$ when $n<\infty$. Recall from the proof of Proposition 3 that for $X$ to equal $13 r$ in the infinite case, we had to have $\pi(3)=x_{r-1}, \pi(r)=x_{r}$, and $\pi(2)<\pi(1)$. The above scenario will still, in the finite case, cause the first I-II-III pattern to occur at positions $13 r$, but there is another case to consider. If $n=\pi(2)>\pi(1)$
then it is impossible for $X$ to equal $12 s$ for any $s$; in this case we must have $\pi(3)=x_{r-2}$ and $\pi(r)=x_{r-1}$. The probability of this second scenario is

$$
\frac{(r-3)!}{n(r-1)!}=\frac{1}{n(r-2)(r-1)}
$$

Adding, we see that

$$
\mathbb{P}(X=13 r)=\frac{1}{2}\left(\frac{1}{r-1}-\frac{1}{r}\right)+\frac{1}{n}\left(\frac{1}{r-2}-\frac{1}{r-1}\right),
$$

and, in contrast to the $n=\infty$ case where the net contribution of $\mathbb{P}(X=$ $13 r ; r \geq 4$ ) was $1 / 6$, we have

$$
\begin{aligned}
\sum_{r=4}^{n} \mathbb{P}(X=13 r) & =\frac{1}{2} \sum_{r=4}^{n}\left(\frac{1}{r-1}-\frac{1}{r}\right)+\frac{1}{n} \sum_{r=4}^{n}\left(\frac{1}{r-2}-\frac{1}{r-1}\right) \\
& =\frac{1}{6}-\frac{1}{n(n-1)}
\end{aligned}
$$

The above example illustrates a general fact:
Theorem 2.4. For finite n,

$$
\begin{equation*}
\mathbb{P}(X=1 s r)=\sum_{k=0}^{s-2} \frac{\binom{s-2}{k}\binom{r-k-2}{s-k-1}(s-k-2)!(r-s-1)!}{n(n-1) \ldots(n-k+1)(r-k)!} . \tag{1}
\end{equation*}
$$

Proof. We may have $k$ of the quantities $\pi(2), \pi(3), \ldots, \pi(s-1)$ being greater than $\pi(1)$, where $k$ ranges from 0 to $s-2$. In this case, however, these $\pi$ s must equal, from left to right, $(n, n-1, \ldots, n-k+1)$. This makes it impossible for $X=1 j k ; 2 \leq j \leq s-1 ; k \geq s$. Arguing as before, we must have $\pi(s)=x_{r-1-k}$ and $\pi(r)=x_{r-k}$. We next compute the probability $\mathbb{P}(X=1 s r)$. The denominator of (1) represents the number of ways we may arrange $k$ specific integers from $[n]$, followed by an ordering of the unspecified integers in the remaining $r-k$ positions. Consider the numerator. Here we pick $k$ of the $s-2$ spots in $\{2,3, \ldots, s-$ $1\}$ to be occupied, from left to right, by $n, n-1, \ldots, n-k+1$. The largest and second largest of the remaining $r-k$ numbers, no matter what these are, must occupy positions $r$ and $s$ respectively. Of the remaining $r-k-2$ numbers, we choose $s-k-1$ to go to the left of $s$, place the largest of these in spot 1 , and arrange the $s-k-2$ others in $(s-k-2)$ ! ways, doing the same with the $r-s-1$ numbers to the right of $s$.

Unlike the infinite case, $\sum_{s} \sum_{r} \mathbb{P}(X=1 s r) \neq 1$. So how much is $\mathbb{P}(X \geq 234)$, or alternatively, how close is

$$
\mathbb{P}(X=1 s r)=\sum_{s \geq 2} \sum_{r \geq s+1} \sum_{k=0}^{s-2} \frac{\binom{s-2}{k}\binom{r-k-2}{s-k-1}(s-k-2)!(r-s-1)!}{n(n-1) \ldots(n-k+1)(r-k)!}
$$

to unity?
We obtain the answer in closed form as follows: Conditioning on $\pi(1)$, we see that $X \geq 234$ iff for $j=n, n-1, \ldots, 1, \pi(1)=j$, and the integers $n, n-1, \ldots, j+1$ appear from left to right in $\pi$. Summing the corresponding probabilities $1 / n, 1 / n, 1 /(2!n), 1 /(3!n)$, etc yields

## Proposition 2.5.

$$
\mathbb{P}(X \geq 234) \sim \frac{e}{n}
$$

## 3 Open Problems

- Lexicographic ordering is not our only option; in fact it is somewhat unnatural. Consider another possibility: What is

$$
\inf \{k: \text { there is a I }- \text { II }- \text { III pattern in }(\pi(1), \ldots, \pi(k))\} ?
$$

This question is not too hard to answer from Stanley-Wilf theory. Since

$$
\mathbb{P}((\pi(1), \ldots, \pi(k)) \text { is } \mathrm{I}-\mathrm{II}-\mathrm{III} \text { free })=\frac{\binom{2 k}{k}}{(k+1)!}
$$

the probability that $k$ is the first integer for which $(\pi(1), \ldots, \pi(k))$ contains a I-II-III pattern is

$$
\frac{\binom{2 k-2}{k-1}}{k!}-\frac{\binom{2 k}{k}}{(k+1)!}
$$

A more interesting question is the following: Conditional on the fact that first I-II-III pattern occurs only after the $k$ th "spot" is revealed, what is the distribution of the first 3-subset, interpreted in the sense of this paper, that causes this to occur? For example, if we let $n=$ 6 , and are told that the first $k$ for which there is a I-II-II pattern in $(\pi(1), \ldots, \pi(k))$ is 5 , what is the chance that the first set that causes this to happen is $\{1,2,5\},\{1,3,5\},\{1,4,5\},\{2,3,5\},\{2,4,5\}$ or $\{3,4,5\}$ ?

- Can the results of this paper be readily generalized to other patterns of length 3 ? To patterns of length 4 ?
- Theorem 4 and Proposition 5 fall short of providing the exact probabilities $\mathbb{P}(X=r s t)$ for $r \geq 2$. Can these admittedly small probabilities be computed exactly or to a high degree of precision?
- Does the distribution of $X$ consist, as it does for $n=6$, of a series of decreasing segments with the initial probability of segment $j+1$ no smaller than the final probability of segment $j$ ?
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#### Abstract

A descent in a permutation $\alpha_{1} \alpha_{2} \cdots \alpha_{n}$ is an index $i$ for which $\alpha_{i}>\alpha_{i+1}$. The number of descents in a permutation is a classical permutation statistic which was first studied by P. A. MacMahon almost a hundred years ago, and it still plays an important role in the study of permutations. Representing set partitions by equivalent canonical sequences of integers, we study this statistic among the set partitions, as well as the numbers of rises and levels. We enumerate set partitions with respect to these statistics by means of generating functions, and present some combinatorial proofs. Applications are obtained to new combinatorial results and previously-known ones.


## 1 Introduction

A descent in a permutation $\alpha=\alpha_{1} \alpha_{2} \cdots \alpha_{n}$ is an index $i$ for which $\alpha_{i}>\alpha_{i+1}$. The number of descents in a permutation is a classical permutation statistic. This statistic was first studied by MacMahon [6], and it still plays an important role in the study of permutation statistics. In this paper we study the statistics of numbers of rises, levels and
descents among set partitions expressed as canonical sequences, defined below.

A partition of $[n]=\{1,2, \ldots, n\}$ is a (finite) collection $B_{1}, B_{2}, \ldots$ of nonempty disjoint sets, called blocks, whose union is $[n]$. We will assume that the blocks are listed in the increasing order of their minimum elements, that is, $\min B_{1}<\min B_{2}<\cdots$. We represent a partition $\pi=B_{1}, B_{2}, \ldots$ in the canonical sequential form $\pi=\pi_{1} \pi_{2} \cdots \pi_{n}$ such that $j \in B_{\pi_{j}}, 1 \leq j \leq n$. For instance, 1231242 is the canonical sequential form of the partition $\{1,4\},\{2,5,7\},\{3\},\{6\}$ of $[7]$. The set of partitions of $[n]$ is denoted by $P_{n}$.

Note that a sequence $\pi$ over the alphabet [d] represents a partition of $[n]$ with $[d]$ blocks if and only if it has the following properties:

- Each number from the set $[d]$ appears at least once in $\pi$.
- For each $i, j$ such that $1 \leq i<j \leq d$, the first occurrence of $i$ precedes the first occurrence of $j$.

We remark that sequences satisfying these properties are also known as restricted growth functions, and they are often encountered in the study of set partitions $[3,8,10]$ as well as other related topics, such as Davenport-Schinzel sequences $[1,4,5,7]$.

Throughout this paper, we identify a set partition with the corresponding canonical sequence, and employ this representation to define patterns among set partitions. Let $\pi=\pi_{1} \pi_{2} \cdots \pi_{n}$ be any partition represented by its canonical sequence. We say that $\pi$ has a rise, level, and descent at $i$ if $\pi_{i}<\pi_{i+1}, \pi_{i}=\pi_{i+1}$, and $\pi_{i}>\pi_{i+1}$, respectively. For example, the partition 12311242 of [8] has four rises (at $i=1, i=2$, $i=5$ and $i=6$ ), one level (at $i=4$ ), and two descents (at $i=3$ and $i=7$ ).

For any partition $\pi$, we denote the number of blocks, rises, levels, and descents by $\operatorname{blocks}(\pi), \operatorname{rises}(\pi)$, levels $(\pi)$, and descents $(\pi)$, respectively. We define the generating function for the number of partitions of $[n]$ specifying the number of blocks, rises, levels, and descents as

$$
\begin{aligned}
P(x, y) & =P(x, y ; r, \ell, d) \\
& =\sum_{n \geq 0} \sum_{\pi \in P_{n}} x^{n} y^{\operatorname{blocks}(\pi)} r^{\mathrm{rises}(\pi)} \ell^{\operatorname{levels}(\pi)} d^{\operatorname{descents}(\pi)} .
\end{aligned}
$$

Our main result can be formulated as follows.

Theorem 1.1. We have

$$
P(x, y ; r, \ell, d)=1+\sum_{i \geq 0} \frac{x^{i} y^{i} r^{i-1}(r-d)^{i}}{(1+x(d-\ell))^{i} \prod_{j=1}^{i}\left(r-d\left(\frac{1+x(r-\ell)}{1+x(d-\ell)}\right)^{j}\right)}
$$

Moreover, the generating function for the number of partitions of $[n]$ according to number of rises, levels, and descents with exactly $k \geq 1$ blocks is given by

$$
\frac{x^{k} r^{k-1}(r-d)^{k}}{(1+x(d-\ell))^{k} \prod_{j=1}^{k}\left(r-d\left(\frac{1+x(r-\ell)}{1+x(d-\ell)}\right)^{j}\right)} .
$$

The following result (Proposition 2.4) is crucial to the proof of the theorem.

If a sequence $f_{\ell}$, is defined by $f_{\ell}=a_{\ell}+b_{\ell} \sum_{j \geq \ell} f_{j}, \ell=0,1, \ldots$, then $f=\sum_{\ell \geq 0} f_{\ell}$ is given by

$$
f=\sum_{i \geq 0} \frac{a_{i}}{\prod_{j=0}^{i}\left(1-b_{j}\right)} .
$$

We state some combinatorial applications of the main theorem in the form of corollaries, and present some direct proofs.

## 2 Proof of Theorem 1.1

In order to find the two generating functions, we derive recursions for partitions that start with a specific subword. Thus, we define a second set of generating functions

$$
\begin{aligned}
P\left(s_{1} \cdots s_{i} \mid x, y\right) & =P\left(s_{1} \cdots s_{i} \mid x, y ; r, \ell, d\right) \\
& =\sum_{n \geq 0} \sum_{\pi} x^{n} y^{\operatorname{blocks}(\pi)} r^{\operatorname{rises}(\pi)} \ell^{\operatorname{levels}(\pi)} d^{\operatorname{descents}(\pi)},
\end{aligned}
$$

where the sum on the right side of the equation is over all the partitions $\pi \in P_{n}$ such that $\pi$ starts with $s_{1} s_{2} \cdots s_{i}$, that is, $\pi_{1} \pi_{2} \cdots \pi_{i}=$ $s_{1} s_{2} \ldots s_{i}, i \geq 0$. We denote the generating function $P(12 \cdots i \mid x, y)-$ $P(12 \cdots i+1 \mid x, y)$ by $P_{i}(x, y)$. Clearly, $P_{i}(x, y)$ is a generating function for the number of partitions $\pi \in P_{n}$ according to number of blocks, rises, levels, and descents such that $\pi_{1} \pi_{2} \cdots \pi_{i} \pi_{i+1}=12 \cdots i j$ where $1 \leq j \leq i$. From the definitions of the generating functions, we immediately have
the following

$$
\begin{equation*}
P(x, y ; r, \ell, d)=1+\sum_{k \geq 1} P_{k}(x, y ; r, \ell, d) \tag{1}
\end{equation*}
$$

where the summand 1 covers the case $n=0$, and

$$
\begin{equation*}
P_{i}(x, y ; r, \ell, d)=x^{i} y^{i} r^{i-1}+\sum_{j=1}^{i} P(12 \cdots i j \mid x, y ; r, \ell, d) \tag{2}
\end{equation*}
$$

where the summand $x^{i} y^{i} r^{i-1}$ covers the partition $12 \cdots i$. Define $P_{i}^{*}(x, y)$ to be $\sum_{j \geq i} P_{j}(x, y)$. The strategy is now to find expressions for the generating functions $P_{i}(x, y)$, which will allow us to prove the theorem.

Lemma 2.1. For all $1 \leq j \leq i-2$,

$$
\begin{equation*}
P(12 \cdots i(j+1) \mid x, y)=\frac{1+x d-x \ell}{1+x r-x \ell} P(12 \cdots i j \mid x, y) \tag{3}
\end{equation*}
$$

with $P(12 \cdots i i \mid x, y)=x \ell P_{i}^{*}(x, y)$ where $P(12 \cdots i 1 \mid x, y)$ is equal to

$$
\begin{equation*}
\frac{x^{i+1} y^{i} r^{i-1}(d-r)+x(x d r-x r \ell+d) P_{i}^{*}(x, y)+x(r-d) P_{i}(x, y)}{1+x(r-\ell)} \tag{4}
\end{equation*}
$$

Proof. By the definitions for all $1 \leq j<i$ we have that

$$
\begin{align*}
& P(12 \cdots i j \mid x, y) \\
& =x^{i+1} y^{i} r^{i-1} d+\sum_{k=1}^{j-1} P(12 \cdots i j k \mid x, y)+P(12 \cdots i j j \mid x, y) \\
& \quad+\sum_{k=j+1}^{i} P(12 \cdots i j k \mid x, y)+P(12 \cdots i j(i+1) \mid x, y) \\
& =x^{i+1} y^{i} r^{i-1} d+x d \sum_{k=1}^{j-1} P(12 \cdots i k \mid x, y)+x \ell P(12 \cdots i j \mid x, y) \\
& \quad+x r \sum_{k=j+1}^{i-1} P(12 \cdots i k \mid x, y)+x^{2} d r P_{i}^{*}(x, y)+x d P_{i+1}^{*}(x, y) . \tag{5}
\end{align*}
$$

Therefore,

$$
\begin{aligned}
& P(12 \cdots i(j+1) \mid x, y)-P(12 \cdots i j \mid x, y) \\
& \quad=\quad(x d-x \ell) P(12 \cdots i j \mid x, y)+(x \ell-x r) P(12 \cdots i(j+1) \mid x, y)
\end{aligned}
$$

which implies (3). Also, (5) gives

$$
\begin{aligned}
& (1-x \ell) P(12 \cdots i 1 \mid x, y) \\
& \quad=x^{i+1} y^{i} r^{i-1} d \\
& \quad+x r \sum_{k=2}^{i-1} P(12 \cdots i k \mid x, y)+x^{2} d r P_{i}^{*}(x, y)+x d P_{i+1}^{*}(x, y)
\end{aligned}
$$

and using (2) we obtain

$$
\begin{aligned}
& (1+x r-x \ell) P(12 \cdots i 1 \mid x, y) \\
& \quad=\quad x^{i+1} y^{i} r^{i-1} d+x r\left(P_{i}(x, y)-x^{i} y^{i} r^{i-1}-P(12 \cdots i i \mid x, y)\right) \\
& \quad+x^{2} d r P_{i}^{*}(x, y)+x d P_{i+1}^{*}(x, y)
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
& (1+x r-x \ell) P(12 \cdots i 1 \mid x, y) \\
& =x^{i+1} y^{i} r^{i-1} d+x r\left(P_{i}(x, y)-x^{i} y^{i} r^{i-1}-x \ell P_{i}^{*}(x, y)\right) \\
& \quad+x^{2} d r P_{i}^{*}(x, y)+x d P_{i+1}^{*}(x, y)
\end{aligned}
$$

and by the fact that $P_{i+1}^{*}(x, y)=P_{i}^{*}(x, y)-P_{i}(x, y)$ we obtain (4). At the end, it is not hard to see that $P(12 \cdots i i \mid x, y)=x \ell P_{i}^{*}(x, y)$, which completes the proof.

Lemma 2.2. For all $i \geq 1, P_{i}(x, y)$ is equal to $x^{i} y^{i} r^{i-1}$ plus

$$
\left(1-\frac{r(1+x(d-\ell))}{r-d}+\frac{d(1+x(d-\ell))}{r-d}\left(\frac{1+x(r-\ell)}{1+x(d-\ell)}\right)^{i}\right) P_{i}^{*}(x, y)
$$

with $P_{0}(x, y)=1$.
Proof. Lemma 2.1 together with (2) gives

$$
\begin{aligned}
& P_{i}(x, y) \\
& \quad=\quad x^{i} y^{i} r^{i-1}+x \ell P_{i}^{*}(x, y) \\
& \quad+\sum_{j=1}^{i-1}\left(\frac{1+x(d-\ell)}{1+x(r-\ell)}\right)^{j-1} \times \\
& \quad x\left(\frac{x^{i} y^{i} r^{i-1}(d-r)+(x d r-x r \ell+d) P_{i}^{*}(x, y)+(r-d) P_{i}(x, y)}{1+x(r-\ell)}\right)
\end{aligned}
$$

After several simple algebraic operations the lemma holds.
In order to obtain an explicit formula from the recurrence relation in the statement of Lemma 2.2, we need to study the following types of recurrence relations.

$$
\begin{equation*}
f_{\ell}=a_{\ell}+b_{\ell} \sum_{j \geq \ell} f_{j}, \quad \ell=0,1, \ldots \tag{6}
\end{equation*}
$$

The above recurrence relation gives

$$
b_{\ell+1} f_{\ell}-b_{\ell} f_{\ell+1}=b_{\ell+1} a_{\ell}-b_{\ell} a_{\ell+1}+b_{\ell} b_{\ell+1} f_{\ell}
$$

which implies that (6) is equivalent to

$$
\begin{equation*}
f_{\ell}=\frac{a_{\ell} b_{\ell+1}-a_{\ell+1} b_{\ell}}{b_{\ell+1}\left(1-b_{\ell}\right)}+\frac{b_{\ell}}{b_{\ell+1}\left(1-b_{\ell}\right)} f_{\ell+1}, \quad \ell=0,1, \ldots \tag{7}
\end{equation*}
$$

Lemma 2.3. Let $g_{\ell}$ be any sequence satisfying the recurrence relation $g_{\ell}=\alpha_{\ell}+\beta_{\ell} g_{\ell+1}$, for $\ell \geq 0$. Then

$$
g_{\ell}=\sum_{i \geq \ell}\left(\alpha_{i} \prod_{j=\ell}^{i-1} \beta_{j}\right)
$$

Proof. An infinite number of applications of this recurrence relation gives

$$
\begin{aligned}
g_{\ell} & =\alpha_{\ell}+\beta_{\ell} g_{\ell+1} \\
& =\alpha_{\ell}+\alpha_{\ell+1} \beta_{\ell}+\beta_{\ell} \beta_{\ell+1} g_{\ell+2} \\
& =\alpha_{\ell}+\alpha_{\ell+1} \beta_{\ell}+\alpha_{\ell+2} \beta_{\ell} \beta_{\ell+1}+\beta_{\ell} \beta_{\ell+1} \beta_{\ell+2} g_{\ell+3} \\
& =\cdots \\
& =\sum_{i \geq \ell}\left(\alpha_{i} \prod_{j=\ell}^{i-1} \beta_{j}\right)
\end{aligned}
$$

as required.
Define $f=\sum_{\ell \geq 0} f_{\ell}$. Then, applying the above lemma on (7) we obtain an explicit formula for the sequence $f$, where $f_{\ell}$ satisfies (6).

Proposition 2.4. Let $f_{\ell}$ be any sequence satisfying (6) and $f=\sum_{\ell \geq 0} f_{\ell}$. Then $f=\sum_{i \geq 0} \frac{a_{i}}{\prod_{j=0}^{i}\left(1-b_{j}\right)}$.
Proof. Let $f_{\ell}$ be any sequence satisfying (6). Lemma 2.1 together with (7) implies that for all $\ell \geq 0$,

$$
f_{\ell}=\sum_{i \geq \ell}\left(\frac{a_{i} b_{i+1}-a_{i+1} b_{i}}{b_{i+1}\left(1-b_{i}\right)} \prod_{j=\ell}^{i-1} \frac{b_{j}}{b_{j+1}\left(1-b_{j}\right)}\right)
$$

Summing over all possible values of $\ell$ we get

$$
\begin{aligned}
f & =\sum_{i \geq 0} \frac{a_{i} b_{i+1}-a_{i+1} b_{i}}{b_{i+1}\left(1-b_{i}\right)}\left[1+\sum_{j=0}^{i-1}\left(\frac{b_{j}}{b_{i} \prod_{k=j}^{i-1}\left(1-b_{k}\right)}\right)\right] \\
& =\frac{a_{0} b_{1}-a_{1} b_{0}}{b_{1}\left(1-b_{0}\right)}+\sum_{i \geq 1} \frac{a_{i} b_{i+1}-a_{i+1} b_{i}}{b_{i+1}}\left[\frac{1}{1-b_{i}}+\sum_{j=0}^{i-1}\left(\frac{b_{j}}{b_{i} \prod_{k=j}^{i}\left(1-b_{k}\right)}\right)\right] \\
& =\frac{a_{0} b_{1}-a_{1} b_{0}}{b_{1}\left(1-b_{0}\right)}+\sum_{i \geq 1}\left(\frac{a_{i} b_{i+1}-a_{i+1} b_{i}}{b_{i+1}} \sum_{j=0}^{i} \frac{b_{j}}{b_{i} \prod_{k=j}^{i}\left(1-b_{k}\right)}\right) \\
& =\frac{a_{0} b_{1}-a_{1} b_{0}}{b_{1}\left(1-b_{0}\right)}+\sum_{i \geq 1}\left(\frac{a_{i} b_{i+1}-a_{i+1} b_{i}}{b_{i+1} b_{i} \prod_{j=0}^{i}\left(1-b_{j}\right)} \sum_{j=0}^{i} b_{j} \prod_{k=0}^{j-1}\left(1-b_{k}\right)\right)
\end{aligned}
$$

Using the fact that $1-\sum_{j=0}^{i} b_{j} \prod_{k=0}^{j-1}\left(1-b_{k}\right)=\prod_{j=0}^{i}\left(1-b_{j}\right)$, we obtain that

$$
f=\frac{a_{0} b_{1}-a_{1} b_{0}}{b_{1}\left(1-b_{0}\right)}+\sum_{i \geq 1}\left(\frac{a_{i} b_{i+1}-a_{i+1} b_{i}}{b_{i+1} b_{i} \prod_{j=0}^{i}\left(1-b_{j}\right)}\left(1-\prod_{k=0}^{i}\left(1-b_{k}\right)\right)\right)
$$

which is equivalent to

$$
\begin{aligned}
f & =\frac{a_{0} b_{1}-a_{1} b_{0}}{b_{1}\left(1-b_{0}\right)}+\sum_{i \geq 1} \frac{a_{i} b_{i+1}-a_{i+1} b_{i}}{b_{i+1} b_{i} \prod_{j=0}^{i}\left(1-b_{j}\right)}-\sum_{i \geq 1}\left(\frac{a_{i}}{b_{i}}-\frac{a_{i+1}}{b_{i+1}}\right) \\
& =\frac{a_{0} b_{1}-a_{1} b_{0}}{b_{1}\left(1-b_{0}\right)}-\frac{a_{1}}{b_{1}}+\sum_{i \geq 1} \frac{a_{i} b_{i+1}-a_{i+1} b_{i}}{b_{i+1} b_{i} \prod_{j=0}^{i}\left(1-b_{j}\right)} \\
& =\frac{a_{0}-\frac{a_{1}}{b_{1}}}{1-b_{0}}+\sum_{i \geq 1} \frac{\frac{a_{i}}{b_{i}}-\frac{a_{i+1}}{b_{i+1}}}{\prod_{j=0}^{i}\left(1-b_{j}\right)} \\
& =\frac{a_{0}-\frac{a_{1}}{b_{1}}}{1-b_{0}}+\sum_{i \geq 1} \frac{a_{i}}{b_{i} \prod_{j=0}^{i}\left(1-b_{j}\right)}-\sum_{i \geq 2} \frac{a_{i}}{b_{i} \prod_{j=0}^{i-1}\left(1-b_{j}\right)} \\
& =\frac{a_{0}}{1-b_{0}}+\sum_{i \geq 1} \frac{a_{i}}{b_{i} \prod_{j=0}^{i}\left(1-b_{j}\right)}-\sum_{i \geq 1} \frac{a_{i}}{b_{i} \prod_{j=0}^{i-1}\left(1-b_{j}\right)} \\
& =\frac{a_{0}}{1-b_{0}}+\sum_{i \geq 1} \frac{a_{i}}{\prod_{j=0}^{i}\left(1-b_{j}\right)}=\sum_{i \geq 0} \frac{a_{i}}{\prod_{j=0}^{i}\left(1-b_{j}\right)},
\end{aligned}
$$

as required.

The proof of Theorem 1.1 can be obtained directly from Lemma 2.2 together with Proposition 2.4.

## 3 Applications

In this section we give a brief indication of the practical combinatorial enumerations embodied by Theorem 1.1.

Assume $d, r \rightarrow 1$, then Theorem 1.1 gives that the generating function for the number of partitions of $[n]$ with $k \geq 1$ blocks according to $n$ and number of levels is given by

$$
\frac{x^{k}}{\prod_{j=1}^{k}(1-x(\ell+j-1))}=\frac{x}{(1-x \ell)} \frac{\frac{x^{k-1}}{(1-\ell x)^{k-1}}}{\prod_{j=1}^{k-1}(1-j x /(1-x \ell))}
$$

which implies that (see [9, Page 57])

$$
\frac{x^{k}}{\prod_{j=1}^{k}(1-x(\ell+j-1))}=\sum_{n \geq 1} S(n, k-1) \frac{x^{n+1}}{(1-x \ell)^{n+1}},
$$

where $S(n, k)$ is the Stirling number of the second kind. Hence, we have the following result.

Corollary 3.1. The number of partitions of $[n]$ with $k$ blocks and $m$ levels is $\binom{n-1}{m} S(n-1-m, k-1)$.

Proof. We give a direct proof. Let $P_{n}(k, m)$ denote the number of partitions of [ $n$ ] with $k$ blocks and $m$ levels. We obtain a recursion for $w(n, k, m)=\left|P_{n}(k, m)\right|$ by considering when the last letter $\pi_{n}$ in a partition $\left(\pi_{1}, \ldots, \pi_{n}\right)$ forms a level.

An element of $P_{n}(k, m)$ in which the last letter does not form a level is obtained by inserting $\pi_{n}=k$ at the end of an element of $P_{n-1}(k-1, m)$, or by inserting $\pi_{n}=c$ at the end of a $\left(\pi_{1}, \ldots, \pi_{n-1}\right) \in P_{n-1}(k, m)$ where $c$ is a distinct letter in $\left(\pi_{1}, \ldots, \pi_{n-2}\right)$. These partitions are enumerated by $w(n-1, k-1, m)+(k-1) w(n-1, k, m)$.

But an element of $P_{n}(k, m)$ in which the last letter forms a level is obtained by inserting another copy of $\pi_{n-1}$ at the end of a $\left(\pi_{1}, \ldots, \pi_{n-1}\right) \in$ $P_{n-1}(k, m-1)$. Such partitons are enumerated by $w(n-1, k, m-1)$. Thus the recursion is
$w(n, k, m)=w(n-1, k-1, m)+(k-1) w(n-1, k, m)+w(n-1, k, m-1)$
for $n \geq k>m>0$, and with the starting value $w(n, k, 0)=S(n-1, k-1)$ (see Corollary 3.2), it is routine to verify directly that the solution is $\binom{n-1}{m} S(n-1-m, k-1)$.

Corollary 3.1 implies the following result.

Corollary 3.2. There is a bijection between the set of partitions of $[n]$ with $k$ blocks and the set of partitions of $[n+1]$ with $k+1$ blocks and no levels.

Proof. Let $P_{n}(k)$ denote the set of partitions of $[n]$ with $k$ blocks, and $T(n, k)$ the set of partitions of $[n]$ with $k$ blocks and no levels. Note that an $\ell$-level means a subword of $\ell$ identical letters, $\ell \geq 2$. We describe a bijection between $P_{n}(k)$ and $T(n+1, k+1)$.
To obtain $q \in T(n+1, k+1)$ from $p=\left(\pi_{1}, \ldots, \pi_{n}\right) \in P_{n}(n, k)$ transform $p$ as follows
(1) if $p \in T(n, k)$, insert the letter $k+1$ at the end of $p$ to obtain $q$;
(2) otherwise, proceed as follows:
(i) replace each member $\pi_{j}$ of an $\ell$-level with $c$ if $j$ is even (respectively, odd) and $\ell$ is odd (respectively, even), where $c=\max \left(\pi_{1}, \ldots, \pi_{i}\right)+1$ and $\pi_{1}, \ldots, \pi_{i}$, is the subword immediately preceding the first $\pi_{j}$ to be replaced, $i=j-1$. ( $c=1$ iff the first $\ell$-level begins with $\pi_{1}=1$ and $\ell$ is even). It may be necessary to tag each designated $c$ for step (ii);
(ii) add 1 to all other letters $\geq c$ on the right of the first $c$; and
(iii) insert $c$ at the end of the resulting word to obtain $q$;

The mapping is reversible since the last letter $c$ of the image indicates the source in an obvious way.

For example, $p=12132312 \in P_{8}(3)$ maps to $121323124 \in T(9,4)$.
For $11112133321 \in P_{11}(3)$ we have the following transformations

$$
11112133321 \rightarrow \overline{1} 1 \overline{1} 1213 \overline{1} 321 \rightarrow \overline{1} 2 \overline{1} 2324 \overline{1} 432 \rightarrow 121232414321
$$

which lies in $T(12,4)$. Similarly, $12111112233 \in P_{11}(3)$ gives

$$
12111112233 \rightarrow 121 \overline{3} 1 \overline{3} 1 \overline{3} 2 \overline{3} 3 \rightarrow 121 \overline{3} 1 \overline{3} 1 \overline{3} 2 \overline{3} 4 \rightarrow 121313132343
$$

which also lies in $T(12,4)$.
Assume $\ell=1, d \rightarrow 1 / v$ and $r \rightarrow v$, then Theorem 1.1 gives that the generating function for the number of partitions of $[n]$ with $k \geq 1$ blocks according to $n$ and number of rises-descents is given by

$$
\begin{aligned}
f(x, v) & =\sum_{n \geq 0} \sum_{\pi \in P_{n}} x^{n} v^{\operatorname{rises}(\pi)-\operatorname{descents}(\pi)} \\
& =\frac{x^{k} v^{k-1}}{(1+x(1 / v-1))^{k} \prod_{j=1}^{k} \frac{v-\frac{1}{v}\left(\frac{1+x(v-1)}{1+x(1 / v-1)}\right)^{j}}{v-1 / v}} .
\end{aligned}
$$

Hence, after simple algebraic operations we have that

$$
\left.\frac{\partial}{\partial v} f(x, v)\right|_{v=1}=\frac{(k-1)(k x-2) x^{k}}{2 \prod_{j=1}^{k}(1-j x)}=(k-1)(k x-2) \sum_{j \geq 0} S(j, k) x^{j}
$$

which implies that (see [9, Page 57])

$$
\begin{equation*}
\left.\frac{\partial}{\partial v} f(x, v)\right|_{v=1}=\frac{1}{2}(k-1)(k x-2) \sum_{j \geq 1} S(j, k) x^{j} \tag{8}
\end{equation*}
$$

Hence, we can state the following result.
Corollary 3.3. We have

$$
\sum_{\pi} \operatorname{rises}(\pi)-\operatorname{descents}(\pi)=(k-1) S(n, k)-\binom{k}{2} S(n-1, k)
$$

where the sum is over all partitions of $[n]$ with exactly $k$ blocks. Moreover,

$$
\sum_{\pi} \operatorname{rises}(\pi)-\operatorname{descents}(\pi)=\frac{1}{2}\left(B_{n+1}-B_{n}-B_{n-1}\right)
$$

where the sum is over all the partitions of $[n], S(n, k)$ is the Stirling number of the second kind, and $B_{n}$ is the $n$-th Bell number (see [2]).

Proof. The first sum is holds immediately from (8). Using the fact that $S(n, k)=S(n-1, k-1)+k S(n-1, k)$ we get that

$$
\begin{aligned}
& (k-1) S(n, k)-\binom{k}{2} S(n-1, k) \\
& \quad=\frac{1}{2}(S(n+1, k)-S(n, k-1)-S(n-1, k-2))
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \sum_{\pi} \operatorname{rises}(\pi)-\operatorname{descents}(\pi) \\
& \quad=\sum_{k \geq 1} \frac{1}{2}(S(n+1, k)-S(n, k-1)-S(n-1, k-2)) \\
& \quad=\frac{1}{2}\left(B_{n+1}-B_{n}-B_{n-1}\right)
\end{aligned}
$$

where the sum is over all the partitions of $[n]$.
Assume $d=1, \ell \rightarrow 1 / v$ and $r \rightarrow v$, then Theorem 1.1 gives that the
generating function for the number of partitions of $[n]$ with $k \geq 1$ blocks according to $n$ and number of rises-levels is given by

$$
\begin{aligned}
g(x, v) & =\sum_{n \geq 0} \sum_{\pi \in P_{n}} x^{n} v^{\operatorname{rises}(\pi)-\operatorname{levels}(\pi)} \\
& =\frac{x^{k} v^{k-1}}{(1+x(1-1 / v))^{k} \prod_{j=1}^{k} \frac{v-\left(\frac{1+x(v-1 / v)}{1+x(1-1 / v)}\right)^{j}}{v-1 / v}}
\end{aligned}
$$

Hence, after simple algebraic operations we have that

$$
\left.\frac{\partial}{\partial v} g(x, v)\right|_{v=1}=\frac{(k-1) x^{k}-k x^{k+1}+x^{k+2} \sum_{j=1}^{k} \frac{j(j-3)}{2(1-j x)}}{\prod_{j=1}^{k}(1-j x)}
$$

Expanding at $x=0$ with using the fact that

$$
\frac{x^{k}}{\prod_{j=1}^{k}(1-j x)}=\sum_{n \geq 1} S(n, k) x^{n}
$$

(see [9, Page 57]) we get the following result.
Corollary 3.4. Let $1 \leq k \leq n$. Then

$$
\begin{aligned}
& \sum_{\pi} \operatorname{rises}(\pi)-\operatorname{levels}(\pi) \\
& \quad=\quad(k-1) S(n, k)-k S(n-1, k) \\
& \quad+\sum_{i=0}^{n-3}\left(\sum_{j=1}^{k} \frac{j^{i+1}(j-3)}{2}\right) S(n-2-i, k)
\end{aligned}
$$

where the sum is over all partitions $\pi$ of $[n]$ with exactly $k$ blocks.

## 4 Conclusions

We have presented the enumeration of set partitions according to number of rises, number of levels and number of descents.

We are unable to provide combinatorial proofs of Corollary 3.3 and Corollary 3.4.

One approach towards extending our work is to consider the enumeration of the statistics by taking $t$ letters at a time, $t \geq 2$. This paper just addressed the $t=2$ case. Thus one could seek the enumeration of set partitions relative to 3 -rises, 3 -levels and 3 -descents. For instance, $\pi=121112341$ has two 3 -rises, one 3 -level and no $3-$ descent. As an illustration let $Q_{n, k}$ denote the subset of partitions of $[n]$ into $k$ blocks in
which each element contains only 3 -levels, so that (example) $\pi \in Q_{9,4}$ but neither 121222334 nor 111233334 belong to $Q_{9,4}$. Then it can be shown that the number of elements with exactly $m$ copies of 3 -levels is given by

$$
\binom{n-2 m}{m} S(n-2 m-1, k-1)
$$

The complete enumeration could be undertaken but a result as nice as Theorem 1.1 seems unlikely.
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#### Abstract

Patience Sorting is a combinatorial algorithm that can be viewed as an iterated, non-recursive form of the Schensted Insertion Algorithm. In recent work the authors have shown that Patience Sorting provides an algorithmic description for permutations avoiding the barred (generalized) permutation pattern $3-\overline{1}-42$. Motivated by this and a recently formulated geometric form for Patience Sorting in terms of certain intersecting lattice paths, we study the related themes of restricted input and avoidance of similar barred permutation patterns. One such result is to characterize those permutations for which Patience Sorting is an invertible algorithm as the set of permutations simultaneously avoiding the barred patterns $3-\overline{1}-42$ and $3-\overline{1}-24$. We then enumerate this avoidance set, which involves convolved Fibonacci numbers.


## 1 Introduction

The term Patience Sorting was introduced in 1962 by C. L. Mallows [12] while studying a card sorting algorithm invented by A. S. C. Ross. Given a shuffled deck of cards $\sigma=c_{1} c_{2} \cdots c_{n}$ (which we take to be a permutation $\sigma \in \mathfrak{S}_{n}$ ), Ross proposed the following two-part algorithm.

[^14]| Algorithm 1 Two-part patience sorting algorithm |
| :--- |
| Step 1: Use what Mallows called a "patience sorting procedure" to |
| form the subsequences $r_{1}, r_{2}, \ldots, r_{m}$ of $\sigma$ (called piles) as follows: |

- Place the first card $c_{1}$ from the deck into a pile $r_{1}$ by itself.
- For each remaining card $c_{i}(i=2, \ldots, n)$, consider the cards $d_{1}, d_{2}$, $\ldots, d_{k}$ atop the piles $r_{1}, r_{2}, \ldots, r_{k}$ that have already been formed.
- If $c_{i}>\max \left\{d_{1}, d_{2}, \ldots, d_{k}\right\}$, then put $c_{i}$ into a new right-most pile $r_{k+1}$ by itself.
- Otherwise, find the left-most card $d_{j}$ that is larger than $c_{i}$, and put the card $c_{i}$ atop pile $r_{j}$.

Step 2: Gather the cards up one at a time from these piles in ascending order.

We call Step 1 of the above algorithm Patience Sorting and denote by $R(\sigma)=\left\{r_{1}, r_{2}, \ldots, r_{m}\right\}$ the pile configuration associated to the permutation $\sigma \in \mathfrak{S}_{n}$. Moreover, given any pile configuration $R$, one forms its reverse patience word $R P W(R)$ by listing the piles in $R$ "from bottom to top, left to right" (i.e., by reversing the so-called "far-eastern reading"; see Example 1.1 below). In [5] these words are characterized as being exactly the elements of the avoidance set $S_{n}(3-\overline{1}-42)$. That is, reverse patience words are permutations avoiding the generalized pattern 2-31 unless every occurrence of $2-31$ is also part of an occurrence of the generalized pattern 3-1-42. (A review of generalized permutation patterns can be found in Section 1.2 below).

We illustrate the formation of both $R(\sigma)$ and $R P W(R)$ in the following example.

Example 1.1. Let $\sigma=64518723 \in \mathfrak{S}_{8}$. Then, in forming the pile configuration $R(\sigma)$ under Patience Sorting, we write the constituent piles vertically and bottom-justified (with respect to the largest value in each pile) as follows:

First, use 6 to form a new
pile:

## 6

| Then place $\mathbf{4}$ atop this |  |
| :--- | :--- |
| new pile: | $\mathbf{4}$ |
| 6 |  |

Use 5 to form a new pile: 4
65
$\begin{array}{llll}\text { Then place } \mathbf{1} \\ \text { atop the } & \mathbf{1} & \\ \text { left-most pile: } & 4 & \\ & 6 & 5\end{array}$

1
Use 8 to form a new pile: 4 $6 \quad 5 \quad 8$
$\begin{array}{llll}\text { Then place } \mathbf{7} \text { atop this } & 1 & \\ \text { new pile: } & 4 & & \mathbf{7} \\ & 6 & 5 & 8\end{array}$
$\begin{array}{llll}\text { Place } 2 \text { atop the middle } & 1 & & \\ \text { pile: } & 4 & \mathbf{2} & 7 \\ & 6 & 5 & 8\end{array}$
$\begin{array}{llll}\text { Finally, place } \mathbf{3} \text { atop the } & 1 & & \mathbf{3} \\ \text { right-most pile: } & 4 & 2 & 7 \\ 6 & 5 & 8\end{array}$

It follows that $R(\sigma)=\begin{array}{ccc}1 & & 3 \\ 4 & 2 & 7 \\ 6 & 5 & 8\end{array}$, with piles $r_{1}=641, r_{2}=52$, and
$r_{3}=873$. Moreover, by reading up the columns of $R(\sigma)$ from left to right, $R P W(R(\sigma))=64152873 \in S_{8}(3-\overline{1}-42)$.

Given $\sigma \in \mathfrak{S}_{n}$, the formation of $R(\sigma)$ can be viewed as an iterated,
non-recursive form of the Schensted Insertion Algorithm for interposing values into the rows of a standard Young tableau (see [2]). In [5] the authors augment the formation of $R(\sigma)$ so that the resulting extension of Patience Sorting becomes a full, non-recursive analogue of the celebrated Robinson-Schensted-Knuth (or RSK) Correspondence. As with RSK, this Extended Patience Sorting Algorithm (given as Algorithm 2 in Section 1.1 below) takes a simple idea - that of placing cards into piles - and uses it to build a bijection between elements of the symmetric group $\mathfrak{S}_{n}$ and certain pairs of combinatorial objects. In the case of RSK, one uses the Schensted Insertion Algorithm to build a bijection with (unrestricted) pairs of standard Young tableau having the same shape (see [15]). However, in the case of Patience Sorting, one achieves a bijection between permutations and (somewhat more restricted) pairs of pile configurations having the same shape. We denote this latter bijection by $\sigma \stackrel{P S}{\longleftrightarrow}(R(\sigma), S(\sigma))$ and call $R(\sigma)$ (resp. $S(\sigma))$ the insertion piles (resp. recording piles) corresponding to $\sigma$. Collectively, we also call $(R(\sigma), S(\sigma))$ the stable pair of pile configurations corresponding to $\sigma$ and characterize such pairs in [5] using a somewhat involved pattern avoidance condition on their reverse patience words. (The rationale behind the term "stable pair" is also explained in [5].)

Barred (generalized) permutation patterns like 3-1 -42 arise quite naturally when studying Patience Sorting. We discuss and enumerate the avoidance classes for several related patterns in Section 2. Then, in Section 3, we examine properties of Patience Sorting under restricted input that can be characterized using such patterns. One such characterization, discussed in Section 3.1, is for the crossings in the initial iteration of the Geometric Patience Sorting Algorithm given by the authors in [6]. This geometric form for the Extended Patience Sorting Algorithm is naturally dual to Geometric RSK (originally defined in [19]) and gives, among other things, a geometric interpretation for the stable pairs of $3-\overline{1}-42$-avoiding permutations corresponding to a permutation under Extended Patience Sorting. However, unlike the geometric form for RSK, the shadow lines in Geometric Patience Sorting are allowed to cross. While a complete characterization for these crossings is given in [6] in terms of the pile configurations formed, this new result is the first step in providing a characterization for the permutations involved in terms of barred pattern avoidance.

We close this introduction by describing both the Extended and Geo-
metric Patience Sorting Algorithms. We also briefly review the notation of generalized permutation patterns.

### 1.1 Extended and Geometric Patience Sorting

C. L. Mallows' original "patience sorting procedure" can be extended to a full bijection between the symmetric group $\mathfrak{S}_{n}$ and certain restricted pairs of pile configurations using the following algorithm (which was first introduced in [5]).

> Algorithm 2 Extended patience sorting algorithm.
> Given $\sigma=c_{1} c_{2} \cdots c_{n} \in \mathfrak{S}_{n}$, inductively build insertion piles $R(\sigma)=$ $\left\{r_{1}, r_{2}, \ldots, r_{m}\right\}$ and recording piles $S(\sigma)=\left\{s_{1}, s_{2}, \ldots, s_{m}\right\}$ as follows:
(i) First form a new pile $r_{1}$ using the card $c_{1}$, and set $s_{1}=1$.
(ii) Then, for each $i=2, \ldots, n$, consider the cards $d_{1}, d_{2}, \ldots, d_{k}$ atop the piles $r_{1}, r_{2}, \ldots, r_{k}$ that have already been formed.
(a) If $c_{i}>\max _{1 \leq j \leq k}\left\{d_{j}\right\}$, then form a new pile $r_{k+1}$ using $c_{i}$, and set $s_{k+1}=\bar{i}$.
(b) Otherwise, find the left-most card $d_{j}$ that is larger than $c_{i}$, and place the card $c_{i}$ atop pile $r_{j}$ while simultaneously placing $i$ at the bottom of pile $s_{j}$. In other words, set

$$
d_{j}=c_{i}, \quad \text { where } j=\min _{1 \leq m \leq k}\left\{m \mid c_{i}<d_{m}\right\},
$$

and insert $i$ at the bottom of pile $s_{j}$.

Note that the pile configurations that comprise a resulting stable pair must have the same "shape", which we define as follows:

Definition 1.2. Given a pile configuration $R=\left\{r_{1}, r_{2}, \ldots, r_{m}\right\}$ on $n$ cards, the shape of $R$ is defined to be the composition $\operatorname{sh}(R)=\left(\left|r_{1}\right|\right.$, $\left.\left|r_{2}\right|, \ldots,\left|r_{m}\right|\right)$ of $n$. We denote this relationship by $\operatorname{sh}(R) \models n$.

The idea behind Algorithm 2 is that we are using the auxiliary pile configuration $S(\sigma)$ to implicitly label the order in which the elements of the permutation $\sigma \in \mathfrak{S}_{n}$ are added to the usual Patience Sorting pile configuration $R(\sigma)$. (Consequently, we call $R(\sigma)$ the "insertion piles" of
$\sigma$ and $S(\sigma)$ the "recording piles" of $\sigma$ by analogy to RSK.) This information then allows us to uniquely reconstruct $\sigma$ by reversing the order in which the cards were played. As with normal Patience Sorting, we visualize the pile configurations $R(\sigma)$ and $S(\sigma)$ by listing their constituent piles vertically as illustrated in the following example.

Example 1.3. Given $\sigma=64518723 \in \mathfrak{S}_{8}$ from Example 1.1 above, we simultaneously form the following pile configurations with shape $\operatorname{sh}(R(\sigma))=\operatorname{sh}(S(\sigma))=(3,2,3)$ under Extended Patience Sorting (Algorithm 2):

$$
R(\sigma)=\begin{array}{lll}
1 & & 3 \\
4 & 2 & 7 \\
6 & 5 & 8
\end{array} \quad \text { and } \quad S(\sigma)=\begin{array}{cccc}
1 & & 5 \\
2 & 3 & 6 \\
4 & 7 & 8
\end{array}
$$

Note that the insertion piles $R(\sigma)$ are the same as those formed in Example 1.1 and that the reverse patience word of $S(\sigma)$ satisfies

$$
R P W(S(64518723))=42173865 \in S_{8}(3-\overline{1}-42)
$$

Given a permutation $\sigma \in \mathfrak{S}_{n}$, the Extended Patience Sorting Algorithm is not the only method of forming the pile configurations $R(\sigma)$ and $S(\sigma)$. In particular, one can realize the elements in each pile of $R(\sigma)$ and $S(\sigma)$ as points in the diagram of $\sigma$ that are identified via specially formed lattice paths. This provides a Geometric Patience Sorting Algorithm (first introduced in [6]) that resembles the geometric form for RSK given by X. G. Viennot in [19].

In order to describe this geometric form for the Extended Patience Sorting Algorithm, we begin with the following series of definitions.

Definition 1.4. Given a lattice point $(m, n) \in \mathbb{Z}^{2}$, we define the (southwest) shadow of $(m, n)$ to be the quarter space

$$
U(m, n)=\left\{(x, y) \in \mathbb{R}^{2} \mid x \leq m, y \leq n\right\}
$$

As with the northeasterly-oriented shadows that Viennot used when building his geometric form for RSK, the most important use of these southwesterly-oriented shadows is in building lattice paths called shadowlines (as illustrated in Figure 1(a)) according to the following definition.

Definition 1.5. The (southwest) shadowline of $\left(m_{1}, n_{1}\right),\left(m_{2}, n_{2}\right), \ldots$,


Fig. 1. Examples of Shadowline and Shadow Diagram Construction.
$\left(m_{k}, n_{k}\right) \in \mathbb{Z}^{2}$ is defined to be the boundary of the union of the shadows $U\left(m_{1}, n_{1}\right), U\left(m_{2}, n_{2}\right), \ldots, U\left(m_{k}, n_{k}\right)$.

In particular, we wish to associate to each permutation a certain collection of (southwest) shadowlines called its (southwest) shadow diagram. However, unlike the northeasterly-oriented shadowlines used to define
the northeast shadow diagrams of Geometric RSK, these southwest shadowlines are allowed to intersect as illustrated in Figure 1(d)-(e). (We characterize those permutations having intersecting shadowlines under Definition 1.6 in Theorem 3.6 below.)
Definition 1.6. The (southwest) shadow diagram $D^{(0)}(\sigma)$ of the permutation $\sigma=\sigma_{1} \sigma_{2} \cdots \sigma_{n} \in \mathfrak{S}_{n}$ consists of the (southwest) shadowlines $D^{(0)}(\sigma)=\left\{L_{1}^{(0)}(\sigma), L_{2}^{(0)}(\sigma), \ldots, L_{k}^{(0)}(\sigma)\right\}$ formed as follows:

- $L_{1}^{(0)}(\sigma)$ is the shadowline for those lattice points $(x, y) \in\left\{\left(1, \sigma_{1}\right)\right.$, $\left.\left(2, \sigma_{2}\right), \ldots,\left(n, \sigma_{n}\right)\right\}$ such that the shadow $U(x, y)$ does not contain any other lattice points.
- While at least one of the points $\left(1, \sigma_{1}\right),\left(2, \sigma_{2}\right), \ldots,\left(n, \sigma_{n}\right)$ is not contained in the shadowlines $L_{1}^{(0)}(\sigma), L_{2}^{(0)}(\sigma), \ldots, L_{j}^{(0)}(\sigma)$, define $L_{j+1}^{(0)}(\sigma)$ to be the shadowline for the points

$$
(x, y) \in A:=\left\{\left(i, \sigma_{i}\right) \mid\left(i, \sigma_{i}\right) \notin \bigcup_{k=1}^{j} L_{k}^{(0)}(\sigma)\right\}
$$

such that the shadow $U(x, y)$ does not contain any other lattice points from the set $A$.

In other words, we define a shadow diagram by recursively eliminating points in the permutation diagram until every point has been used to define a shadowline (as illustrated in Figure 1(a)-(c)).

One can prove (see [5]) that the ordinates of the points used to define each shadowline in the shadow diagram $D^{(0)}(\sigma)$ are exactly the left-to-right minima subsequences (a.k.a. basic subsequences) in the permutation $\sigma \in \mathfrak{S}_{n}$. These are defined as follows:

Definition 1.7. Let $\pi=\pi_{1} \pi_{2} \cdots \pi_{l}$ be a partial permutation on the set $[n]=\{1,2, \ldots, n\}$. Then the left-to-right minima (resp. maxima) subsequence of $\pi$ consists of those components $\pi_{j}$ of $\pi$ such that

$$
\pi_{j}=\min \left\{\pi_{i} \mid 1 \leq i \leq j\right\} \quad\left(\text { resp. } \pi_{j}=\max \left\{\pi_{i} \mid 1 \leq i \leq j\right\}\right)
$$

We then inductively define the left-to-right minima (resp. maxima) subsequences $s_{1}, s_{2}, \ldots, s_{k}$ of the permutation $\sigma$ by taking $s_{1}$ to be the left-to-right minima (resp. maxima) subsequence for $\sigma$ itself and then each remaining subsequence $s_{i}$ to be the left-to-right minima (resp. maxima) subsequence for the partial permutation obtained by removing the elements of $s_{1}, s_{2}, \ldots, s_{i-1}$ from $\sigma$.

Finally, a sequence $D(\sigma)=\left(D^{(0)}(\sigma), D^{(1)}(\sigma), D^{(2)}(\sigma), \ldots\right)$ of shadow diagrams can be produced for a given permutation $\sigma \in \mathfrak{S}_{n}$ by recursively applying Definition 1.6 to the southwest corners (called salient points) of a given set of shadowlines (as illustrated in Figure 1(d)-(f)). The only difference is that, with each iteration, newly formed shadowlines can only connect salient points along the same pre-existing shadowline. This gives rise to the terminology in the following definition.

Definition 1.8. Given a permutation $\sigma \in \mathfrak{S}_{n}$, we call $D^{(k)}(\sigma)$ the $k^{\text {th }}$ iterate of the exhaustive shadow diagram $D(\sigma)$ for $\sigma$.

Given a permutation $\sigma \in \mathfrak{S}_{n}$, one can uniquely reconstruct the pile configurations $R(\sigma)$ and $S(\sigma)$ from the exhaustive shadow diagram $D(\sigma)$ by intersecting each iterate shadow diagram with the $x$ - and $y$-axes in a certain canonical order (as detailed in [6]). Consequently, $D(\sigma)$ can be considered the result of applying a geometric from of Extended Patience Sorting to $\sigma$, and so we call the formation of $D(\sigma)$ the Geometric Patience Sorting Algorithm.

### 1.2 Generalized Pattern Avoidance

We first recall the following definition.
Definition 1.9. Let $\sigma=\sigma_{1} \sigma_{2} \cdots \sigma_{n} \in \mathfrak{S}_{n}$ and $\pi \in \mathfrak{S}_{m}$ with $m \leq n$. Then we say that $\sigma$ contains the (classical) permutation pattern $\pi$ if there exists a subsequence $\left(\sigma_{i_{1}}, \sigma_{i_{2}}, \ldots, \sigma_{i_{m}}\right)$ of $\sigma$ (meaning $i_{1}<i_{2}<$ $\left.\cdots<i_{m}\right)$ such that the word $\sigma_{i_{1}} \sigma_{i_{2}} \ldots \sigma_{i_{m}}$ is order-isomorphic to $\pi$. I.e., each $\sigma_{i_{j}}<\sigma_{i_{j+1}}$ if and only if $\pi_{j}<\pi_{j+1}$.

Note, though, that the elements in the subsequence $\left(\sigma_{i_{1}}, \sigma_{i_{2}}, \ldots, \sigma_{i_{m}}\right)$ are not required to be contiguous in $\sigma$. This motivates the following refinement of Definition 1.9.

Definition 1.10. A generalized permutation pattern is a classical permutation pattern $\pi$ in which one assumes that every element in the subsequence $\left(\sigma_{i_{1}}, \sigma_{i_{2}}, \ldots, \sigma_{i_{m}}\right)$ of $\sigma$ must be taken contiguously unless a dash is inserted between the corresponding order-isomorphic elements of the pattern $\pi$.

Finally, if $\sigma$ does not contain a subsequence that is order-isomorphic to $\pi$, then we say that $\sigma$ avoids the pattern $\pi$. This motivated the following definition.

Definition 1.11. Given any collection $\pi^{(1)}, \pi^{(2)}, \ldots, \pi^{(k)}$ of permutation patterns (classical or generalized), we denote by

$$
S_{n}\left(\pi^{(1)}, \pi^{(2)}, \ldots, \pi^{(k)}\right)=\bigcap_{i=1}^{k} S_{n}\left(\pi^{(i)}\right)=\bigcap_{i=1}^{k}\left\{\sigma \in \mathfrak{S}_{n} \mid \sigma \text { avoids } \pi^{(i)}\right\}
$$

the avoidance set for the patterns $\pi^{(1)}, \pi^{(2)}, \ldots, \pi^{(k)}$, which consists of all permutations $\sigma \in \mathfrak{S}_{n}$ such that $\sigma$ simultaneously avoids each of $\pi^{(1)}, \pi^{(2)}, \ldots, \pi^{(k)}$. Furthermore, the set

$$
\bigcup_{n \geq 1} S_{n}\left(\pi^{(1)}, \pi^{(2)}, \ldots, \pi^{(k)}\right)
$$

is called the (pattern) avoidance class with basis $\left\{\pi^{(1)}, \pi^{(2)}, \ldots, \pi^{(k)}\right\}$.
More information about permutation patterns in general can be found in [4].

## 2 Barred and Unbarred Generalized Pattern Avoidance

An important further generalization of the notion of generalized permutation pattern requires that the context in which the generalized pattern occurs be taken into account. The resulting concept of barred permutation patterns, along with its accompanying bar notation, first arose within the study of stack-sortability of permutations by J. West [20]. (West's barred patterns, though, were based upon the definition of a classical pattern and not upon the definition of a generalized pattern as below.) Given how naturally these barred patterns arise in the study of Patience Sorting (as illustrated in both [5] and Section 3 below), we initiate their systematic study in this section.

Definition 2.1. A barred (generalized) permutation pattern $\beta$ is a generalized permutation pattern in which overbars are used to indicate that barred values cannot occur at the barred positions. As before, we denote by $S_{n}\left(\beta^{(1)}, \ldots, \beta^{(k)}\right)$ the set of all permutations $\sigma \in \mathfrak{S}_{n}$ that simultaneously avoid $\beta^{(1)}, \ldots, \beta^{(k)}$ (i.e., permutations that contain no subsequence that is order-isomorphic to any of the $\left.\beta^{(1)}, \ldots, \beta^{(k)}\right)$.

Example 2.2. A permutation $\sigma=\sigma_{1} \sigma_{2} \cdots \sigma_{n} \in \mathfrak{S}_{n} \notin S_{n}(3-\overline{5}-2-4-1)$ contains an occurrence of the barred permutation pattern 3-5-2-4-1 if it contains an occurrence of the generalized pattern 3-2-4-1 (i.e., contains a subsequence $\left(\sigma_{i_{1}}, \sigma_{i_{2}}, \sigma_{i_{3}}, \sigma_{i_{4}}\right)$ that is order-isomorphic to the classical pattern 3241) in which no value larger than the element playing the role
of " 4 " is allowed to occur between the elements playing the roles of " 3 " and " 2 ". (This is one of the two basis elements for the pattern avoidance class used to characterize the set of 2-stack-sortable permutations [10, 11, 20]. The other pattern is 2-3-4-1, i.e., the classical pattern 2341.)

Despite the added complexity involved in avoiding barred permutation patterns, it is still sometimes possible to characterize the avoidance class for a barred permutation pattern in terms of an unbarred generalized permutation pattern. The following theorem (which summarizes results that first appeared in [5]) gives such a characterization for the pattern $3-\overline{1}-42$. (Note, though, that there is no equivalent characterization for such barred permutation patterns as $1 \overline{3}-42$ and $3-\overline{5}-2-4-1$.)

Theorem 2.3. Let $B_{n}=\frac{1}{e} \sum_{k \geq 0} \frac{k^{n}}{k!}$ denote the $n^{\text {th }}$ Bell number. Then
(i) $S_{n}(3-\overline{1}-42)=S_{n}(3-\overline{1}-4-2)=S_{n}(23-1)$.
(ii) $\left|S_{n}(3-\overline{1}-42)\right|=B_{n}$.

Remark 2.4. We emphasize the following important consequences of Theorem 2.3.
(i) Even though $S_{n}(3-\overline{1}-42)=S_{n}(23-1)$ by Theorem $2.3(1)$, it is more natural to use avoidance of the barred pattern $3-\overline{1}-42$ in studying Patience Sorting. As shown in [5] and elaborated upon in Section 3 below, $S_{n}(3-\overline{1}-42)$ is the set of equivalence classes of $\mathfrak{S}_{n}$ modulo equivalence relation generated by the pattern equivalence $3-\overline{1}-42 \sim 3-\overline{1}-24$. (I.e., two permutations $\sigma, \tau \in \mathfrak{S}_{n}$ satisfy $\sigma \sim \tau$ if the elements creating an occurrence of one of these patterns in $\sigma$ form an occurrence of the other pattern in $\tau$.) Moreover, each permutation $\sigma \in \mathfrak{S}_{n}$ in a given equivalence class has the same pile configuration $R(\sigma)$ under Patience Sorting, a description of which is significantly more difficult to describe for occurrences of the unbarred generalized permutation pattern 23-1.
(ii) A. Marcus and G. Tardos proved in [13] that the avoidance set $S_{n}(\pi)$ for any classical pattern $\pi$ grows at most exponentially fast as $n \rightarrow \infty$. (This was previously known as the StanleyWilf Conjecture.) The Bell numbers, though, satisfy $\log B_{n}=$ $n(\log n-\log \log n+O(1))$ and so exhibit superexponential growth. (See [18] for more information about Bell numbers.) While it was previously known that the Stanley-Wilf Conjecture does not extend to generalized permutation patterns (see, e.g., [7]), it took

Theorem 2.3(2) (originally proven in [5] using Patience Sorting) to provide the first verification that one also cannot extend the Stanley-Wilf Conjecture to barred generalized permutation patterns.

A further abstraction of barred permutation pattern avoidance (called interval pattern avoidance) was recently given by A. Woo and A. Yong in [21, 22]. The result in Theorem 2.3(2) has led A. Woo to conjecture to the second author that the Stanley-Wilf ex-Conjecture also does not extend to this new notion of pattern avoidance.

We conclude this section with a simple corollary to Theorem 2.3 that gives similar equivalences and enumerations for some barred permutation patterns that also arise naturally in the study of Patience Sorting (see Proposition 3.2 and Theorem 3.6 in Section 3 below).

Corollary 2.5. Following the notation in Theorem 2.3,
(i) $S_{n}(31-\overline{4}-2)=S_{n}(3-1-\overline{4}-2)=S_{n}(3-12)$
(ii) $S_{n}(\overline{2}-41-3)=S_{n}(\overline{2}-4-1-3)=S_{n}(2-4-1-\overline{3})=S_{n}(2-41-\overline{3})$
(iii) $\left|S_{n}(\overline{2}-41-3)\right|=\left|S_{n}(31-\overline{4}-2)\right|=\left|S_{n}(3-\overline{1}-42)\right|=B_{n}$.

Proof. (Sketches)
(i) Take reverse complements in $S_{n}(3-\overline{1}-42)$ and apply Theorem 2.3.
(ii) Similar to (1). (Note that (2) is also proven in [1].)
(iii) This follows from the fact that the patterns $3-1-\overline{4}-2$ and $\overline{2}-4-1-3$ are inverses of each other.

## 3 Patience Sorting under Restricted Input

### 3.1 Patience Sorting on Restricted Permutations

The similarities between the Extended Patience Sorting Algorithm (Algorithm 2) and RSK applied to permutations are perhaps most observable in the following simple proposition.

Proposition 3.1. Let $_{1_{k}}=1-2-\cdots-k$ and $\mathrm{J}_{k}=k-\cdots-2-1$ be the classical monotone permutation patterns. Then there is a bijection between
(i) $S_{n}\left(1_{k+1}\right)$ and stable pairs of pile configurations with the same composition shape $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right) \models n$ but also with at most $k$ piles (i.e., $m \leq k$ ).
(ii) $S_{n}\left(\mathrm{~J}_{k+1}\right)$ and stable pairs of pile configurations with the same composition shape $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right) \vDash n$ but also with no pile having more than $k$ cards in it (i.e., $\gamma_{i} \leq k$ for each $i=1,2, \ldots, m$ ).

Proof.
(i) Given $\sigma \in \mathfrak{S}_{n}$, a bijection is formed in [2] between the set of piles $R(\sigma)=\left\{r_{1}, r_{2}, \ldots, r_{k}\right\}$ formed under Patience Sorting and the components of a particular longest increasing subsequence in $\sigma$. Since avoiding the monotone pattern $1_{k+1}$ is equivalent to restricting the length of the longest increasing subsequence in a permutation, the result then follows.
(ii) Follows from (1) by reversing each of the permutations in $S_{n}\left(1_{k+1}\right)$ in order to form $S_{n}\left(\mathrm{~J}_{k+1}\right)$.

According to Proposition 3.1, Extended Patience Sorting can be used to efficiently compute the length of both the longest increasing and longest decreasing subsequences in a given permutation. In particular, one can compute these lengths without examining every subsequence of a permutation, just as with RSK. However, while both RSK and Patience Sorting can be used to implement this computation in $O(n \log (n))$ time, an extension of this technique is given in [3] that also simultaneously tabulates all of the longest increasing or decreasing subsequences without incurring any additional asymptotic computational cost.

As mentioned in Section 2 above, Patience Sorting also has immediate connections to certain barred permutation patterns. We illustrate this in the following proposition.

## Proposition 3.2.

(i) $S_{n}(3-\overline{1}-42)=\left\{R P W(R(\sigma)) \mid \sigma \in \mathfrak{S}_{n}\right\}$. In particular, given $\sigma \in$ $S_{n}(3-\overline{1}-42)$, the entries in each column of the insertion piles $R(\sigma)$ (when read from bottom to top) occupy successive positions in the permutation $\sigma$.
(ii) $S_{n}(\overline{2}-41-3)=\left\{R P W(R(\sigma))^{-1} \mid \sigma \in \mathfrak{S}_{n}\right\}$. In particular, given $\sigma \in S_{n}(\overline{2}-41-3)$, the columns of the insertion piles $R(\sigma)$ (when read from top to bottom) contain successive values.

Proof. Part (1) is proven in [5], and part (2) follows immediately by taking inverses in (1).

As an immediate corollary, we can characterize an important category of classical permutation patterns in terms of barred permutation patterns.

Definition 3.3. Given a composition $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right) \models n$, the (classical) layered permutation pattern $\pi_{\gamma} \in \mathfrak{S}_{n}$ is the permutation

$$
\gamma_{1} \cdots 1\left(\gamma_{1}+\gamma_{2}\right) \cdots\left(\gamma_{1}+1\right) \cdots n \cdots\left(\gamma_{1}+\gamma_{2}+\cdots+\gamma_{m-1}+1\right)
$$

Example 3.4. Given $\gamma=(3,2,3) \models 8$, the corresponding layered pattern is $\pi_{(3,2,3)}=\widehat{32154876} \in \mathfrak{S}_{8}$ (following the notation in [14]). Moreover, applying Extended Patience Sorting (Algorithm 2) to $\pi_{(3,2,3)}$ :

$$
R\left(\pi_{(3,2,3)}\right)=\begin{array}{lll}
1 & & 6 \\
2 & 4 & 7 \\
3 & 5 & 8
\end{array} \quad \text { and } \quad S\left(\pi_{(3,2,3)}\right)=\begin{array}{ccc}
1 & & 6 \\
2 & 4 & 7 \\
3 & 5 & 8
\end{array}
$$

Note, in particular, that $\pi_{(3,2,3)}$ satisfies both of the conditions in Proposition 3.2 , which illustrates the following characterization of layered patterns.

Corollary 3.5. $S_{n}(3-\overline{1}-42, \overline{2}-41-3)$ is the set of layered patterns in $\mathfrak{S}_{n}$.
Proof. Apply Proposition 3.2 noting that $S_{n}(3-\overline{1}-42, \overline{2}-41-3)=S_{n}(23-1$, 31-2), as considered in [8].

As a consequence of this interaction between Patience Sorting and barred permutation patterns, we can now explicitly characterize those permutations for which the initial iteration of Geometric Patience Sorting (as defined in Section 1.1 above) yields non-crossing lattice paths.

Theorem 3.6. The set $S_{n}(3-\overline{1}-42,31-\overline{4}-2)$ consists of all reverse patience words having non-intersecting shadow diagrams (i.e., no shadowlines cross in the $0^{\text {th }}$ iterate shadow diagram). Moreover, given a permutation $\sigma \in S_{n}(3-\overline{1}-42,31-\overline{4}-2)$, the values in the bottom rows of $R(\sigma)$ and $S(\sigma)$ increase from left to right.

Proof. From Theorem 2.3 and Corollary 2.5, $R\left(S_{n}(3-\overline{1}-42,31-\overline{4}-2)\right)=$ $R\left(S_{n}(23-1,3-12)\right)$ consists exactly of set partitions of $[n]=\{1,2, \ldots, n\}$ whose components can be ordered so that both the minimal and maximal
elements of the components simultaneously increase. (These are called strongly monotone partitions in [9]).

Let $\sigma \in S_{n}(3-\overline{1}-42,31-\overline{4}-2)$. Since $\sigma$ avoids $3-\overline{1}-42$, we have that $\sigma=R P W(R(\sigma))$ by Theorem 2.3. Thus, the $i^{\text {th }}$ shadowline $L_{i}^{(0)}(\sigma)$ is the boundary of the union of shadows generated by the $i^{\text {th }}$ left-to-right minima subsequence $s_{i}$ of $\sigma$. Now, write $s_{i}=\varsigma_{i} a_{i}$, where $a_{k}>\cdots>a_{2}>a_{1}$ form the right-to-left minima subsequence of $\sigma$ (reversing the order of the elements in Definition 1.7) and where $\zeta_{i}$ is a (possibly empty) decreasing sequence, and let $b_{i}$ be the $i^{\text {th }}$ left-to-right maximum of $\sigma$. If $\varsigma_{i}$ is empty, then $b_{i}=a_{i}$. Otherwise, $b_{i}$ is the leftmost (i.e., maximal) entry of $\varsigma_{i} a_{i}$, and so $\varsigma_{i} a_{i}=b_{i} \varsigma_{i}^{\prime} a_{i}$ for some (possibly empty) decreasing subsequence $\varsigma_{i}^{\prime}$. Moreover, since $b_{i}$ is the $i^{\text {th }}$ left-toright maximum of $\sigma$, it must be at the bottom of the $i^{\text {th }}$ column of $R(\sigma)$. (Similarly, $a_{i}$ is at the top of the $i^{\text {th }}$ column.) So the bottom rows of both $R(\sigma)$ and $S(\sigma)$ must be in increasing order.

Now consider the $i^{\text {th }}$ and $j^{\text {th }}$ shadowlines $L_{i}^{(0)}(\sigma)$ and $L_{j}^{(0)}(\sigma)$ of $\sigma$, respectively, where $i<j$. We have that $b_{i}<b_{j}$, from which the initial horizontal segment of the $i^{\text {th }}$ shadowline is lower than that of the $j^{\text {th }}$ shadowline. Moreover, $a_{i}$ is to the left of $b_{j}$, so the remaining segment of the $i^{\text {th }}$ shadowline is completely to the left of the remaining segment of the $j^{\text {th }}$ shadowline. Thus, $L_{i}^{(0)}(\sigma)$ and $L_{j}^{(0)}(\sigma)$ do not intersect.

In [6] the authors actually give the following stronger result:
Theorem 3.7. Each iterate $D^{(m)}(\sigma)(m \geq 0)$ of the exhaustive shadow diagram for $\sigma \in \mathfrak{S}_{n}$ is free from crossings if and only if every row in both $R(\sigma)$ and $S(\sigma)$ is monotone increasing from left to right.

However, this only characterizes the output of the Extended Patience Sorting Algorithm involved. As such, Theorem 3.6 provides the first step toward characterizing those permutations that result in non-crossing lattice paths under Geometric Patience Sorting.

We conclude this section by noting that, while the strongly monotone condition implied by simultaneously avoiding $3-\overline{1}-42$ and $31-\overline{4}-2$ is necessary to alleviate such crossings, it is clearly not sufficient. (The problem lies with what we call "polygonal crossings" in the shadow diagrams in [6], which occur in permutations like $\sigma=45312$.) Thus, to avoid crossings at all iterations of Geometric Patience Sorting, we need to impose further "ordinally increasing" conditions on the set partition associated to a given permutation under Patience Sorting. In particular, in addition to requiring just the minima and maxima elements in the
set partition to increase as in the strongly monotone partitions encountered in the proof of Theorem 3.6, it is necessary to require that every record value simultaneously increase under an appropriate ordering of the blocks. That is, under a single ordering of these blocks, we must simultaneously have that the largest elements in each block increase, then the next largest elements, then the next-next largest elements, and so on. E.g., the partition $\{\{5,3,1\},\{6,4,2\}\}$ of the set $[6]=\{1,2, \ldots, 6\}$ satisfies this condition.

### 3.2 Invertibility of Patience Sorting

It is clear that many permutations can correspond to the same pile configuration under the Patience Sorting Algorithm. E.g., $R(3142)=$ $R(3412)$. (As proven in [5], two permutations give rise to the same pile configuration under Patience Sorting if and only if they have the same left-to-right minima subsequences; e.g., 3142 and 3412 both have the left-to-right minima subsequences 31 and 42). In this section we use barred permutation patterns to characterize permutations for which this does not hold. We also establish a non-trivial enumeration for the resulting avoidance sets.

Theorem 3.8. A pile configuration pile $R$ has a unique preimage $\sigma \in$ $\mathfrak{S}_{n}$ under Patience Sorting if and only if $\sigma \in S_{n}(3-\overline{1}-42,3-\overline{1}-24)$.

Proof. It is clear that every pile configuration $R$ has at least its reverse patience word $R P W(R)$ as a preimage under Patience Sorting. By Proposition 3.2, reverse patience words are exactly those permutations that avoid the barred pattern $3-\overline{1}-42$. Furthermore, as shown in [5], two permutations have the same insertion piles under Extended Patience Sorting (Algorithm 2) if and only if one can be obtained from the other by a sequence of order-isomorphic exchanges of the form

$$
3-\overline{1}-24 \leadsto 3-\overline{1}-42 \text { or } 3-\overline{1}-42 \leadsto 3-\overline{1}-24
$$

(I.e., the occurrence of one pattern is reordered to form an occurrence of the other pattern.) Thus, it is easy to see that $R$ has the unique preimage $R P W(R)$ if and only if $R P W(R)$ avoids both $3-\overline{1}-42$ and $3-\overline{1}-24$.

Given this pattern avoidance characterization of invertibility, we have the following recurrence relation for the size of the corresponding avoidance sets.

Lemma 3.9. Set $f(n)=\left|S_{n}(3-\overline{1}-42,3-\overline{1}-24)\right|$ and, for $k \leq n$, denote by $f(n, k)$ the cardinality

$$
f(n, k)=\#\left\{\sigma \in S_{n}(3-\overline{1}-42,3-\overline{1}-24) \mid \sigma(1)=k\right\}
$$

Then $f(n)=\sum_{k=1}^{n} f(n, k)$, and $f(n, k)$ satisfies the four-part recurrence relation

$$
\begin{align*}
f(n, 0)=0 & \text { for } n \geq 1  \tag{1}\\
f(n, 1)=f(n, n)=f(n-1) & \text { for } n \geq 1  \tag{2}\\
f(n, 2)=0 & \text { for } n \geq 3 \tag{3}
\end{align*}
$$

and for $n \geq 3$,

$$
\begin{equation*}
f(n, k)=f(n, k-1)+f(n-1, k-1)+f(n-2, k-2) \tag{4}
\end{equation*}
$$

subject to the initial conditions $f(0,0)=f(0)=1$.
Proof. Note first that Equation (1) is the obvious boundary condition for $k=0$.

Now, suppose that the first component of $\sigma \in S_{n}(3-\overline{1}-42,3-\overline{1}-24)$ is either $\sigma(1)=1$ or $\sigma(1)=n$. Then $\sigma(1)$ cannot be part of any occurrence of $3-\overline{1}-42$ or $3-\overline{1}-24$ in $\sigma$. Thus, upon removing $\sigma(1)$ from $\sigma$, and subtracting one from each component if $\sigma(1)=1$, a bijection is formed with $S_{n-1}(3-\overline{1}-42,3-\overline{1}-24)$. Therefore, Equation (2) follows.

Next, suppose that the first component of $\sigma \in S_{n}(3-\overline{1}-42,3-\overline{1}-24)$ is $\sigma(1)=2$. Then the first column of $R(\sigma)$ must be $r_{1}=21$ regardless of where 1 occurs in $\sigma$. Therefore, $R(\sigma)$ has the unique preimage $\sigma$ if and only if $\sigma=21 \in \mathfrak{S}_{2}$, and from this Equation (3) follows.

Finally, suppose that $\sigma \in S_{n}(3-\overline{1}-42,3-\overline{1}-24)$ with $3 \leq k \leq n$. Since $\sigma$ avoids $3-\overline{1}-42, \sigma$ is a RPW by Proposition 3.2, and hence the left prefix of $\sigma$ from $k$ to 1 is a decreasing subsequence. Let $\sigma^{\prime}$ be the permutation obtained by interchanging the values $k$ and $k-1$ in $\sigma$. Then the only instances of the patterns $3-\overline{1}-42$ and $3-\overline{1}-24$ in $\sigma^{\prime}$ must involve both $k$ and $k-1$. Note that the number of $\sigma$ for which no instances of these patterns are created by interchanging $k$ and $k-1$ is $f(n, k-1)$.

There are now two cases in which an instance of the barred pattern $3-\overline{1}-42$ or $3-\overline{1}-24$ will be created in $\sigma^{\prime}$ by this interchange:

Case 1. If $k-1$ occurs between $\sigma(1)=k$ and 1 in $\sigma$, then $\sigma(2)=k-1$, so interchanging $k$ and $k-1$ will create an instance of the pattern 23-1 via the subsequence $(k-1, k, 1)$ in $\sigma^{\prime}$. Thus, by Theorem $2.3, \sigma^{\prime}$ contains $3-\overline{1}-42$ from which $\sigma^{\prime} \in S_{n}(3-\overline{1}-42)$ if and only if $k-1$ occurs after 1
in $\sigma$. Note also that if $\sigma(2)=k-1$, then removing $k$ from $\sigma$ yields a bijection with permutations in $S_{n-1}(3-\overline{1}-42,3-\overline{1}-24)$ that start with $k-1$. Therefore, the number of permutations counted in Case 1 is $f(n-1, k-1)$.

Case 2. If $k-1$ occurs to the right of 1 in $\sigma$, then $\sigma^{\prime}$ both contains the subsequence $(k-1,1, k)$ and avoids the pattern $3-\overline{1}-42$, so it must also contain the pattern $3-\overline{1}-24$. If an instance of $3-\overline{1}-24$ in $\sigma^{\prime}$ involves both $k-1$ and $k$, then $k-1$ and $k$ must play the roles of " 3 " and " 4 ", respectively. Moreover, if the value $\ell$ preceding $k$ is not 1 , then the subsequence $(k-1,1, \ell, k)$ is an instance of $3-1-24$, so $(k-1, \ell, k)$ is not an instance of $3-\overline{1}-24$. Therefore, for $\sigma^{\prime}$ to contain $3-\overline{1}-24, k$ must follow 1 in $\sigma^{\prime}$, and so $k-1$ follows 1 in $\sigma$. Similarly, if the letter preceding 1 is some $m<k$, then the subsequence $(m, 1, k-1)$ is an instance of $3-\overline{1}-24$ in $\sigma$, which is impossible. Therefore, $k$ must precede 1 in $\sigma$, from which $\sigma$ must start with the initial segment $(k, 1, k-1)$. It follows that removing the values $k$ and 1 from $\sigma$ and then subtracting 1 from each component yields a bijection with permutations in $S_{n-2}(3-\overline{1}-42,3-\overline{1}-24)$ that start with $k-2$. Thus, the number of permutations counted in Case 2 is then exactly $f(n-2, k-2)$, which yields Equation (4).

If we denote by

$$
\Phi(x, y)=\sum_{n=0}^{\infty} \sum_{k=0}^{n} f(n, k) x^{n} y^{k}
$$

the bivariate generating function for the sequence $\{f(n, k)\}_{n \geq k \geq 0}$, then Equation (4) implies that

$$
\begin{align*}
& \left(1-y-x y-x^{2} y^{2}\right) \Phi(x, y) \\
& \quad=1-y-x y+x y^{2}-x y^{2} \Phi(x y, 1)+x y(1-y-x y) \Phi(x, 1) \tag{5}
\end{align*}
$$

Moreover, we can use the kernel method by choosing $y$ such that $1-y-$ $x y-x^{2} y^{2}=0$ and solving for $\Phi(x, 1)$. Then Equation (5) implies

$$
\begin{align*}
& x+1+\frac{\sqrt{1+2 x+5 x^{2}}-x-1}{2} F(x) \\
& \quad-F\left(\frac{\sqrt{1+2 x+5 x^{2}}-x-1}{2 x}\right)=0 \tag{6}
\end{align*}
$$

where $F(x)=\sum_{n \geq 0} f(n) x^{n}=\Phi(x, 1)$ is the generating function for the
sequence $\{f(n)\}_{n \geq 0}$. Now let

$$
t=\frac{\sqrt{1+2 x+5 x^{2}}-x-1}{2 x} ;
$$

then $x t^{2}+(x+1) t-x=0$, or, equivalently,

$$
x=\frac{t}{1-t-t^{2}} .
$$

Equation (6) thus implies that

$$
\begin{equation*}
F(t)=\frac{t^{2}}{1-t-t^{2}} F\left(\frac{t}{1-t-t^{2}}\right)+\frac{1-t^{2}}{1-t-t^{2}} \tag{7}
\end{equation*}
$$

This, in turn, implies the following main enumerative result about invertibility of Patience Sorting.

Theorem 3.10. Denote by $F_{n}$ the $n^{\text {th }}$ Fibonacci number (with $F_{0}=$ $F_{1}=1$ ) and by

$$
a(n, k)=\sum_{\substack{n_{1}, \ldots, n_{k+1} \geq 0 \\ n_{1}+\cdots+n_{k+1}=n-k-2}} F_{n_{1}} F_{n_{2}} \ldots F_{n_{k+1}}
$$

the convolved Fibonacci numbers for $n \geq k+2, k \geq 0$ (where $a(n, k):=0$ otherwise). Then, defining

$$
X=\left[\begin{array}{c}
f(0) \\
f(1) \\
f(2) \\
f(3) \\
f(4) \\
\vdots
\end{array}\right], \quad F=\left[\begin{array}{c}
1 \\
F_{0} \\
F_{1} \\
F_{2} \\
F_{3} \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
F_{0} \\
F_{1} \\
F_{2} \\
F_{3} \\
F_{4} \\
\vdots
\end{array}\right]-\left[\begin{array}{c}
0 \\
0 \\
F_{0} \\
F_{1} \\
F_{2} \\
\vdots
\end{array}\right]
$$

and

$$
\mathbf{A}=(a(n, k))_{n, k \geq 0}=\left[\begin{array}{cccccc}
0 & & & & & \\
0 & 0 & & & & \\
a(2,0) & 0 & 0 & & & \\
a(3,0) & a(3,1) & 0 & 0 & & \\
a(4,0) & a(4,1) & a(4,2) & 0 & 0 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right],
$$

we have that $X=(\mathbf{I}-\mathbf{A})^{-1} F$, where $\mathbf{I}$ is the infinite identity matrix and $\mathbf{A}$ is lower triangular.

Proof. Letting

$$
\begin{gathered}
u(t)=\frac{t}{1-t-t^{2}} \\
v(t)=t u(t)=\frac{t^{2}}{1-t-t^{2}}
\end{gathered}
$$

and

$$
w(t)=1+u(t)=\frac{1-t^{2}}{1-t-t^{2}}
$$

we can rewrite Equation (7) as

$$
F(t)=v(t) F(u(t))+w(t)
$$

This, by a standard Riordan array argument (see [16]), is equivalent to the matrix equation

$$
X=\mathbf{A} X+F
$$

where $X$ is the vector of coefficients of the power series of $F(t), F$ is the vector of coefficients of the power series of $w(t)$, and $\mathbf{A}=(a(n, k))_{n, k \geq 0}$ is the matrix such that the generating function of the entries in each column $k \geq 0$ is $v(t) u(t)^{k}$. In other words,

$$
\sum_{n \geq 0} a(n, k) t^{n}=\frac{t^{k+2}}{\left(1-t-t^{2}\right)^{k+1}}
$$

It follows that the coefficients $a(n, k)$ in the above equation are convolved Fibonacci numbers (sequence A037027 of [17]) and form the so-called skew Fibonacci-Pascal triangle in the matrix $\mathbf{A}=(a(n, k))_{n, k \geq 0}$. In particular, the sequence of entries in column $k \geq 0$ of $\mathbf{A}$ is $k+2$ zeros followed by the $k^{\text {th }}$ convolution of the sequence $\left\{F_{n}\right\}_{n \geq 0}$.

Therefore, since $\mathbf{I}-\mathbf{A}$ is clearly invertible, the result follows.
Note that a direct bijective proof of Theorem 3.10 is also given after the following remark.

Remark 3.11. Since $\mathbf{A}$ is strictly lower triangular with zero main diagonal and zero sub-diagonal, it follows that multiplication of a matrix $\mathbf{B}$ by $\mathbf{A}$ shifts the position of the highest nonzero diagonal in $\mathbf{B}$ down by two rows. Thus, $(\mathbf{I}-\mathbf{A})^{-1}=\sum_{n \geq 0} \mathbf{A}^{n}$ as a Neumann series, and so all nonzero entries of $(\mathbf{I}-\mathbf{A})^{-1}$ are positive integers.

In particular, one can explicitly compute

$$
\begin{array}{cc}
\mathbf{A}=\left[\begin{array}{ccccccccc}
0 & & & & & & & \\
0 & 0 & & & & & & & \\
1 & 0 & 0 & & & & & & \\
1 & 1 & 0 & 0 & & & & & \\
2 & 2 & 1 & 0 & 0 & & & & \\
3 & 5 & 3 & 1 & 0 & 0 & & & \\
5 & 10 & 9 & 4 & 1 & 0 & 0 & & \\
8 & 20 & 22 & 14 & 5 & 1 & 0 & 0 & \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right] \\
\Longrightarrow \quad(\mathbf{I}-\mathbf{A})^{-1} & =\left[\begin{array}{cccccccc}
1 & & & & & & & \\
0 & 1 & & & & & & \\
1 & 0 & 1 & & & & & \\
1 & 1 & 0 & 1 & & & \\
3 & 2 & 1 & 0 & 1 & & & \\
7 & 6 & 3 & 1 & 0 & 1 & & \\
21 & 16 & 10 & 4 & 1 & 0 & 1 & \\
66 & 50 & 30 & 15 & 5 & 1 & 0 & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\ddots
\end{array}\right]
\end{array}
$$

from which the first few values of the sequence $\{f(n)\}_{n \geq 0}$ are immediately calculable as

$$
1,1,2,4,9,23,66,209,718,2645,10373,43090,188803,869191, \ldots .
$$

We now close this section with the following bijective proof, which provides a more direct explanation for the convolved Fibonacci numbers in Theorem 3.10.

Bijective Proof of Theorem 3.10. Suppose we are given a permutation $\sigma$ uniquely determined by $R=R(\sigma)$. Then $\sigma=R P W(R)$. Say $\sigma$ starts with $k$. If $k>1$, then the left prefix of $\sigma$ from $k$ to 1 is a decreasing subsequence. Also, if $l$ precedes 1 in $\sigma$ and $k^{\prime}$ follows 1 , then $k^{\prime}<l$ (since $\sigma$ avoids $3-\overline{1}-24$ ). Hence, if the first basic subsequence has more than one term, then the first entry $k$ of the first basic subsequence is greater than the first entry $k^{\prime}$ of the second basic subsequence.

Therefore, it is easy to see by induction on the number of basic subsequences of $\sigma$ that the first entries in the basic subsequences of $\sigma$ (i.e., the entries of the bottom row of $R$ ) decrease from left-to-right until we reach a basic subsequence of length one (i.e., a column of $R$ of height one). This is the value $z$ between the first two consecutive ascents in $\sigma$. Note that the terms of $\sigma$ to the right of $z$ must all be greater than $z$ since otherwise $\sigma$ will contain the pattern 23-1 and hence also the pattern 3-1-42.

It follows that we can represent $R$ as a (possibly empty) sequence $R_{1}^{\prime}, R_{2}^{\prime}, \ldots$ of sub-pile configurations, each starting on the left either at the beginning or after a column of height one and ending on the right at the next column of height one, followed by a (possibly empty) subpile configuration $R^{\prime \prime}$ that has no columns of height one. Note also that the left prefix of $\sigma$ that corresponds to each sub-pile configuration $R_{i}^{\prime}$ must start with its largest letter. In particular, $k$ is the largest entry in $R_{1}^{\prime}$. Moreover, without loss of generality, we need only consider $R_{1}^{\prime}$. (This follows from the fact that $R_{2}^{\prime}, R_{3}^{\prime}, \ldots$ can be obtained using a recursive procedure similar the one used to form shadow diagrams in Definition 1.6.) For example,

$$
R(71293645108)=\begin{array}{rrrrrr}
1 & & 3 & 4 & & 8 \\
7 & 2 & 9 & 6 & 5 & 10
\end{array}
$$

with

$$
R_{1}^{\prime}=\begin{aligned}
& 1 \\
& 7
\end{aligned} \quad, \quad R_{2}^{\prime}=\begin{array}{ll}
3 & 4 \\
9 & 6
\end{array} \quad 5, \quad \text { and } \quad R^{\prime \prime}=\begin{array}{r}
8 \\
10
\end{array}
$$

Now, let $C$ be a sub-pile configuration having only one preimage under Patience Sorting such that the bottommost entry in the leftmost column of $C$ is equal to $k+1$. If $C$ has $k+1-m$ entries and exactly one column (namely, its rightmost column) of height one, then we say that $C$ is a sub-pile configuration of Type I. Similarly, if $C$ has $k+1$ entries and no columns of height one, then we say that $C$ is a sub-pile configuration of Type II.

Let $d(k+1, m)$ to denote the number of sub-pile configurations of Type I, and let $g(k)$ to denote the number of sub-pile configurations of Type II. Then, setting

$$
\begin{gathered}
f=[f(0), f(1), f(2), \ldots]^{T} \\
D=(d(k+1, m))_{k, m \geq 0}
\end{gathered}
$$

and

$$
g=[g(0), g(1), g(2), \ldots]^{T}
$$

it follows from our previous observation about the structure of $R$ that

$$
f=g+D g+D^{2} g+\cdots=(I-D)^{-1} g
$$

Consequently, we need only now prove that $D=\mathbf{A}$ and that $g=F$.
Let $C_{I}$ be a sub-pile configuration of $R$ of Type I , and set $\tau=$ $R P W\left(C_{I}\right)$. From the discussion in the first paragraph of the proof, it follows that the values of the entire second basic subsequence in $\tau$ are contained between the smallest and second smallest terms of the first basic subsequence in $\tau$. Proceeding by induction, a similar statement holds for the $j^{\text {th }}$ and $(j+1)^{\text {st }}$ basic subsequences in $\tau$, for any $j \geq 1$.

Moreover, the smallest terms in the basic subsequences of $\tau$ are exactly the right-to-left minima of $\tau$ and are also the topmost entries in the columns of $C_{I}$. Consequently, these terms form an increasing subsequence $\left\{x_{i}\right\}$. On the other hand, the remaining terms of $\tau$, together with the terminal entry of $\tau$ (which corresponds to the basic subsequence of length one), form a decreasing subsequence $\left\{y_{j}\right\}$, and it is easy to see that

$$
k=y_{1}>y_{2}>\cdots>y_{\text {last }}=z=x_{\text {last }}>\cdots>x_{2}>x_{1}=1
$$

where $z$ is the rightmost element of $\tau$. In addition, it should be clear that no basic subsequence in $\tau$, except for the last basic subsequence, can end with two consecutive integers. Thus, for each $i<z$, it follows that $i$ and $i+1$ must be in different basic subsequence, and so $x_{i}=i$ for each $i \leq z$.

Now, note that the entry $w$ of $R$ following $z$ must be greater than $z$ since $z$ forms a column. Therefore, no entry $u$ after $z$ can be less than $z$. (Otherwise, the word $z w u$ would be an instance of the subsequence 23-1 and thus imply that $\sigma$ contains $3-\overline{1}-42$ as well, which is impossible.) Suppose also that $C_{I I}$ is a sub-pile configuration of $R$ of Type II. Then, using a similar argument, we see that there is exactly one way in which a column of height one can be appended to $C_{I I}$ such that $C_{I I}$ becomes a sub-pile configuration of Type I. Consequently, the vector $g$ satisfies $g(0)=g(1)=1$, and, for $n \geq 2$, we have that $g(n)=d(n+1,0)$.

Finally, we again let $C_{I}$ be a sub-pile configuration of $R$ of Type I and set $\tau=R P W\left(C_{I}\right)$. Then $\tau$ has $k-m$ entries between $k$ and 1. (More generally, $\tau$ has $k-m$ entries between its greatest and least element.) Thus, $\tau$ is missing $m$ elements from $\sigma$. Thus, we can $\operatorname{map} \tau$ into a unique
sequence of elements from the set $\{\mid, 1,2\}$ as follows: For each $i \geq 1$, let $b_{i}$ be the number of elements $v \in\left(y_{i+1}, y_{i}\right)$ to the right of $y_{i+1}$ (so that the sequence $\left\{b_{i}\right\}$ has one less term than $\left\{y_{i}\right\}$ ). If $y_{i+1}$ immediately follows $y_{i}$ in $\tau$, then map $y_{i}$ to $b_{i}-1$ bars followed by the element 1 , and if there is some $x_{j}$ between $y_{i}$ and $y_{i+1}$ (in which case there must be exactly one such $x_{i}$ ), then map $y_{i}$ to $b_{i}-1$ bars followed by the element 2.

For example, if we set $k=9, m=2$, and $z=3$, then the left prefix 9817523 maps to $12|1| 2$, and the left prefix 9716423 maps to $|12| 12$. Moreover, both permutations have $\left(x_{1}, x_{2}, x_{3}\right)=(1,2,3)$, while $\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}\right)=(9,8,7,5,3)$ in the first case and $\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}\right)=$ $(9,7,6,4,3)$ in the second.

As one can see, the map defined above is a bijection since it uniquely determines the sequence $\left\{y_{i}\right\}$ and the positions of the $x_{i}$ 's (whose values were uniquely determined to begin with). Note that the last two terms of $\tau$ must be $(z-1, z)$, so the last entry in the image sequence is always 2. Each 1 or 2 counts the number of terms of $\tau$ from $y_{i}$ before $y_{i+1}$, so the sum of 1 's and 2 's is the number of terms of $\tau$ other than $z$, i.e., $k+1-m-1=k-m$. Hence, the sum of all 1's and 2's except the last 2 is $k-m-2$.

It is well-known that concatenation of objects corresponds to convolution of their counting sequences and that the number of sequences of 1 's and 2 's whose sum is $n$ is the $n$th Fibonacci number $F_{n}$. Hence, it is easy to see that $d(n, m)$ is the convolved Fibonacci number $a(n, m)$, for $n \geq 1$, and that

$$
g(n)=d(n+1,0)=a(n+1,0)=F_{n-1},
$$

for $n \geq 2$. This ends the proof.
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#### Abstract

We find generating functions for the permutations in $S_{i+n k+j}$ with descent set $\{i, i+k, i+2 k, \ldots, i+n k\}$ for integers $i, j, k$ and $n$ satisfying $k \geq 2,0 \leq i \leq k-1$ and $1 \leq j \leq k$. These permutations are said to have $k$-regular descent patterns.

The generating functions are found by introducing homomorphisms on the ring of symmetric functions. For the most general results, we introduce a new class of symmetric functions $p_{n, \alpha_{1}, \ldots, \alpha_{r}}$ that depend on $r$ functions $\alpha_{i}$. The generating function identities will follow from applying our homomorphisms to identities involving $p_{n, \alpha_{1}, \alpha_{2}}$.


## 1 Introduction

Let $i, j, k$, and $n$ be nonnegative integers satisfying $k \geq 2,0 \leq i \leq k-1$, and $1 \leq j \leq k$. A permutation with descent set equal to $\{i+k, i+$ $\dagger$ Partially supported by NSF grant 0654060
$2 k, \ldots, i+n k\}$ will be called a permutation with a $k$-regular descent pattern. Let $E_{i+k n+j}^{i, j, k}$ be the number of such permutations in $S_{i+n k+j}$.

In the special case where $k=2, i=0$, and $j=2, E_{2 n+2}^{0,2,2}$ is the number of permutations in $S_{2 n+2}$ with descent set $\{2,4, \ldots, 2 n\}$. These are the classical even alternating permutations. André [1, 2] proved that

$$
1+\sum_{n \geq 0} \frac{E_{2 n+2}^{0,2,2}}{(2 n+2)!} t^{2 n+2}=\sec t
$$

Similarly, $E_{2 n+1}^{0,1,2}$ counts the number of odd alternating permutations and

$$
\sum_{n \geq 0} \frac{E_{2 n+1}^{0,1,2}}{(2 n+1)!} t^{2 n+1}=\tan t
$$

These numbers are also called the Euler numbers. When $k \geq 0, E_{k n+j}^{0, j, k}$ are called generalized Euler numbers [14]. There are well-known generating functions for $q$-analogues of the generalized Euler numbers; see Stanley's book [24], Section 3.16. Various divisibility properties of the $q$-Euler numbers have been studied in $[3,4,10]$ and of the generalized $q$-Euler numbers in [11, 22]. Prodinger [19] also studied $q$-analogues of the number $E_{2 n+1}^{1,2,2}$ and $E_{2 n+2}^{1,1,2}$.

Our goal is to find and refine generating functions for $E_{i+k n+j}^{i, j, k}$. This will be done by applying ring homomorphisms to symmetric function identities. This technique of understanding permutation enumeration through symmetric function identities further advances an already welldocumented line of research $[5,13,16,17,18,25]$.

The $n^{\text {th }}$ elementary symmetric function $e_{n}$ in the variables $x_{1}, x_{2}, \ldots$ is given by

$$
E(t)=\sum_{n \geq 0} e_{n} t^{n}=\prod_{i}\left(1+x_{i} t\right)
$$

and the $n^{\text {th }}$ homogeneous symmetric function $h_{n}$ in the variables $x_{1}, x_{2}, \ldots$ is given by

$$
H(t)=\sum_{n \geq 0} h_{n} t^{n}=\prod_{i} \frac{1}{1-x_{i} t}
$$

Although a trivial consequence of these definitions is

$$
\begin{equation*}
H(t)=1 / E(-t) \tag{1}
\end{equation*}
$$

a surprisingly large number of results on generating functions for various
permutation statistics have been derived by applying a ring homomorphism on simple identities such as (1).

Let $\sigma=\sigma_{1} \cdots \sigma_{n}$ be a permutation in $S_{n}$ written in one line notation. We define

$$
\begin{aligned}
\operatorname{Des}(\sigma) & =\left\{i: \sigma_{i}>\sigma_{i+1}\right\} & \operatorname{Rise}(\sigma) & =\left\{i: \sigma_{i}<\sigma_{i+1}\right\} \\
\operatorname{des}(\sigma) & =|\operatorname{Des}(\sigma)| & \operatorname{rise}(\sigma) & =|\operatorname{Rise}(\sigma)| \\
\operatorname{inv}(\sigma) & =\sum_{i<j} \chi\left(\sigma_{i}>\sigma_{j}\right) & \operatorname{coinv}(\sigma) & =\sum_{i<j} \chi\left(\sigma_{i}<\sigma_{j}\right)
\end{aligned}
$$

where for any statement $A, \chi(A)=1$ if $A$ is true and $\chi(A)=0$ if $A$ is false. These definitions make sense for any sequence of numbers, not just permutations. Given $\sigma^{1}, \ldots, \sigma^{k} \in S_{n}$, we write

$$
\operatorname{comdes}\left(\sigma^{1}, \ldots, \sigma^{k}\right)=\left|\bigcap_{i=1}^{k} \operatorname{Des}\left(\sigma^{i}\right)\right| .
$$

Standard notation for $q$ and $p, q$ analogues will be used; that is, we let

$$
\begin{aligned}
{[n] } & =[n]_{p, q}=\frac{p^{n}-q^{n}}{p-q}, \\
{[n]!} & =[n]_{p, q}!=[n][n-1] \cdots[1], \\
{\left[\begin{array}{c}
n \\
k
\end{array}\right] } & =\left[\begin{array}{l}
n \\
k
\end{array}\right]_{p, q}=\frac{[n]!}{[k]![n-k]!}, \quad \text { and } \\
{\left[\begin{array}{c}
n \\
\lambda_{1}, \ldots, \lambda_{\ell}
\end{array}\right] } & =\left[\begin{array}{c}
n \\
\lambda_{1}, \ldots, \lambda_{\ell}
\end{array}\right]_{p, q}=\frac{[n]!}{\left[\lambda_{1}\right]!\cdots\left[\lambda_{\ell}\right]!} .
\end{aligned}
$$

All of the following results can proved by applying a suitable homomorphism to the identity (1):

$$
\begin{aligned}
\sum_{n=0}^{\infty} \frac{u^{n}}{n!} \sum_{\sigma \in S_{n}} x^{\operatorname{des}(\sigma)} & =\frac{1-x}{-x+e^{u(x-1)}} \\
\sum_{n=0}^{\infty} \frac{u^{n}}{(n!)^{2}} \sum_{(\sigma, \tau) \in S_{n} \times S_{n}} x^{\operatorname{comdes}(\sigma, \tau)} & =\frac{1-x}{-x+J(u(x-1))} \\
\sum_{n=0}^{\infty} \frac{u^{n}}{[n]_{q}!} \sum_{\sigma \in S_{n}} x^{\operatorname{des}(\sigma)} q^{i n v(\sigma)} & =\frac{1-x}{-x+e_{q}(u(x-1))}
\end{aligned}
$$

$$
\begin{aligned}
\sum_{n=0}^{\infty} \frac{u^{n}}{[n]_{q}![n]_{p}!} \sum_{(\sigma, \tau) \in S_{n} \times S_{n}} x^{\operatorname{comdes}(\sigma, \tau)} q^{\operatorname{inv(\sigma )}} p^{i n v(\tau)} & \\
& =\frac{1-x}{-x+J_{q, p}(u(x-1))}
\end{aligned}
$$

where $[n]_{q}=[n]_{1, q}$,

$$
\begin{aligned}
e_{q}(u) & =\sum_{n=0}^{\infty} \frac{u^{n}}{[n]_{q}!} q^{\binom{n}{2}}, \\
J_{q, p}(u) & =\sum_{n=0}^{\infty} \frac{u^{n}}{[n]_{q}![n]_{p}!} q^{\binom{n}{2}} p^{\binom{n}{2}},
\end{aligned}
$$

and $J(u)=J_{1,1}(u)$; see Carlitz [7], Stanley [23] and Fedou \& Rawlings [9].

In [16], Mendes used similar methods to derive the generating functions for $p, q$-analogues of the generating functions for the even and odd alternating permutations. In this paper, we significantly generalize his methods.

Let $\mathcal{C}_{i+k n+j}^{i, j, k}$ denote the set of permutations $\sigma \in S_{i+k n+j}$ with $\operatorname{Des}(\sigma) \subseteq$ $\{i, i+k, \ldots, i+n k\}$ and $C_{i+k n+j}^{i, j, k}=\left|\mathcal{C}_{i+k n+j}^{i, j, k}\right|$. Similarly, let $\mathcal{E}_{i+k n+j}^{i, j, k}$ denote the set of permutations $\sigma \in S_{i+k n+j}$ with $\operatorname{Des}(\sigma)=\{i, i+$ $k, \ldots, i+n k\}$ so that $E_{i+k n+j}^{i, j, k}=\left|\mathcal{E}_{i+k n+j}^{i, j, k}\right|$. Lastly, for $\sigma \in S_{i+k n+j}$, let $\operatorname{Ris}_{i, k}(\sigma)=\left\{s: 0 \leq s \leq n\right.$ and $\left.\sigma_{i+s k}<\sigma_{i+s k+1}\right\}$ and $r i s_{i, k}(\sigma)=$ $\left|R i s_{i, k}(\sigma)\right|$. Then $E_{i+k n+j}^{i, j, k}$ is the number of $\sigma \in \mathcal{C}_{i+k n+j}^{i, j, k}$ such that $R i s_{i, k}(\sigma)=\varnothing$. To generalize the results of Mendes, we will find the generating function for

$$
\begin{equation*}
\sum_{n \geq 0} \frac{t^{i+k n+j}}{(i+k n+j)!} \sum_{\sigma \in \mathcal{C}_{i+k n+j}^{i, j, k}} x^{r i s_{i, k}(\sigma)} \tag{2}
\end{equation*}
$$

Setting $x=0$ in (2) will give the generating function for $E_{i+k n+j}^{i, j, k}$. We will also find $p, q$-analogues of such generating functions.

To obtain the generating function for (2), we introduce a new class of symmetric functions $p_{n, \alpha_{1}, \alpha_{2}}$ which depend on two weight functions $\alpha_{1}$ and $\alpha_{2}$. Our results will follow by applying a ring homomorphism to a symmetric function identity involving $p_{n, \alpha_{1}, \alpha_{2}}$ 's. In fact, our methods provide vast extensions of (2). Moreover, our extension will contain as special cases all of the generating functions for the $q$-Euler and generalized $q$-Euler numbers in the papers mentioned above.

In order to fully extend our results, suppose $\boldsymbol{\Sigma}=\left(\sigma^{(1)}, \ldots, \sigma^{(L)}\right)$ is a sequence of permutations with $\sigma^{(i)} \in \mathcal{C}_{i+k n+j}^{i, j, k}$. Define
$\operatorname{Comris}_{i, k}(\boldsymbol{\Sigma})=\left\{s: 0 \leq s \leq n\right.$ and for all $\left.\left.1 \leq t \leq L, \sigma_{i+s k}^{(t)}<\sigma_{i+s k+1}^{(t)}\right)\right\}$ and let comris $_{i, k}(\boldsymbol{\Sigma})=\mid$ Comris $_{i, k}(\boldsymbol{\Sigma}) \mid$. Given two sequences of indeterminates, $\mathbf{Q}=\left(q_{1}, \ldots, q_{L}\right)$ and $\mathbf{P}=\left(p_{1}, \ldots, p_{L}\right)$, let

$$
\begin{array}{rlrl}
\mathbf{Q}^{m}= & q_{1}^{m} \cdots q_{L}^{m}, & \mathbf{P}^{m}=p_{1}^{m} \cdots p_{L}^{m} \\
{[n]_{\mathbf{P}, \mathbf{Q}}=} & \prod_{i=1}^{L}[n]_{p_{i}, q_{i}}, & {[n]_{\mathbf{P}, \mathbf{Q}}!=\prod_{i=1}^{L}[n]_{p_{i}, q_{i}}!} \\
\mathbf{Q}^{\operatorname{inv(\boldsymbol {\Sigma })}=} \prod_{i=1}^{L} q_{i}^{\operatorname{inv(\sigma ^{(i)})},} & \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}=\prod_{i=1}^{L} p_{i}^{\operatorname{coinv}\left(\sigma^{(i)}\right)}, \quad \text { and } \\
& {\left[\begin{array}{c}
n \\
\lambda_{1}, \ldots, \lambda_{k}
\end{array}\right]_{\mathbf{P}, \mathbf{Q}}=\prod_{i=1}^{L}\left[\begin{array}{c}
n \\
\lambda_{1}, \ldots, \lambda_{k}
\end{array}\right]_{p_{i}, q_{i}}}
\end{array}
$$

In addition, we set

$$
\begin{aligned}
& e_{\mathbf{P}, \mathbf{Q}, k}(t)=\sum_{n \geq 0} \frac{t^{k n} \mathbf{P}^{\binom{k n}{2}}}{[k n]_{\mathbf{P}, \mathbf{Q}}!} \\
& e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}(t)=\sum_{n \geq 1} \frac{t^{k n} \mathbf{P}^{\binom{k(n-1)+j}{2}}}{[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!} .
\end{aligned}
$$

Our first generalization of (2) is found when $i=0$ and $j=k$. In this case, we will show that

$$
\begin{align*}
& 1+\sum_{n \geq 1} \frac{t^{k n}}{[k n]_{\mathbf{P}, \mathbf{Q}}!} \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k n}^{0, k, k}\right)^{L}} x^{\operatorname{comris}_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{\operatorname{inv}(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})} \\
&=\frac{1-x}{-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)} \tag{3}
\end{align*}
$$

The next case is when $i=0$ and $1 \leq j \leq k-1$. Here, we will show that

$$
\begin{align*}
\sum_{n \geq 1} \frac{t^{k n}}{[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!} \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k(n-1)+j}^{0, j, k}\right)^{L}} & x^{\operatorname{comris}_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})} \\
& =\frac{-e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right)}{-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)} \tag{4}
\end{align*}
$$

Lastly, in the case in the case where $1 \leq i, j \leq k-1$, we will prove

$$
\begin{align*}
& \sum_{n \geq 2} \frac{t^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& \times \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{i+k, j(n-2)+j}^{i, j, k}\right)^{L}} x^{\text {comris }_{i, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})} \\
& =\sum_{n \geq 2} \frac{x^{n-1} \mathbf{P}^{\left.\left({ }^{(i+k(n-2)+j}\right)_{2}\right)} t^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!}-\sum_{n \geq 2} \frac{\left.(n-1) x^{n-2} \mathbf{P}^{(i+k(n-2)+j}\right)_{2} t^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& \quad+\frac{e_{\mathbf{P}, \mathbf{Q}, k}^{(i)}\left(t(x-1)^{1 / k}\right) e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right)}{(1-x)\left(-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)\right)} \tag{5}
\end{align*}
$$

In section 2, we provide the necessary background on symmetric functions and introduce our new symmetric functions $p_{n, \alpha_{1}, \ldots, \alpha_{r}}$. In section 3 , we shall deal with the cases where $i=0$ and prove (3) and (4). Finally, in section 4, we will deal with the cases where $1 \leq i \leq k$ and $1 \leq j \leq k$ and prove (5).

## 2 Symmetric Functions

In this section we give the necessary background on symmetric functions needed for our proofs of (3), (4), and (5).

A symmetric polynomial $p$ in the variables $x_{1}, \ldots, x_{N}$ is a polynomial over a field $F$ of characteristic 0 with the property that $p\left(x_{1}, \ldots, x_{N}\right)=$ $p\left(x_{\sigma_{1}}, \ldots, x_{\sigma_{N}}\right)$ for all $\sigma=\sigma_{1} \cdots \sigma_{N} \in S_{N}$. A symmetric function in the variables $x_{1}, x_{2}, \ldots$ may be thought of as a symmetric polynomial in an infinite number of variables. Let $\Lambda$ be the ring of all symmetric functions (a more formal definition of $\Lambda$ may be found in [15]). The previously defined elementary symmetric functions $e_{n}$ and the homogeneous symmetric functions $h_{n}$ are both elements of $\Lambda$.

Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$ be an integer partition; that is, $\lambda$ is a finite sequence of weakly increasing nonnegative integers. Let $\ell(\lambda)$ denote the number of nonzero integers in $\lambda$. If the sum of these integers is $n$, we say that $\lambda$ is a partition of $n$ and write $\lambda \vdash n$. For any partition $\lambda=$ $\left(\lambda_{1}, \ldots, \lambda_{\ell}\right)$, let $e_{\lambda}=e_{\lambda_{1}} \cdots e_{\lambda_{\ell}}$. The well-known fundamental theorem of symmetric functions says that $\left\{e_{\lambda}: \lambda\right.$ is a partition $\}$ is a basis for $\Lambda$. Similarly, if we define $h_{\lambda}=h_{\lambda_{1}} \cdots h_{\lambda_{\ell}}$, then $\left\{h_{\lambda}: \lambda\right.$ is a partition $\}$ is also a basis for $\Lambda$.

Since the elementary symmetric functions $e_{\lambda}$ and the homogeneous symmetric functions $h_{\lambda}$ are both bases for $\Lambda$, it makes sense to talk about the coefficient of the homogeneous symmetric functions when written in terms of the elementary symmetric function basis. This coefficient has been shown to equal the size of a certain set of combinatorial objects. A rectangle of height 1 and length $n$ chopped into "bricks" of lengths found in the partition $\lambda$ is known as a brick tabloid of shape ( $n$ ) and type $\lambda$. One brick tabloid of shape (12) and type ( $1,1,2,3,5$ ) is displayed below.

| $\vdots$ |  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Let $\mathcal{B}_{\lambda, n}$ denote the set of all $\lambda$-brick tabloids of shape $(n)$ and let $B_{\lambda, n}=$ $\left|\mathcal{B}_{\lambda, n}\right|$. Through simple recursions stemming from (1), Eğecioğlu and Remmel proved in [8] that

$$
\begin{equation*}
h_{n}=\sum_{\lambda \vdash n}(-1)^{n-\ell(\lambda)} B_{\lambda, n} e_{\lambda} . \tag{6}
\end{equation*}
$$

A symmetric function $p_{n, \nu}$ has a relationship with $e_{\lambda}$ which is analogous to the relationship between $h_{n}$ and $e_{\lambda}$. It was first introduced in [13] and [16]. Let $\nu$ be a function which maps the set of nonnegative integers into the field $F$. Recursively define $p_{n, \nu} \in \Lambda_{n}$ by setting $p_{0, \nu}=1$ and letting

$$
p_{n, \nu}=(-1)^{n-1} \nu(n) e_{n}+\sum_{k=1}^{n-1}(-1)^{k-1} e_{k} p_{n-k, \nu}
$$

for all $n \geq 1$. By multiplying series, this means that

$$
\begin{aligned}
\left(\sum_{n \geq 0}(-1)^{n} e_{n} t^{n}\right)\left(\sum_{n \geq 1} p_{n, \nu} t^{n}\right) & =\sum_{n \geq 1}\left(\sum_{k=0}^{n-1} p_{n-k, \nu}(-1)^{k} e_{k}\right) t^{n} \\
& =\sum_{n \geq 1}(-1)^{n-1} \nu(n) e_{n} t^{n}
\end{aligned}
$$

where the last equality follows from the definition of $p_{n, \nu}$. Therefore,

$$
\sum_{n \geq 1} p_{n, \nu} t^{n}=\frac{\sum_{n \geq 1}(-1)^{n-1} \nu(n) e_{n} t^{n}}{\sum_{n \geq 0}(-1)^{n} e_{n} t^{n}}
$$

or, equivalently,

$$
\begin{equation*}
1+\sum_{n \geq 1} p_{n, \nu} t^{n}=\frac{1+\sum_{n \geq 1}(-1)^{n}\left(e_{n}-\nu(n) e_{n}\right) t^{n}}{\sum_{n \geq 0}(-1)^{n} e_{n} t^{n}} \tag{7}
\end{equation*}
$$

When taking $\nu(n)=1$ for all $n \geq 1$, (7) becomes

$$
\begin{aligned}
1+\sum_{n \geq 1} p_{n, 1} t^{n} & =1+\frac{\sum_{n \geq 1}(-1)^{n-1} e_{n} t^{n}}{\sum_{n \geq 0}(-1)^{n} e_{n} t^{n}} \\
& =\frac{1}{\sum_{n \geq 0}(-1)^{n} e_{n} t^{n}}=1+\sum_{n \geq 1} h_{n} t^{n}
\end{aligned}
$$

which implies $p_{n, 1}=h_{n}$. Other special cases for $\nu$ give well-known generating functions. For example, if $\nu(n)=n$ for $n \geq 1$, then $p_{n, \nu}$ is the power symmetric function $\sum_{i} x_{i}^{n}$. By taking $\nu(n)=(-1)^{k} \chi(n \geq k+1)$ for some $k \geq 1, p_{n,(-1)^{k} \chi(n \geq k+1)}$ is the Schur function corresponding to the partition $\left(1^{k}, n\right)$.

This definition of $p_{n, \nu}$ is desirable because of its expansion in terms of elementary symmetric functions. The coefficient of $e_{\lambda}$ in $p_{n, \nu}$ has a nice combinatorial interpretation similar to that of the homogeneous symmetric functions. Suppose $T$ is a brick tabloid of shape ( $n$ ) and type $\lambda$ and that the final brick in $T$ has length $\ell$. Define the weight of a brick tabloid $w_{\nu}(T)$ to be $\nu(\ell)$ and let

$$
w_{\nu}\left(B_{\lambda, n}\right)=\sum_{\substack{T \text { is a birick tabloid } \\ \text { of shape }(n) \text { and type } \lambda}} w_{\nu}(T) .
$$

When $\nu(n)=1$ for $n \geq 1, B_{\lambda, n}$ and $w_{\nu}\left(B_{\lambda, n}\right)$ are the same. By the recursions found in the definition of $p_{n, \nu}$, it may be shown that

$$
p_{n, \nu}=\sum_{\lambda \vdash n}(-1)^{n-\ell(\lambda)} w_{\nu}\left(B_{\lambda, n}\right) e_{\lambda}
$$

in almost the exact same way that (6) was proved in [8].
Suppose that we are given $r$ functions $\alpha_{i}: \mathbb{P} \rightarrow R$ where $R$ is some field. We write $T=\left(b_{1}, \ldots, b_{k}\right)$ if $T$ is brick tabloid of shape $(n)$ where $n=b_{1}+\cdots+b_{k}$ and the sizes of the bricks are $b_{1}, \ldots, b_{k}$ as we read from left to right. If $T=\left(b_{1}, \ldots, b_{k}\right)$ where $k \geq r$, we define

$$
w_{\alpha_{1}, \ldots, \alpha_{r}}(T)=\alpha_{1}\left(b_{1}\right) \cdots \alpha_{r}\left(b_{r}\right) \prod_{i=1}^{k}(-1)^{b_{i}-1} .
$$

Let $\mathcal{B}_{n}=\bigcup_{\lambda \vdash n} \mathcal{B}_{\lambda, n}$ denote the set of all brick tabloids of shape $(n)$. Define $p_{n ; \alpha_{1}, \ldots, \alpha_{r}}$ by

$$
p_{n ; \alpha_{1}, \ldots, \alpha_{r}}=\sum_{\substack{T=\left(b_{1}, \ldots, b_{k}\right) \in \mathcal{B}_{n} \\ k \geq r, b_{i} \geq 1}} w_{\alpha_{1}, \ldots, \alpha_{r}}(T) \prod_{i=1}^{k} e_{b_{i}} .
$$

We can partition the brick tabloids $T=\left(b_{1}, \ldots, b_{k}\right) \in \mathcal{B}_{n}$ with $k \geq r$ into two classes. First, there is the class of brick tabloids where $k=r$ and, second, there is the class of brick tabloids where $k>r$. This second class can be further classified by the size of the last brick to give the following recursion:

$$
\begin{aligned}
p_{n ; \alpha_{1}, \ldots, \alpha_{r}}= & \sum_{\substack{a_{1}+\ldots+a_{r}=n \\
a_{i} \geq 1}} \prod_{i=1}^{r} \alpha_{i}\left(a_{i}\right)(-1)^{a_{i}-1} e_{a_{i}} \\
& +\sum_{k=1}^{n-r}(-1)^{k-1} e_{k} p_{n-k ; \alpha_{1}, \ldots, \alpha_{r}} .
\end{aligned}
$$

It follows that

$$
\sum_{k=0}^{n-r}(-1)^{k} e_{k} p_{n-k ; \alpha_{1}, \ldots, \alpha_{r}}=\sum_{\substack{a_{1}+\cdots+a_{r}=n \\ a_{i} \geq 1}} \prod_{i=1}^{r} \alpha_{i}\left(a_{i}\right)(-1)^{a_{i}-1} e_{a_{i}}
$$

which, in turn, implies that

$$
\left(\sum_{k \geq 0}(-1)^{k} e_{k} t^{k}\right)\left(\sum_{n \geq r} p_{n ; \alpha_{1}, \ldots, \alpha_{r}} t^{n}\right)=\prod_{i=1}^{r}\left(\sum_{n \geq 1}(-1)^{n-1} \alpha_{i}(n) e_{n} t^{n}\right) .
$$

Therefore,

$$
\sum_{n \geq r} p_{n ; \alpha_{1}, \ldots, \alpha_{r}} t^{n}=\frac{\prod_{i=1}^{r}\left(\sum_{n \geq 1}(-1)^{n-1} \alpha_{i}(n) e_{n} t^{n}\right)}{\sum_{k \geq 0}(-1)^{k} e_{k} t^{k}}
$$

This is an analogous equation to equation (7).

## 3 The case where $\boldsymbol{i}=\mathbf{0}$

In this section, we show why (3) and (4) are true. We will start with the situation where $j=k$. Fix $k \geq 2$. Define a homomorphism $\xi_{k}$ from the ring of symmetric functions $\Lambda$ to the polynomial ring

$$
\mathbb{Q}\left(q_{1}, \ldots, q_{L}, p_{1}, \ldots, p_{L}\right)[x]
$$

by setting $\xi\left(e_{j}\right)=0$ if $j \not \equiv 0 \bmod k$ and

$$
\xi_{k}\left(e_{k n}\right)=\frac{(-1)^{k n-1}(x-1)^{n-1} \mathbf{P}^{\binom{k n}{2}}}{[k n]_{\mathbf{P}, \mathbf{Q}}!}
$$

otherwise.

Theorem 3.1. If $n \not \equiv 0 \bmod k$, then $\xi_{k}\left(h_{n}\right)=0$. Otherwise,

$$
[k n]_{\mathbf{P}, \mathbf{Q}}!\xi_{k}\left(h_{k n}\right)=\sum_{\boldsymbol{\Sigma}=\left(\sigma_{1}, \ldots, \sigma_{L}\right) \in\left(\mathcal{C}_{k n}^{0, k, k}\right)^{L}} x^{\operatorname{comris}_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{\operatorname{inv}(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}
$$

Proof. If $\lambda=\left(\lambda_{1}, \ldots, \lambda_{t}\right)$ is a partition of $n$, we let $k \lambda=\left(k \lambda_{1}, \ldots, k \lambda_{t}\right)$. Similarly, if $T=\left(b_{1}, \ldots, b_{t}\right) \in \mathcal{B}_{\mu, n}$, then we let $k T=\left(k b_{1}, \ldots, k b_{t}\right) \in$ $\mathcal{B}_{k \mu, k n}$.

The relationship between the symmetric functions $h_{n}$ and $e_{\lambda}$ gives

$$
\begin{equation*}
\xi_{k}\left(h_{n}\right)=\sum_{\mu \vdash n}(-1)^{n-\ell(\mu)} B_{\mu, n} \xi_{k}\left(e_{\mu}\right) \tag{8}
\end{equation*}
$$

If $n$ is not equivalent to $0 \bmod k$, then every $\mu=\left(\mu_{1}, \ldots, \mu_{\ell(\mu)}\right)$ on the right-hand side of (8) must contain a part $\mu_{i}$ which is not equivalent to $0 \bmod k$ and hence $\xi_{k}\left(e_{\mu}\right)=0$. Thus $\xi_{k}\left(h_{n}\right)=0$ in this case. Similarly, if $\mu$ is a partition of $k n$ where $n \geq 1$, then $\xi\left(e_{\mu}\right)=0$ unless $\mu$ consists entirely of parts which are equal to $0 \bmod k$. Thus in the expansion of $\xi_{k}\left(h_{k n}\right)$, we can restrict ourselves to partitions $\mu$ of the form $k \lambda$ where $\lambda$ is a partition of $n$.

We have that

$$
\begin{aligned}
{[k n]_{\mathbf{P}, \mathbf{Q}}!\xi_{k}\left(h_{k n}\right)=} & {[k n]_{\mathbf{P}, \mathbf{Q}}!\sum_{\mu \vdash n}(-1)^{k n-\ell(\mu)} B_{k \mu, k n} \xi\left(e_{k \mu}\right) } \\
= & {[k n]_{\mathbf{P}, \mathbf{Q}}!\sum_{\mu \vdash n}(-1)^{k n-\ell(\mu)} } \\
& \times \sum_{\substack{T=\left(b_{1}, \ldots, b_{\ell(\mu)}\right) \\
\in \mathcal{B}_{\mu, n}}} \prod_{i=1}^{\ell(\mu)} \frac{\left.(-1)^{k b_{i}-1}(x-1)^{b_{i}-1} \mathbf{P}^{\left(k_{2} b_{i}\right)}\right)}{\left[k b_{i}\right]_{\mathbf{P}, \mathbf{Q}}!} \\
= & \sum_{\mu \vdash n T=\left(b_{1}, \ldots, b_{\ell(\mu)}\right) \in \mathcal{B}_{\mu, n}}\left[k b_{1}, \ldots, k b_{\ell(\mu)}\right]_{\mathbf{P}, \mathbf{Q}} \\
& \times \mathbf{P}^{\sum_{i=1}^{\ell(\mu)}\binom{k b_{i}}{2}}(x-1)^{n-\ell(\mu)} .
\end{aligned}
$$

Fix a brick tabloid $T=\left(b_{1}, \ldots, b_{\ell(\mu)}\right) \in B_{\mu, n}$. We want to give a combinatorial interpretation to $\mathbf{P}^{\sum_{i=1}^{\ell(\mu)}\binom{b_{i}}{2}}\left[\begin{array}{c}n \\ b_{1}, \ldots, b_{\ell(\mu)}\end{array}\right]_{\mathbf{P}, \mathbf{Q}}$. Let $\operatorname{IF}(T)$ denote the set of all fillings of the cells of $T=\left(b_{1}, \ldots, b_{\ell(\mu)}\right)$ with the numbers $1, \ldots, n$ so that the numbers increase within each brick reading from left to right. We then think of each such filling as a permutation of $S_{n}$ by reading the numbers from left to right in each row. For example,

| $4 \vdots 6 \vdots 12$ | $1 \vdots 5 \vdots 7 \vdots 8 \vdots 10 \vdots 11$ | $2 \vdots 3 \vdots 9$ |
| :---: | :---: | :---: | :---: |

is an element of $\operatorname{IF}(3,6,3)$ whose corresponding permutation is 4612 15781011239 .

Lemma 3.2. If $T=\left(b_{1}, \ldots, b_{\ell(\mu)}\right)$ is a brick tabloid in $\mathcal{B}_{\mu, n}$, then

$$
p^{\sum_{i}\binom{b_{i}}{2}}\left[\begin{array}{c}
n \\
b_{1}, \ldots, b_{\ell(\mu)}
\end{array}\right]_{p, q}=\sum_{\sigma \in I F(T)} q^{\operatorname{inv(\sigma )} p^{\operatorname{coinv(\sigma )}} . . . ~}
$$

Proof. It follows from a result of Carlitz [7] that for positive integers $b_{1}, \ldots, b_{\ell}$ which sum to $n$,

$$
\left[\begin{array}{c}
n \\
b_{1}, \ldots, b_{\ell}
\end{array}\right]_{p, q}=\sum_{r \in \mathcal{R}\left(1^{b_{1}}, \ldots, \ell^{b} \ell\right)} q^{i n v[r]} p^{\operatorname{coinv}[r]}
$$

where $\mathcal{R}\left(1^{b_{1}}, \ldots, \ell^{b_{\ell}}\right)$ is the set of rearrangements of $b_{1} 1$ 's, $b_{2} 2$ 's, etc.
Consider a rearrangement $r$ of $1^{b_{1}}, \ldots, \ell^{b_{\ell}}$ and construct a permutation $\sigma_{r}$ by labeling the 1 's from left to right with $1,2, \ldots, b_{1}$, the 2 's from left to right with $b_{1}+1, \ldots, b_{1}+b_{2}$, and in general the $i$ 's from left to right with $1+\sum_{j=1}^{i-1} b_{j}, \ldots, b_{i}+\sum_{j=1}^{i-1} b_{j}$. In this way, $\sigma_{r}^{-1}$ starts with the positions of the 1 's in $r$ in increasing order, followed by the positions of the 2's in $r$ in increasing order, etc. For example, if $T=(2,1,3,1,4,1) \in$ $\mathcal{B}_{(1,1,1,2,3,4)}$ is below

then one possible rearrangement to consider is $r=551531236354$. Below we display $\sigma_{r}$ and $\sigma_{r}^{-1}$.

|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r$ | $=$ | 5 | 5 | 1 | 5 | 3 | 1 | 2 | 3 | 6 | 3 | 5 | 4 |
| $\sigma_{r}$ | $=$ | 8 | 9 | 1 | 10 | 4 | 2 | 3 | 5 | 12 | 6 | 11 | 7 |
| $\sigma_{r}^{-1}$ | $=$ | 3 | 6 | 7 | 5 | 8 | 10 | 12 | 1 | 2 | 4 | 11 | 9 |

We can think of $\sigma_{r}^{-1}$ as a filling of the cells of the brick tabloid $T=$ $(2,1,3,1,4,1)$ with the numbers $1, \ldots, 12$ such that the numbers within each brick are increasing, reading from left to right, pictured below.

| $3 \vdots 6$ | 7 | $5 \vdots$ | $\vdots$ | 10 | 12 | $1 \vdots$ | $\vdots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

It is then easy to see that

$$
\begin{array}{r}
\binom{2}{2}+\binom{1}{2}+\binom{3}{2}+\binom{1}{2}+\binom{4}{2}+\binom{1}{2}+\operatorname{coinv}(r) \\
=\operatorname{coinv}\left(\sigma_{r}\right)=\operatorname{coinv}\left(\sigma_{r}^{-1}\right)
\end{array}
$$

and $\operatorname{inv}(r)=\operatorname{inv}\left(\sigma_{r}\right)=\operatorname{inv}\left(\sigma_{r}^{-1}\right)$.
In general, for any $T=\left(b_{1}, \ldots, b_{\ell(\mu)}\right) \in \mathcal{B}_{\mu, \alpha}$, the correspondence which takes $r \in \mathcal{R}\left(1^{b_{1}}, \ldots, \ell^{b_{\ell}}\right)$ to $\sigma_{r}^{-1}$ shows that

$$
p^{\sum_{i=1}^{\ell(\mu)}\binom{b_{i}}{2}}\left[\begin{array}{c}
n \\
b_{1}, \ldots, b_{\ell(\mu)}
\end{array}\right]_{p, q}=\sum_{\sigma \in I F(T)} q^{i n v(\sigma)} p^{\operatorname{coinv(\sigma )}},
$$

thereby completing the proof of the lemma.
It follows that for any $T=\left(b_{1}, \ldots, b_{\ell(\mu)}\right) \in \mathcal{B}_{\mu, n}$,

$$
\begin{aligned}
\mathbf{P}^{\sum_{i=1}^{\ell(\mu)}\binom{k b_{i}}{2}}\left[\begin{array}{c}
k n \\
k b_{1}, \ldots, k b_{\ell(\mu)}
\end{array}\right]_{\mathbf{P}, \mathbf{Q}} & =\prod_{i=1}^{L} p_{i}^{\sum\binom{k b_{i} i}{2}}\left[\begin{array}{c}
k n \\
k b_{1}, \ldots, k b_{\ell(\mu)}
\end{array}\right]_{p_{i}, q_{i}} \\
& =\prod_{i=1}^{L} \sum_{\sigma^{(i)} \in I F(k T)} q_{i}^{\operatorname{inv(\sigma ^{(i)})} p_{i}^{\operatorname{coinv}\left(\sigma^{(i)}\right)} .} .
\end{aligned}
$$

Thus we can interpret $\mathbf{P}^{\sum_{i=1}^{\ell(\mu)}\binom{k b_{i}}{2}}\left[\begin{array}{c}k n \\ k b_{1}, \ldots, k b_{\ell(\mu)}\end{array}\right] \quad{ }_{\mathbf{P}, \mathbf{Q}}$ as the sum of the weights of the set of fillings of $k T$ of $L$-tuples of permutations $\boldsymbol{\Sigma}=$ $\left(\sigma^{(1)}, \ldots, \sigma^{(L)}\right)$ such that for each $i$, the elements of $\sigma^{(i)}$ are increasing within each brick of $k T$ and where the weight of such a filling is $\mathbf{Q}^{\operatorname{inv(\boldsymbol {\Sigma })}} \mathbf{P}^{\operatorname{coinv(\boldsymbol {\Sigma })}}$. For example, if $T=(2,1,2) \in \mathcal{B}_{\left(1,2^{2}\right), 5}, k=3$, and $L=3$, then such a filling of $k T$ is pictured below.

|  |  |  | -1 | $\vdots$ | 1 |  |  | 1 |  |  | $x$ |  |  |  | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma^{(1)}$ | 5 | 8 | 9 | $11: 13$ | 15 | 4 | 7 | : 10 | 1 | 2 | 3 | 6 |  |  | 14 |
| $\sigma^{(2)}$ | 1 | 2 | 7 | 10:11 | 12 | 4 | 9 | 14 | 3 | 5 | 6 | 8 |  | 13 |  |
| $\sigma^{(3)}$ | 3 | 5 | 9 | 10:13 | : 14 | 1 | 4 | 11 | 2 | 6 | 7 | 8 |  | 12 | 15 |

We order the cells of such a filled brick tabloid from left to right. We can interpret the term $(x-1)^{n-\ell(\mu)}$ as taking such a filling and labeling the cells of the form $s k$ which are not at the end of a brick with either an $x$ or -1 and labeling each cell at the end of a brick with 1 . This was done in the previous figure. Objects $\mathcal{O}$ constructed in this way will be called labeled filled brick tabloids. We define the weight of $\mathcal{O}, W(\mathcal{O})$, to
be the product over all the labels of the cells times $\mathbf{Q}^{\operatorname{inv}(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}$ if $T$ is filled with permutations $\boldsymbol{\Sigma}=\left(\sigma^{(1)}, \ldots \sigma^{(L)}\right)$. Thus for the object above,

$$
\begin{aligned}
& W(\mathcal{O})=(-1) x q_{1}^{\operatorname{inv(\sigma ^{(1)})} q_{2}^{\operatorname{inv(\sigma ^{(2)})} q_{3}^{i n v\left(\sigma^{(3)}\right)}} p_{1}^{\operatorname{coinv}\left(\sigma^{(1)}\right)}} \\
& \times p_{2}^{\operatorname{coinv}\left(\sigma^{(2)}\right)} p_{3}^{\operatorname{coinv}\left(\sigma^{(3)}\right)} .
\end{aligned}
$$

Let $\mathcal{L} F^{(k)}(k n)$ denote the set of all objects that can be created in this way. It follows that

$$
[k n]_{\mathbf{P}, \mathbf{Q}}!\xi\left(h_{k n}\right)=\sum_{\mathcal{O} \in \mathcal{L} F^{(k)}(k n)} W(\mathcal{O})
$$

To finish the proof, let us define an involution $I: \mathcal{L} F^{(k)}(k n) \rightarrow$ $\mathcal{L} F^{(k)}(k n)$. Given $\mathcal{O} \in \mathcal{L} F^{(k)}(k n)$, read the cells of $\mathcal{O}$ from left to right looking for the first cell $k c$ for which either
(i) $k c$ is labeled with -1 , or
(ii) $k c$ is at the end of end of brick $b$, the cell $k c+1$ is immediately to the right of $k c$ and starts another brick $b^{\prime}$, and each permutation $\sigma^{(i)}$ increases as we go from cell $k c$ to $k c+1$.

If we are in case (i), then $I(\mathcal{O})$ is the labeled filled brick tabloid which is obtained from $\mathcal{O}$ by taking the brick $b$ that contains $k c$ and splitting $b$ into two bricks $b_{1}$ and $b_{2}$ where $b_{1}$ contains the cells of $b$ up to and including the cell $k c$ and $b_{2}$ contains the remaining cells of $b$ and the label on $k c$ is changed from -1 to 1 . If in case (ii), $I(\mathcal{O})$ is the labeled filled brick tabloid which is obtained from $\mathcal{O}$ by combining the two bricks $b$ and $b^{\prime}$ into a single brick and changing the label on cell $k c$ from 1 to -1 . If neither case (i) or case (ii) applies, then we let $I(\mathcal{O})=\mathcal{O}$. For example, the image of the brick tabloid depicted above under $I$ is below:

|  |  |  | 1 | $\vdots 1$ |  |  | 1 |  |  | $x$ |  |  | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma^{(1)}$ | 5 | 8 | 9 | 11 $13 \vdots 15$ | 4 | 7 | : 10 | 1 | 2 | 3 | 6 |  |  |
| $\sigma^{(2)}$ | 1 | 2 | 7 | 10: $11: 12$ | 4 | 9 | : 14 | 3 | 5 | 6 | 8 | 13 | : 15 |
| $\sigma^{(3)}$ | 3 | 5 | 9 | $10 \vdots 13 \vdots 14$ | 1 | 4 | : 11 | 2 | 6 | 7 | 8 | 12 | 15 |

If $I(\mathcal{O}) \neq \mathcal{O}$, then $W(I(\mathcal{O}))=-W(\mathcal{O})$ since we change the label on cell $c$ from 1 to -1 or vice versa. Moreover, $I$ is an involution. Thus, $I$
shows that

$$
[k n]_{\mathbf{P}, \mathbf{Q}}!\xi_{k}\left(h_{k n}\right)=\sum_{\mathcal{O} \in \mathcal{L} F^{(k)}(k n)} W(\mathcal{O})=\sum_{\mathcal{O} \in \mathcal{L} F^{(k)}(k n), I(\mathcal{O})=\mathcal{O}} W(\mathcal{O})
$$

We are therefore led to examine the fixed points under $I$. If $I(\mathcal{O})=\mathcal{O}$, then $\mathcal{O}$ can have no cells which are labeled with -1 . Also it must be the case that between any two consecutive bricks at least one of the underlying permutations $\sigma^{(i)}$ must decrease. Each cell $k c$ which is not at the end of the brick in $\mathcal{O}$ is labeled with $x$ and each of the permutations $\sigma^{(i)}$ has a rise at $k c$ so that $k c \in \operatorname{Comris}_{0, k}(\boldsymbol{\Sigma})$. All the other cells of the form $k c$ in $\mathcal{O}$ except the last cell are at the end of a brick which has another brick to its right in which case $k c \notin \operatorname{Comris}_{0, k}(\boldsymbol{\Sigma})$. All such cells have label 1 so that $W(\mathcal{O})=x^{\text {comris }_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}$.

Now if we are given $\boldsymbol{\Sigma}=\left(\sigma^{(1)}, \ldots, \sigma^{(L)}\right) \in\left(\mathcal{C}_{k n}^{(0, k, k)}\right)^{L}$, we can construct a fixed point of $I$ from $\boldsymbol{\Sigma}$ by using $\left(\sigma^{(1)}, \ldots, \sigma^{(L)}\right)$ to fill a tabloid of shape $(k n)$, then drawing the bricks so that the cells $k c$ which end bricks are precisely the cells $k c$ where one of the permutations $\sigma^{(i)}$ decreases from $k c$ to $k c+1$. This shows that

$$
\sum_{\mathcal{O} \in \mathcal{L} F^{(k)}(k n), I(\mathcal{O})=\mathcal{O}} W(\mathcal{O})=\sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k n}^{0, k, k}\right)^{L}} x^{\operatorname{comris}_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{\operatorname{inv}(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}
$$

This completes the proof of the theorem.

To find the generating function in equation (3), we apply the homomorphism $\xi_{k}$ to both sides of the identity

$$
1+\sum_{n \geq 1} h_{n} t^{n}=H(t)=\frac{1}{E(-t)}
$$

to find that

$$
\begin{equation*}
1+\sum_{n \geq 1} \frac{t^{k n}}{[k n]_{\mathbf{P}, \mathbf{Q}}!} \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k n}^{0, k, k}\right)^{L}} x^{\text {comri }_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{\operatorname{inv}(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}=\frac{1}{\xi_{k}(E(-t))} \tag{9}
\end{equation*}
$$

Now

$$
\begin{align*}
\xi_{k}(E(-t)) & =1+\sum_{n \geq 1}(-t)^{k n}(-1)^{k n-1} \frac{(x-1)^{n-1} \mathbf{P}^{\binom{k n}{2}}}{[k n]_{\mathbf{P}, \mathbf{Q}}!} \\
& =\frac{1}{1-x}\left(1-x+\sum_{n \geq 1} \frac{t^{k n}(x-1)^{n} \mathbf{P}^{\binom{k n}{2}}}{[k n]_{\mathbf{P}, \mathbf{Q}}!}\right) \\
& =\frac{1}{1-x}\left(-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)\right) . \tag{10}
\end{align*}
$$

Combining (9) and (10) gives the following theorem.
Theorem 3.3. For $k \geq 2$,

$$
\begin{aligned}
& 1+\sum_{n \geq 1} \frac{t^{k n}}{[k n]_{\mathbf{P}, \mathbf{Q}}!} \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k n}^{0, k, k}\right)^{L}} x^{\text {comris }_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})} \\
&=\frac{1-x}{-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)}
\end{aligned}
$$

and

$$
1+\sum_{n \geq 1} \frac{t^{k n}}{[k n]_{\mathbf{P}, \mathbf{Q}}!} \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{E}_{k n}^{0, k, k}\right)^{L}} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}=\frac{1}{e_{\mathbf{P}, \mathbf{Q}, k}\left(t(-1)^{1 / k}\right)}
$$

Next, suppose that $k \geq 2$ and $1 \leq j \leq k-1$. Define a function $\nu$ on the positive integers by setting $\nu(j)=0$ if $j \not \equiv 0 \bmod k$ and

$$
\nu(k n)=\frac{[k n]_{\mathbf{P}, \mathbf{Q}} \downarrow_{k-j}}{\mathbf{P}^{(k-j) k n-\binom{k-j+1}{2}}}
$$

where for any $1 \leq s \leq n,[n]_{\mathbf{P}, \mathbf{Q}} \downarrow_{s}=[n]_{\mathbf{P}, \mathbf{Q}}[n-1]_{\mathbf{P}, \mathbf{Q}} \cdots[n-s+1]_{\mathbf{P}, \mathbf{Q}}$. This definition of $\nu(k n)$ is designed so that

$$
\begin{aligned}
\nu(k n) \xi_{k}\left(e_{n k}\right) & =(-1)^{k n-1} \frac{(x-1)^{n-1} \mathbf{P}^{\binom{k n}{2}}}{[k n]_{\mathbf{P}, \mathbf{Q}}!} \frac{[k n]_{\mathbf{P}, \mathbf{Q}} \downarrow_{k-j}}{\mathbf{P}^{\sum_{s=1}^{k-j} k n-j}} \\
& =(-1)^{k n-s} \frac{(x-1)^{n-1} \mathbf{P}^{\binom{k(n-1)+j}{2}}}{[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!}
\end{aligned}
$$

Theorem 3.4. For any $k \geq 2$ and $1 \leq j \leq k-1, \xi_{k}\left(p_{j, \nu}\right)=0$ if $j \not \equiv 0$ $\bmod k$ and for all $n \geq 1$,

$$
[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!p_{k n, \nu}=\sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k(n-1)+j}^{0, j, k}\right)^{L}} x^{\operatorname{comris}_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}
$$

Proof. The relationship between $p_{n, \nu}$ and the elementary symmetric functions gives

$$
\begin{equation*}
\xi_{k}\left(p_{n, \nu}\right)=\sum_{\mu \vdash n}(-1)^{n-\ell(\mu)} \nu\left(B_{\mu, n}\right) \xi\left(e_{\mu}\right) . \tag{11}
\end{equation*}
$$

If $n \not \equiv 0 \bmod k$, then every $\mu=\left(\mu_{1}, \ldots, \mu_{\ell(\mu)}\right)$ on the right-hand side of (11) must contain a part $\mu_{i} \not \neq 0 \bmod k$ and hence $\xi_{k}\left(e_{\mu}\right)=0$. Thus $\xi_{k}\left(p_{n, \nu}\right)=0$ in this case. Similarly, if $\mu$ is a partition of $k n$ where $n \geq 1$, then $\xi\left(e_{\mu}\right)=0$ unless $\mu$ consists entirely of parts which are multiples of $k$. Thus, in the expansion of $\xi_{k}\left(h_{n k}\right)$, we can restrict ourselves to partitions $\mu$ of the form $k \lambda$ where $\lambda$ is a partition of $n$. Therefore,

$$
\begin{aligned}
& {[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!\xi_{k}\left(p_{k n, \nu}\right)} \\
& =[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!\sum_{\mu \vdash n}(-1)^{k n-\ell(\mu)} \nu\left(B_{k \mu, k n}\right) \xi\left(e_{k \mu}\right) \\
& =[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!\sum_{\mu \vdash n}(-1)^{k n-\ell(\mu)} \\
& \times \sum_{\left(b_{1}, \ldots, b_{\ell(\mu)}\right) \in \mathcal{B}_{\mu, n}} \nu\left(k b_{\ell(\mu)}\right) \xi_{k}\left(e_{k b_{\ell(\mu)}}\right) \\
& \times \prod_{i=1}^{\ell(\mu)-1} \frac{\left.(-1)^{k b_{i}-1}(x-1)^{b_{i}-1} \mathbf{P}^{\left(k b_{i}\right.}{ }_{2}\right)}{\left[k b_{i}\right]_{\mathbf{P}, \mathbf{Q}}!} \\
& =[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!\sum_{\mu \vdash n}(-1)^{k n-\ell(\mu)} \\
& \times \sum_{\left(b_{1}, \ldots, b_{\ell(\mu)}\right) \in \mathcal{B}_{\mu, n}}(-1)^{k b_{\ell(\mu)}-1} \frac{(x-1)^{b_{\ell(\mu)}-1} \mathbf{P}^{\text {( } \left.^{k\left(b_{\ell(\mu)}-1\right)+j}\right)}}{\left[k\left(b_{\ell(\mu)}-1\right)+j\right]_{\mathbf{P}, \mathbf{Q}}!} \\
& \times \prod_{i=1}^{\ell(\mu)-1} \frac{(-1)^{k b_{i}-1}(x-1)^{b_{i}-1} \mathbf{P}^{\binom{k b_{i}}{2}}}{\left[k b_{i}\right]_{\mathbf{P}, \mathbf{Q}}!} \\
& =\sum_{\mu \vdash n} \sum_{\left(b_{1}, \ldots, b_{\ell(\mu)}\right) \in \mathcal{B}_{\mu, n}}(x-1)^{n-\ell(\mu)} \\
& \times\left[\begin{array}{c}
k n-k+j \\
k b_{1}, \ldots, k b_{\ell(\mu)-1}, k\left(b_{\ell(\mu)}-1\right)+j
\end{array}\right]_{\mathbf{P}, \mathbf{Q}}
\end{aligned}
$$

By Lemma 3.2, we can interpret

$$
\left[\begin{array}{c}
k(n-1)+j \\
\left.k b_{1}, \ldots, k b_{\ell(\mu)-1}, k\left(b_{\ell(\mu)}-1\right)+j\right)
\end{array}\right]_{\mathbf{P}, \mathbf{Q}} \mathbf{P}^{\left(\begin{array}{c}
k\left(b_{\ell(\mu)}-1\right)+j
\end{array}\right)} \mathbf{P}^{\sum_{i=1}^{\ell(\mu)-1}\binom{k b_{i}}{2}}
$$

as the set of fillings of the brick tabloid $U=\left(k b_{1}, \ldots, k b_{\ell(\mu)-1}, k\left(b_{\ell(\mu)}-\right.\right.$ $1)+j$ ) of $L$-tuples of permutations $\boldsymbol{\Sigma}=\left(\sigma^{(1)}, \ldots, \sigma^{(L)}\right)$ such that for each $i$, the elements of $\sigma^{(i)}$ are increasing within each brick of $U$ and we weight such a filling with $\mathbf{Q}^{\operatorname{inv(\boldsymbol {\Sigma })}} \mathbf{P}^{\operatorname{coinv(\boldsymbol {\Sigma })}}$. In fact, we shall think of $U$ as the brick tabloid $k T=\left(k b_{1}, \ldots, k b_{\ell(\mu)}\right)$ where the last $k-j$ cells of the last brick are blank.

Again, order the cells of such a filled brick tabloid from left to right. Interpret the term $(x-1)^{n-\ell(\mu)}$ as taking such a filling and labeling the cells of the form $s k$ which are not at the end of a brick with either an $x$ or -1 and labeling each cell at the end of a brick with 1 . Below is an example of such a tabloid.


Call such an object $\mathcal{O}$ a labeled filled brick tabloid and define the weight of $\mathcal{O}, W(\mathcal{O})$, to be product over all the labels of the cells times $\mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}$ if $T$ is filled with permutations $\boldsymbol{\Sigma}=\left(\sigma^{(1)}, \ldots \sigma^{(L)}\right)$. Thus for the object pictured above,

$$
\begin{aligned}
& p_{2}^{\operatorname{coinv}\left(\sigma^{(2)}\right)} p_{3}^{\operatorname{coinv}\left(\sigma^{(3)}\right)} .
\end{aligned}
$$

We let $\mathcal{L} F^{(k, j)}(k n)$ denote the set of all objects that can be created in this way from brick tabloids $T$ in $\mathcal{B}_{n}$. Then it follows that

$$
[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!\xi_{k}\left(p_{k n, \nu}\right)=\sum_{\mathcal{O} \in \mathcal{L} F^{(k, j)}(k n)} W(\mathcal{O})
$$

We now define an involution $I: \mathcal{L} F^{(k, j)}(k n) \rightarrow \mathcal{L} F^{(k, j)}(k n)$ exactly as we did in the proof of Theorem 3.1. That is, given $\mathcal{O} \in \mathcal{L} F^{(k, j)}(k n)$, read the cells of $\mathcal{O}$ from left to right looking for the first instance of either:
(i) $k c$ is labeled with -1 , or
(ii) $k c$ is at the end of end of brick $b$, the cell $k c+1$ is immediately to the right of $k c$ and starts another brick $b^{\prime}$, and each permutation $\sigma^{(i)}$ increases as we go from $k c$ to $k c+1$.

If in case (i), then $I(\mathcal{O})$ is the labeled filled brick tabloid which is obtained from $\mathcal{O}$ by taking the brick $b$ that contains $k c$ and splitting $b$ into two bricks $b_{1}$ and $b_{2}$ where $b_{1}$ contains the cells of $b$ up to and including the cell $k c$ and $b_{2}$ contains the remaining cells of $b$ and changing the label on $k c$ from -1 to 1 . If in case (ii), $I(\mathcal{O})$ is the labeled filled brick tabloid which is obtained from $\mathcal{O}$ by combining the two bricks $b$ and $b^{\prime}$ into a single brick and changing the label on cell $k c$ from 1 to -1 . If neither case (i) or case (ii) applies, take $I(\mathcal{O})=\mathcal{O}$. As an example, the image of the above figure under this map is below:

|  |  |  | 1 | 1 |  |  | 1 |  |  | $x$ |  | 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma^{(1)}$ | 5 | 8 | 9 | $11 \vdots 12 \vdots 13$ | 4 | 7 | : 10 | 1 | 2 | 3 | 6 |  |  |
| $\sigma^{(2)}$ | 1 | 2 | 7 | 10 $\vdots 11 \vdots 12$ | 4 | 9 | 13 | 3 | 5 | 6 | 8 |  |  |
| $\sigma^{(3)}$ | 3 | 5 | 9 | 10: $12: 13$ | 1 | 4 | 11 | 2 | 6 | 7 | 8 |  |  |

Then we argue exactly as in Theorem 3.1 that

$$
\begin{aligned}
\sum_{\mathcal{O} \in \mathcal{L} F^{(k, j)}(k n), I(\mathcal{O})=} & W(\mathcal{O}) \\
= & \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k(n-1)+j}^{0, j, k}\right)^{L}} x^{\operatorname{comris}_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})},
\end{aligned}
$$

as desired.

We can now apply $\xi_{k}$ to the relationship between $p_{n, \nu}$ and the elementary symmetric functions to arrive at (4). We have

$$
\begin{aligned}
& \xi_{k}\left(\sum_{n \geq 1}(-1)^{n-1} \nu(n) e_{n} t^{n}\right) \\
& \quad=\sum_{n \geq 1}(-1)^{k n-1} \nu(k n) \xi_{k}\left(e_{k n}\right) t^{k n} \\
& \quad=\sum_{n \geq 1}(-1)^{k n-1}(-1)^{k n-1} \frac{\left.(x-1)^{n-1} \mathbf{P}^{\left({ }^{k(n-1)+j} 2\right.}\right)^{k n}}{[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& \quad=\frac{1}{x-1} \sum_{n \geq 1} \frac{(x-1)^{n} \mathbf{P}^{\binom{k(n-1)+j}{2}} t^{k n}}{[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& \quad=\frac{1}{x-1} e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right)
\end{aligned}
$$

Therefore, we have that

$$
\begin{aligned}
\sum_{n \geq 1} \xi_{k}\left(p_{k n, \nu}\right) t^{k n}= & \sum_{n \geq 1} \frac{t^{k n}}{[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& \times \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k(n-1)+j}^{0, j, k}\right)^{L}} x^{c o m r i s_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv(\boldsymbol {\Sigma })}} \\
= & \frac{\frac{1}{x-1} e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right)}{\frac{1}{1-x}\left(-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)\right)} \\
= & \frac{-e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right)}{-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)}
\end{aligned}
$$

and we have arrived at the following theorem.
Theorem 3.5. For any $k \geq 2$ and $1 \leq j \leq k-1$,

$$
\begin{aligned}
\sum_{n \geq 1} \frac{t^{k n}}{[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!} \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k(n-1)+j}^{0, j, k}\right)^{L}} & x^{\operatorname{comris}_{0, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})} \\
& =\frac{-e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right)}{-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{n \geq 1} \frac{t^{k n}}{[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!} \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{E}_{k(n-1)+j}^{0, j, k}\right)^{L}} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})} \\
&=\frac{-e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(-1)^{1 / k}\right)}{e_{\mathbf{P}, \mathbf{Q}, k}\left(t(-1)^{1 / k}\right)}
\end{aligned}
$$

Theorem 3.5 also gives us the generating functions for permutations in $\mathcal{C}_{k(n-1)+j}^{j, k, k}$ where $1 \leq j \leq k-1$. That is, given $\sigma=\sigma_{1} \cdots \sigma_{n} \in S_{n}$, let

$$
\sigma^{c}=\left(n+1-\sigma_{1}\right) \cdots\left(n+1-\sigma_{n}\right) \quad \text { and } \quad \sigma^{r}=\sigma_{n} \cdots \sigma_{1}
$$

Given $\boldsymbol{\Sigma}=\left(\sigma^{(1)}, \ldots, \sigma^{(L)}\right) \in S_{n}^{L}$, we let $\left(\boldsymbol{\Sigma}^{c}\right)^{r}=\left(\tau^{(1)}, \ldots, \tau^{(L)}\right) \in S_{n}^{L}$ where for each $i, \tau^{(i)}=\left(\left(\sigma^{(i)}\right)^{c}\right)^{r}$. Then $\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k(n-1)+j}^{0, j, k}\right)^{L}$ if and only if $\left(\boldsymbol{\Sigma}^{c}\right)^{r} \in\left(\mathcal{C}_{k(n-1)+j}^{j, k, k}\right)^{L}$ and comris ${ }_{0, k}(\boldsymbol{\Sigma})=$ comris $_{j, k}\left(\left((\boldsymbol{\Sigma})^{c}\right)^{r}\right)$. Thus the only cases that we have left are the generating functions for for permutations in $\mathcal{C}_{i+k(n-1)+j}^{i, j, k}$ where $1 \leq i, j \leq k-1$. Such generating functions are considered in the next section.

## 4 The case $i \neq 0$ and $j<k$

The goal of this section is to prove the identity in (5). To do this, we will use the symmetric functions $p_{n, \beta_{1}, \beta_{2}}$ where $\beta_{1}(j)=\beta_{2}(j)=0$ if $j \not \equiv 0$ $\bmod k$ for $n \geq 2$, and otherwise

We have defined $\beta_{1}(k n)$ and $\beta_{2}(k n)$ so that for $n \geq 2$

$$
\begin{align*}
\beta_{1}(k n) \xi_{k}\left(e_{n k}\right) & =(-1)^{k n-1} \frac{\left.(x-1)^{n-1} \mathbf{P}^{(k n}{ }_{2}\right)}{[k n]_{\mathbf{P}, \mathbf{Q}}!} \frac{[k n]_{\mathbf{P}, \mathbf{Q}} \downarrow_{k-i}}{\mathbf{P}^{\sum_{s=1}^{k-i} k n-s}} \\
& =(-1)^{k n-1} \frac{\left.(x-1)^{n-1} \mathbf{P}^{(k n(n-1)+i}\right)}{[k(n-1)+i]_{\mathbf{P}, \mathbf{Q}}!} . \tag{12}
\end{align*}
$$

and

$$
\begin{align*}
\beta_{2}(k n) \xi_{k}\left(e_{n k}\right) & =(-1)^{k n-1} \frac{(x-1)^{n-1} \mathbf{P}^{(k n} 2}{[k n]_{\mathbf{P}, \mathbf{Q}}!} \frac{[k n]_{\mathbf{P}, \mathbf{Q}} \downarrow_{k-j}}{\mathbf{P}^{\left(\sum_{s=1}^{k-j} k n-s\right.}} \\
& =(-1)^{k n-1} \frac{\left.(x-1)^{n-1} \mathbf{P}^{k(n-1)+j}\right)}{[k(n-1)+j]_{\mathbf{P}, \mathbf{Q}}!} . \tag{13}
\end{align*}
$$

Theorem 4.1. For $k \geq 2$ and $1 \leq i, j \leq k-1, \xi_{k}\left(p_{j, \beta_{1}, \beta_{2}}\right)=0$ if $j \not \equiv 0$ $\bmod k$ or $j<2 k$. Otherwise, for $n \geq 2$,

$$
\begin{aligned}
& {[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}!} \xi_{k}\left(p_{\left.k n, \beta_{1}, \beta_{2}\right)}\right)} \\
& \left.\quad=\left((n-1) x^{n-2}-x^{n-1}\right) \mathbf{P}^{(i+(k(n-2)+j}{ }_{2}\right) \\
& \quad+\sum_{\boldsymbol{\Sigma} \in\left(\left(_{i+k(n-2)+j}^{i, j, k}\right)^{L}\right.} x^{\operatorname{comrisisi,k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})} .
\end{aligned}
$$

Proof. We have

$$
\xi_{k}\left(p_{m, \beta_{1}, \beta_{2}}\right)=\sum_{\substack{T=\left(b_{1}, \ldots, b_{s}\right) \\ b_{1}+\cdots+b_{s}=m, s \geq 2}}(-1)^{\sum_{r=1}^{s} b_{r}-1} \beta_{1}\left(b_{1}\right) \beta_{2}\left(b_{2}\right) \prod_{r=1}^{s} \xi_{k}\left(e_{b_{r}}\right) .
$$

Thus if $m \not \equiv 0 \bmod k$, then at least one $b_{r} \not \equiv 0 \bmod k$ and hence $\xi_{k}\left(b_{r}\right)=0$. Thus $\xi_{k}\left(p_{m, \beta_{1}, \beta_{2}}\right)=0$. Similarly if $m<2 k$, then either $b_{1}<k$ in which case $\beta_{1}\left(b_{1}\right)=0$ or $b_{2}<k$ in which case $\beta_{2}\left(b_{2}\right)=0$ so again we can conclude that $\xi_{k}\left(p_{m, \beta_{1}, \beta_{2}}\right)=0$. Similarly, if $\mu$ is a partition of $m=k n$ where $n \geq 2$, then all the $b_{r}$ 's must be multiples of
$k$. It follows that for $n \geq 2$,

$$
\begin{aligned}
& {[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!\xi_{k}\left(p_{k n, \beta_{1}, \beta_{2}}\right)} \\
& \quad=[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}! \\
& \quad \times \sum_{\substack{T=\left(b_{1}, \ldots, b_{s}\right) \\
b_{1}+\cdots+b_{s}=n, s \geq 2}}(-1)^{\sum_{r=1}^{s} k b_{r}-1} \beta_{1}\left(k b_{1}\right) \beta_{2}\left(k b_{2}\right) \prod_{r=1}^{s} \xi_{k}\left(e_{k b_{r}}\right) .
\end{aligned}
$$

For each $T=\left(b_{1}, b_{2}, b_{3} \ldots, b_{s}\right)$ appearing on the right-hand side of the above equation, we let $\bar{T}=\left(b_{1}, b_{3}, \ldots, b_{s}, b_{2}\right)=\left(c_{1}, \ldots, c_{s}\right)$. Then isolating a portion of the above equation,

$$
\begin{aligned}
& \beta_{1}\left(k b_{1}\right) \beta_{2}\left(k b_{2}\right) \prod_{r=1}^{s} \xi_{k}\left(e_{k b_{r}}\right) \\
&=(-1)^{k b_{1}-1} \frac{(x-1)^{b_{1}-1} \mathbf{P}^{\left({ }^{k\left(b_{1}-1\right)+i}\right)}}{\left[k\left(b_{1}-1\right)+i\right]_{\mathbf{P}, \mathbf{Q}}!} \\
& \times(-1)^{k b_{2}-1} \frac{\left.(x-1)^{b_{2}-1} \mathbf{P}^{\left({ }^{k\left(b_{2}-1\right)+j}\right.}\right)}{\left[k\left(b_{2}-1\right)+j\right]_{\mathbf{P}, \mathbf{Q}}!} \\
& \times \prod_{r=3}^{s}(-1)^{k b_{r}-1} \frac{(x-1)^{b_{r}-1} \mathbf{P}^{\left(k^{k b_{r}}\right.} 2}{\left[k b_{r}\right]_{\mathbf{P}, \mathbf{Q}}!}
\end{aligned}
$$

The factors of $(-1)$ above will cancel the $(-1)^{\sum_{r=1}^{s} k b_{i}-1}$ term. We can combine the denominators that appear in the right-hand side of the above equation with the $[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}$ ! term to form the multinomial coefficient

$$
\left[\begin{array}{c}
i+k(n-2)+j \\
i+k\left(c_{1}-1\right), k c_{2}, \ldots, k c_{s-1}, k\left(c_{s}-1\right)+j
\end{array}\right]_{\mathbf{P}, \mathbf{Q}} .
$$

It follows that

$$
\begin{aligned}
& {[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!\xi_{k}\left(p_{k n, \beta_{1}, \beta_{2}}\right)} \\
& \quad=\sum_{\substack{T=\left(c_{1}, \ldots, c_{s}\right) \\
c_{1}+\cdots+c_{s}=n, s \geq 2}}\left[\begin{array}{c}
i+k(n-2)+j \\
i+k\left(c_{1}-1\right), k c_{2}, \ldots, k c_{s-1}, k\left(c_{s}-1\right)+j
\end{array}\right] \mathbf{P}, \mathbf{Q} \\
& \quad \times \prod_{r=1}^{s}(x-1)^{c_{r}-1}
\end{aligned}
$$

By Lemma 3.2, we can interpret

$$
\left[\begin{array}{c}
i+k(n-2)+j \\
i+k\left(c_{1}-1\right), k c_{2}, \ldots, k c_{s-1}, k\left(c_{s}-1\right)+j
\end{array}\right]_{\mathbf{P}, \mathbf{Q}}
$$

as the set of filling of the brick tabloid

$$
U=\left(i+k\left(c_{1}-1\right), k c_{2}, \ldots, k c_{s-1},, k\left(c_{s}-1\right)+j\right)
$$

of $L$-tuples of permutations $\boldsymbol{\Sigma}=\left(\sigma^{(1)}, \ldots, \sigma^{(L)}\right)$ such that for each $i$, the elements of $\sigma^{(i)}$ are increasing within each brick of $U$ and we weight such a filling with $\mathbf{Q}^{\operatorname{inv}(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}$. In fact, we shall think of $U$ as the brick tabloid $k T=\left(k c_{1}, \ldots, k c_{s}\right)$ with the first $k-i$ cells of the first brick blank and the last $k-j$ cells of the last brick blank.

Again, order the cells of such a filled brick tabloid from left to right and interpret the term $\prod_{r=1}^{s}(x-1)^{c_{r}-1}$ as taking such a filling and labeling the cells of the form $s k$ which are not at the end of a brick with either an $x$ or -1 and labeling each cell at the end of a brick with 1 . An example is pictured below:


Again, $\mathcal{O}$ is a labeled filled brick tabloid. We define the weight of $\mathcal{O}$, $W(\mathcal{O})$, to be product over all the labels of the cells times $\mathbf{Q}^{\operatorname{inv(\boldsymbol {\Sigma })}} \mathbf{P}^{\operatorname{coinv(\boldsymbol {\Sigma })}}$ if $T$ is filled with permutations $\boldsymbol{\Sigma}=\left(\sigma^{(1)}, \ldots, \sigma^{(L)}\right)$.

Let $\mathcal{L} F^{(k, i, j)}(k n)$ denote the set of all objects that can be created in this way from brick tabloids $T=\left(c_{1}, \ldots, c_{s}\right)$ where $s \geq 2$ and $c_{1}+\cdots+$ $c_{s}=n$. Then it follows that

$$
[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!\xi_{k}\left(p_{k n, \beta_{1}, \beta_{2}}\right)=\sum_{\mathcal{O} \in \mathcal{L} F^{(k, i, j)}(k n)} W(\mathcal{O}) .
$$

Next we define an involution $I: \mathcal{L} F^{(k, i, j)}(k n) \rightarrow \mathcal{L} F^{(k, i, j)}(k n)$ which is a slight variation of our previous two involutions. That is, given $\mathcal{O} \in \mathcal{L} F^{(k, i, j)}(k n)$, read the cells of $\mathcal{O}$ in the same order that we read the underlying permutations and look for the first cell $k c$ such that either:
(i) $k c$ is labeled with -1 or
(ii) $k c$ is at the end of end of brick $b$, the cell $k c+1$ is immediately to the right of $k c$ and starts another brick $b^{\prime}$, and each permutation $\sigma^{(i)}$ increases as we go from $k c$ to $k c+1$.

If we are in case (i), then $I(\mathcal{O})$ is the labeled filled brick tabloid which is obtained from $\mathcal{O}$ by taking the brick $b$ that contains $k c$ and splitting $b$ into two bricks $b_{1}$ and $b_{2}$ where $b_{1}$ contains the cells of $b$ up to and including the cell $k c$ and $b_{2}$ contains the remaining cells of $b$ and changing the label on $k c$ from -1 to 1 . In case (ii), if $\mathcal{O}$ has at least three bricks, then $I(\mathcal{O})$ is the labeled filled brick tabloid which is obtained from $\mathcal{O}$ by combining the two bricks $b$ and $b^{\prime}$ into a single brick and changing the label on cell $k c$ from 1 to -1 . However, if we are in case (ii) and $\mathcal{O}$ has exactly 2 bricks, then $I(\mathcal{O})=\mathcal{O}$. Finally, if neither case (i) or case (ii) applies, then we let $I(\mathcal{O})=\mathcal{O}$. For example, the image of the above figure under $I$ is


This sign-reversing weight-preserving involution $I$ shows

$$
\begin{align*}
{[i} & +k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!\xi_{k}\left(p_{n, \beta_{1}, \beta_{2}}\right) \\
& =\sum_{\mathcal{O} \in \mathcal{L} F^{(k, i, j)}(k n)} W(\mathcal{O}) \\
& =\sum_{\mathcal{O} \in \mathcal{L} F^{(k, i, j)}(k n), I(\mathcal{O})=\mathcal{O}} W(\mathcal{O}) . \tag{14}
\end{align*}
$$

If $I(\mathcal{O})=\mathcal{O}$, then $\mathcal{O}$ can have no cells which are labeled with -1. If $\mathcal{O}$ has at least 3 bricks, then if must be the case that between any two consecutive bricks of $\mathcal{O}$, at least one of the underlying permutations $\sigma^{(i)}$ must decrease. It follows that each cell $k c$ which is not at the end of the brick in $\mathcal{O}$ is labeled with $x$ and each of the permutations $\sigma^{(i)}$ has a rise at $k c$ so that $k c \in \operatorname{Comris}_{i, k}(\boldsymbol{\Sigma})$. All the other cells of the form $k c$ in $\mathcal{O}$ other than the last cell are at the end of brick which has another brick to its right in which case $k c \notin \operatorname{Comris}_{i, k}(\boldsymbol{\Sigma})$. All such cells have label 1 so that $W(\mathcal{O})=x^{\operatorname{comris}_{i, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{\operatorname{inv}(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}$.

Next consider the fixed points $\mathcal{O}$ of $I$ which have two bricks. Again $\mathcal{O}$ can have no cells labeled with -1 . There are two cases here. If the last cell of first brick is $k c$ and at least one of the underlying permutations $\sigma^{(i)}$ decreases form $k c$ to $k c+1$, then again it will be the case that $W(\mathcal{O})=x^{\operatorname{comris}_{i, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}$. However, if each of the underlying permutations $\sigma^{(i)}$ increases from $k c$ to $k c+1$, then it must be
the case that each of the $\sigma^{(i)}$ 's is the identity permutation. In this case, $\left.W(\mathcal{O})=x^{n-2} \mathbf{P}^{(i+k(n-2)+j}\right)$. Moreover, since $k c$ can be either $1, \ldots, n-1$, it follows that the contribution of $\mathbf{I d}=\left(\sigma^{(1)}, \ldots, \sigma^{(L)}\right)$ where each $\sigma^{(i)}$ is the identity permutation to (14) is $\left.(n-1) x^{n-2} \mathbf{P}^{(i+k(n-2)+j}{ }_{2}\right)$. However the contribution of $\mathbf{I d}$ to

$$
\sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{i+k(n-2)+j}^{i, j, k}\right)^{L}} x^{\operatorname{comris}_{i, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{\operatorname{inv(\boldsymbol {\Sigma })}} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}
$$

is $x^{n-1} \mathbf{P}^{\left({ }_{2}^{i+k(n-2)+j}\right)}$. It thus follows that $\sum_{\mathcal{O} \in \mathcal{L} F^{(k, i, j)}(k n), I(\mathcal{O})=\mathcal{O}} W(\mathcal{O})$ is equal to

$$
\begin{aligned}
\left.(n-1) x^{n-2} \mathbf{P}^{\left(i+k\left(n_{2}-2\right)+j\right.}\right) & \left.-x^{n-1} \mathbf{P}^{(i+k(n-2)+j}\right) \\
& +\sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{k n}^{i, j, k}\right)^{L}} x^{\operatorname{comris}_{i, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})}
\end{aligned}
$$

as desired.

We can now apply $\xi_{k}$ to the identity
$\sum_{n \geq 1} p_{n, \beta_{1}, \beta_{2}} t^{n}=\frac{\left(\sum_{n \geq 1}(-1)^{n-1} \beta_{1}(n) e_{n} t^{n}\right)\left(\sum_{n \geq 1}(-1)^{n-1} \beta_{2}(n) e_{n} t^{n}\right)}{E(-t)}$.
Using (12), we can find that

$$
\begin{align*}
\xi\left(\sum_{n \geq 1}(-1)^{n-1} \beta_{1}(n) e_{n} t^{n}\right) & =\sum_{n \geq 1}(-1)^{k n-1} \beta_{1}(k n) \xi_{k}\left(e_{k n}\right) t^{k n} \\
& =\sum_{n \geq 1} \frac{(x-1)^{n-1} \mathbf{P}^{\binom{k(n-1)+i}{2}} t^{k n}}{[k(n-1)+i]_{\mathbf{P}, \mathbf{Q}}!} \\
& =\frac{1}{x-1} \sum_{n \geq 1} \frac{\left.(x-1)^{n} t^{k n} \mathbf{P}^{\left({ }^{k(n-1)+i} 2\right.}\right)}{[k(n-1)+i]_{\mathbf{P}, \mathbf{Q}}!} \\
& =\frac{1}{x-1} e_{\mathbf{P}, \mathbf{Q}, k}^{(i)}\left(t(x-1)^{1 / k}\right) \tag{15}
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\xi\left(\sum_{n \geq 1}(-1)^{n-1} \beta_{2}(n) e_{n} t^{n}\right)=\frac{1}{x-1} e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right) \tag{16}
\end{equation*}
$$

Combining (10), (15), and (16), we see that

$$
\begin{aligned}
\sum_{n \geq 1} \xi_{k}\left(p_{n, \beta_{1}, \beta_{2}}\right) t^{n}= & \sum_{n \geq 2} \frac{(n-1) x^{n-2} \mathbf{P}^{(i+k(n-2)+j}{ }_{2} t^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& -\sum_{n \geq 2} \frac{x^{n-1} \mathbf{P}^{(i+k(n-2)+j}{ }_{2} t^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& +\sum_{n \geq 2} \frac{t^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& \times \sum_{\mathbf{\Sigma} \in\left(\mathcal{C}_{k(n-1)+j}^{i, j, k}\right)^{L}} x^{c^{\prime o m r i s} s_{i, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{i n v(\boldsymbol{\Sigma})} \mathbf{P}^{\text {coinv }(\boldsymbol{\Sigma})} \\
= & \frac{\frac{1}{x-1} e_{\mathbf{P}, \mathbf{Q}, k}^{(i)}\left(t(x-1)^{1 / k}\right) \frac{1}{x-1} e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right)}{\frac{1}{1-x}\left(-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)\right)} \\
= & \frac{e_{\mathbf{P}, \mathbf{Q}, k}^{(i)}\left(t(x-1)^{1 / k}\right) e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right)}{(1-x)\left(-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)\right)},
\end{aligned}
$$

and we have therefore proved the following theorem, achieving the final goal set out in the introduction.

Theorem 4.2. For any $k \geq 2$ and $1 \leq i, j \leq k-1$,

$$
\begin{aligned}
& \sum_{n \geq 2} \frac{t^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& \times \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{C}_{i+k, k-k-2)+j}^{i, j}\right)^{L}} x^{\operatorname{comris} s_{i, k}(\boldsymbol{\Sigma})} \mathbf{Q}^{\operatorname{inv}(\boldsymbol{\Sigma})} \mathbf{P}^{\operatorname{coinv}(\boldsymbol{\Sigma})} \\
& =\sum_{n \geq 2} \frac{\left.x^{n-1} \mathbf{P}^{(i+k(n-2)+j}\right)^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!}-\sum_{n \geq 2} \frac{\left.(n-1) x^{n-2} \mathbf{P}^{(i+k(n-2)+j}\right)_{2} t^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!} \\
& +\frac{e_{\mathbf{P}, \mathbf{Q}, k}^{(i)}\left(t(x-1)^{1 / k}\right) e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(x-1)^{1 / k}\right)}{(1-x)\left(\left(-x+e_{\mathbf{P}, \mathbf{Q}, k}\left(t(x-1)^{1 / k}\right)\right)\right.}
\end{aligned}
$$

and

$$
\begin{array}{r}
\sum_{n \geq 2} \frac{t^{k n}}{[i+k(n-2)+j]_{\mathbf{P}, \mathbf{Q}}!} \sum_{\boldsymbol{\Sigma} \in\left(\mathcal{E}_{i+k(n-2)+j}^{i, j, k}\right.} \mathbf{Q}^{\operatorname{inv(\boldsymbol {\Sigma })} \mathbf{P}^{\operatorname{coinv(\boldsymbol {\Sigma })}}} \\
=\frac{e_{\mathbf{P}, \mathbf{Q}, k}^{(i)}\left(t(-1)^{1 / k}\right) e_{\mathbf{P}, \mathbf{Q}, k}^{(j)}\left(t(-1)^{1 / k}\right)}{e_{\mathbf{P}, \mathbf{Q}, k}\left(t(-1)^{1 / k}\right)}-\frac{\mathbf{P}^{\binom{i+j}{2}} t^{2 k}}{[i+j]_{\mathbf{P}, \mathbf{Q}}!}
\end{array}
$$

A few remarks are in order. The Salié numbers count permutations $\sigma \in S_{n}$ such that $\operatorname{Des}(\sigma)=\{2,4, \ldots, 2 k\}$ where $2 k \leq n$. Carlitz [6] showed that the generating function of the Salié numbers is given by $\cosh (t) / \cos (t)$. More recently, Prodinger [20] and Guo and Zeng [12] studied $q$-analogues of the Salié numbers. The methods of this paper can also be used to prove analogues of (3), (4), and (5) for the set of permutations $\sigma \in S_{n}$ such that $\operatorname{Des}(\sigma) \subseteq\{i+k s, i+k(s+1), \ldots, i+k t\}$ for some $0 \leq s<t$ where $k t<n$. We will show in a forthcoming paper that we can obtain such generating functions by varying the weight functions described in this paper in an appropriate manner.

In [21], Remmel and Riehl have shown how to find the generating functions for permutations which contain a given descent set by applying ring homomorphisms to symmetric function identities involving ribbon Schur functions. Their methods give a systematic way to find the following generating functions for any $S \subset\{1,2, \ldots\}$ :
(i) $\sum_{n=0}^{\infty} \frac{u^{n}}{n!} \sum_{\sigma \in S_{n}, S \subseteq \operatorname{Des}(\sigma)} x^{\operatorname{des}(\sigma)}$
(ii) $\sum_{n=0}^{\infty} \frac{u^{n}}{(n!)^{2}} \sum_{(\sigma, \tau) \in S_{n} \times S_{n}, S \subseteq \operatorname{Comdes}(\sigma, \tau)} x^{\operatorname{comdes}(\sigma, \tau)}$
(iii) $\sum_{n=0}^{\infty} \frac{u^{n}}{[n]_{q}!} \sum_{\sigma \in S_{n}, S \subseteq \operatorname{Des}(\sigma)} x^{\operatorname{des}(\sigma)} q^{i n v(\sigma)}$
(iv) $\sum_{n=0}^{\infty} \frac{u^{n}}{[n]_{q, p}!} \sum_{\sigma \in S_{n}, S \subseteq \operatorname{Des}(\sigma)} x^{\operatorname{des}(\sigma)} q^{i n v(\sigma)} p^{\operatorname{coinv}(\sigma)}$
(v) $\sum_{n=0}^{\infty} \frac{u^{n}}{[n]_{q}![n]_{p}!} \sum_{(\sigma, \tau) \in S_{n} \times S_{n}, S \subseteq \operatorname{Comdes}(\sigma, \tau)} x^{\operatorname{comdes}(\sigma, \tau)} q^{i n v(\sigma)} p^{i n v(\tau)}$

It is also possible to derive similar analogues of (3), (4), and (5). That is, we can find generating function for $L$-tuples of permutations in $\mathcal{C}_{i+n k+j}^{i, j, k}$ such that $\operatorname{Comris}_{i, k}(\boldsymbol{\Sigma})$ contains a given finite set of the form $\left\{s_{1} k, s_{2} k, \ldots, s_{r} k\right\}$. One can also get other regular patterns of descents in permutations by replacing the increasing fillings within bricks by more complicated patterns. Such ideas will be developed more fully in upcoming papers.
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#### Abstract

We give a new lower bound of 0.10472422757673209041 for the packing density of 2413 , justify it by a construction, and conjecture that this value is actually equal to the packing density. Along the way we define the packing rate of a permutation with respect to a measure, and show that maximizing the packing rate of a pattern over all measures gives the packing density of the pattern.


In this paper we consider the packing density of the pattern 2413. This pattern is significant because it is not layered, and because up to


Fig. 1. The conjecture is based on this measure, $\mu_{2}$


Fig. 2. The measure $\mu_{\infty}$
symmetry it is the smallest nontrivial pattern that is simple in the sense of [3]. We conjecture that its packing density is given by

$$
\delta(2413)=0.10472422757673209041 \ldots,
$$

and we show by a construction that this value is a lower bound. It is slightly larger than the lower bound of $0.10425 \ldots$ given in [4].

We leap ahead briefly to describe the construction. Figure 1 describes a probability distribution on the unit square. Probability is concentrated on the dark shaded rectangles and the dark shaded segments. The distribution is described below. It is not uniform along the segments or in the rectangles; in fact, the rectangles are "recursion bubbles," meaning that each of them is a scaled-down replica of the entire figure. To construct a permutation of size $n$ (for $n$ large) with a large number of occurrences of the pattern 2413 , we select $n$ points independently from this distribution, and treat them as the graph of a permutation. In the limit of large $n$, with probability one, the packing density of 2413 in the resulting permutations approaches the value given above for $\delta(2413)$. (Figure 1 is not drawn to scale. If it were, the smaller recursion boxes would be too small to see.)

Permutations constructed in this way tend to consist of an initial increasing sequence, then two interleaved increasing sequences (one of high values, one of low values), then a final increasing sequence. Figure 9 , below, shows the graph of one such permutation (with $n=8$ ) and Figure 11, a prototype of Figure 1, suggests the more general pattern.

The basic definitions related to packing densities are reviewed in Section 1.

Our principal technique is to reinterpret packing densities in the language of measures. By a measure we mean a probability distribution on the unit square. In Section 2 we define the packing rate of a pattern
with respect to a measure, and define the packing rate $\delta^{\prime}(\pi)$ of a pattern $\pi$ as the supremum of its packing rates over all measures. Our main result, in Section 4, is that the packing rate of a pattern is equal to its packing density, $\delta^{\prime}(\pi)=\delta(\pi)$. Finding the packing density of a pattern is then a matter of finding an optimal measure for the pattern.

We return to the packing density of 2413 in Section 5 . The language of measures allows us to bring to bear the techniques of analysis, including the calculus of variations and extensive calculations involving integrals of probability distribution functions. In Sections 6 to 8 we define foursegment measures, and by extensive calculation we find the optimal measure for 2413 within this class. In Sections 9 to 11 we improve the measure slightly by the use of recursion bubbles. We conjecture that the optimal measure is the one we call $\mu_{2}$, which is the measure that is illustrated in Figure 1, on which the conjecture is based.

Figure 2 illustrates an attractive alternative called $\mu_{\infty}$, in which there is an infinite sequence of recursion bubbles at each end of each segment. We do not believe that $\mu_{\infty}$ is optimal, but we cannot rule it out.

## 1 Packing densities

Let $\pi \in S_{m}$. A sequence $x_{1}, \ldots, x_{m}$ has the order type of $\pi$ if, for all $i$ and $j, x_{i}<x_{j} \Leftrightarrow \pi_{i}<\pi_{j}$. This requires at least that the terms $x_{i}$ be distinct. If $\sigma \in S_{n}$ then an occurrence of $\pi$ in $\sigma$ is an $m$-term subsequence of $\sigma$ that has the order type of $\pi$. The number $\nu(\pi, \sigma)$ of such occurrences is called the packing number of $\pi$ in $\sigma$, and the ratio

$$
\begin{equation*}
\delta(\pi, \sigma)=\frac{\nu(\pi, \sigma)}{\binom{n}{m}} \tag{1}
\end{equation*}
$$

is called the packing density of $\pi$ in $\sigma$. Clearly $0 \leq \delta(\pi, \sigma) \leq 1$. In this context $\pi$ is called a pattern. We always assume that $\pi \in S_{m}, \sigma \in S_{n}$, and $n \geq m \geq 1$.

For a fixed pattern $\pi$ we are concerned with finding permutations $\sigma \in S_{n}$ that maximize the packing density, especially in the limit as $n \rightarrow \infty$. Write

$$
\begin{equation*}
\delta(\pi, n)=\max _{\sigma \in S_{n}} \delta(\pi, \sigma) \tag{2}
\end{equation*}
$$

If $\sigma$ realizes this maximum-that is, if $\delta(\pi, \sigma)=\delta(\pi, n)$-then $\sigma$ is called an optimizer (or "optimizing permutation") of size $n$ for $\pi$. The packing density of $\pi$ is

$$
\begin{equation*}
\delta(\pi)=\lim _{n \rightarrow \infty} \delta(\pi, n) \tag{3}
\end{equation*}
$$



Fig. 3. $\nu(132,132987654)=46$


Fig. 4. A measure for 132

Galvin showed that the sequence $\{\delta(\pi, n)\}$ is non-increasing, so its limit always exists.

Equivalently we could define the packing density as the largest number $D$ for which there is a sequence of permutations $\sigma_{1}, \sigma_{2}, \ldots$ of increasing size with

$$
\begin{equation*}
D=\lim _{i \rightarrow \infty} \delta\left(\pi, \sigma_{i}\right) \tag{4}
\end{equation*}
$$

Such a sequence with $D=\delta(\pi)$ is called an optimizing sequence for $\pi$, and the permutations $\sigma_{i}$ are called (collectively) near-optimizers. They do not need actually to be optimizers; they need only be close enough to give the right limit.

As an example consider the pattern $\pi=132$. If $\sigma=132987654$ then $\nu(\pi, \sigma)=46$ and $\delta(\pi, \sigma)=46 / 84 \approx 0.548$. This turns out to be the unique optimizer of size 9 for $\pi$, so $\delta(\pi, 9)=46 / 84$ as well. These permutations are illustrated in Figure 3. The shape of $\sigma$ suggests a recursive construction of near-optimizers for larger $n$. In fact, as is well known, this construction does produce an optimizing sequence for 132, whose packing density turns out to be $\delta(132)=2 \sqrt{3}-3 \approx 0.464$. (Even for $\pi=132$ it is not so easy to find optimizers for particular values of
$n$. Rounding issues arise and many possibilities need to be considered. Near-optimizers are easier.)

A simpler illustration of the near-optimizers for 132 is in Figure 4. The points in the graph of $\sigma$ line up along the diagonal lines in the figure, and are distributed uniformly by length (to the extent possible for any particular value of $n$ ).

Figure 4 could be understood as simply a guide to the imagination. We prefer to give it a more formal meaning: we interpret pictures like this as defining probability measures on the unit square. In the next sections we will clarify this interpretation and show how it relates to packing densities.

## 2 Packing rates for measures

We consider probability measures $\mu$ on the unit square $S=[0,1] \times[0,1] \subseteq$ $\mathbf{R}^{2}$. In this section we define $\delta^{\prime}(\pi, \mu)$, the packing rate of a pattern $\pi$ with respect to a measure $\mu$. The packing rate of the pattern, $\delta^{\prime}(\pi)$, is the supremum of the rates $\delta^{\prime}(\pi, \mu)$ over all measures $\mu$.

Recall that a measure $\mu$ on $S$ assigns a non-negative value $\mu(A)$ to each Borel set $A \subseteq S$ in such a way that $\mu\left(\cup A_{i}\right)=\sum\left(\mu\left(A_{i}\right)\right)$ whenever $\left\{A_{i}\right\}$ is a finite or countable sequence of pairwise disjoint sets. It is a probability measure if $\mu(S)=1$. Borel sets are subsets of $S$ that can obtained from closed rectangles in finitely many steps, each step being a complementation, a union or intersection of finitely many sets, or a union or intersection of countably many sets. In this paper all of the sets we encounter are Borel sets and "measure" always means probability measure.

A measure can be interpreted as a guide for selecting points randomly from $S$. When we say that a point is selected "according to $\mu$ " we mean that the probability that the point is in any set $A$ is $\mu(A)$. Our plan is to pick $m$ points independently according to $\mu$ and look at the order type of the resulting configuration.

Suppose that an $m$-tuple of points in $S$ has no repeated $x$ coordinates and no repeated $y$ coordinates. We say that it has the order type of $\pi$ if, when the points are arranged in order of increasing $x$ coordinates, their $y$ coordinates form a sequence with the order type of $\pi$. See Figure 5 . (The order of the points in the $m$-tuple does not affect the order type.) An $m$-tuple that has a repeated $x$ coordinate or a repeated $y$ coordinate is called degenerate and has no order type.

An order-preserving transformation of $S$ is a map of the form $(x, y) \mapsto$


Fig. 5. Graph of 2413 , and a 4 -tuple with the order type of 2413
$(f(x), g(y))$ where each of $f$ and $g$ is an order-preserving bijection of $[0,1]$. Transformations of this type preserve the order type of any mtuple. Given any two $m$-tuples with the same order type, we can find an order-preserving transformation of $S$ that maps one onto the other.

Let $\pi \in S_{m}$ be a pattern and let $\mu$ be a measure. The packing rate of $\pi$ with respect to $\mu$ is the probability, if $m$ points are selected independently according to $\mu$, that they have the order type of $\pi$. We denote the packing rate by $\delta^{\prime}(\pi, \mu)$.

More precisely: Let $\mu^{m}=\mu \times \cdots \times \mu$ be the product measure on $S^{m}$, and let $C_{\pi} \subseteq S^{m}$ contain all $m$-tuples of points that have order type $\pi$. Then the packing rate is

$$
\begin{equation*}
\delta^{\prime}(\pi, \mu)=\mu^{m}\left(C_{\pi}\right) \tag{5}
\end{equation*}
$$

The notation $\delta^{\prime}$ for packing rates is temporary. After we relate packing rates to packing densities in Theorem 4.1 we will replace $\delta^{\prime}$ with $\delta$ everywhere.

## Examples of packing rates.

(i) Let $\mu$ be the uniform measure on $S$ (Figure 6). Then all order types are equally likely. We have $\delta^{\prime}(123, \mu)=1 / 6$ and in general

$$
\begin{equation*}
\delta^{\prime}(\pi, \mu)=\frac{1}{m!} \tag{6}
\end{equation*}
$$

if $\pi$ has size $m$.
(ii) Let $\mu$ be concentrated on the main diagonal of $S$ (Figure 7). Then

$$
\begin{equation*}
\delta^{\prime}(123, \mu)=1 \tag{7}
\end{equation*}
$$

and $\delta^{\prime}(\pi, \mu)=0$ for any other pattern $\pi$ of size 3 . It isn't necessary that $\mu$ be uniform on the diagonal as long as single points have zero probability.


Fig. 6. uniform


Fig. 7. diagonal
(iii) Let $\mu$ be concentrated along countably many diagonal segments as shown in Figure 4, with probability being proportional to length. Then

$$
\begin{equation*}
\delta^{\prime}(132, \mu)=2 \sqrt{3}-3 \approx 0.464 \tag{8}
\end{equation*}
$$

This is equal to the packing density of 132 . We call this an "optimal measure" for 132, because no other measure gives a higher packing rate.
(iv) A challenge. Let $\mu$ be uniform on a disk in $S$ (Figure 8). Then what is $\delta^{\prime}(123, \mu)$ ? (We don't know!)
(v) Template measures. Let $\tau \in S_{k}$ be a permutation and form a measure $\mu_{\tau}$ as shown in Figure 9. The measure is concentrated uniformly on the union of $k$ small squares arranged like the graph of $\tau$. Then $\mu_{\tau}$ is called the template measure corresponding to $\tau$. We will use template measures in the proof of Theorem 4.1 and we will have more to say about them in Section 5. For now, consider the packing rate of a pattern $\pi$ with respect to its own template measure $\mu_{\pi}$. If $m$ points are selected from $m$ different cells in the template-an event that occurs with probability $m!/ m^{m}$ - then they are guaranteed to form an occurrence of $\tau$. Therefore,

$$
\begin{equation*}
\delta^{\prime}\left(\pi, \mu_{\pi}\right) \geq \frac{m!}{m^{m}} \tag{9}
\end{equation*}
$$

The packing rate of $\pi$ is the supremum of $\delta^{\prime}(\pi, \mu)$ :

$$
\begin{equation*}
\delta^{\prime}(\pi)=\sup _{\mu} \delta^{\prime}(\pi, \mu), \tag{10}
\end{equation*}
$$

the supremum being taken over all probability measures $\mu$ on $S$. An


Fig. 8. disk
optimal measure for $\pi$ (or "optimizer" when we are considering only measures) is a measure $\mu$ that achieves the supremum.

The example of the template measure shows that $\delta^{\prime}(\pi) \geq m!/ m^{m}$ for any $\pi \in S_{m}$.

## 3 Limits of measures

Is there an optimal measure for every pattern? That is, is the supremum in (10) really a maximum? The answer is yes, and we can prove it by forming a limit of of a sequence of measures whose packing rates approach the supremum. But the proof requires care for two reasons:

- We need a suitable definition for the limit of a sequence of measures; and
- Limits of measures do not always respect packing rates.


Fig. 9. $\tau=35827146$ and the template measure $\mu_{\tau}$

As a cautionary example consider the measures $\mu_{j}$ defined as in Figure 10. Each $\mu_{j}$ is concentrated (uniformly) on the square $[1 /(j+$ 1), $1 / j]^{2} \subseteq S$ for $j=1,2, \ldots$. The only candidate for a limiting measure is the measure $\mu$ defined by a point mass at the origin. Then for each $j$ we have $\delta^{\prime}\left(123, \mu_{j}\right)=1 / 6$, but $\delta^{\prime}(123, \mu)=0$.

The trouble, of course, is that the limit measure allows degenerate $m$-tuples. We need to identify circumstances in which this does not occur.

First we define limits of measures. We say that $\mu$ is the limit of a sequence of measures $\left\{\mu_{j}\right\}$,

$$
\mu=\lim \mu_{j}
$$

if

$$
\begin{equation*}
\int_{S} f(p) d \mu(p)=\lim _{j \rightarrow \infty} \int_{S} f(p) d \mu_{j}(p) \tag{11}
\end{equation*}
$$

for every continuous function $f: S \rightarrow \mathbf{R}$. With this definition the limit of a sequence is unique (if it exists) and the probability measures on $S$ form a compact topological space. This means that from any sequence of measures $\left\{\nu_{i}\right\}$ we can select a sequence $\left\{\mu_{j}\right\}$ that has a limit measure.

It is not generally true that $\mu(A)=\lim \mu_{j}(A)$ for an arbitrary set $A$. (Consider $A=\{(0,0)\}$ in the cautionary example.) But it can be shown from the definition that if $A$ is a closed set,

$$
\begin{equation*}
\mu(A) \geq \limsup _{j \rightarrow \infty} \mu_{j}(A) \tag{12}
\end{equation*}
$$

and if $B$ is an open set,

$$
\begin{equation*}
\mu(B) \leq \liminf _{j \rightarrow \infty} \mu_{j}(B) \tag{13}
\end{equation*}
$$


$\mu_{j}$ is concentrated on $[1 /(j+1), 1 / j]^{2}$.


Fig. 10. Limiting measures do not always respect packing rates

Well-behaved measures. We now identify some special classes of measures. For this paper, a measure $\mu$ is smooth if $\mu(A)=0$ whenever $A$ is a vertical or horizontal line. If points are selected independently according to a smooth measure, the probability of their forming a degenerate configuration is zero.

A measure $\mu$ is normalized if its projection onto each axis is the uniform measure; that is, if

$$
\begin{equation*}
\mu([0, a] \times[0,1])=\mu([0,1] \times[0, a])=a \tag{14}
\end{equation*}
$$

for every $a \in[0,1]$. Every normalized measure is smooth. Better, as we now show, the limit of a sequence of normalized measures is necessarily normalized, and limits of normalized measures respect packing rates.

Lemma 3.1. If $\mu=\lim _{j \rightarrow \infty} \mu_{j}$ and each $\mu_{j}$ is normalized, then $\mu$ is also normalized and for any pattern $\pi$,

$$
\delta^{\prime}(\pi, \mu)=\lim _{j \rightarrow \infty} \delta^{\prime}\left(\pi, \mu_{j}\right) .
$$

Proof. To see that $\mu$ is normalized note that

$$
\begin{equation*}
\mu([0, a] \times[0,1]) \geq \limsup _{j \rightarrow \infty} \mu_{j}([0, a] \times[0,1]) \tag{15}
\end{equation*}
$$

because this set is closed. Every term in the right-hand sequence is $a$, so $\mu([0, a] \times[0,1]) \geq a$. If $\epsilon>0$ then

$$
\begin{align*}
\mu([0, a] \times[0,1]) \leq \mu([0, a+\epsilon) \times & {[0,1]) } \\
& \leq \liminf _{j \rightarrow \infty} \mu_{j}([0, a+\epsilon) \times[0,1]) \tag{16}
\end{align*}
$$

so $\mu([0, a] \times[0,1])<a+\epsilon$. Since this holds for every $\epsilon>0$ it follows that

$$
\begin{equation*}
\mu([0, a] \times[0,1])=a . \tag{17}
\end{equation*}
$$

The same is true in the other dimension, so $\mu$ is normalized.
To see that these limits respect packing rates, note that according to any of the normalized measures $\mu$ or $\mu_{j}$, the boundary of each $C_{\pi}$ has
measure zero. Therefore

$$
\begin{align*}
\delta^{\prime}(\pi, \mu) & =\mu^{m}\left(C_{\pi}\right) \\
& =\mu^{m}\left(\operatorname{int} C_{\pi}\right) \\
& \leq \liminf \mu_{j}^{m}\left(\operatorname{int} C_{\pi}\right) \\
& =\liminf \delta^{\prime}\left(\pi, \mu_{j}\right) \\
& \leq \limsup \delta^{\prime}\left(\pi, \mu_{j}\right) \\
& =\limsup \mu_{j}^{m}\left(\operatorname{cl} C_{\pi}\right) \\
& \leq \mu^{m}\left(\operatorname{cl} C_{\pi}\right) \\
& =\mu^{m}\left(C_{\pi}\right) \\
& =\delta^{\prime}(\pi, \mu) \tag{18}
\end{align*}
$$

This is enough to force $\lim \delta^{\prime}\left(\pi, \mu_{j}\right)=\delta^{\prime}(\pi, \mu)$.
Lemma 3.2. If $\mu$ is any measure on $S$ then there is a normalized measure $\tilde{\mu}$ such that $\delta^{\prime}(\pi, \tilde{\mu}) \geq \delta^{\prime}(\pi, \mu)$ for every pattern $\pi$.

We call $\tilde{\mu}$ a normalization of $\mu$. It is unique if $\mu$ is smooth. We conclude from Lemma 3.2 that if we want to maximize $\delta^{\prime}(\pi, \nu)$ it suffices to look among normalized measures $\nu$.

Proof. If $\mu$ is smooth we can find an order-preserving transformation of $S$ that maps $\mu$ to a normalized measure. More precisely, we can define $\tilde{\mu}$ by

$$
\begin{equation*}
\tilde{\mu}([0, a] \times[0, b])=\mu([0, x] \times[0, y]) \tag{19}
\end{equation*}
$$

for every pair $(a, b)$, where $x$ is the least value for which

$$
\begin{equation*}
\mu([0, x] \times[0,1])=a \tag{20}
\end{equation*}
$$

and $y$ is the least value for which

$$
\begin{equation*}
\mu([0,1] \times[0, y])=b \tag{21}
\end{equation*}
$$

The values specified in (19) are enough to determine $\tilde{\mu}$ on all Borel sets. Now $\delta^{\prime}(\pi, \tilde{\mu})=\delta^{\prime}(\pi, \mu)$ for all patterns $\pi$.

If $\mu$ is not smooth, we apply (19) whenever $x$ and $y$ are uniquely determined, and then extend $\tilde{\mu}$ arbitrarily to a normalized measure on $S$. The implied mapping is not a bijection, and some $m$-tuples which have no order type at all (because an $x$ coordinate is repeated or a $y$ coordinate is repeated) may be mapped to $m$-tuples that do have order
types. So, the probability of an order type $\pi$ arising may be greater under $\tilde{\mu}$ than under $\mu$, and we may have $\delta^{\prime}(\pi, \tilde{\mu})>\delta^{\prime}(\pi, \mu)$.

The next theorem says that every pattern has an optimal measure.
Theorem 3.3. For every pattern $\pi$ there is a normalized measure $\mu$ for which $\delta^{\prime}(\pi, \mu)=\sup _{\nu} \delta^{\prime}(\pi, \nu)$, the supremum being taken over all measures $\nu$ on $S$.

Proof. Let $D=\sup _{\nu} \delta^{\prime}(\pi, \nu)$. Find a sequence $\left\{\nu_{i}\right\}$ of measures such that

$$
\begin{equation*}
\lim _{i \rightarrow \infty} \delta^{\prime}\left(\pi, \nu_{i}\right)=D \tag{22}
\end{equation*}
$$

Replacing each $\nu_{i}$ with its normalization does not change the limit (it might increase some values of $\delta^{\prime}\left(\pi, \nu_{i}\right)$, but not above $D$ ) so we might as well assume that each $\nu_{i}$ is normalized. We can find among them a subsequence $\left\{\mu_{j}\right\}$ of $\left\{\nu_{i}\right\}$ that converges to a limit measure $\mu$. Then $\mu$ is necessarily normalized and we have

$$
\begin{equation*}
\delta^{\prime}(\pi, \mu)=\lim _{j \rightarrow \infty} \delta^{\prime}\left(\pi, \mu_{j}\right)=D \tag{23}
\end{equation*}
$$

as required.

## 4 Packing rates are packing densities

Theorem 4.1. For every pattern $\pi$,

$$
\delta^{\prime}(\pi)=\delta(\pi)
$$

Proof. First we show that $\delta(\pi) \geq \delta^{\prime}(\pi)$.
More generally, if $\mu$ is any measure we show that there exists a sequence of permutations $\left\{\sigma_{i}\right\}$ such that $\lim _{i \rightarrow \infty} \delta\left(\pi, \sigma_{i}\right) \geq \delta^{\prime}(\pi, \mu)$. Since this result holds for every measure $\mu$, including the optimal measure, it follows that $\delta(\pi) \geq \delta^{\prime}(\pi)$.

First suppose that a permutation $\sigma$ of length $n$ is chosen randomly according to $\mu$-that is, $n$ points are selected independently according to $\mu$, and $\sigma$ is their order type. Suppose then that we select an $m$-element subsequence from $\sigma$, also randomly. Then we might has well have chosen $m$-element subsequence directly according to $\mu$, so the probability that it is an occurrence of $\pi$ is exactly $\delta^{\prime}(\pi, \mu)$. This means that the expected value of $\delta(\pi, \sigma)$ is at least $\delta^{\prime}(\pi, \mu)$.

It follows that (for each $n$ ) there exists at least one specific permutation $\sigma$ such that $\delta(\pi, \sigma) \geq \delta^{\prime}(\pi, \mu)$. From the sequence of these permutations select a subsequence $\left\{\sigma_{i}\right\}$ for which the limit $\lim _{i \rightarrow \infty} \delta\left(\pi, \sigma_{i}\right)=D$ exists; then $\delta(\pi) \geq D \geq \delta^{\prime}(\pi, \mu)$. Since this result holds for every measure $\mu$, including the optimal measure, it follows that $\delta(\pi) \geq \delta^{\prime}(\pi)$.

Next we show that $\delta^{\prime}(\pi) \geq \delta(\pi)$.
Let $\left\{\sigma_{i}\right\}$ be a sequence of permutations of increasing size satisfying $\lim \delta\left(\pi, \sigma_{i}\right)=\delta(\pi)$. From each $\sigma_{i}$ construct a template measure $\nu_{i}$ as defined above. Suppose that each $\sigma_{i}$ has size $n_{i}$.

Select an $m$-tuple according to $\nu_{i}$. For it to have the order type of $\pi$ it suffices that

- the points come from $m$ different boxes, and
- the boxes correspond to an occurrence of $\pi$ in $\sigma_{i}$.

The probability of the first event is $\frac{n_{i}!/\left(n_{i}-m\right)!}{n_{i}^{m}}$ and then the conditional probability of the second event is $\delta\left(\pi, \sigma_{i}\right)$. Therefore

$$
\begin{equation*}
\delta^{\prime}\left(\pi, \nu_{i}\right) \geq \frac{n_{i}!/\left(n_{i}-m\right)!}{n_{i}^{m}} \delta\left(\pi, \sigma_{i}\right) \tag{24}
\end{equation*}
$$

Each $\nu_{i}$ is normalized, so there is a subsequence $\left\{\mu_{j}\right\}$ with a limit $\mu$ that is also normalized, and

$$
\begin{align*}
\delta^{\prime}(\pi, \mu) & =\lim _{j \rightarrow \infty} \delta^{\prime}\left(\pi, \mu_{j}\right) \\
& =\lim _{i \rightarrow \infty}\left(\frac{n_{i}!/\left(n_{i}-m\right)!}{n_{i}^{m}}\right) \lim _{i \rightarrow \infty} \delta\left(\pi, \sigma_{i}\right) \\
& =\delta(\pi) . \tag{25}
\end{align*}
$$

It follows that $\delta^{\prime}(\pi) \geq \delta(\pi)$.
We now abandon the notation $\delta^{\prime}$ in favor of $\delta$ in all uses. The packing rate of $\pi$ with respect to a measure $\mu$ is $\delta(\pi, \mu)$, and the packing density is $\delta(\pi)$ whether it arises from a sequence of permutations or an optimal measure.

Open question: Is the normalized optimal measure for $\pi$ unique?

## 5 The packing density of 2413

With the language of measures now firmly in place, we come to the packing density of 2413 . In this section we summarize the existing lower
bounds on $\delta(2413)$, all of which have been obtained using template measures in one form or another.

Recursive template measures. Let $\tau \in S_{k}$. In Section 2 we defined the template measure $\mu_{\tau}$ to be uniform on $k$ small squares arranged like the graph of $\tau$ (Figure 9). One way for a pattern $\pi$ to occur in $\mu_{\tau}$ is for $m$ points to be chosen from different squares which happen to correspond to an occurrence of $\pi$ in $\tau$. The probability of this event is given in equation (24); in the current context it is

$$
\frac{k!/(k-m)!}{k^{m}} \delta(\pi, \tau)
$$

If we substitute $\delta(\pi, \tau)=\nu(\pi, \tau) /\binom{k}{m}$ we get the equivalent form

$$
\begin{equation*}
\frac{m!}{k^{m}} \nu(\pi, \tau) \tag{26}
\end{equation*}
$$

This construction can be refined by modifying the measure within each small square to be a reduced-scale copy of the measure on $S$ itself. We call the result the recursive template measure corresponding to $\tau$. (From now on we will reserve the notation $\mu_{\tau}$ for the recursive template.) In a recursive template there is another good way for occurrences of a pattern $\pi$ to occur: if $m$ points are drawn from the same square (probability $k / k^{m}$ ) then they form an occurrence of $\pi$ with probability $\delta\left(\pi, \mu_{\tau}\right)$. Combining these two ways gives

$$
\begin{equation*}
\delta\left(\pi, \mu_{\tau}\right) \geq \frac{m!}{k^{m}} \nu(\pi, \tau)+\frac{k}{k^{m}} \delta\left(\pi, \mu_{\tau}\right) \tag{27}
\end{equation*}
$$

which can be solved to give

$$
\begin{equation*}
\delta\left(\pi, \mu_{\tau}\right) \geq \frac{(m!) \nu(\pi, \tau)}{k^{m}-k} \tag{28}
\end{equation*}
$$

This formula appears in [4]. It is an inequality because there may be yet other ways for a pattern to occur (although this is not the case when $\pi=2413$ ).

For any pattern $\pi$ we can use this construction with $\tau=\pi$ (whence $\nu(\pi, \tau)=1)$ to obtain

$$
\begin{equation*}
\delta\left(\pi, \mu_{\pi}\right) \geq \frac{m!}{m^{m}-m} \tag{29}
\end{equation*}
$$

which gives a lower bound for the packing density of any pattern of size $m$. In the case of $\pi=2413$, we have $m=4$ and the bound is

$$
\begin{equation*}
\delta(2413) \geq 2 / 21 \approx 0.0952 \tag{30}
\end{equation*}
$$

In [2] the same construction was applied using $\tau=35827146$ (Figure 9) to obtain

$$
\begin{equation*}
\delta(2413) \geq 51 / 511 \approx 0.099804 \tag{31}
\end{equation*}
$$

This follows from equation (28) with $k=8, m=4$, and $\nu(2413$, $35827146)=17$.

Warren [5] used this construction with $k=12$ and $\tau=54712113$ 1021698 to obtain

$$
\begin{equation*}
\delta(2413) \geq 16 / 157 \approx 0.101911 \tag{32}
\end{equation*}
$$

Weighted templates. The above construction can be improved in another way. We can alter the probabilities allocated to the small squares in the template. The probabilities (weights) can be assigned arbitrarily, as long as they add to 1 .

Presutti [4] uses a template based on the permutation

$$
579(11)(16) 4(15) 3(14) 2(13) 168(10)(12)
$$

(with $m=16$ ) and optimizes weights using Mathematica to obtain

$$
\begin{equation*}
\delta(2413) \geq 0.104250980068974874 \tag{33}
\end{equation*}
$$

which is the best lower bound that has appeared.
Empirical results. Other researchers have used empirical methods to find optimizing permutations $\sigma$ for 2413, including cases with large $n$. Michael Albert, Nik Ruskuc, and Imre Leader found optimizers and near-optimizers for large values of $n$, and were able to use them to establish lower bounds greater than 51/511. Albert and Vince Vatter (separately) used simulated annealing to find additional examples [1]. The optimizers seem to have a consistent form. If $\sigma$ is one of these optimizers, then generally $\sigma$ consists of. . .

- An initial, increasing segment, consisting of middle-range values;
- A segment with two interleaved decreasing sequences, one with high values and one with low values; and
- A terminal, increasing segment, with middle-range values overlapping those of the initial segment.

In effect, the points in the graph of $\sigma$ seem to be lining up along the segments illustrated in Figure 11, below. The optimizers also have some local complications corresponding to the "recursion bubbles" that we introduce in Section 9.

The template permutations used above are all of this form. For example, 35827146 (illustrated in Figure 9) consists of an initial increasing segment 35 , two interleaved decreasing sequences 8_7 (with high values) and 2_1 (with low values) and a terminal increasing segment 46. The templates used by Warren (size 12) and Presutti (size 16) are also of this form. (Well, actually, Warren's template is not of this form, and does not even have four-fold symmetry. But the slightly modified template $\tau=457(12)(11) 3(10) 21689$ is of the above form and has exactly the same 2413 -occurrences as Warren's template. None of these examples is large enough to show recursion bubbles.)

This form of the optimizers motivates the definition of a "four-segment measure" in the next section.

## 6 Four-segment measures

We define a class of measures that offer good packing rates for 2413.
A symmetrical four-segment measure (SFS measure) is a measure on $S$ which is

- symmetrical with respect to four-fold rotations of $S$, and
- concentrated on the line segment from $(1 / 4,1 / 4)$ to $(3 / 4,0)$ and the three segments obtained from it by rotations of $S$.

That means that the measure is concentrated on the four segments illustrated in Figure 11.

There is no requirement that the measures be uniform on the segments. In fact, the measures in this class differ precisely in their distributions along the segments. Because of symmetry, each is determined by the distribution along the bottom segment.

We give a name to this distribution. Let $\mu$ be a four-segment measure and let $t \in[0,1]$. Then let $F(t)$ be the probability, given that a point is on the bottom segment, that it is in the leftmost fraction $t$ of the segment.

One way to make this definition precise is to write

$$
\begin{equation*}
F(t)=4 \mu([1 / 4,1 / 4+t / 2] \times[0,1 / 4]) \tag{34}
\end{equation*}
$$

for $t \in[0,1]$.
(This is an awkward formula, mainly because - for convenience in later calculations - we have chosen to make $F$ have domain $[0,1]$ and range $[0,1]$. This forces a mismatch of coordinates. While the argument $t$


Fig. 11. The segments on which four-segment measures are concentrated
runs from 0 to 1 , the coordinate $x$ runs from $1 / 4$ to $3 / 4$. One unit of $t$ corresponding to $1 / 2$ unit of $x$.)

Now any SFS measure is completely determined by the function $F$. Like any cumulative distribution function on $[0,1], F$ is non-decreasing and satisfies $F(1)=1$. It is not necessarily differentiable.

An SFS measure is not a priori smooth or normalized. Since we are concerned with maximizing packing rates we can limit our attention to smooth measures, but we can't usually normalize an SFS measure without bending the segments. We can, however, partially normalize the measure by requiring that, projected onto the $x$ axis, the measure be uniform on $[1 / 4,3 / 4]$. To preserve symmetry we then do the same thing for the $y$ axis. The geometry of the four segments is such that the two operations do not interfere with each other. This process does not alter the packing rate for 2413 or any other pattern, so we might as well limit our attention to SFS measures that are partially normalized in this sense.

This assumption gives us the formula

$$
\begin{equation*}
F(t)+(1-F(1-t))=2 t \tag{35}
\end{equation*}
$$

for every $t \in[0,1]$. We call this the normalization identity, and we assume that this relationship holds for every SFS measure we consider. This relationship forces the measure to be smooth and forces the distribution $F$ to be continuous. It also implies that the slope of $F$ is bounded
between 0 and 2. (More precisely, since the graph of $F$ need not always have a slope, it implies that every difference quotient

$$
\frac{F(b)-F(a)}{b-a}
$$

is in the interval $[0,2]$.) On intervals where $F$ is flat, all of the probability is in the upper segment; on intervals where the graph of $F$ has slope 2, all of the probability is on the lower segment. On other intervals there is probability on both segments (which accounts for interleaved sequences in the empirical optimizing permutations).

We now have a class of measures with which to proceed. We make the following non-conjecture:

Non-Conjecture 6.1. The optimal measure for 2413 is a symmetrical four-segment measure determined by a distribution function $F$ satisfying (35).

We call this a non-conjecture because we will prove in Section 9 that it is false. In that section we will show that adding recursion bubbles to the best SFS measure increases the packing rate; hence, the best SFS measure isn't optimal. Still, it's a starting point. Our plan in the next two sections is to find, with proof, the SFS measure that optimizes the packing density of 2413 among SFS measures. Then we can begin to improve that measure with recursion bubbles.

## 7 The packing rate for an SFS measure

In this section we give a formula for the packing rate of 2413 with respect to a symmetrical four-segment measure. Most of the rest of the section consists of the proof, which involves heavy calculation. Theorem 7.2, at the end of the section, gives an alternative formula.

Theorem 7.1. Let $\mu$ be the symmetrical four-segment measure determined by a distribution function $F$ satisfying the normalization identity (35). Then the packing rate of 2413 with respect to $\mu$ is given by

$$
\begin{align*}
\delta(2413, \mu)=\frac{5}{32}+\frac{3}{4} & \left(\int_{t=0}^{1} F(t) d t\right)^{2} \\
& +\int_{t=0}^{1}\left(\left(\frac{3}{4} t-\frac{9}{8}\right) F(t)^{2}-\frac{1}{4} F(t)^{3}\right) d t \tag{36}
\end{align*}
$$
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Fig. 12. Three types of 2413 -occurrences

Proof. For full generality we will use the notation of Stieltjes integrals. Recall that the integral

$$
\begin{equation*}
\int_{t=a}^{b} H(t) d F(t) \tag{37}
\end{equation*}
$$

gives the mean of $H(t)$ when $t$ is drawn from the probability distribution defined by $F$. If $F$ has a derivative $f$ then the integral can be understood as

$$
\begin{equation*}
\int_{t=a}^{b} H(t) d F(t)=\int_{t=a}^{b} H(t) f(t) d t . \tag{38}
\end{equation*}
$$

More generally the integral is defined using Riemann-like sums:

$$
\begin{equation*}
\int_{t=a}^{b} H(t) d F(t)=\lim \sum_{i=0}^{n} H\left(x_{i}^{*}\right)\left(F\left(x_{i}\right)-F\left(x_{i-1}\right)\right) \tag{39}
\end{equation*}
$$

where $x_{i}^{*}$ is an arbitrary point in $\left[x_{i-1}, x_{i}\right]$ and the limit is over partitions $a \leq x_{0}<x_{1}<\cdots<x_{n}=b$ with decreasing mesh size. The formula for integration by parts is

$$
\begin{equation*}
\int H(t) d F(t)=H(t) F(t)-\int F(t) d H(t) \tag{40}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{t=a}^{b} H(t) d F(t)=\left.H(t) F(t)\right|_{t=a} ^{b}-\int_{t=a}^{b} F(t) d H(t) . \tag{41}
\end{equation*}
$$

With these tools in hand we begin the evaluation of $\delta(2413, \mu)$. There are three ways for a 4 -tuple of points selected according to $\mu$ to be an occurrence of 2413: Types 1, 2, and 3, each illustrated in Figure 12.
The 4 -tuple is an occurrence of Type 1 if

- One point is chosen from each segment (probability $3 / 32$ );
- The top point is to the left of the bottom point; and
- The right point is above the left point.

Let $X$ be the probability (given that there is one point on each segment) that the top point is to the left of the bottom point. Then $X$ is given by

$$
\begin{equation*}
X=\int_{t=0}^{1}(1-F(1-t)) d F(t) . \tag{42}
\end{equation*}
$$

Using the identity (35) and integration by parts we obtain

$$
\begin{align*}
X & =\int_{t=0}^{1}(2 t-F(t)) d F(t) \\
& =2 \int_{t=0}^{1} t d F(t)-\int_{t=0}^{1} F(t) d F(t) \\
& =2\left(1-\int_{t=0}^{1} F(t) d t\right)-\left.\frac{1}{2} F(t)^{2}\right|_{t=0} ^{1} \\
& =2\left(1-\int_{t=0}^{1} F(t) d t\right)-\frac{1}{2} \\
& =\frac{3}{2}-2 \int_{t=0}^{1} F(t) d t \tag{43}
\end{align*}
$$

As an example, consider the measure $\mu$ determined by a uniform distribution along the four segments; that is, consider the case of $F(t)=t$. In this case we would expect to find $X=1 / 2$, and that is indeed the value given by equation (43).

By symmetry the probability that the right point is above the left point is also $X$, so the probability of a Type 1 occurrence is

$$
\begin{equation*}
\frac{3}{32} X^{2}=\frac{27}{128}+\frac{3}{8}\left(\int_{t=0}^{1} F(t) d t\right)^{2}-\frac{9}{16} \int_{t=0}^{1} F(t) d t . \tag{44}
\end{equation*}
$$

The 4 -tuple is an occurrence of Type 2 if

- Two points are on the top segment and one each are on the left and bottom segments (probability $3 / 64$ before allowing for rotations);
- The point on the bottom segment is horizontally between the points on the top segment.

Let $Y$ be the probability, given that the points are on the correct segments, that the bottom point is horizontally between the top points. Then $Y$ is given by

$$
\begin{equation*}
Y=2 \int_{t=0}^{1} F(1-t)(1-F(1-t)) d F(t) . \tag{45}
\end{equation*}
$$

The initial factor 2 appears because the two points on the top segment can occur in either order. Substituting $1-t$ for $t$ makes this

$$
\begin{equation*}
Y=2 \int_{t=0}^{1} F(t)(1-F(t)) d F(1-t) \tag{46}
\end{equation*}
$$

Differentiating (35) gives

$$
\begin{equation*}
d F(1-t)=2 d t-d F(t) \tag{47}
\end{equation*}
$$

and substituting this into our expression gives

$$
\begin{equation*}
Y=4 \int_{t=0}^{1} F(t)(1-F(t)) d t-2 \int_{t=0}^{1} F(t)(1-F(t)) d F(t) \tag{48}
\end{equation*}
$$

The second integral is $\left.\left(\frac{1}{2} F(t)^{2}-\frac{1}{3} F(t)^{3}\right)\right|_{t=0} ^{1}=\frac{1}{6}$, so we can rewrite (48) as

$$
\begin{equation*}
Y=-\frac{1}{3}+\int_{t=0}^{1}\left(4 F(t) d t-4 F(t)^{2}\right) d t \tag{49}
\end{equation*}
$$

For example, if $F(t)=t$, then $Y=\frac{1}{3}$ as we would expect. Now the probability of a Type 2 occurrence (including a factor of 4 to account for the rotations) is

$$
\begin{equation*}
4 \cdot \frac{3}{64} Y=-\frac{1}{16}+\int_{t=0}^{1}\left(\frac{3}{4} F(t) d t-\frac{3}{4} F(t)^{2}\right) d t \tag{50}
\end{equation*}
$$

A 4-tuple is a Type 3 occurrence if

- Two points are from the top segment and two from the bottom segment (probability $3 / 128$ before allowing for rotations); and
- From the left, the four points have the order bottom, top, bottom, top.

Let $Z$ be the probability, given that the points are on the correct segments, that they have the correct order. Then $Z$ is given by

$$
\begin{equation*}
Z=4 \int_{t=0}^{1} \int_{s=1-t}^{1} F(1-t) F(1-s) d F(s) d F(t) \tag{51}
\end{equation*}
$$

In this formulation $t$ represents the distance from the left end of the bottom segment to the rightmost bottom point, and $s$ represents the distance from the right end of the top segment to the leftmost of the top points. These must satisfy $s>1-t$, hence the limits of the integrals. The order requirement is that one bottom point is left of $s$, one top point is at $s$, one bottom point is at $t$, and one top point is right of $t$; hence factors of $F(1-t), d F(s), F(1-s), d F(t)$ respectively. The initial factor
of 4 is there because the top points can exchange roles and the bottom points can exchange roles.

Write this expression as an iterated integral:

$$
\begin{equation*}
Z=4 \int_{t=0}^{1} F(1-t)\left[\int_{s=1-t}^{1} F(1-s) d F(s)\right] d F(t) \tag{52}
\end{equation*}
$$

To evaluate the inner integral we first substitute $1-s$ for $s$, again using the identity $d F(1-s)=2 d s-d F(s)$ :

$$
\begin{aligned}
\int_{s=1-t}^{1} F(1-s) d F(s) & =\int_{s=0}^{t} F(s) d F(1-s) \\
& =\int_{s=0}^{t} F(s)(2 d s-d F(s)) \\
& =2 \int_{s=0}^{t} F(s) d s-\int_{s=0}^{t} F(s) d F(s) \\
& =2 \int_{s=0}^{t} F(s) d s-\left.\left(\frac{1}{2} F(s)^{2}\right)\right|_{s=0} ^{t} \\
& =2 G(t)-\frac{1}{2} F(t)^{2}
\end{aligned}
$$

where $G(t)=\int_{s=0}^{t} F(s) d s$. Substituting this into the main integral gives

$$
\begin{aligned}
Z & =4 \int_{t=0}^{1} F(1-t)\left(2 G(t)-\frac{1}{2} F(t)^{2}\right) d F(t) \\
& =4 \int_{t=0}^{1}(1-2 t+F(t))\left(2 G(t)-\frac{1}{2} F(t)^{2}\right) d F(t)
\end{aligned}
$$

Expanding this integral into six terms and integrating (usually by parts)
gives

$$
\begin{aligned}
Z= & 8 \int_{t=0}^{1} G(t) d F(t)-16 \int_{t=0}^{1} t G(t) d F(t)+8 \int_{t=0}^{1} F(t) G(t) d F(t) \\
& -2 \int_{t=0}^{1} F(t)^{2} d F(t)+4 \int_{t=0}^{1} t F(t)^{2} d F(t)-2 \int_{t=0}^{1} F(t)^{3} d F(t) \\
= & 8\left(\int_{t=0}^{1} F(t) d t-\int_{t=0}^{1} F(t)^{2} d t\right) \\
& -16\left(\int_{t=0}^{1} F(t) d t-\frac{1}{2}\left(\int_{t=0}^{1} F(t) d t\right)^{2}-\int_{t=0}^{1} t F(t)^{2} d t\right) \\
& +8\left(\frac{1}{2} \int_{t=0}^{1} F(t) d t-\frac{1}{2} \int_{t=0}^{1} F(t)^{3} d t\right) \\
& -2\left(\frac{1}{3}\right)+4\left(\frac{1}{3}-\frac{1}{3} \int_{t=0}^{1} F(t)^{3} d t\right)-2\left(\frac{1}{4}\right) \\
=\frac{1}{6}+ & 8\left(\int_{t=0}^{1} F(t) d t\right)^{2} \\
& +\int_{t=0}^{1}\left(-4 F(t)-8 F(t)^{2}-\frac{16}{3} F(t)^{3}+16 t F(t)^{2}\right) d t .
\end{aligned}
$$

When $F(t)=t$ this is $1 / 6$ as we would expect. The probability of a Type-3 occurrence (multiplying by 2 to account for the rotation) is

$$
\begin{align*}
2 \cdot \frac{3}{128} Z & =\frac{1}{128}+\frac{3}{8}\left(\int_{t=0}^{1} F(t) d t\right)^{2} \\
& +\int_{t=0}^{1}\left(-\frac{3}{16} F(t)-\frac{3}{8} F(t)^{2}-\frac{1}{4} F(t)^{3}+\frac{3}{4} t F(t)^{2}\right) d t \tag{53}
\end{align*}
$$

Combining the probabilities for the three types, we have

$$
\begin{align*}
\delta(2413, \mu)=\frac{5}{32}+\frac{3}{4}( & \left.\int_{t=0}^{1} F(t) d t\right)^{2} \\
& +\int_{t=0}^{1}\left(\left(\frac{3}{4} t-\frac{9}{8}\right) F(t)^{2}-\frac{1}{4} F(t)^{3}\right) d t \tag{54}
\end{align*}
$$

as required.
We aren't free to choose $F(t)$ arbitrarily for all $t \in[0,1]$. We may choose $F(t)$ on $[0,1 / 2]$ subject to certain constraints, but then the values on $[1 / 2,1]$ are forced on us by the normalization identity (35). It is helpful, therefore, to have an alternative to Theorem 7.1 in which the integrals are limited to the interval $[0,1 / 2]$.

Theorem 7.2. Let $\mu$ be the symmetrical four-segment measure determined by a distribution function $F$ satisfying (35). Then the packing rate of 2413 with respect to $\mu$ is given by

$$
\begin{align*}
& \delta(2413, \mu)=\frac{3}{32}+3\left(\int_{t=0}^{1 / 2} F(t) d t\right)^{2} \\
& \quad+\int_{t=0}^{1 / 2}\left[\left(3 t-\frac{3}{4}\right) F(t)+\left(\frac{3}{2} t-\frac{9}{4}\right) F(t)^{2}-\frac{1}{2} F(t)^{3}\right] d t . \tag{55}
\end{align*}
$$

Proof. Divide each of the integrals in Theorem 7.1 into two integrals, substitute $1-t$ for $t$ in the second integral, simplify using the normalization identity, and recombine the integrals. For example:

$$
\begin{align*}
\int_{t=0}^{1} F(t) d t & =\int_{t=0}^{1 / 2} F(t) d t+\int_{t=1 / 2}^{1} F(t) d t \\
& =\int_{t=0}^{1 / 2} F(t) d t+\int_{t=0}^{1 / 2} F(1-t) d t \\
& =\int_{t=0}^{1 / 2} F(t) d t+\int_{t=0}^{1 / 2}(1-2 t+F(t)) d t \\
& =2 \int_{t=0}^{1 / 2} F(t) d t+\int_{t=0}^{1 / 2}(1-2 t) d t \\
& =2 \int_{t=0}^{1 / 2} F(t) d t+\frac{1}{4} \tag{56}
\end{align*}
$$

The other integral in (36) can be restated in the same way, and the results can be combined to give (55). We leave the calculation to the reader. (Actually we invite the reader to leave the calculation to us. This is a good time to thank the volunteer referees who make mathematical publication possible.)

## 8 The optimal SFS measure

In this section we use the calculus of variations to find a measure that maximizes $\delta(2413, \mu)$ among symmetrical four-segment measures $\mu$.

Define a functional $\Phi$ by

$$
\begin{align*}
\Phi[F] & =\frac{3}{32}+3\left(\int_{t=0}^{1 / 2} F(t) d t\right)^{2} \\
& +\int_{t=0}^{1 / 2}\left(\left(3 t-\frac{3}{4}\right) F(t)+\left(\frac{3}{2} t-\frac{9}{4}\right) F(t)^{2}-\frac{1}{2} F(t)^{3}\right) d t \tag{57}
\end{align*}
$$

when $F$ is defined on the interval $[0,1 / 2]$. This is the formula from Theorem 7.2 , which says that $\delta(\pi, \mu)=\Phi[F]$ when $\mu$ is the SFS measure determined by $F$. To find the optimal SFS measure, we need to maximize $\Phi[F]$ subject to certain constraints on $F$.

We are free to choose any distribution $F$ provided that $F(0)=0$, $F$ is non-decreasing, and $F$ satisfies the normalization identity (35). Equivalently: We can choose $F(t)$ arbitrarily on the interval $0 \leq t \leq 1 / 2$ subject to two constraints:

- $F(0)=0$, and
- The difference quotients of $F$ satisfy

$$
\begin{equation*}
0 \leq \frac{F(t)-F(s)}{t-s} \leq 2 \tag{58}
\end{equation*}
$$

whenever $0 \leq s<t \leq 1 / 2$.
Then $F$ can be extended to all of $[0,1]$ using equation (35), and equation (58) is automatically satisfied on the entire interval. These requirements also force $F$ to be continuous and nondecreasing on $[0,1]$ and to satisfy $F(1)=1$.

We say that $F$ is unconstrained at $t$ if, in some neighborhood of $t$, the difference quotients are bounded away from 0 and 2 . Otherwise, $F$ is constrained at $t$. The easiest way for $F$ to be constrained at $t$ is for the graph of $F$ to have slope 0 or 2 on an interval containing $t$, but $F$ can also be constrained at $t$ (for example) if $t$ is a limit point of such intervals. If $F$ is unconstrained at $t$, we are free to make positive or negative adjustments to $F$ in a neighborhood of $t$ in an attempt to maximize $\delta(2413, \mu)$.
(When $F$ is constrained at $t$, the corresponding measure has probability only on one segment - on top when $F(t)=0$, and on the bottom when $F$ has slope 2 . When $F$ is unconstrained, there is probability on both segments.)

Theorem 8.1. Let $J=\int_{0}^{1 / 2} F(t) d t$. If $F$ maximizes $\delta(2413, \mu)$ subject
to the above requirements, then $F(t)$ must be given by

$$
\begin{equation*}
F(t)=\sqrt{\left(t-\frac{1}{2}\right)^{2}+\frac{3}{2}+4 J}+\left(t-\frac{3}{2}\right) \tag{59}
\end{equation*}
$$

whenever $F$ is unconstrained at $t$.
This is a local requirement. We will prove it first, then extend it to a global description of $F$ in the next theorem.

Proof. Let $H$ be any function with a continuous derivative on $[0,1 / 2]$ and satisfying $H(0)=0$ and $H(t)=0$ whenever $F$ is constrained at $t$. Then $F$ may be altered by adding or subtracting a small multiple of $H$. It follows that the derivative of

$$
\Phi[F+\epsilon H]
$$

with respect to $\epsilon$ must be zero at $\epsilon=0$. Compute:

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} \frac{\Phi[F+\epsilon H]-\Phi[F]}{\epsilon} \\
& =\int_{t=0}^{1}\left(\left(6 J+3 t-\frac{3}{4}\right)+\left(3 t-\frac{9}{2}\right) F(t)-\frac{3}{2} F(t)^{2}\right) H(t) d t \tag{60}
\end{align*}
$$

This expression must be zero for $F$ to be optimal, for any suitable $H$. When $F$ is unconstrained at $t$ we can choose $H$ to be positive in a small neighborhood of $t$. Therefore we must have

$$
\begin{equation*}
\left(6 J+3 t-\frac{3}{4}\right)+\left(3 t-\frac{9}{2}\right) F(t)-\frac{3}{2} F(t)^{2}=0 \tag{61}
\end{equation*}
$$

whenever $F(t)$ is unconstrained.
This can be solved uniquely for $F(t)$ (since $F(t) \geq 0)$ giving

$$
\begin{equation*}
F(t)=\sqrt{\left(t-\frac{1}{2}\right)^{2}+\frac{3}{2}+4 J}+\left(t-\frac{3}{2}\right) \tag{62}
\end{equation*}
$$

as required.
That is a local result. To understand the behavior of $F$ globally, we must know when $F$ is unconstrained. If $J<1 / 8$ (which is the case for all plausible $F$ ) we can check that equation (59) never gives a slope greater than 2 , but that it sometimes does give negative values for $F$.

In fact, equation (59) gives $F(t) \leq 0$ whenever $t \leq 1 / 4-2 J$. Write $t^{*}=1 / 4-2 J$. This means that for the optimal $F$ we must have $F(t)=0$
when $t \leq t^{*}$, and $F(t)$ given by the formula when $t^{*} \leq t \leq 1 / 2$. To summarize:

$$
F(t)= \begin{cases}0 & \text { when } t \leq t^{*}  \tag{63}\\ \sqrt{\left(t-\frac{1}{2}\right)^{2}+\frac{3}{2}+4 J}+\left(t-\frac{3}{2}\right) & \text { when } t^{*} \leq t \leq \frac{1}{2}\end{cases}
$$

This formula for $F$ is circular because it makes $F$ depend on its own integral $J$. In fact, there is only one value of $J$ that makes the formula consistent, which we will call $J^{*}$, and only one corresponding value of $t^{*}$. We turn to Mathematica for a numerical integral and solution:

$$
\begin{align*}
J^{*} & \approx 0.05110454191162339225  \tag{64}\\
t^{*}=\frac{1}{4}-2 J^{*} & \approx 0.14779091617675321550 \tag{65}
\end{align*}
$$

(This calculation is almost analytic. If $K$ is the smallest positive solution of $K \ln K=K-5 / 2$ then the above values are given by $J^{*}=$ $(K-3 / 2) / 4$ and $\left.t^{*}=1-K / 2.\right)$

Extending $F$ to $[0,1]$ using (35) leaves the formula (59) unchanged. For $t>1-t^{*}$ it gives $F(t)=2 t-1$. We have proved:

Theorem 8.2. There is a unique distribution $F$ that maximizes $\Phi[F]$ for four-segment measures. If $J^{*}$ and $t^{*}$ are chosen as above with approximate values given by (64) and (65), then $J^{*}=\int_{0}^{1 / 2} F(t) d t$ and $F$ is given on $[0,1]$ by

$$
F(t)= \begin{cases}0 & \text { when } 0 \leq t \leq t^{*}  \tag{66}\\ \sqrt{\left(t-\frac{1}{2}\right)^{2}+\frac{3}{2}+4 J}+\left(t-\frac{3}{2}\right) & \text { when } t^{*} \leq t \leq 1-t^{*} \\ 2 t-1 & \text { when } 1-t^{*} \leq t \leq 1\end{cases}
$$

Figure 13 is a graph of $F$. The function is convex, has $F(1 / 2) \approx$ 0.30553 and $F^{\prime}(1 / 2)=1$, and has no derivative at $t^{*}$ or $1-t^{*}$. We call the corresponding measure $\mu$. Its packing density is calculated from (59):

$$
\begin{equation*}
\delta(2413, \mu)=\Phi[F] \approx 0.10472339512772223636 \tag{67}
\end{equation*}
$$

This number is a new lower bound for the packing density $\delta(2413)$, and we have proven that it is the best packing rate possible using a symmetrical four-segment measure.


Fig. 13. Graph of F for $\mu$ or $\mu_{1}$

## 9 The first recursion bubble

Having found the optimal four-segment measure, we now improve it using recursion.

The measure $\mu$ defined at the end of the last section is determined by a function $F$ with $F(t)=0$ for $t \in\left[0, t^{*}\right]$. This corresponds to the part of $S$ with $x \in\left[1 / 4,1 / 4+t^{*} / 2\right]$. In this region all of the probability is concentrated on the upper segment, in the rectangle $R=[1 / 4,1 / 4+$ $\left.t^{*} / 2\right] \times\left[1-t^{*} / 4,1\right]$. The probability itself is $\mu(R)=t^{*} / 2$.

There is no probability above, below, or to the left or right of this rectangle, so it is easy to check that no occurrence of 2413 includes more than one point from this rectangle. Therefore nothing is lost by rearranging probability within the rectangle.

Define $\mu_{1}$ recursively by $\mu_{1}=\mu$ except on the rectangle $R$ and its rotated images, in which $\mu_{1}$ is a reduced-scale image of $\mu$ itself. (It makes no difference that the transformation between $S$ and $R$ is not aspect-preserving.) We call the four altered rectangles recursion bubbles. (We have seen recursion bubbles before, in recursive templates and in Figure 3.)

Now we have the same 2413 occurrences as before, plus additional occurrences when all four points fall within one of the recursion bubbles (probability $4\left(t^{*} / 2\right)^{4}$ ) and happen to form a 2413 occurrence within the bubble. Therefore

$$
\begin{equation*}
\delta\left(2413, \mu_{1}\right)=\Phi[F]+4\left(\frac{t^{*}}{2}\right)^{4} \delta\left(2413, \mu_{1}\right) \tag{68}
\end{equation*}
$$

or, solving,

$$
\begin{equation*}
\delta\left(2413, \mu_{1}\right)=\frac{\Phi[F]}{1-4\left(\frac{t^{*}}{2}\right)^{4}} \tag{69}
\end{equation*}
$$

Using the values of $\Phi[F]$ and $t^{*}$ from the previous section we obtain

$$
\begin{equation*}
\delta\left(2413, \mu_{1}\right) \approx 0.10473588696991414716 \ldots \tag{70}
\end{equation*}
$$

a new lower bound for $\delta(2413)$. The increase due to the recursion bubble appears in the fifth decimal place.

## 10 The second recursion bubble

Shouldn't the recursion bubble be bigger?
The measure $\mu$ was optimal in the absence of recursion. With recursion, there is a greater advantage to selecting points in the recursion box than there was before. At the margin, shouldn't that shift the optimum configuration in the direction of a larger bubble?

So, let's increase the size of the bubble. We can't do that in isolation, because it would cause $F$ to be inconsistent with (59) immediately to the right of the bubble. We must allow $F$ to increase with slope 2 until it catches up with the formula. This creates a small region in which all of the probability is on the lower segment, so we might as well turn it into a second recursion bubble.

The resulting measure is the same as an SFS with this distribution:

$$
F(t)= \begin{cases}0 & \text { when } t \leq t_{1} \\ 2\left(t-t_{1}\right) & \text { when } t_{1} \leq t \leq t_{2} \\ \sqrt{\left(t-\frac{1}{2}\right)^{2}+\frac{3}{2}+4 J}+\left(t-\frac{3}{2}\right) & \text { when } t_{2} \leq t \leq 1-t_{2} \\ 1-2 t_{1} & \text { when } 1-t_{2} \leq t \leq 1-t_{1} \\ 2 t-1 & \text { when } 1-t_{1} \leq t\end{cases}
$$

We have extended $F$ to $[0,1]$ using the normalization identity. There are now two recursion bubbles on each segment, one corresponding to the interval $\left[0, t_{1}\right]$ (probability $\left(t_{1} / 2\right)^{2}$ for each box) and one corresponding to the interval $\left[t_{1}, t_{2}\right]$ (probability $\left(\left(t_{2}-t_{1}\right) / 2\right)^{2}$ for each box). Both $t_{1}$ and $t_{2}$ are parameters that we can choose, along with $J$, subject to the requirement that $F$ be continuous at $t_{2}$ and have integral $J$ on $[0,1 / 2]$.

We optimize $t_{1}$ and $t_{2}$ by naked calculation:

$$
\begin{aligned}
& t_{1}=0.14861089461296151506 \ldots \\
& t_{2}=0.14909030676438411460 \ldots
\end{aligned}
$$

and if $\mu_{2}$ is the measure with these revisions, we get

$$
\delta\left(2413, \mu_{2}\right)=\frac{\Phi[F]}{1-4\left(\frac{t_{1}}{2}\right)^{4}-4\left(\frac{t_{2}-t_{1}}{2}\right)^{4}} \approx 0.10473602526603545023 \ldots
$$

The improvement over $\mu_{1}$ is about $10^{-7}$. This is the best lower bound we have found for $\delta(2413)$.

Conjecture 10.1. The measure $\mu_{2}$ is optimal for 2413 and the packing density of 2413 is $\delta(2413)=0.10473602526603545023 \ldots$.

The measure $\mu_{2}$ is illustrated in Figure 1.
How much is proof and how much is conjecture? We conjectured that the optimal measure would be related to a four-segment measure, and we proved that the optimal four-segment measure is given by Theorem 8.2. We conjectured that adding two recursion bubbles would make this optimal, and calculated the best location of the recursion bubbles by brute force. Hence, gaps remain before we can be sure that $\mu_{2}$ is optimal.

## 11 More bubbles

An alternative possibility is that the recursion bubbles continue to multiply, alternating between the top and bottom segment and reaching a limit point before the center of the segment. We cannot calculate a positive contribution even for the third box, which may just mean that it is too small to be found by our methods. A measure $\mu_{\infty}$ with an infinite sequence of recursion blocks is illustrated in Figure 2.
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#### Abstract

A token passing network is a directed graph with one or more specified input vertices and one or more specified output vertices. A vertex of the graph may be occupied by at most one token, and tokens are passed through the graph. The reorderings of tokens that can arise as a result of this process are called the language of the token passing network. It was known that these languages correspond through a natural encoding to certain regular languages. We show that the collection of such languages is relatively restricted, in particular that only finitely many occur over each fixed alphabet.


## 1 Introduction

The study of graphs whose vertices can be occupied by tokens, or pebbles, which are moved along the edges has ranged from recreational $\dagger$ Supported by EPSRC grant GR/S41074/01.


Fig. 1. $S_{2,2}$, a network of two stacks of capacity two in parallel
mathematics $[8,10]$ to motion planning and related topics $[3,4,6]$. In most of these papers the problem is restricted to moving a fixed set of pebbles within a given graph, generally aiming to obtain a specific configuration. On the other hand, early works such as $[5,7,9]$ dealt in a similar way with moving tokens, now thought of as items of data, within a network (represented as a directed graph) with the aim of producing specified outputs from a fixed input, or sorted output from a variable input. There is no standard name to describe such networks and their operation. To emphasise their abstract and general nature we have chosen to call them token passing networks, a name derived from the title of [2].

The problem of identifying permutations which could be produced when the network was restricted to a fixed size was considered in [2]. They showed that, under a natural encoding scheme, the collection of permutations generated by a token passing network is always a regular language. The principal aim of this paper is to extend the analysis of these collections of permutations and establish in Theorem 2.1 and Theorem 2.2 that, in effect, for each alphabet size, there are only finitely many such languages.

In Section 6 we provide a complete catalog of these languages over the three letter alphabet, along with networks producing them. We also provide some examples to show that certain natural conjectures about the behaviour of these networks are not correct. The results of Section 6 are obtained by explicit implementation in GAP of some of the implicit computational methods introduced in [1] and [2].

Formal definitions of token passing networks, and the languages associated with them will be found in the next section. We conclude this
introduction with an informal, but illustrative example drawn from [2] (Figure 8 in that article). Consider the network $S_{2,2}$ shown in Figure 1. This network consists essentially of two stacks in parallel, each capable of containing up to two items. Input arrives at the rightmost node (shown by an inward pointing arrow without a source), and output occurs at the leftmost node (an outward pointing arrow without a target). This network operates non-deterministically, with the following basic operations:

- If the input node is empty, then a new token may be added to the network at the input node. The input source is considered to be a (potentially infinite) queue containing tokens labelled $1,2, \ldots$
- If the source of an edge is occupied by a token, and its target is not, then the token may be moved along that edge.
- If the output node is occupied, then the token on it may be removed from the network.
- If the network is empty, operation may halt.

The output of a particular run of the network is the permutation $\pi=p_{1} p_{2} \cdots p_{n}$ where $p_{i}$ is the label of the $i$ th token removed from the network. The set of all such permutations will be denoted $\operatorname{Out}\left(S_{2,2}\right)$.

Once four tokens are present in the network $S_{2,2}$ the next output symbol will be one of those four. Therefore, each element $p_{i}$ in an output permutation $\pi$ is one of the four smallest of the remaining elements. So, the output of the network can be encoded as a string over the alphabet $\{1,2,3,4\}$ where $p_{i}$ is encoded by its rank in the set $\left\{p_{j}: j \geq i\right\}$ (with 1 denoting the smallest element). Theorem 2 of [2] then implies that under this encoding $\operatorname{Out}\left(S_{2,2}\right)$ forms a regular language. Of perhaps more interest are the basis elements of Out $\left(S_{2,2}\right)$. These are permutations not in $\operatorname{Out}\left(S_{2,2}\right)$ but with the property that if any single symbol is deleted from them, then the resulting permutation (that is the output permutation of the remaining input items) is in $\operatorname{Out}\left(S_{2,2}\right)$. It was noted in [2] that this set is infinite, containing at least the permutations:

$$
4,1,6,3,8,5,10,7, \ldots, 4 n, 4 n-3,2,4 n-1
$$

for any $n$. As a consequence of the results of [1] and our explicit computations outlined in Section 6 below we can report that these permutations together with all the permutations of length 5 beginning with a 5 are the complete set of basis elements of $\operatorname{Out}\left(S_{2,2}\right)$.

## 2 Definitions and basic results

In a token passing network as defined informally above, we move tokens from vertex to vertex along directed edges, sometimes adding new tokens to the network at specified input vertices, and sometimes removing them from specified output vertices. Operation is to halt at any point when there are no tokens in the network. This informal approach is important in understanding how token passing networks operate. However, we must formalise these definitions, and will do so now. Our definitions and notation are slightly (but not materially) different from those of [2], and we will discuss these differences and the reasons for them after presenting our definitions.

A token passing network, $\mathcal{T}(G, I, O)$, consists of a directed graph $G$ together with non-empty subsets $I$ and $O$ of the vertices of $G$. When clear from context, we suppress the parameters. Elements of the set $I$ are called input vertices, while those of $O$ are called output vertices. As is normal, we make no distinction notationally between a graph and its underlying set of vertices.

Token passing networks are to be thought of as devices, which accept input tokens in some order and produce a permutation of the input tokens as their output. Since the nature of the tokens is not significant in analysing the behaviour of token passing networks, the tokens are represented by the numbers $1,2, \ldots, n$ according to the order in which they are added to the network. At any stage in the operation of these devices, each vertex of $G$ will either be occupied by some single token $k$, or be unoccupied.

The operation of these devices consists of a sequence of primitive operations. A primitive operation is one of the following:

Input The next input token can be placed on any unoccupied input vertex. Thereby, the input vertex becomes occupied by the token.
Movement If a token $k$ occupies a vertex $v$, there is an edge $v \rightarrow w$ and $w$ is unoccupied, then the token can be moved from $v$ to $w$. Thereby, $v$ becomes unoccupied, and $k$ occupies $w$.
Output If an output vertex is occupied by a token $k$, then $k$ can be removed from the network. Thereby, the output vertex becomes unoccupied, and $k$ is appended to the output sequence.

A run of $\mathcal{T}$ begins with $G$ completely unoccupied and follows a sequence of primitive operations, concluding at some point when $G$ is again
completely unoccupied. The output class, $\operatorname{Out}(\mathcal{T})$ consists of all the permutations $\pi$ that can be produced as output sequences by some run of $\mathcal{T}$. It is well-known (and implicit in all of $[2,5,7,9]$ ) that this output class is closed under deletion. That is, if $\pi \in \operatorname{Out}(\mathcal{T})$ and we delete a symbol of $\pi$, then re-index the remaining symbols, preserving their relative order, to produce a permutation $\pi^{\prime}$ (for example, after deleting the symbol 3 from 25341 we obtain 2541 which is re-indexed to 2431) then it is also the case that $\pi^{\prime} \in \operatorname{Out}(\mathcal{T})$. This is easily seen as we can produce the permutation $\pi^{\prime}$ by following the run of $\mathcal{T}$ which produced $\pi$ but ignoring any operation on the token representing the element we wish to delete. In other words, the set of all permutations that can be produced by runs of $\mathcal{T}$ forms a pattern class.

The style of argument of the preceding paragraph, will be repeated in a number of different contexts. When we use it, we will generally refer to the tokens we are ignoring in some modified run of $\mathcal{T}$ as ghost tokens.

A key observation made in [2] is that, in considering the operation of $\mathcal{T}$ only the relative ranks of the tokens remaining in the network are important. This leads to the notion of rank encoding. Formally, for the permutation $\pi=p_{1} p_{2} \cdots p_{n}$ its rank encoding $r(\pi)$ is the sequence $r_{1} r_{2} \cdots r_{n}$ where

$$
r_{i}=\mid\left\{j: j \geq i \text { and } p_{j} \leq p_{i}\right\} \mid
$$

For instance, the rank encoding of 25341 is 24221 . As noted in [2] a sequence $r_{1} r_{2} \cdots r_{n}$ is the rank encoding of some permutation $\pi$ if and only if $r_{n-i} \leq i+1$ for all $i$, and if this is satisfied, then $\pi$ is uniquely determined. Henceforth, we make no distinction between a permutation and its rank encoding.

Since the graph underlying $\mathcal{T}$ is finite, the rank of any output element is at most the size of the underlying graph. Hence (the rank encodings of) $\operatorname{Out}(\mathcal{T})$ is a language over a finite alphabet. The main result of [2] (Theorem 1) is that this language is regular. Basically, the reason this is true is that we can associate a finite automaton to $\mathcal{T}$ whose states are represented by maps $f$ from $G$ to $\{0,1,2, \ldots,|G|\}$, where $f(v)=0$ if $v$ is unoccupied, and $f(v)=k>0$ if $v$ is occupied by the $k^{\text {th }}$ largest token currently in the network. An equivalent representation is to represent a state in which there are $m$ tokens currently in the network by the sequence $v_{1} v_{2} \cdots v_{m}$ where $v_{i}$ is the vertex occupied by the $i^{\text {th }}$ largest token. With respect to this representation, the primitive transitions corresponding to the primitive operation of $\mathcal{T}$ can be easily described. From a state $s$ :

Input If $i \in I$ and $i$ does not occur in $s$, then there is a transition $s \rightarrow s i$.

Movement If $s=a v b$ and $v \rightarrow w$ is an edge of $G$ and $w$ does not occur in $s$ then there is a transition $s \rightarrow a w b$.

Output If $s=a o b$ with $o \in O$ then there is a transition $s \rightarrow a b$

Note that the input transitions always add an element of largest (current) rank, while after an output transition, the ranks of any remaining larger elements decreases by 1 as a consequence of the deletion in $s$. Though there is no formal distinction between this representation of states and that used in [2], the simple form of the primitive transitions in this representation is particularly convenient in actual implementations.

Again, as shown in [2], the runs of $\mathcal{T}$ can be identified with the accepting computations of a non-deterministic finite state automaton (on the states defined above) by considering input and movement transitions as $\epsilon$-transitions, and output transitions as transitions on the symbol $k$ where $k$ is the index of the output symbol in $s$. The language accepted by this automaton, which we denote $L(\mathcal{T})$ is precisely the rank encoding of the set of permutations in $\operatorname{Out}(\mathcal{T})$.

It is probably prudent to pause at this point and illustrate the preceding definitions with an example. Consider a graph $G$ consisting of three vertices $u, v$ and $w$, together with a single edge $v \rightarrow w$. Designate $u$ and $v$ as input vertices and $u$ and $w$ as output vertices. The corresponding token passing network can produce the permutation 31524 whose rank encoding is 31311 as shown in the following table, where each row corresponds to a state, moving from one row to the next represents a primitive transition, and we show both the actual tokens located at the
vertices, and the corresponding state.

| $u$ | $v$ | $w$ | State | Output |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\epsilon$ |  |
|  | 1 |  | $v$ |  |
|  |  | 1 | $w$ |  |
|  | 2 | 1 | $w v$ |  |
| 3 | 2 | 1 | $w v u$ |  |
|  | 2 | 1 | $w v$ | 3 |
|  | 2 |  | $v$ | 31 |
|  |  | 2 | $w$ | 31 |
|  | 4 | 2 | $w v$ | 31 |
| 5 | 4 | 2 | $w v u$ | 31 |
|  | 4 | 2 | $w v$ | 313 |
|  | 4 |  | $v$ | 3131 |
|  |  | 4 | $w$ | 3131 |
|  |  |  | $\epsilon$ | 31311 |

The main formal differences between the definitions above and those of [2] are: we permit multiple input and output vertices, there is no distinction between internal nodes and the input and output nodes, and tokens are added to and removed from the network, rather than beginning at the input node and finishing at the output node. From a practical standpoint these differences are immaterial. Any token passing network as we have defined it can be converted to one of the type defined in [2] simply by adding two new nodes namely the input and output nodes, together with edges directed from the input node to each vertex in $I$ and from each vertex of $O$ to the output node. The reverse process converts the networks considered in [2] to ones as we have defined them. Corresponding networks of these two types produce the same set of permutations. We have formulated the definitions as above, because it facilitates considering subgraphs of $G$ as token passing networks in their own right.

When we consider token passing networks as a whole it will occasionally be useful to consider token passing networks that have only one input and one output vertex, which are distinct. In this case, a vertex may only be occupied if if lies on a directed path from the input vertex to the output vertex. Such vertices will be called useful. We will refer to networks with unique and distinct input and output vertices in which every vertex is useful as standard token passing networks. The
same construction as above, followed by a pruning of useless vertices, shows that for any token passing network $\mathcal{T}$ there exists a standard token passing network $\mathcal{T}^{\prime}$ having at most two more vertices than $\mathcal{T}$ such that $\operatorname{Out}(\mathcal{T})=\operatorname{Out}\left(\mathcal{T}^{\prime}\right)$.

Let $k$ be a positive integer, and let $K$ be a set of $k$ elements considered as a graph with no edges. The token passing network $\mathcal{B}_{k}=\mathcal{T}(K, K, K)$ will be called a buffer of size $k$. Since we can freely add or remove any element of rank at most $k$ during the operaton of $\mathcal{B}_{k}$, the language $B(k)=L\left(\mathcal{B}_{k}\right)$ consists of the rank encodings of all permutations where the rank of any element is bounded by $k$. These permutations are referred to as $k$-bounded. Many other token passing networks produce this same language, for instance a directed cycle of $k$ vertices with a single vertex serving as both input and output vertex $\dagger$.

The language accepted by a token passing network, $\mathcal{T}(G, I, O)$, is a sublanguage of $B(|G|)$ since at most $|G|$ tokens can occupy the graph. We define the boundedness of $\mathcal{T}$ to be the minimum $k$ such that $L(\mathcal{T}) \subseteq$ $B(k)$.

We will also consider token passing networks restricted to operate with a total of at most $c$ tokens in the network at any one time. In terms of the states introduced above, we restrict the operation of $\mathcal{T}$ to states represented by sequences of length at most $c$. We refer to such networks as capacity restricted token passing networks and denote the token passing network $\mathcal{T}$ restricted in this way by $\mathcal{T}_{c}$. Obviously $L\left(\mathcal{T}_{c}\right) \subseteq B(c) \cap L(\mathcal{T})$. We will see in Section 6 that, in general, this inclusion is proper. Specifically in Figure 6 we illustrate a token passing network which can produce certain 4 -bounded permutations, but not without containing at least 5 tokens at some point in its operation.

The main results of this paper are the following:
Theorem 2.1. Let $c$ be a fixed positive integer. Then:

$$
\{L(\mathcal{T}): \mathcal{T} \text { a token passing network of boundedness } c\}
$$

is finite.

[^15]Theorem 2.2. Let c be a fixed positive integer. Then:

$$
\left\{L\left(\mathcal{T}_{c}\right): \mathcal{T} \text { a token passing network }\right\}
$$

is finite.
These two results indicate that the permutational power of token passing networks is relatively restricted, in that there are infinitely many pattern classes represented by regular sublanguages of $B(c)$. From another viewpoint, they say that, for a fixed boundedness or capacity bound, there is a finite test set, $T$, of permutations such that, if two token passing networks satisfying the boundedness conditions generate the same subset of $T$ then they generate the same language. Using the catalogues provided in Section 6, by inspection of the possible classes it follows that for boundedness (or capacity bound) 2 , the set $T=\{21\}$ suffices, while for boundedness 3 we may take:

$$
T=\{21,321,312,31542,324651\}
$$

## 3 Strongly cycle connected graphs

We say that a directed graph is strongly cycle connected if it has a strongly connected spanning subgraph in which every edge belongs to a directed cycle of length at least three. For instance any directed graph on at least three vertices containing a directed Hamilton cycle is strongly cycle connected and the bi-directed orientation of an undirected graph is strongly cycle connected if and only if it is biconnected, that is, contains no bridge edges.

Recall that a $k$ buffer is a token passing network on $k$ vertices whose language is all of $B(k)$. The next lemma shows that strongly cycle connected graphs are, in some sense, almost like buffers. This will be used in the proof of the main result, in that it implies that a token passing network of boundedness $c$ cannot contain many vertices belonging to strongly cycle connected subgraphs.

Lemma 3.1. Let $C$ be a strongly cycle connected graph containing $m$ vertices and $I$ and $O$ be non empty subsets of $C$. The language of $\mathcal{T}(C, I, O)$ contains $B(m-2)$. If $m \in\{3,4\}$ then it contains $B(m-1)$.

Proof. We will show that if $m-2$ or fewer tokens are present in $C$, and if $v$ is any vertex of $C$ occupied by some token $a$, and $v \rightarrow w$ is an edge of $C$, then we can move $a$ to $w$. In fact we will prove that this is possible


Fig. 2. Critical cases for the argument concerning buffering capacity of strongly cycle connected graphs
after we have deleted any edges from $C$ which do not belong to proper cycles.

This will suffice to prove the first part of the lemma. For, if fewer than $m-2$ tokens are in $C$ then treating one of the unoccupied vertices as a "ghost token" and applying the above operation repeatedly, we can arrange for an input vertex to be unoccupied, allowing further input. Likewise, we can output any token from the network if it is occupied by $m-2$ or fewer tokens. So, any word in $B(m-2)$ can be produced by the network.

We refer to unoccupied vertices as holes. When we refer to the distance from $u$ to $z$ we mean the length of the shortest directed path from $u$ to $z$. We will frequently make use of the fact that if a cycle $C$ contains a hole, then we may advance the tokens in $C$ along it by successively moving the hole backwards. When we wish to move a token $t$ to a vertex $v$ on the cycle by this method we will indicate this by the phrase cycle $t$ along $C$ to $v$ or something similar.

Our assumption is that there are at least two holes. By moving holes backwards along paths we may assume that there are two holes at $x$ and $y$ either (Case 1) both at distance 1 from $v$, or (Case 2) $x$ at distance 1 , and $y$ at distance 2 (along a path $v \rightarrow x \rightarrow y$ ). If either $x$ or $y$ is equal to $w$ there is no problem (just move the token immediately). Otherwise, choose a cycle $A$ containing the edge $v \rightarrow w$. If $A$ contains a hole we're done, after moving it backwards along the cycle to $w$. So, suppose that $A$ contains no hole. The critical situations in these two cases are illustrated in Figure 2 which may aid in visualising the details of the following arguments.

In case 1 , choose a cycle $A_{x}$ containing $v \rightarrow x$. If $w$ belongs to $A_{x}$ we
can just use $A_{x}$ in place of $A$ in the preceding paragraph. So assume there is a vertex $u$ of $A$ not on $A_{x}$. Move the token $a$ from $v$ to $x$ and move the hole from $y$ backwards along the path from $u$ to $y$, preserving the hole at $v$. Now cycle $a$ back to $v$ along $A_{x}$, reaching a state where $A$ contains a hole.

Now consider case 2 . Consider any cycle $C_{x}$ containing $v \rightarrow x$. Then either (i) $y \in C_{x}$ or (ii) $y \notin C_{x}$.
(sub-case i) Again if every vertex of $A$ belongs to this cycle we're done. If not, move a hole from this cycle to $v$, and then move this hole back along $A$ to a vertex $u$ not on $C_{x}$. Cycle $C_{x}$ again until $a$ returns to its original position, and $A$ now contains a hole.
(sub-case ii) Cycle along $C_{x}$ until there is a hole at $v$, but $a$ does not occupy $x$. Move the token at $x$ to $y$. This creates two holes at $v$ and $x$. Move the hole at $x$ onto $A$. Move $a$ back onto $A$ along $C_{x}$. Now $A$ has a hole and we're done.

The final sentence of the lemma follows simply by considering the possible cases. A strongly cycle connected graph with 3 vertices contains a directed triangle, and trivially can produce any element of $B(2)$. If there are 4 vertices then either there is a directed 4 -cycle, or two 3 cycles containing a common edge. In either case it is easy to check that all elements of $B(3)$ can be produced.

The 5 vertex strongly connected graph consisting of two directed 3 cycles sharing a common vertex does not produce all of $B(4)$. So in general, the bound $m-2$ in the lemma above cannot be improved. However, it is easy to see that, if $G$ is a graph which has the property that for every edge $v \rightarrow w$, there is a path in $G \backslash v$ from $w$ to every other vertex, then the language generated by a token passing network based on $G$ contains $B(|G|-1)$ since we can guarantee the movement of a token along any edge $v \rightarrow w$ provided there is at least one hole in the graph.

Corollary 3.2. Let $\mathcal{T}$ be a standard token passing network of boundedness $c$. If $t$ is the number of vertices of the underlying graph $G$ belonging to directed cycles of length 3 or more, then $t<3 c$.

Proof. Suppose for the sake of contradiction that $3 c$ or more vertices of $G$ belong to directed cycles of length at least 3 . Consider the subgraph of $G$ consisting only of edges which belong to cycles of length at least 3 (and their endpoints). Each component of this graph is strongly cycle connected. Let the components be $C_{1}, C_{2}, \ldots, C_{k}$ and note that $\left|C_{1}\right|+$
$\left|C_{2}\right|+\cdots+\left|C_{k}\right| \geq 3 c$. Define

$$
f(m)= \begin{cases}m-2 & (m=3,4) \\ m-3 & (m>4) .\end{cases}
$$

Using the lemma above, for $1 \leq i \leq k$ we can place $f\left(\left|C_{i}\right|\right)$ tokens into $C_{i}$, and still be able to move the next token from input to output. However, as $f(m) \geq m / 3$ for all $m$, it follows that $f\left(\left|C_{1}\right|\right)+f\left(\left|C_{2}\right|\right)+\cdots+f\left(\left|C_{k}\right|\right) \geq$ $c$ so this contradicts the assumption that $\mathcal{T}$ is $c$-bounded.

Effectively, a strongly cycle connected subgraph of size $m$ can safely "store" $f(m)$ tokens without interfering with the movement of tokens from input to output.

## 4 Token passing networks with fixed boundedness

The aim of this section is to prove Theorem 2.1. So, let a fixed positive real number $c$ be given, and consider a language $L \subseteq B(c)$ produced by at least one token passing network of boundedness $c$. Among the networks which produce this language choose a standard one, $\mathcal{T}$, with the least possible number of vertices.

We will establish an upper bound, independent of $L$, on the number of vertices of $\mathcal{T}$. Of course this suffices to prove the theorem since there are only finitely many token passing networks of such sizes.

Choose a shortest directed path $S$ :

$$
i=v_{0} \rightarrow v_{1} \rightarrow \cdots \rightarrow v_{m}=o
$$

from the input to the output vertex. We will call this the spine of $\mathcal{T}$. The complement of the spine will be called the body, its set of vertices will be denoted $B$, and the number of vertices in the body will be denoted $b$.

Since the boundedness of $\mathcal{T}$ is $c$, it follows that $b<c$. For, we can fill all the vertices of the body with tokens, working in reverse order of distance from $i$ to avoid any possible blockages and then move the next token along the spine from input to output. If $b \geq c$ this would contradict the $c$-boundedness of $\mathcal{T}$.

We say that a vertex $v \in S$ is spanned if there is some vertex $w \in B$, and vertices $v_{p} \in S$ not following $v$ and $v_{f} \in S$ not preceding $v$ such that there is a directed path from $v_{p}$ to $w$ not meeting $S$ except at $v_{p}$ and one from $w$ to $v_{f}$ not meeting $S$ except at $v_{f}$. Note that either $v_{p}$ or $v_{f}$ (or even both) might equal $v$.


Fig. 3. Schematic of a token passing network containing two internal queues. The shaded node is an internal queue of length one. The boxes may contain additional structure.

For each vertex $w \in B$, there is an earliest vertex $v_{i} \in S$ which allows a directed path from $v_{i}$ to $w$ not meeting $S$ except at $v_{i}$, and a latest vertex $v_{t} \in S$ allowing a directed path from $w$ to $v_{t}$ not meeting $S$ except at $v_{t}$. Since the sum of the lengths of these paths is at most $2 b$ the distance on $S$ between $v_{i}$ and $v_{t}$ must be at most $2 b$. In particular the number of elements of $S$ which are spanned is less than $2 c^{2}$.

Furthermore by the Corollary 3.2, fewer than $3 c$ of the vertices of the spine can lie on cycles of length 3 or more.

Consider any vertex $v \in S$ which is neither spanned, nor belongs to any cycle of length 3 or more. We call such a vertex queuelike because the only possible edges having $v$ as an endpoint are of the form:

$$
u \leftrightarrow v \leftrightarrow w
$$

where $u, w \in S$ are the predecessor and successor of $v$ in $S$.
A maximal interval $v_{i}$ through $v_{j}$ of $S$ consisting entirely of queuelike vertices with the additional property that for $i \leq k<j$ both the edges $v_{i} \rightarrow v_{i+1}$ and $v_{i+1} \rightarrow v_{i}$ are present in $\mathcal{T}$ will be called an internal queue. The structure of a token passing network containing an internal queue is illustrated in Figure 3 which also illustrates the fact that it is possible for an internal queue to consist of a single vertex. Note that every queuelike vertex belongs to a unique internal queue.

We now define the backwards mobility of an internal queue $Q$. This is the largest number $k$ such that if tokens 1 through $k$ are placed in order in $Q$ (with 1 closest to the output vertex) then it is possible to rearrange them in $Q$ in such a way that 1 is no longer the first element, using only the vertices of $\mathcal{T}$ between $i$ and the end of $Q$.

Observation 4.1. The backwards mobility of an internal queue cannot exceed $c$.

Proof. Suppose that we had an internal queue $Q$ of backwards mobility at least $c+1$. Then certainly (by using virtual or ghost tokens if necessary) we could rearrange the initial contents 1 through $c+1$ of $Q$ into a
sequence:

$$
a, \ldots, 1, \ldots
$$

where 1 does not occur in the first position. By leaving the elements before 1 fixed we could now move 1 further down the sequence. So, after a series of such movements we could rearrange the contents of $Q$ into some permutation $\pi$ ending with 1 . By repeating this same series of movements we could generate all the powers of $\pi$, including $\pi^{-1}$. However, in $\pi^{-1}$, token $c+1$ has been moved to the front of the queue. It could now be output from $\mathcal{T}$, contradicting $c$-boundedness.

There is an analogous notion of forwards mobility, the largest number $k$ such that if tokens 1 through $k$ are placed in order in $Q$ then it is possible to rearrange them in $Q$ in such a way that $k$ is no longer the last element, using only the vertices of $\mathcal{T}$ between the end of $Q$ and $o$. By similar reasoning to the above, the forwards mobility of an internal queue is also at most $c$.

Observation 4.2. If the length of an internal queue is greater than the sum of its forwards and backwards mobilities, then it is possible to produce a token passing network generating the same language as $\mathcal{T}$ but having fewer vertices.

Proof. The key idea in proving this observation is that in such an internal queue, we can safely delete a vertex from the middle. It is instructive to begin with an extreme case of this observation, namely an internal queue whose forward and backward mobilities are both 0 . Then, as soon as an object is added to the queue, because the backward mobility is 0 , it will necessarily be the first to eventually leave the queue. So, we can reschedule any action involving addition of further elements to the queue until this element has finally left the queue. In fact, we can postpone its addition to the queue until the situation following the queue has been adjusted to the state at which this element leaves the queue for the final time. This then allows the element to simply be pushed directly through the queue. Thus the queue actually performs no useful function and can be short-circuited.

In the general case, suppose that we are about to add a token, $a$, to $Q$ which already contains as many tokens as the sum of its forward and backward mobilities. This addition would create a token, $k$, in the middle of the queue whose order, relative to its successors and predecessors in the queue would have to remain fixed until some token had been removed permanently from the queue. The token $k$ functions as a barrier
between operations of $\mathcal{T}$ between $i$ and itself, and operations between itself and $o$. So any operations of the latter type that precede the permanent removal of some element from $Q$ can be advanced to occur before the addition of $a$ to $Q$ ensuring that at no point does $Q$ ever contain more tokens than the sum of its forward and backward mobilities. Now the observation follows since vertices of $Q$ in excess of this number are now superfluous to its effective operation.

It follows from these two observations that, under the conditions imposed on $\mathcal{T}$, no internal queue has length greater than $2 c$. In fact, no internal queue can be bounded at both ends by one way edges, for such a queue has zero mobility in either direction. Thus there can be at most two internal queues in any block of queuelike elements. Since there are at most $2 c^{2}$ non-queuelike vertices on $S$ and at most two internal queues each of size at most $2 c$ between non-queuelike vertices, there can be at most $8 c^{3}$ queuelike vertices in $\mathcal{T}$, establishing Theorem 2.1.

## 5 Capacity restricted token passing networks

We now turn to the proof of Theorem 2.2. In this case the proof relies on a decomposition of the directed graph $G$ underlying $\mathcal{T}$. If we can identify part of the graph which can be operated in such a way as to simulate the effect of a buffer of size $c$, then $L\left(\mathcal{T}_{c}\right)$ (respectively $L(\mathcal{T})$ ) must equal $B(c)$. Conversely, we will argue that if we cannot find such parts of the graph, then the structure of the graph as a whole must be very simple, and, if the graph is sufficiently large, parts could be pruned away without affecting its permutational power.

Our graph decomposition occurs on two levels. The first is fairly standard. Let a directed graph $G$ be given. Define an equivalence relation on $G$ by relating $v$ and $w$ if there is a walk from $v$ to $w$ and also one from $w$ to $v$. The induced subgraphs on the equivalence classes of this relation are strongly connected, and are called the strongly connected components of $G$. Moreover, we can define an acyclic directed graph $A$ on the quotient set, by connecting two equivalence classes $V$ and $W$ if there is an edge from some element of $V$ to some element of $W$. Similarly, a strongly connected graph $S$ (i.e. one having only a single strongly connected component) has a maximal quotient $T$ which is a bi-directed tree (the only type of strongly connected graph which has no cycles of length at least 3). The equivalence classes of this quotient map
are strongly cycle connected, and we will call them the strongly cycle connected components of $S$.

The proof of the theorem now follows a standard inductive approach as in the previous section. We begin with a language of the form $L\left(\mathcal{T}_{c}\right)$. Among all the token passing networks whose capacity $c$ restrictions generate this language we choose a standard one $\mathcal{T}$ with underlying graph $G$ of minimal size. We then argue that the sizes of its strongly cycle connected components, and the two quotients $A$ and $T$ can be bounded, establishing a bound on $|G|$. The result then follows.

For convenience suppose that $L\left(\mathcal{T}_{c}\right) \neq B(c)$. The following lemma is directed towards limiting the size of the directed acyclic quotient $A$ of $G$.

Lemma 5.1. Let $D$ be a directed acyclic graph, and let $i$ and o be specified vertices of $D$. Suppose that for every vertex $v$ of $D$ there is a directed path from $i$ to $v$ and also one from $v$ to $o$. If $D$ has a directed spanning tree from $i$ which has $c$ or more leaves, then $L\left(\mathcal{T}_{c}(D,\{i\},\{o\})\right)=B(c)$.

Proof. We prove this result by describing an algorithm for actually running this network to produce any given word $\omega \in B(c)$. Take an inward directed spanning tree $T$ leading to the output vertex $o$, and identify in it $c$ vertices which are the leaves of some outward directed spanning tree, $S$, from $i$. We will use these vertices as storage, and we shall arrange matters so that the following invariant properties are maintained:

- If a token is stored at $v$ in $T$ and $w$ is a storage vertex such that the path in $T$ from $w$ to o passes through $v$ then a token is also stored at $w$.
- If tokens are stored at $v$ and $w$ in $T$, and the path in $T$ from $v$ to $o$ passes through $w$, then the token stored at $w$ occurs earlier in $\omega$ than the one stored at $v$.

These properties certainly hold at the beginning of the run, since no tokens are stored. Suppose that we have reached some intermediate step of the run, and the next token of $\omega$ which we have not yet produced is $\omega_{i}$. If $\omega_{i}$ is in storage, then by the second invariant property, the path from it to $o$ is unblocked by other stored elements, and so we can move it to $o$, remove it from the network, and maintain both invariant properties.

Suppose now that $\omega_{i}$ has not yet been placed in storage. Consider the next input token, $\alpha$, (which may not represent $\omega_{i}$ ). Choose a currently unoccupied storage vertex, $v$, at the maximum available distance from $o$ in $T$. If placing $\alpha$ at $v$ maintains both invariants, then do so. If not, then
consider the subtree of $T$ rooted at $v$. All the storage vertices nearest the root are occupied. Among the occupants is one which occurs earliest in $\omega$. Move this token from its current location $v_{1}$ to $v$. Now, if placing $\alpha$ at $v_{1}$ maintains both invariants then do so. Otherwise, consider the subtree of $T$ rooted at $v_{1}$. Proceed as in the preceding step. Eventually, we must free a storage location at which $\alpha$ can be placed, since at worst, when we eventually must arrive at a leaf of $T$ then we can place $\alpha$ there. Thus $\alpha$ can be added to storage while maintaining the invariants.

Continue this procedure for as long as necessary. In each phase we either store a new element, or output an element required next in $\omega$. The invariants ensure that we never get blocked in any way, so eventually we will have succeeded in producing all of $\omega$.

Note that a minor modification of the proof establishes the same result when $D$ has an inward directed spanning tree to $o$ having $c$ or more leaves.

Consider the graph $A$ which is the directed acyclic quotient of $G$. By the lemma above and the remark following it we may assume the in-degree and out-degree of any vertex of $A$ is at most $c$.

Choose an outward directed spanning tree $T$ from $i$ in $A$ with the maximum possible number of leaves. By Lemma 5.1 this tree has at most $c-1$ leaves. Thus it also has at most $c-2$ branch vertices (vertices which do not have degree 2 consisting of an in-edge and an out-edge). Consider any segment, $S$, between a branch vertex and a leaf, or between two branch vertices. There cannot be incoming edges to this segment from off the segment at as many as $c$ vertices. If there were, we could use these $c$ vertices as a form of storage to produce all of $B(c)$ (the argument is much the same as, but simpler than, that for Lemma 5.1). Moreover, the in-degree of any vertex in $A$ is at most $c$, thus there are fewer than $c^{2}$ incoming edges to $S$ from off $S$. However, there cannot be any edges internal to $S$ other than the ones belonging to $S$, for the existence of such an edge would create either a cycle (impossible as $A$ is acyclic), or the possibility of creating a spanning tree with more leaves.

The total number of segments is at most $2 c-4$, hence the total number of edges of $A$ which are not edges of $T$ is bounded above by $(2 c-4) c^{2}$. Suppose that there were a segment longer than $(2 c-4) c^{2} M$ (for a value of $M$ to be chosen later). Then this segment would contain a sequence of $M$ consecutive vertices, each of degree exactly two in $A$. These vertices represent strongly connected components of $G$, so their actual structure may be somewhat more complex. However, each such component which
is anything other than a simple 2 -way path, connected only at its two ends within $G$ is capable of storing at least one element. Thus, there cannot be as many as $c$ vertices of this segment which represent components not of this type. Choosing $M>c^{2}$ we find more than $c$ consecutive vertices of the segment which represent either individual vertices of $G$, or two way paths connected only at their endpoints. Any manipulation of $c$ or fewer tokens along such a path can be carried out equally well when one of the vertices of the path is deleted, yielding a contradiction.

Now it remains only to show that the strongly connected components of $G$ which are not simple two way paths connected only at their endpoints, can also contribute only a bounded amount to the size of $G$.

Consider a bi-directed tree $T$ which is the quotient of such a strongly connected component of $G$ by identifying vertices belonging to a common strongly cycle connected components. If $T$ contains $c+1$ or more leaves, then it can store $c$ items, and so produces $B(c)$. On the other hand if it contains at most $c$ leaves, then it can contain at most $c-1$ branch vertices. Consider once more, a segment $S$ of $T$.

As in the previous argument, there cannot be as many as $c$ vertices of $S$ which have an incoming edge from off $S$. Finally, by Lemma 3.1 there can not be as many as $c$ vertices of $S$ that represent non-trivial strongly cycle connected components. So, if $S$ has more than $2 c^{2}$ elements, then there is a block of more than $c$ consecutive elements of $S$ which are actually vertices of $G$ and whose only adjacencies in $G$ are the edges involving them in $S$. One of these can be deleted without affecting the language produced by $\mathcal{T}_{c}$, giving a contradiction.

Since the total size of the strongly cycle connected components of $G$ is already known to be bounded, we have succeeded in establishing Theorem 2.2.

## 6 Examples

We illustrate some of the preceding results with some example networks. In all cases the illustrated networks are standard ones. This section makes certain claims of exhaustiveness, and of the forms of permutations provided by various networks without including any proofs. This is because the proofs for exhaustiveness consist of considering the arguments of the previous two sections in the cases $c=2$ and $c=3$ and performing some obvious simplifications to reduce the number of networks that need be considered. Then GAP was used to generate these networks exhaustively, and construct their corresponding automata, which


Fig. 4. Simple token passing networks producing all 2-bounded permutations.
were then minimised. A representative of each type was then chosen for illustrative purposes. Likewise, the non-obvious claims about the basis elements are also obtained through implementation in GAP of the methods of [1].

The 2-bounded pattern classes produced by token passing networks are not very interesting. Aside from the 1-bounded class, there is only one, which is the class of all 2-bounded permutations. Two simple networks producing it are shown in Figure 4.

Following the proofs of Theorems 2.1 and 2.2 for the case of 3-bounded classes shows that the underlying networks cannot be very complex. There are in fact precisely five 3-bounded classes that can be produced by token passing networks (and considering capacity boundedness does not provide any others). The five classes are:
(A) All 3-bounded permutations. These can be produced by adding an extra vertex in the middle section of the left hand network in Figure 4, or by combining two copies of the right hand network in series, as well as by many other networks.
(B) The 3 -bounded permutations avoiding the pattern 321. These can be produced by two queues in parallel.
(C) The 3 -bounded permutations avoiding the pattern 312. These can be produced by a stack.
(D) The 3-bounded permutations avoiding both the pattern 31542 and 32541 .
(E) A class whose basis is infinite, given in the language of the rank encoding by:

$$
322321,3213(31)^{*} 321
$$

Networks producing the latter four classes are shown in Figure 5.
It is tempting to suppose that if the next token required by the output sequence is already in the network, then it can be output before any further tokens are added. However, a notable feature of the bottom


Fig. 5. Examples of networks producing each possible non-universal 3bounded class.


Fig. 6. A network which produces the 4 -bounded permutation with encoding 4222434111 but not without holding at least five tokens at some point.
right network in Figure 5 is that it produces the permutation 32541, but in doing so, the element 2 cannot be output before the element 4 is added to the network.

Our final example is a token passing network $\mathcal{T}$ which has the property that:

$$
L\left(\mathcal{T}_{4}\right) \neq L(\mathcal{T}) \bigcap B(4)
$$

The network shown in Figure 6 can produce the permutation

$$
42358710169
$$

whose rank encoding is:

$$
4222434111 .
$$

However, it cannot do so without at some point having five tokens in the network, namely token 10 must be added before token 7 is output. As
this network has a boundedness of 5 this still leaves open the question of whether it is ever necessary to add more tokens to the network than its boundedness.

## 7 Summary and conclusions

We have shown that the permutational power of token passing networks is relatively limited, at least in the variety of classes of permutations that they can produce. For the sake of simplicity, the arguments we used in proving Theorems 2.1 and 2.2 were extremely conservative in the numerical bounds derived. In many cases multiplicative bounds could have been replaced by additive ones. So the actual size of the smallest network producing any given $c$-bounded language (if such a network exists) is quite small. This allowed us to determine the complete catalogue of such languages for $c=3$. A similar catalogue for $c=4$ would probably be feasible, though the collection of bases is already much richer in this case.

We have skirted the issue of the complexity of determining $L(\mathcal{T})$ given $\mathcal{T}$. The underlying non deterministic automaton has, potentially, $|G|$ ! states, although in practice many of these are unreachable and so need never be considered. The equivalent minimal deterministic automaton often exhibits a very straightforward structure. Determining the basis elements using the methods of [1] requires several applications of nondeterministic transducers, complementation, and re-determinization and so is of exponential complexity in the worst case, and empirically also in practice. However, the final automaton produced by this procedure is generally quite small. It has been possible, by various ad hoc methods, to extend the practical range in which these computations can be carried out. Still, a general theoretical understanding of why the deterministic automata for the language and its basis are so simple is lacking as is a method to exploit this apparent phenomenon in constructing one from the other.

The proof of Lemma 5.1 contains an algorithm for the efficient solution of the following problem:

Given A directed acyclic graph $G$ with a specified input vertex $i$, and output vertex $o$ and such that for any vertex $v$ there is a directed path from $i$ to $v$ and from $v$ to $o$, together with a positive integer $c$, not greater than the number of leaves of some directed spanning tree of $G$ rooted at $i$.

Problem Use this graph to sort an incoming sequence of packets provided only with the guarantee that no packet will be preceded by $c$ or more packets which should follow it.

This problem is the inverse view of the problem addressed in Lemma 5.1 and the algorithm provided in the proof of the lemma provide an online linear time solution of it in which no packet ever moves more than $2|G|$ times.

We have seen that the relationship between $L\left(\mathcal{T}_{c}\right)$ and $L(\mathcal{T}) \cap B(c)$ is not entirely simple. However, a range of questions of a similar character remain open. For example, given a token passing network of boundedness $c$ what is the minimum number of tokens we must allow in the network to guarantee producing every permutation in its language?
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# Problems and conjectures presented at the problem session 

assembled by Vincent Vatter

## 1 A very brief introduction to permutation patterns

We say a permutation $\pi$ contains or involves the permutation $\sigma$ if deleting some of the entries of $\pi$ gives a permutation that is order isomorphic to $\sigma$, and we write $\sigma \leq \pi$. For example, 534162 contains 321 (delete the values 4,6 , and 2 ). A permutation avoids a permutation if it does not contain it.

This notion of containment defines a partial order on the set of all finite permutations, and the downsets of this order are called permutation classes. For a set of permutations $B$ define $\operatorname{Av}(B)$ to be the set of permutations that avoid all of the permutations in $B$. Clearly $\operatorname{Av}(B)$ is a permutation class for every set $B$, and conversely, every permutation class can be expressed in the form $\operatorname{Av}(B)$.

For the problems we need one more bit of notation. Given permutations $\pi$ and $\sigma$ of lengths $m$ and $n$, respectively, their direct sum, $\pi \oplus \sigma$, is the permutation of length $m+n$ in which the first $m$ entries are equal to $\pi$ and the last $n$ entries are order isomorphic to $\sigma$ while their skew sum, $\pi \ominus \sigma$, is the permutation of length $m+n$ in which the first $m$ entries are order isomorphic to $\pi$ while the last $n$ entries are equal to $\pi$. For example, $231 \oplus 321=231654$ and $231 \ominus 321=564321$.

## 2 Growth rates

We define the growth rate of a permutation class $\operatorname{Av}(B)$ as

$$
\operatorname{gr}(\operatorname{Av}(B))=\limsup _{n \rightarrow \infty} \sqrt[n]{\left|\operatorname{Av}(B) \cap S_{n}\right|}
$$

where $S_{n}$ denotes the set of all permutations of length $n$. (This limit supremum is not known to be a limit except in special cases (e.g., when $|B|=1$ ) where a supermultiplicativity argument applies, see Arratia [5];
it is, however, known to be finite so long as $B \neq \emptyset$ by the Marcus-Tardos Theorem [16].)

Question 2.1 (contributed by Mike Atkinson). For all permutations $\beta$ and $k \geq 1$, do we have $\operatorname{gr}(\operatorname{Av}(k \cdots 21, \beta))=\operatorname{gr}(\operatorname{Av}(k \cdots 21,1 \oplus \beta))$ ?

Subsequent research conducted at the University of Otago (and communicated to this author by Albert) provides a generalization of this question for $k=3$ : they proved that $\operatorname{gr}(\operatorname{Av}(321, \alpha \oplus \beta))=\operatorname{gr}(\operatorname{Av}(321, \alpha \oplus$ $1 \oplus \beta$ ) ) for all permutations $\alpha$ and $\beta$ (to get the $k=3$ case of Problem 2.1, take $\alpha$ to be the empty permutation) $\dagger$. It is also not hard to see that

$$
\operatorname{gr}(\operatorname{Av}(k \cdots 21, \alpha \oplus 1 \oplus \beta))=\operatorname{gr}(\operatorname{Av}(k \cdots 21, \alpha \oplus 12 \oplus \beta))
$$

for all $k, \alpha$, and $\beta$. (Communicated by Atkinson.)
For principally based classes, i.e., classes of the form $\operatorname{Av}(\beta)$ for a single permutation $\beta$, there have been a series of conjectures which we briefly recap. For any $\pi \in S_{3}$, the growth rate of $\operatorname{Av}(\pi)$ is 4 , because the $\pi$ avoiding permutations are counted by the Catalan numbers. The growth rate of $\operatorname{Av}(12 \ldots k)$ is $(k-1)^{2}$ by Regev [19]. It was an old conjecture that the growth rate of $\operatorname{Av}(\pi)$ is $(k-1)^{2}$ for all $\pi \in S_{k}$, but this was disproved by Bóna [10], who gave an exact enumeration of $\operatorname{Av}(1342)$ which shows that its growth rate is 8 . It is also tempting from this data to conjecture that the growth rate of $\operatorname{Av}(\pi)$ is always an integer, or at least rational; Bóna [12] disproved this by showing that the growth rate of $\operatorname{Av}(12453)$ is $9+4 \sqrt{2}$.

Question 2.2 (contributed by Miklós Bóna). Are all growth rates of principally based classes algebraic integers?

Note that Vatter [23], building on the work of Albert and Linton [4], has constructed permutation classes of every growth rate at least 2.48188, so there are permutation classes with non-algebaric growth rates (though they needn't be principally based). The obvious candidate to provide a negative answer to Question 2.2 is the class $\operatorname{Av}(1324)$, for which we know only that $\operatorname{gr}(\operatorname{Av}(1324))>9.47$ (proved by Albert, Elder, Rechnitzer, Westcott, Zabrocki [3], this bound disproved Arratia's earlier conjecture [5] that $\operatorname{gr}(\operatorname{Av}(\beta)) \leq(|\beta|-1)^{2}$.)

[^16]
## 3 Sorting

A stack is a last-in first-out linear sorting device with push and pop operations. The greedy algorithm for stack sorting a permutation $\pi=$ $\pi(1) \pi(2) \ldots \pi(n)$ goes as follows. First we push $\pi(1)$ onto the stack. Now suppose at some later stage that the letters $\pi(1), \ldots, \pi(i-1)$ have all been either output or pushed on the stack, so we are reading $\pi(i)$. We push $\pi(i)$ onto the stack if and only if $\pi(i)$ is lesser than any element on the stack. Otherwise we pop elements off the stack until $\pi(i)$ is less than any remaining stack element and we push $\pi(i)$ onto the stack. For sorting with one stack this greedy algorithm is optimal, and its analysis quickly leads one to the conclusion that a single stack can sort precisely those permutations in $\operatorname{Av}(231)$.

West [25] considered the permutations that can be sorted by using the above greedy algorithm twice. He proved that the permutations sortable by this algorithm are those that avoid 2341 and in which every copy of 3241 and be extended by a single entry to a copy of 35241 . However, this algorithm is not optimal, i.e., there are permutations that can be sorted by two stacks in series but cannot be sorted in this manner. In fact, the following question remains open:

Question 3.1. Is it decidable in polynomial time (in $n$ ) if the permutation $\pi$ of length $n$ can be sorted by two stacks in series?

Atkinson, Murphy, and Ruškuc [6] considered a sorting machine consisting of two stacks in series, subject to the restriction that the entries in each of the stacks must remain ordered. They presented an optimal algorithm for sorting with such a machine, showed that the class of sortable permutations is

$$
\operatorname{Av}(\{2,2 k-1,4,1,6,3,8,5, \ldots, 2 k, 2 k-3: k \geq 2\})
$$

and constructed a bijection between this set and $\operatorname{Av}(1342)$. This suggests the following question.

Question 3.2 (contributed by Miklós Bóna). Is there a natural sorting machine / algorithm which can sort precisely the class $\operatorname{Av}(1342)$ ?

For more information on stack sorting we refer the reader to Bóna's survey [11], and for more open problems we refer to the problems presented at Permutation Patterns 2005 [14].

## 4 Wilf-equivalence

We say that the sets $B_{1}$ and $B_{2}$ are Wilf-equivalent if $\left|\operatorname{Av}_{n}\left(B_{1}\right)\right|=$ $\left|\operatorname{Av}_{n}\left(B_{2}\right)\right|$ for all natural numbers $n$, that is, if $B_{1}$ and $B_{2}$ are equally avoided. Clearly natural symmetries of permutation classes give Wilfequivalences, but many nontrivial Wilf-equivalences have been found. For example, it is a classic result that every permutation in $S_{3}$ is Wilfequivalent to every other permutation in $S_{3}$. Another example is given above: $\{2,2 k-1,4,1,6,3,8,5, \ldots, 2 k, 2 k-3: k \geq 2\}$ is Wilf-equivalent to 1342 . To date, the following problem remains open:

Problem 4.1. Find necessary and sufficient conditions for two permutations to be Wilf-equivalent.

There has been considerable work on the sufficient conditions front:

- Stankova [22] constructed a bijection between the generating trees of $\operatorname{Av}(4132)$ and $\operatorname{Av}(3142)$, establishing that 4132 and 3142 are Wilfequivalent,
- Stankova and West [21] proved that $231 \ominus \beta$ and $132 \ominus \beta$ are Wilfequivalent for all permutations $\beta$,
- Backelin, West, and Xin [9] proved that, for all $k$ and $\beta, 12 \cdots k \oplus \beta$ and $k \cdots 21 \oplus \beta$ are Wilf-equivalent (thus generalizing the results of West [24] and Babson and West [8]).

These results, together with computer calculations, complete the classification of singleton Wilf-equivalences up to and including permutations of length 7 .

Necessary conditions, on the other hand, have so far been lacking, and the only general way to show that $\alpha$ and $\beta$ are not Wilf-equivalent is to compute $\left|\operatorname{Av}_{n}(\alpha)\right|$ and $\left|\operatorname{Av}_{n}(\beta)\right|$ until they disagree.

More general necessary conditions would require results on permutations of small "codimension" that contain $\alpha$ and $\beta$. More precisely, consider then function

$$
g_{k}(\beta)=\mid\{\text { permutations } \pi \text { of length }|\beta|+k \text { which contain } \beta\} \mid .
$$

We have

$$
\left|\operatorname{Av}_{n}(\beta)\right|=n!-g_{n-|\beta|}(\beta),
$$

so $\alpha$ and $\beta$ are not Wilf-equivalent if and only if $g_{k}(\alpha)$ and $g_{k}(\beta)$ differ for some $k$.

For a permutation $\beta$ of length $k$, Pratt [17] seems to have been the first to observe that

$$
g_{1}(\beta)=k^{2}+1
$$

while Ray and West [18] show that

$$
g_{2}(\beta)=\left(k^{4}+2 k^{3}+k^{2}+4 k+4-2 j\right) / 2
$$

for some $0 \leq j \leq k-1$.
Problem 4.2 (contributed by Vince Vatter). Express the quantity $j$ above in terms of statistics of $\beta$.

Problem 4.3 (contributed by Vince Vatter). Find a formula for $g_{3}(\beta)$.

## 5 Long subsequences

The longest increasing subsequence ( $L I S$ ) problem asks (in our language) for the greatest $k$ such that a given permutation $\pi$ of length $n$ contains $12 \cdots k$. The fastest algorithm for computing the LIS is $O(n \log n)$, due to Schensted [20], and this bound is essentially best possible. Albert et al. [1] studied the longest $X$-subsequence ( $L X S$ ) problem, which asks, for a set $X$ of permutations, for the longest member of $X$ that a permutation $\pi$ of length $n$ contains. They presented $O\left(n^{2} \log n\right)$ algorithms to compute the $L X S$ for all cases where $X=\operatorname{Av}(B)$ and $B \subset S_{3}$ except for the case $X=\operatorname{Av}(231)$, where they gave a dynamic programming algorithm with runtime $O\left(n^{5}\right)$.

Problem 5.1 (contributed by Michael Albert). Give a faster algorithm for the $X=\operatorname{Av}(231)$ case of the $L X S$ problem.

## 6 Generalized patterns

A generalized (also known as blocked, gapped, or Babson-Steingrímsson, after their inventors [7]) pattern is one including dashes indicating the entries that need not occur consecutively (recall that no entries need occur consecutively in the normal pattern-containment order). For example, 24135 contains only one copy of 1-23, namely 235 ; the entries 245 do not form a copy of 1-23 because 4 and 5 are not adjacent.

In some cases, e.g., 2-1 and 21 or 2-31 and 2-3-1, avoiding a generalized pattern is equivalent to avoiding the underlying classical pattern. This leads us to:

Question 6.1 (contributed by Einar Steingrímsson). For which generalized patterns $\beta$ is avoiding $\beta$ equivalent to avoiding the underlying classical pattern? For which pairs of sets $B_{1}, B_{2}$ of generalized patterns is avoiding $B_{1}$ and $B_{2}$ equivalent?

See Hardarson [15] for some recent progress on these questions.

## 7 Permutations of special form

Let $D_{n}$ denote the set of permutation matrices of dimension $2 n-1 \times 2 n-1$ where ones can appear either on or below the main diagonal or on or below the main diagonal of the $n \times n$ submatrix in the upper right-hand corner. For example, the cells where ones are allowed for $n=5$ are denoted by $*$ in the matrix below.

$$
\left(\begin{array}{lllllllll}
* & 0 & 0 & 0 & 0 & * & 0 & 0 & 0 \\
* & * & 0 & 0 & 0 & * & * & 0 & 0 \\
* & * & * & 0 & 0 & * & * & * & 0 \\
* & * & * & * & 0 & * & * & * & * \\
* & * & * & * & * & 0 & 0 & 0 & 0 \\
* & * & * & * & * & * & 0 & 0 & 0 \\
* & * & * & * & * & * & * & 0 & 0 \\
* & * & * & * & * & * & * & * & 0 \\
* & * & * & * & * & * & * & * & *
\end{array}\right)
$$

Burstein and Stromquist [13] have proved that $\left|D_{n}\right|$ is the $n$th Genocchi number.

Problem 7.1 (contributed by Alex Burstein). Give a bijective proof that $D_{n}$ is enumerated by the Genocchi numbers.

Finally, we return to Problem 2.1. The proof in the $k=3$ case relies on the following notion: the permutation $\pi$ is said to be $k$-rigid if every entry of $\pi$ participates in some copy of $k \cdots 21$. Asymptotically, 4/9th of the permutations in $\operatorname{Av}(321)$ are 2-rigid. However, it is not known if this behavior continues:

Problem 7.2 (contributed by Mike Atkinson). Prove that a positive fraction of the permutations in $\operatorname{Av}((k+1) \cdots 21)$ are $k$-rigid.
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[^0]:    $\dagger$ Simplicity may be defined for all relational structures; such structures have variously been called prime or indecomposable.

[^1]:    $\dagger$ In the past, permutation classes have also been called closed classes or pattern classes.

[^2]:    $\dagger$ This decomposition is also called the modular decomposition, disjunctive decomposition or $X$-join in other contexts.

[^3]:    $\dagger$ In particular, graph decomposition has received significant attention, with the first $O(|V|+|E|)$ algorithms appearing in 1994 by McConnell and Spinrad [33] and Cournier and Habib [22].
    $\ddagger$ In fact, Bergeron et al show how to compute the "common intervals" - a generalisation of our notion of interval applied to sets of permutations.

[^4]:    $\dagger$ A similar argument can be applied to graphs, but in this case we find that $\mathbb{E}\left[X_{k}\right] \rightarrow$ 0 as $n \rightarrow 0$ for every $2 \leq k \leq n-1$, and thus, asymptotically, almost all graphs are indecomposable. The same applies to tournaments, posets, and (more generally) structures defined on a single asymmetric relation - see Möhring [34].

[^5]:    $\dagger$ In certain situations, notably where pin sequences are used to construct permutations from scratch (rather than taking pin sequences from the points in the plot of a permutation), the maximality condition is replaced with the externality condition, requiring that $p_{i+1}$ lies outside $\operatorname{rect}\left(p_{1}, \ldots, p_{i}\right)$.

[^6]:    $\dagger$ The substitution closure has extensively been called the wreath closure in the literature.

[^7]:    $\dagger$ This question has recently been considered by Atkinson, Ruškuc and Smith [4], who settled the question in the case of singleton bases $B$. The analogous question for graphs was raised by Giakoumakis [28] and has received a sizable amount of attention, see for example Zverovich [43].

[^8]:    $\dagger$ The POPs in this paper, as well as in [17], are the same as the POGPs in [15], which is an abbreviation for Partially Ordered Generalized Patterns.

[^9]:    $\dagger$ In the case of classical patterns, taking the inverse of a pattern is well defined and preserves avoidance, so patterns that are each other's inverses belong to the same symmetry class. This is not the case for generalized patterns.

[^10]:    $\dagger$ In application of the symbolic method in combinatorics it is usually convenient to allow empty structures. But, flexibility is preferable to a dogmatic adherence to one particular scheme.

[^11]:    $\dagger$ The essential idea is that the states of the deterministic automaton represent sets of states in the non-deterministic one.

[^12]:    $\dagger$ In order to recode an element, you need to know how many following elements that are smaller than it will be deleted. Only the $k$ smallest elements at any point need to be considered, so we can use $2^{k}$ states based on a bit vector specifying which elements will be kept and which deleted. Then, when processing a symbol $j$, if it is to be deleted we simply output nothing. If $j$ is to be kept, we output $j$ minus the number of subsequent smaller elements that will be deleted. In either case, we then delete the corresponding element of the bit vector and, non-deterministically, add a new maximum element - either specifying that it will be kept or deleted.

[^13]:    $\dagger$ This is related to the results of [29]. Even this simple example illustrates the importance of the underlying structural ideas. A proper subclass must avoid one of the permutations $24 \cdots 2 n 13 \cdots(2 n-1)$ as well as all of the basis elements of the full class, but this implies polynomial growth.
    $\dagger$ For instance, in first order logic, the definability of an infinite linear order immediately leads to a non-structured theory

[^14]:    $\dagger$ The work of the first author was supported in part by the U.S. National Security Agency Young Investigator Grant H98230-06-1-0037.
    $\ddagger$ The work of the second author was supported in part by the U.S. National Science Foundation under Grants DMS-0135345, DMS-0304414, and DMS-0553379.

[^15]:    $\dagger$ To see this, consider operating the cycle as follows: add $k-1$ tokens (or all the remaining tokens if there are fewer than $k-1$ remaining) to the cycle. Move them so that the input/output vertex is vacant. If the next symbol to be output is $k$, add it to the cycle and output it immediately. If it is smaller than $k$, continue moving elements around the cycle until the desired element is on the input/output vertex, then output it. Add one more element to the cycle (if necessary) and continue in the same fashion.

[^16]:    $\dagger$ A generalization of this result appears in Albert et al. [2].

