
Geophysical Monograph Series



Geophysical Monograph Series

175 A Continental Plate Boundary: Tectonics at 
South Island, New Zealand David Okaya, Tim Stem, 
and Fred Davey (Eds.)

176 Exploring Venus as a Terrestrial Planet Larry W. 
Esposito, Ellen R. Stofan, and Thomas E. Cravens (Eds.)

177 Ocean Modeling in an Eddying Regime 
Matthew Hecht and Hiroyasu Hasumi (Eds.)

178 Magma to Microbe: Modeling Hydrothermal Processes 
at Oceanic Spreading Centers Robert P. Lowell, Jeffrey 
S. Seewald, Anna Metaxas, and Michael R. Perfit (Eds.)

179 Active Tectonics and Seismic Potential of Alaska 
Jeffrey T. Freymueller, Peter J. Haeussler, Robert L. 
Wesson, and Göran Ekström (Eds.)

180 Arctic Sea Ice Decline: Observations, Projections, 
Mechanisms, and Implications Eric T. DeWeaver, 
Cecilia M. Bitz, and L.-Bruno Tremblay (Eds.)

181 Midlatitude Ionospheric Dynamics and Disturbances 
Paul M. Kintner, Jr., Anthea J. Coster, Tim Fuller-Rowell, 
Anthony J. Mannucci, Michael Mendillo, and Roderick 
Heelis (Eds.)

182 The Stromboli Volcano: An Integrated Study of 
the 2002–2003 Eruption Sonia Calvari, Salvatore 
Inguaggiato, Giuseppe Puglisi, Maurizio Ripepe, 
and Mauro Rosi (Eds.)

183 Carbon Sequestration and Its Role in the Global 
Carbon Cycle Brian J. McPherson and Eric T. Sundquist 
(Eds.)

184 Carbon Cycling in Northern Peatlands Andrew J. Baird, 
Lisa R. Belyea, Xavier Comas, A. S. Reeve, and 
Lee D. Slater (Eds.)

185 Indian Ocean Biogeochemical Processes and 
Ecological Variability Jerry D. Wiggert, Raleigh R. Hood, 
S. Wajih A. Naqvi, Kenneth H. Brink, and Sharon L. 
Smith (Eds.)

186 Amazonia and Global Change Michael Keller, 
Mercedes Bustamante, John Gash, and Pedro Silva Dias (Eds.)

187 Surface Ocean–Lower Atmosphere Processes 
Corinne Le Quèrè and Eric S. Saltzman (Eds.)

188 Diversity of Hydrothermal Systems on Slow 
Spreading Ocean Ridges Peter A. Rona, Colin W. Devey, 
Jérôme Dyment, and Bramley J. Murton (Eds.)

189 Climate Dynamics: Why Does Climate Vary? 
De-Zheng Sun and Frank Bryan (Eds.)

190 The Stratosphere: Dynamics, Transport, 
and Chemistry L. M. Polvani, A. H. Sobel, and 
D. W. Waugh (Eds.)

191 Rainfall: State of the Science Firat Y. Testik and 
Mekonnen Gebremichael (Eds.)

192 Antarctic Subglacial Aquatic Environments 
Martin J. Siegert, Mahlon C. Kennicut II, and  
Robert A. Bindschadler

193 Abrupt Climate Change: Mechanisms, Patterns, 
and Impacts Harunur Rashid, Leonid Polyak,  
and Ellen Mosley-Thompson (Eds.)

194 Stream Restoration in Dynamic Fluvial Systems: 
Scientific Approaches, Analyses, and Tools Andrew 
Simon, Sean J. Bennett, and Janine M. Castro (Eds.)

195 Monitoring and Modeling the Deepwater Horizon Oil 
Spill: A Record-Breaking Enterprise Yonggang Liu, 
Amy MacFadyen, Zhen-Gang Ji, and Robert H. 
Weisberg (Eds.)

196 Extreme Events and Natural Hazards: The Complexity 
Perspective A. Surjalal Sharma, Armin Bunde, 
Vijay P. Dimri, and Daniel N. Baker (Eds.)

197 Auroral Phenomenology and Magnetospheric 
Processes: Earth and Other Planets Andreas Keiling, 
Eric Donovan, Fran Bagenal, and Tomas Karlsson (Eds.)

198 Climates, Landscapes, and Civilizations Liviu Giosan, 
Dorian Q. Fuller, Kathleen Nicoll, Rowan K. Flad, 
and Peter D. Clift (Eds.)

199 Dynamics of the Earth’s Radiation Belts and Inner 
Magnetosphere Danny Summers, Ian R. Mann, 
Daniel N. Baker, and Michael Schulz (Eds.)

200 Lagrangian Modeling of the Atmosphere John Lin (Ed.)
201 Modeling the Ionosphere-Thermosphere Jospeh D. Huba,  

Robert W. Schunk, and George V. Khazanov (Eds.)
202  The Mediterranean Sea: Temporal Variability and Spatial 

Patterns Gian Luca Eusebi Borzelli, Miroslav Gacic, 
Piero Lionello, and Paola Malanotte-Rizzoli (Eds.)

203 Future Earth - Advancing Civic Understanding of 
the Anthropocene Diana Dalbotten, Gillian Roehrig, 
and Patrick Hamilton (Eds.)

204 The Galápagos: A Natural Laboratory for the 
Earth Sciences Karen S. Harpp, Eric Mittelstaedt, 
Noémi d’Ozouville, and David W. Graham (Eds.)

205 Modeling Atmospheric and Oceanic Flows: Insights from 
Laboratory Experiments and Numerical Simulations 
Thomas von Larcher and Paul D. Williams (Eds.)

206 Remote Sensing of the Terrestrial Water Cycle Venkat 
Lakshmi (Eds.)

207 Magnetotails in the Solar System Andreas Keiling, 
Caitríona Jackman, and Peter Delamere (Eds.)

208 Hawaiian Volcanoes: From Source to Surface Rebecca 
Carey, Valerie Cayol, Michael Poland, and Dominique 
Weis (Eds.)

209 Sea Ice: Physics, Mechanics, and Remote Sensing 
Mohammed Shokr and Nirmal Sinha (Eds.)

210 Fluid Dynamics in Complex Fractured-Porous Systems 
Boris Faybishenko, Sally M. Benson, and John E. Gale (Eds.)

211 Subduction Dynamics: From Mantle Flow to Mega 
Disasters Gabriele Morra, David A. Yuen, Scott King, 
Sang Mook Lee, and Seth Stein (Eds.) 

212 The Early Earth: Accretion and Differentiation James 
Badro and Michael Walter(Eds.)

213 Global Vegetation Dynamics: Concepts and 
Applications in the MC1 Model Dominique Bachelet 
and David Turner (Eds.)

214 Extreme Events: Observations, Modeling and 
Economics Mario Chavez, Michael Ghil, and Jaime 
Urrutia-Fucugauchi (Eds.)

215 Auroral Dynamics and Space Weather Yongliang Zhang 
and Larry Paxton (Eds.)

216 Low‐Frequency Waves in Space Plasmas Andreas 
Keiling, Dong‐Hun Lee, and Valery Nakariakov (Eds.)



Deep Earth
Physics and Chemistry of the  

Lower Mantle and Core

Hidenori Terasaki 
 Rebecca A. Fischer 

Editors

This Work is a co‐publication between the American Geophysical Union and John Wiley and Sons, Inc.

 

Geophysical Monograph 217



This Work is a co‐publication between the American Geophysical Union and John Wiley & Sons, Inc.

Published under the aegis of the AGU Publications Committee

Brooks Hanson, Director of Publications
Robert van der Hilst, Chair, Publications Committee

© 2016 by the American Geophysical Union, 2000 Florida Avenue, N.W., Washington, D.C. 20009
For details about the American Geophysical Union, see www.agu.org.

Published by John Wiley & Sons, Inc., Hoboken, New Jersey
Published simultaneously in Canada

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by any means, 
electronic, mechanical, photocopying, recording, scanning, or otherwise, except as permitted under Section 107 or 108 of 
the 1976 United States Copyright Act, without either the prior written permission of the Publisher, or authorization through 
payment of the appropriate per‐copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, 
(978) 750‐8400, fax (978) 750‐4470, or on the web at www.copyright.com. Requests to the Publisher for permission should be 
addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748‐6011, 
fax (201) 748‐6008, or online at http://www.wiley.com/go/permissions.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts in preparing this book, 
they make no representations or warranties with respect to the accuracy or completeness of the contents of this book and 
specifically disclaim any implied warranties of merchantability or fitness for a particular purpose. No warranty may be created 
or extended by sales representatives or written sales materials. The advice and strategies contained herein may not be suitable for 
your situation. You should consult with a professional where appropriate. Neither the publisher nor author shall be liable for any 
loss of profit or any other commercial damages, including but not limited to special, incidental, consequential, or other damages.

For general information on our other products and services or for technical support, please contact our Customer Care 
Department within the United States at (800) 762‐2974, outside the United States at (317) 572‐3993 or fax (317) 572‐4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may not be available in 
electronic formats. For more information about Wiley products, visit our web site at www.wiley.com.

Library of Congress Cataloging‐in‐Publication data is available.

ISBN: 978-1-118-99247-0

Printed in the United States of America

10 9 8 7 6 5 4 3 2 1



v

Contents

Contributors ���������������������������������������������������������������������������������������������������������������������������������������������������������vii

Preface ������������������������������������������������������������������������������������������������������������������������������������������������������������������ix

Part I: thermal strucure of Deep earth 1

1 Melting of Fe Alloys and the Thermal Structure of the Core
Rebecca A. Fischer  .........................................................................................................................................3

2 Temperature of the Lower Mantle and Core Based on Ab Initio Mineral Physics Data
Taku Tsuchiya, Kenji Kawai, Xianlong Wang, Hiroki Ichikawa, and Haruhiko Dekura .....................................13

3 Heat Transfer in the Core and Mantle
Abby Kavner and Emma S. G. Rainey ............................................................................................................31

4 Thermal State and Evolution of the Earth Core and Deep Mantle
Stéphane Labrosse ........................................................................................................................................43

Part II: structures, Anisotropy, and Plasticity of Deep earth Materials 55

5 Crystal Structures of Core Materials
Razvan Caracas ............................................................................................................................................57

6 Crystal Structures of Minerals in the Lower Mantle
June K. Wicks and Thomas S. Duffy ...............................................................................................................69

7 Deformation of Core and Lower Mantle Materials
Sébastien Merkel and Patrick Cordier ............................................................................................................89

8 Using Mineral Analogs to Understand the Deep Earth
Simon A. T. Redfern .....................................................................................................................................101

Part III: Physical Properties of Deep Interior 111

9 Ground Truth: Seismological Properties of the Core
George Helffrich .........................................................................................................................................113

10 Physical Properties of the Inner Core
Daniele Antonangeli....................................................................................................................................121

11 Physical Properties of the Outer Core
Hidenori Terasaki ........................................................................................................................................129

Part IV: Chemistry and Phase Relations of Deep Interior 143

12 The Composition of the Lower Mantle and Core
William F. McDonough................................................................................................................................145

13 Metal‐Silicate Partitioning of Siderophile Elements and Core‐Mantle Segregation
Kevin Righter ...............................................................................................................................................161



vi Contents

14 Mechanisms and Geochemical Models of Core Formation
David C. Rubie and Seth A. Jacobson ..........................................................................................................181

15 Phase Diagrams and Thermodynamics of Core Materials
Andrew J. Campbell ....................................................................................................................................191

16 Chemistry of Core‐Mantle Boundary
John W. Hernlund .......................................................................................................................................201

17 Phase Transition and Melting in the Deep Lower Mantle
Kei Hirose ...................................................................................................................................................209

18 Chemistry of the Lower Mantle
Daniel J. Frost and Robert Myhill .................................................................................................................225

19 Phase Diagrams and Thermodynamics of Lower Mantle Materials
Susannah M. Dorfman ................................................................................................................................241

Part V: Volatiles in Deep Interior 253

20 Hydrogen in the Earth’s Core: Review of the Structural, Elastic, and Thermodynamic  
Properties of Iron‐Hydrogen Alloys
Caitlin A. Murphy ........................................................................................................................................255

21 Stability of Hydrous Minerals and Water Reservoirs in the Deep Earth Interior
Eiji Ohtani, Yohei Amaike, Seiji Kamada, Itaru Ohira, and Izumi Mashino ....................................................265

22 Carbon in the Core
Bin Chen and Jie Li ......................................................................................................................................277

Index ������������������������������������������������������������������������������������������������������������������������������������������������������������������289



vii

Yohei Amaike
Department of Earth Science
Graduate School of Science
Tohoku University
Sendai, Japan

Daniele Antonangeli
Institut de Minéralogie, de Physique des Matériaux 
et de Cosmochimie (IMPMC), UMR CNRS 7590
Sorbonne Universités – UPMC
Paris, France

Andrew J. Campbell
Department of the Geophysical Sciences
University of Chicago
Chicago, Illinois, USA

Razvan Caracas
CNRS, Ecole Normale Supérieure de Lyon
Université Claude Bernard Lyon 1
Laboratoire de Géologie de Lyon
Lyon, France

Bin Chen
Hawaii Institute of Geophysics and Planetology
School of Ocean and Earth Science and Technology
University of Hawai’i at Mānoa
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The physics and chemistry of the lower mantle and core 
are responsible not only for the seismic, compositional, 
and thermal structure of the deep Earth but also for 
dynamics throughout the entire Earth, from the deep inte­
rior to the surface. Structure and dynamics are closely 
linked to the formation and evolution of Earth’s interior.

The interpretations of seismic signatures of the core 
and lower mantle have long been uncertain or under 
debate because we could not obtain data experimentally 
at relevant pressure‐temperature conditions. In recent 
years, we have reached a stage where we can perform 
measurements at the conditions of the center part of 
Earth using state‐of‐the‐art techniques, and many reports 
on the physical and chemical properties of the deep Earth 
have come out very recently. Novel theoretical models 
have been complementary to this breakthrough. These 
new inputs enable us to compare directly with results of 
precise geophysical observations. As a result, views of the 
deep Earth have been significantly advanced. Therefore, 
our knowledge and information of the Earth’s interior 
have been greatly updated recently, and now is a good 
time to summarize those issues.

This volume includes contributions from mineral/rock 
physics, geophysics, and geochemistry that relate to these 
properties. The volume consists five parts (thermal 

 structure of the lower mantle and core; structure, aniso­
tropy, and plasticity of deep Earth materials; physical 
properties of the deep interior; chemistry and phase rela­
tions in the lower mantle and core; and volatiles in the 
deep Earth) and each part contains three to eight chap­
ters. The idea of this book is based on active discussions 
in the mineral and rock physics session “Chemistry and 
Physics of Earth’s Lower Mantle and Core” at the 
American Geophysical Union Fall 2013 meeting.

The proposed volume will be a valuable resource for 
researchers and students who study Earth’s interior to 
obtain the latest information on deep Earth properties, 
materials, and behavior. The topics of this volume are 
multidisciplinary, and therefore this volume could be of 
interest to researchers and students from a wide variety 
of fields in the Earth sciences. We have chosen to struc­
ture the book to contain many shorter chapters, rather 
than fewer longer chapters, in order to cover a wide 
 variety of topics and incorporate the views of many expe­
rienced authors.

Finally, we would like to acknowledge the chapter 
authors and reviewers for their valuable contributions 
and also thank AGU/Wiley editorial staff  (especially 
Rituparna Bose and Mary Grace Hammond) for their 
excellent support.

Preface

Hidenori Terasaki and Rebecca A. Fischer
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Deep Earth: Physics and Chemistry of the Lower Mantle and Core, Geophysical Monograph 217, First Edition. 
Edited by Hidenori Terasaki and Rebecca A. Fischer. 
© 2016 American Geophysical Union. Published 2016 by John Wiley & Sons, Inc.

1.1. IntroductIon

The Earth’s core consists primarily of iron‐nickel alloy. 
The presence of several weight percent of one or more 
lighter elements such as S, Si, O, C, or H is implied by the 
core’s density, and these light elements depress the melt-
ing point of the core relative to pure iron [e.g., Birch, 
1952; Poirier, 1994]. The thermal structure of the core 
plays a key role in many deep Earth properties. It affects 
the magnitude of the temperature difference across the 
thermal boundary layer at the base of the mantle, heat 
flow on Earth, and the cooling rate of the core. Faster 
cooling rates would imply a younger inner core, while 
slower cooling would imply an older inner core. The age 

of the inner core corresponds to the onset of  compositional 
convection in the outer core due to the preferential expul-
sion of light elements during inner core crystallization. 
The core’s temperature structure is also linked to thermal 
convection in the outer core, with these two types of 
 convection driving the dynamo responsible for Earth’s 
magnetic field [e.g., Lister and Buffett, 1995]. The vigor of 
thermal convection in the Earth’s core depends on both 
its thermal structure and its thermal conductivity. Recent 
studies on the thermal conductivity of Fe and Fe‐rich 
alloys at core conditions have revealed a higher thermal 
conductivity of core materials than previously thought 
[e.g., Pozzo et al., 2012; Seagle et al., 2013], implying that 
higher core temperatures and/or stronger compositional 
convection are required to power the dynamo.

Knowledge of the core’s temperature would inform our 
understanding of these processes and put tighter  constraints 
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AbstrAct

The temperature of the Earth’s core has significant implications in many areas of geophysics, including 
 applications to Earth’s heat flow, core composition, age of the inner core, and energetics of the geodynamo. The 
temperature of the core at the inner core boundary is equal to the melting temperature of the core’s Fe‐rich alloy 
at the inner core boundary pressure. This chapter is a review of experimental results on melting temperatures of 
iron and Fe‐rich alloys at core conditions that can thus be used to infer core temperatures. Large discrepancies 
exist between published melting curves for pure iron at high pressures, with better agreement on the melting 
behavior of Fe-light element alloys. The addition of silicon causes a small melting point depression in iron, while 
oxygen and especially sulfur cause larger melting point depressions. The inner core boundary temperature likely 
falls in the range 5150–6200 K, depending on the identity of the light element(s) in the core, which leads to a 
core‐mantle boundary temperature of 3850–4600 K for an adiabatic outer core. The most significant sources of 
uncertainties in the core’s thermal structure include the core’s composition, phase diagram, and Grüneisen 
parameter.
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on the abundances of light elements in the Earth’s core, 
since thermal expansion affects the quantity of light 
 elements needed to match the observed density. The tem-
perature at the inner core boundary (ICB) is equal to the 
liquidus  temperature of the core alloy at that pressure 
(~330 GPa), since that is the temperature at which the solid 
inner core is  crystallizing from the liquid outer core. 
Therefore knowledge of the ICB temperature could be 
combined with   measurements of phase diagrams at high 
pressures and temperatures (P and T ) to constrain the 
identities of the core’s light elements. However, the thermal 
structure of the core is poorly understood.

This chapter reviews the available experimental con-
straints on the core’s temperature. Measuring melting of 
iron and Fe‐rich alloys at core conditions presents signifi-
cant experimental challenges, leading to discrepancies 
between studies. Extrapolating melting curves to the ICB 
pressure provides information about the ICB tempera-
ture. Adiabats can be calculated through these P‐T points 
up to the core‐mantle boundary (CMB) pressure to deter-
mine the thermal structure of the outer core.

1.2. Methods for deterMInAtIon  
of MeltIng

Melting experiments relevant to the Earth’s core require 
the generation of simultaneous extreme pressures and 
temperatures. This is commonly accomplished through 
the use of a laser‐heated diamond anvil cell, which is 
capable of reaching inner core conditions. A sample is 
embedded in a soft, inert pressure‐transmitting medium 
and compressed between two diamond anvils, then heated 
with an infrared laser until melted. Pressure is typically 
monitored using an X‐ray standard in the sample cham-
ber whose equation of state is well known or by ruby 
fluorescence or diamond Raman spectroscopy, whose 
signals shift systematically with pressure. Temperature is 
measured spectroradiometrically by fitting the thermal 
emission to the Planck function (see Salamat et al. [2014] 
for a recent review of diamond anvil cell methodology).

While techniques for generating and measuring extreme 
P‐T conditions in the diamond anvil cell are relatively 
well  established, there is disagreement over the best 
method for detecting a melt signal. Some studies rely on 
“speckling,” a qualitative detection of movement in the 
sample visualized by shining a second (visible) laser onto 
the laser‐heated spot during the experiment [e.g., Boehler, 
1993]. This movement is thought to be due to convection 
of the molten sample, though it has recently been pro-
posed that rapid recrystallization of the sample at subsoli-
dus conditions can cause this apparent motion [Anzellini 
et  al., 2013; Lord et  al., 2014a]. Other methods rely on 
 discontinuities in physical properties upon melting, such 
as a change in the emissivity‐temperature relationship 

[Campbell, 2008; Fischer and Campbell, 2010] or in the 
laser power‐temperature relationship [e.g., Lord et  al., 
2009]. These methods have the advantage of not requiring 
a synchrotron X‐ray source but provide no structural 
information about subsolidus phases. Synchrotron‐based 
techniques include the use of X‐ray diffraction to detect 
diffuse scattering from the melt and/or disappearance of 
crystalline diffraction [e.g., Anzellini et al., 2013; Campbell 
et al., 2007; Fischer et al., 2012, 2013] or, less commonly, 
time domain synchrotron Mössbauer spectroscopy 
[Jackson et al., 2013].

In addition to diamond anvil cell methods, the multian-
vil press has also been used for melting experiments, with 
analysis of recovered samples used to detect melting [e.g., 
Fei and Brosh, 2014; Fei et al., 2000]. Previously multianvil 
press experiments were limited in pressure to ~25 GPa, but 
recent advances in sintered diamond anvils [e.g., Yamazaki 
et al., 2012] may allow for higher‐pressure  melting experi-
ments in the multianvil press in the future. Until recently, 
shock wave experiments were the standard technique for 
melting experiments at core conditions [e.g.,  Brown and 
McQueen, 1986]. They provide a reliable method for reach-
ing core pressures and temperatures, with melting deter-
mined from discontinuities in the sound velocity‐pressure 
relationship. However, temperatures in shock experiments 
are frequently calculated thermodynamically [e.g., Brown 
and McQueen, 1986; Nguyen and Holmes, 2004] due to dif-
ficulties with direct measurements, making them less accu-
rate, and improvements in diamond cell methods have 
facilitated the access of core conditions by static methods. 
Additionally, melting curves can be calculated using ab ini-
tio methods [e.g., Alfè et  al., 2002] or thermodynamic 
modeling [e.g., Fei and Brosh, 2014].

1.3. results on MeltIng of Iron

Due to its extreme importance to our understanding of 
the thermal structure of the core, the melting behavior of 
iron at high pressures has been investigated by many 
research groups using all of the techniques discussed in 
Section 1.2. Despite such a large number of results using a 
variety of methods, there remains no consensus on the 
melting curve of pure iron at core pressures. Figure 1.1 
illustrates some of the many previous results on iron 
melting obtained using diamond anvil cell [Anzellini 
et al., 2013; Boehler, 1993; Jackson et al., 2013; Ma et al., 
2004; Saxena et al., 1994; Shen et al., 2004; Williams et al., 
1987], ab initio [Alfè, 2009; Alfè et  al., 2002; Anderson 
et al., 2003; Belonoshko et al., 2000; Laio et al., 2000; Sola 
and Alfè, 2009], and shock wave [Ahrens et al., 2002; Brown 
and McQueen, 1986; Nguyen and Holmes, 2004; Yoo et al., 
1993] methods. Below ~50  GPa there is fairly good 
 agreement over the iron melting curve. In the ~50–200 GPa 
range, readily accessible in the laser‐heated  diamond anvil 
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cell, Fe melting curves vary by over 1000 K. Where the 
shock Hugoniot crosses the melting curve at ~240 GPa, 
reported shock melting temperatures vary by ~1500 K. At 
the inner core boundary pressure of 330 GPa, ab initio 
calculations of Fe melting vary by over 1500 K.

The causes of these discrepancies remain unclear. Among 
diamond anvil cell studies, it appears that the method used 
to detect melting is one of the main sources of variation 
[e.g., Anzellini et  al., 2013; Jackson et  al., 2013], though 
there is no clear consensus as to which method should be 
the most reliable. Uncertainties in radiometric temperature 
measurements, pressure calibrations, and possible chemical 
reactions at these extreme conditions may also play a role 
in the discrepancy. Among shock wave experiments, large 
uncertainties in temperature determination may explain 
some of the variability [e.g., Brown and McQueen, 1986]. 
A systematic offset is seen between shock studies in which 
temperatures are calculated thermodynamically [Brown and 
McQueen, 1986; Nguyen and Holmes, 2004] and those in 
which they are measured spectroradiometrically [Williams 
et al., 1987; Yoo et al., 1993] (Figure 1.1). Studies in which 
temperatures are calculated thermodynamically give sys-
tematically lower melting temperatures, in better agreement 
with the static diamond anvil cell results.

The melting point of  iron at 330 GPa may be taken as 
an upper bound on the temperature at the inner core 

boundary, neglecting the effects of  an alloying light 
 element. However, the experimental studies represented 
in Figure 1.1 reported ICB temperatures ranging from 
4850 K [Boehler, 1993] to 7600 K [Williams et al., 1987]. 
Anzellini et  al. [2013] suggested that earlier diamond 
cell studies that identified melting at lower  temperatures 
may have actually been identifying the onset of  fast 
recrystallization. The authors point to the  agreement 
between several more recent studies (diffuse  scattering 
results of  Anzellini et al. [2013], some shock wave stud-
ies [Brown and McQueen, 1986; Nguyen and Holmes, 
2004], and some ab initio studies [e.g., Alfè, 2009; Alfè 
et al., 2002]) as evidence of  progress toward a consen-
sus on the Fe melting curve. Additionally, coincidence 
of  fast recrystallization with melting temperatures 
reported using the speckling  technique was also 
reported by Lord et al. [2014a] on a different material. 
Therefore, in this discussion, the melting curve of 
Anzellini et al. [2013] will be used as the reference for 
pure iron, though uncertainties remain. For example, 
lower melting temperatures for iron were reported by 
other shock wave [Ahrens et  al., 2002] and diamond 
cell  studies, including those using identical melting 
 criteria [Shen et al., 2004]. Despite decades of  effort to 
measure the melting curve of  iron, further work remains 
necessary.
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1.4. results on MeltIng of Iron‐rIch 
Alloys

The core’s density implies the presence of several 
weight percent of one or more light elements [e.g., Birch, 
1952], which lowers the melting point of iron. Therefore 
it is important to consider the effects of these light 
 elements on the melting of iron at core conditions. 
Surprisingly, the eutectic melting behavior in more com-
plex multicomponent systems involving iron and one or 
more light elements is often more well‐understood than 
the end‐member case.

Melting in Fe‐rich iron‐silicon alloys has been the 
 subject of several previous studies using X‐ray diffuse 
scattering [Fischer et al., 2012, 2013; Morard et al., 2011], 
laser power‐temperature discontinuities [Asanuma et al., 
2010; Fischer et al., 2013], and morphology of recovered 
samples [Asanuma et  al., 2010]. Figure  1.2a illustrates 
melting results in the Fe‐FeSi system on compositions 
ranging from 9 to 18 wt % Si up to 140 GPa. Since the 
addition of this amount of silicon must depress the melt-
ing point of iron, the melting results in Figure 1.2a lend 
support to the higher reported melting curves of pure Fe 
[i.e., Anzellini et al., 2013; Williams et al., 1987]. Taking 
the Fe melting curve of Anzellini et al. [2013] as a refer-
ence, the addition of Si causes a melting point depression 
of approximately 0–400 K at 100 GPa. At higher pres-
sures than this, the eutectic temperature appears to stop 
increasing with pressure, but there are very few Fe‐Si 
melting data at these conditions. This pressure approxi-
mately corresponds to a transition from a face‐centered‐
cubic (fcc) + B2 to a hexagonal close‐packed (hcp) + B2 
subsolidus phase assemblage [Fischer et al., 2013], which 
may explain the change in slope of the eutectic tempera-
ture with increasing pressure. This behavior could imply 
that the melting point depression caused by silicon 
increases at higher pressures; however, additional melting 
data on Fe‐Si alloys at higher pressures are needed to 
clarify this. The scatter in Figure 1.2a is due in part to 
changes in the subsolidus phase assemblage being melted, 
which may be fcc + B2, hcp + B2, DO3 only, or B2 only 
below ~100  GPa, depending on pressure and composi-
tion. However, all compositions shown in Figure  1.2a 
should melt eutectically from an hcp + B2 mixture 
above ~100 GPa [Fischer et al., 2013].

Figure 1.2b summarizes melting results in the Fe‐FeO 
system obtained using the “speckle” method [Boehler, 
1993] and the disappearance of crystalline X‐ray diffrac-
tion peaks [Seagle et al., 2008] as melting criteria up to 
140  GPa. The data of Seagle et  al. [2008] and Boehler 
[1993] are compatible within uncertainty. It is interesting 
to note that these two different melting criteria indicate 
approximately the same melting temperatures in the  
Fe‐FeO system, while they give very different results on 

pure Fe (Section  1.3). Oxygen causes a deeper melting 
point depression in iron than silicon does. At 100 GPa, 
the experimental results shown in Figure 1.2b  demonstrate 
that the Fe‐FeO eutectic temperature is approximately 
700–1100 K lower than the Fe melting curve of Anzellini 
et al. [2013]. Thermodynamic calculations of Komabayashi 
[2014] using an ideal solution model for the Fe‐FeO 
eutectic are compatible with the upper end of this range. 
Changes in the subsolidus crystal structure of FeO at 
higher pressures [Ozawa et  al., 2011] could change the 
melting behavior, but melting data in the Fe‐FeO system 
are not yet available at these conditions (P> 240 GPa).

Previous results on the Fe‐Fe3S melting curve exhibit a 
remarkable degree of agreement between studies that used 
a variety of different melting criteria. Figure 1.2c shows 
some of these results, in which melting was  determined 
from the disappearance of crystalline X‐ray diffraction 
[Campbell et al., 2007; Kamada et al., 2012], the appear-
ance of diffuse X‐ray scattering [Morard et al., 2008, 2011], 
and scanning electron microscope observations of recov-
ered samples [Chudinovskikh and Boehler, 2007]. From 21 
to ~240 GPa in the Fe‐rich side of the Fe‐S system, the 
subsolidus phase assemblage is a mixture of Fe and Fe3S 
[Fei et al., 2000; Kamada et al., 2010], though Fe3S decom-
position at higher pressures could change the slope of the 
melting curve [Ozawa et  al., 2013]. The Fe‐Fe3S melting 
curve shows a small change in slope at ~60 GPa, where 
the fcc‐hcp phase boundary in iron intersects the Fe‐Fe3S 
melting curve [Morard et al., 2011]; effects of this transi-
tion are not well resolved in the Fe‐FeO system, likely 
due to scatter in the data. Eutectic melting in the Fe‐Fe3S 
system occurs ~900–1200 K lower than the melting point 
of iron [Anzellini et al., 2013] at 100 GPa.

Melting in the Fe‐Fe3C system was investigated by Lord 
et al. [2009] to 70 GPa using the laser power‐temperature 
discontinuity method and X‐ray radiography (Figure 1.2d).
New multianvil press experiments and calculations in the 
Fe‐C system by Fei and Brosh [2014] have reproduced 
the Fe‐Fe3C eutectic melting curve of Lord et al. [2009]. 
The Fe‐Fe3C eutectic is 600–800 K lower than the Fe melt-
ing curve of Anzellini et al. [2013] at 70 GPa. The Fe‐Fe3C 
melting curve has approximately the same slope as the Fe 
melting curve of Anzellini et al. [2013] at these pressures, 
so the melting point depression at 100 GPa is also expected 
to be ~600–800 K. It is likely that Fe7C3 will replace Fe3C 
as the stable carbide along the eutectic at core conditions 
[Fei and Brosh, 2014; Lord et al., 2009], which could change 
the melting behavior in this system at higher pressures. 
Carbon in the core is discussed further in Chapter 22.

Melting in the Fe‐H system has not been studied nearly 
as thoroughly as other Fe-light element systems, due at 
least in part to technical challenges. It has only been 
 studied up to 20 GPa [Sakamaki et  al., 2009] and only 
in  the presence of excess H, which is likely a different 
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 eutectic from that relevant to the Earth’s core composi-
tion. Other aspects of hydrogen in the core are reviewed 
in Chapter 20.

Melting in ternary systems has not been extensively 
studied at core pressures. Terasaki et al. [2011] and Huang 

et al. [2010] measured melting on Fe‐rich compositions 
in the Fe‐O‐S system using static and shock methods, 
respectively. Terasaki et  al. [2011] report a eutectic 
 melting point depression of ~950–1200 K relative to the 
Fe  melting curve of Anzellini et  al. [2013] at 100  GPa, 
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indistinguishable from results on the Fe‐S system without 
oxygen present. Huang et al. [2010] report a smaller melt-
ing point depression of 300–800 K, which is incompatible 
with results on Fe-S and Fe-O melting, since the  addition 
of a small amount of a second light element is unlikely to 
increase the melting point.

Nickel has only a minor effect on the melting tempera-
tures of iron-light element alloys, though many of the 
data on the effects of nickel were obtained far below core 
pressures. Comparing the melting data of Morard et al. 
[2011] on Fe‐Si‐Ni alloys to results without nickel 
(Figure 1.2a) reveals no resolvable effect of 5% Ni on the 
melting temperature, though this is difficult to assess 
given the scatter in the Fe‐Si(‐Ni) data. Lord et al. [2014b] 
reported similar melting temperatures of Fe‐Si‐Ni alloys. 
The shock wave study of Zhang et  al. [2014] reported 
melting temperatures for Fe‐9Ni‐10Si at 168 and 206 GPa 
that are compatible with the Ni‐free data in Figure 1.2a. 
Zhang and Fei [2008] investigated the Fe‐S‐Ni system at 
~20 GPa and found that the addition of 5% Ni lowers the 
melting point by 50–100 K, compatible with the findings 
of Stewart et  al. [2007]. Morard et  al. [2011] found no 
resolvable effect of 5% Ni in an Fe‐S‐Ni alloy at higher 
pressures (Figure 1.2c). Urakawa et al. [1987] reported a 
100 K melting point depression from the addition of 10% 
Ni to the Fe‐O‐S system at 6–15  GPa. Rohrbach et  al. 
[2014] found an ~50 K melting point depression when 5% 
Ni is added to the Fe‐C system at 10 GPa. New results on 
the melting of pure Ni [Lord et al., 2014a] show that its 
melting curve is very similar to the melting curve of pure 
Fe reported by Anzellini et al. [2013], as opposed to being 
significantly lower as previously thought, so a deep melt-
ing point depression is not required.

1.5. ApplIcAtIon to the therMAl structure  
of the core

Eutectic melting point depressions caused by different 
light elements at 100 GPa relative to the Fe melting curve 
of Anzellini et al. [2013] (Section 1.4) are summarized in 
Table  1.1. They can be used to extrapolate the melting 
curves of these Fe-light element alloys to the inner core 
boundary pressure by subtracting this depression from 
the melting curve of iron, which has been determined to 
higher pressures and thus requires less extrapolation. 
Extrapolation of these melting curves assumes that any 
subsolidus phase changes at higher pressures do not 
 significantly affect the slopes of the melting curves, which 
is necessary given the pressure ranges of the data. 
Anzellini et  al. [2013] report a melting temperature of 
pure iron of 6200 ± 500 K at 330 GPa based on an extrap-
olation of their data, which are compatible with the shock 
data of Nguyen and Holmes [2004] and Brown and 
McQueen [1986] and the ab initio study of Alfè [2009]. 
The uncertainties involved are likely larger than this, 

based on the disagreement between studies at lower pres-
sures (Figure  1.1) and uncertainties inherent in this 
extrapolation. The melting temperatures at 330 GPa for 
different binary systems can be calculated by assuming 
that melting point depressions at 100 GPa can approxi-
mate those at 330  GPa. These results are listed in 
Table 1.1. Since the melting temperatures are compared 
to the same melting curve of Fe at both 100 and 330 GPa, 
the melting temperatures listed in Table 1.1 are approxi-
mately independent of the choice of Fe melting curve if  
the melting curves have similar slopes. However, the melt-
ing point depressions reported in Table 1.1 do depend on 
the choice of Fe melting curve.

These results can be compared to a simple extrapola-
tion of the data obtained by fitting the Simon equation to 
all of the data shown in Figure 1.2 for each composition. 
However, these fits are very sensitive to the choice of the 
reference pressure and temperature, which is a large 
source of uncertainty. Upper and lower bounds were fit 
separately, resulting in a range of melting temperatures 
(except in the Fe‐C system). This method predicts melting 
temperatures at 330 GPa of 5250–5600 K (Fe‐Si), 4200–
4650 K (Fe‐O), 4500–5300 K (Fe‐S), and 5100 K (Fe‐C). 
These values are generally lower than those listed in 
Table 1.1 but compatible within uncertainty. The excep-
tion is the Fe‐O system, in which the data from Boehler 
[1993] imply a significantly shallower slope than the melt-
ing curve of Anzellini et al. [2013] (though the more recent 
data of Seagle et al. [2008] do not), resulting in a lower 
melting temperature when extrapolated directly.

It is important to note that the melting temperatures at 
330  GPa listed in Table  1.1 are eutectic temperatures. 
Therefore, they represent lower bounds on Earth’s inner 
core boundary temperature, since the inner core is crys-
tallizing from the liquid outer core along the liquidus, 
not at the eutectic temperature. Improved understanding 
of how the liquidus temperature evolves with pressure, 
 temperature, and composition in these systems would 
produce a better estimate of the ICB temperature. 
However, the presence of significant quantities of 
 multiple light elements in the core could decrease the 
melting temperature relative to those of binary systems. 

Table 1.1 Melting point depressions at 100 GPa (relative to 
the Fe melting curve of Anzellini et al. [2013]) and estimated 
330 GPa eutectic melting temperatures for various iron-light 
element binary systems.

System
Melting point  
depression (K)

Melting temperature  
at ICB (K)

Fe 0 6200 ± 500
Fe‐Si 0–400 6000 ± 500
Fe‐O 700–1100 5300 ± 500
Fe‐S 900–1200 5150 ± 500
Fe‐C 600–800 5500 ± 500
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In this discussion the eutectic melting temperatures of 
the binary Fe-light element alloys listed in Table 1.1 are 
taken as approximations of the ICB temperature.

These melting temperatures (Table 1.1) therefore repre-
sent points to which the core’s geotherm may be anchored 
at 330 GPa for different compositions. The inner core is 
believed to be relatively isothermal, with a uniform 
 temperature to within ~100 K [Brown and Shankland, 1981; 
Pozzo et al., 2014]. The convecting outer core is mostly adi-
abatic [e.g., Birch, 1952]. Thermally stratified layers have 
been suggested based on recent calculations of high ther-
mal conductivity of Fe [Pozzo et al., 2012], though thermal 
conductivity is compositionally dependent [Seagle et  al., 
2013]. In particular, a thermochemical boundary layer at 
the base of the outer core [e.g., Gubbins et al., 2008] and a 
stratified layer at the top of the outer core [e.g., Buffett, 
2014] have both been proposed, with the bulk of the outer 
core considered to be adiabatic. The magnitude of possible 
deviations from adiabaticity is poorly constrained.

Assuming that the temperature gradient in the outer 
core can be approximated as adiabatic, its temperature 
profile may be calculated from

 

ln
ln

,
T

 

where γ is the Grüneisen parameter, a function of den-
sity ρ. Different equations of  state will therefore produce 

core adiabats with different slopes. Equations of state of 
possible core components are reviewed in Chapter 10. 
Here a recent thermal equation of state of hcp iron 
[Dewaele et al., 2006] is taken as representative of Fe‐rich 
alloys for geotherm calculations. Using the thermal 
equation‐of‐state parameters for iron from Anderson 
[1998], for example, would change the temperature at 
135 GPa by ~250 K. This calculation is primarily sensi-
tive to the value of the Grüneisen parameter at core con-
ditions and less sensitive to the Debye temperature and 
isothermal equation‐of‐state parameters, such as the bulk 
modulus, its pressure derivative, and the density at 1 bar.

Figure 1.3 illustrates some example core adiabats 
anchored to the 330 GPa melting points of each binary 
system listed in Table 1.1. Inner core boundary tempera-
tures of 5150–6200 K translate into core‐mantle bound-
ary temperatures of 3850–4600  K along an adiabat. 
Extrapolating transition zone temperatures along an 
 adiabat to the core‐mantle boundary predicts a mantle 
temperature of 2500–2800 K approaching the CMB [Lay 
et al., 2008], implying a temperature contrast across the 
thermal boundary layer of 1050–2100 K. Assuming a man-
tle thermal conductivity of 10 W/m·K in a 200‐km‐thick 
thermal boundary layer [Lay et al., 2008], this temperature 
contrast leads to a heat flux q of  0.05–0.11 W/m2, corre-
sponding to a heat flow of 8–15 TW. Only the highest 
end of  this range (corresponding to the highest core 
temperature) is compatible with recent calculations of 
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the core’s thermal conductivity [e.g., Pozzo et al., 2012], 
though experiments have shown that iron’s thermal 
 conductivity has a significant compositional dependence 
[Seagle et al., 2013]. Based on estimates of the degree of 
partial melt at the base of the mantle, which range from 
zero to ~25% [e.g., Rost et al., 2005], these high tempera-
tures may be incompatible with measurements of mantle 
melting temperatures, though there are discrepancies 
between studies. Reported mantle solidus temperatures 
range from 3600 K [Nomura et  al., 2014] to 4200 K 
[Andrault et  al., 2011; Fiquet et  al., 2010] at 135  GPa 
(Figure  1.3), with liquidus temperatures ranging from 
4700 K [Andrault et al., 2011] to ~5400 K [Fiquet et al., 
2010].

An Fe‐Si core implies the highest core temperatures, 
followed by Fe‐C, then Fe‐O, with an Fe‐S core implying 
the lowest temperatures. The small difference between the 
melting curves of pure Fe and Fe‐Si (Figure 1.2a) sug-
gests a narrow phase loop between the solidus and liqui-
dus in the Fe‐Si system, so that an Fe‐Si core would likely 
drive compositional convection less efficiently than an 
Fe‐O or Fe‐S core would. An Fe‐Si core may therefore 
require a larger thermal convection contribution to main-
tain the geodynamo relative to an Fe‐O or Fe‐S core. The 
width of this phase loop between the solidus and liquidus 
must be compatible with the density contrast between the 
inner and outer core, offering another clue into the iden-
tity of the core’s light element(s). The Fe‐Si melting curve 
is steeper than those of Fe‐O and Fe‐S (Figure 1.2). This 
implies that for a given core cooling rate an Fe‐Si core 
would crystallize more slowly than an Fe‐O or Fe‐S core 
would [Fischer et al., 2013]. Therefore, a core with silicon 
as the dominant light element would have an older inner 
core than one rich in oxygen or sulfur, implying an earlier 
onset of compositional convection if  silicon is the domi-
nant light element.

1.6. conclusIons

Geotherms in the Earth’s outer core can be calculated as 
an adiabat if the melting temperature of the core alloy at 
330 GPa and its equation of state are known. The tempera-
ture in Earth’s outer core likely ranges from 3850–4600 K at 
the CMB to 5150–6200 K at the ICB, but large uncertain-
ties remain. Despite decades of research and its significance 
in geophysics, controversy still surrounds the melting tem-
perature of pure iron at Earth’s core  conditions, though a 
consensus may be starting to form. However, the pressure 
evolution of eutectic temperatures in the Fe‐Si, Fe‐O, and 
Fe‐S systems is better understood, largely due to the devel-
opment of synchrotron X‐ray  diffraction techniques for in 
situ detection of melting. Silicon causes a small melting 
point depression in iron, while oxygen and sulfur cause 
larger melting point  depressions, with implications for the 

core’s evolution. For example, an Fe‐Si core would drive 
compositional convection less efficiently and crystallize 
more slowly than an Fe‐O or Fe‐S core. Knowledge of 
these  melting curves, combined with information about 
densities, seismic velocities, solid-melt partitioning, geo-
chemistry, and other independent constraints on properties 
of various light element candidates (as discussed in 
Parts  II–V of this monograph), offers clues to the core’s 
composition.

Future studies aiming to further our understanding of 
the temperature of the core should focus on how melting 
temperatures of Fe‐rich systems vary with pressure and 
composition, especially in ternary systems, and on the 
Grüneisen parameters of (liquid) Fe‐rich alloys at core 
conditions. It is especially important to focus on meas-
urements of liquidus temperatures since the inner core is 
crystallizing along the liquidus. Melting measurements 
are needed at higher pressures, both to reduce uncertain-
ties inherent in extrapolations and to identify the effects 
of subsolidus phase changes on melting.
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2.1. IntroductIon

Temperature is one of the most important physical 
quantities controlling the thermal and dynamical evolu­
tion of planets. Many studies have considered Earth’s 
thermal structure [Poirier, 2000], where seismic discon­
tinuities in the mantle and core were used to infer the 
temperature (T) conditions at some fixed pressures (P) on 
Earth, as they can be associated with major phase transi­
tions in the component minerals, including the olivine‐
spinel and post‐spinel transitions in (Mg, Fe)2SiO4, 
perovskite (Pv) to post‐perovskite (PPv) transition in 
(Mg, Fe)SiO3, and melting transition in Fe alloys [Alfé 
et al., 2004; Boehler, 1992; Katsura et al., 2010; Murakami 
et al., 2004; Tsuchiya et al., 2004b]. Conditions are then 
adiabatically extrapolated from those fixed points 

[Anderson, 1982; Brown and Shanlkand, 1981; Katsura 
et al., 2010], which suggests that the temperature near the 
core‐mantle boundary (CMB) is strongly depth depend­
ent and forms a thermal boundary layer (TBL). The 
CMB heat flow, which is determined by the temperature 
gradient and conductivity in the TBL [Turcotte and 
Schubert, 2001], controls the deep Earth dynamics, such 
as the lower mantle basal heating, core cooling, and 
dynamo activity. Although empirical assumptions or 
large extrapolations long needed to be applied to estimate 
the thermal states of the deep Earth, recent advance­
ments of the state‐of‐the‐art density functional ab initio 
computation techniques now allow us to directly access 
the physical properties of mantle and core materials with 
complicated compositions under the lower mantle (LM) 
and core P, T conditions, including thermodynamics 
[Metsue and Tsuchiya, 2012; Tsuchiya and Wang, 2013], 
elasticity [Badro et al., 2014; Ichikawa et al., 2014; Wang 
et al., 2015], and thermal conductivity [Dekura et al., 
2013]. Those cover not only high‐P, T thermodynamics 
but also elasticity and transport property, leading to more 
quantitative modeling of deep Earth thermal states, 
which will be briefly summarized in this chapter.

Temperature of the Lower Mantle and Core Based 
on Ab Initio Mineral Physics Data

Taku Tsuchiya,1,2 Kenji Kawai,3 Xianlong Wang,1,2 Hiroki Ichikawa,1,2 and Haruhiko Dekura1
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AbstrAct

The thermal structure of Earth’s interior plays a crucial role in controlling the dynamics and evolution of our 
planet. We have developed comprehensive models of geotherm from the lower mantle to the outer core and 
thermal conductivity of the lower mantle using the high‐pressure and high‐temperature physical properties of 
major constituent minerals calculated based on the ab inito computation techniques. Based on the models, the 
thermal property of the core‐mantle boundary (CMB) region, including CMB heat flow is discussed.
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2.2. Ab InItIo Methods for 
MInerAl PhysIcs

2.2.1. Density Functional Theory

Ab initio approaches are theoretical techniques that 
solve the fundamental equations of quantum mechanics 
with a bare minimum of approximations. The density 
functional theory (DFT) is, in principle, an exact theory 
for the ground state and allows us to reduce the interacting 
many‐electron problem to a single‐electron problem (the 
nuclei being treated as an adiabatic background) 
[Hohenberg and Kohn, 1964; Kohn and Sham, 1965]. Using 
the variational principle, the one‐electron Schrödinger 
equation, known as the Kohn‐Sham equation, can be 
derived from the all‐electron Schrödinger equation. The 
local density approximation (LDA) [Kohn and Sham, 1965; 
Ceperley and Alder, 1980; Perdew and Zunger, 1981] 
replaces the exchange correlation potential, which con­
tains all the quantum many‐body effects, at each point by 
that of a homogeneous electron gas with a density equal to 
the local density at the point. The LDA works remarkably 
well for a wide variety of materials, especially in the calcu­
lations of the equation of state (EoS), elastic constants, 
and thermodynamics of silicates. Cell parameters and bulk 
moduli obtained from well‐converged calculations often 
agree with the experimental data within a few percent.

The generalized gradient approximation (GGA [Perdew 
et al., 1992; 1996] ) was reported to substantially improve 
the LDA for certain transition metals [Bagno et al., 1989] 
and hydrogen‐bonded systems [Hamann, 1997; Tsuchiya 
et al., 2002, 2005a]. There is however some evidence that 
GGA underbinds the chemical bonding of silicates and 
oxides, leading to overestimating the volumes and under­
estimating the elasticity compared to experimental meas­
ures [Hamann, 1996; Demuth et al., 1999]. If  one includes 
the thermal effect with zero‐point motion, the LDA 
 provides more reasonable structural and elastic quanti­
ties (typically within a few percent). On the other hand, a 
discrepancy of about 10–15 GPa is usually seen in transi­
tion pressures calculated with the LDA and GGA 
[e.g., Hamann, 1996; Tsuchiya et al., 2004b; Dekura et al., 
2011], which provide lower and upper bounds, respec­
tively. Experimental transition pressures usually fall 
between the values obtained within the LDA and GGA, 
or closer to the GGA values [e.g., Hamann, 1996; Tsuchiya 
et al., 2004a,b].

Apart from these arguments, the LDA and GGA both 
are known to fail to describe strongly correlated iron 
oxide bonding correctly. Both methods cannot reproduce 
the insulating ground states of FeO due to crystal field 
splitting of Fe d states, for example. The internally con­
sistent LSDA+U method, where the Hubbard correction 
(U) is applied to describe the screened onsite Coulomb 

interaction between the d electrons more accurately, is a 
practical one to overcome this issue [Cococcioni and de 
Gironcoli, 2005; Tsuchiya et al., 2006a,b] and allows to 
simulate the structure and elasticity of iron‐bearing sili­
cates within the same reproducibility level of the LDA for 
iron‐free systems. Within the internally consistent scheme, 
the correction parameter U can be determined non 
empirically based on the variational principle [Cococcioni 
and de Gironcoli, 2005], depending on chemical composi­
tion, spin state, and oxidation state. Calculations reported 
in this study were therefore conducted based on the LDA, 
internally consistent LSDA+U, and GGA for iron‐free 
and iron‐bearing silicates and metallic iron, respectively.

2.2.2. Phonon and Crystal Thermodynamics

The potential of nuclei is treated as a part of the 
static  external field. Compared to electrons, nuclei are 
much heavier, so that electrons can usually be relaxed 
to  a  ground state within nuclei dynamics [Born and 
Oppenheimer, 1927]. When quantum effects are negligible 
for the nuclei dynamics, the classical Newton equation of 
motion (EoM) can be applicable to simulate the time evo­
lution of a many‐atom system on the Born‐Oppenheimer 
energy surface. This technique is referred to as the ab 
 initio molecular dynamics (AIMD) method. If  using 
the  plane wave basis set, which becomes utilizable by 
means of the pseudopotential, forces acting on nuclei 
can  be efficiently and accurately calculated based on 
the  Hellmann‐Feynman theorem [Feynman, 1939] from 
the total energy. Constant‐temperature or constant‐pressure 
conditions can be achieved by the extended Lagrangian 
methods [Hoover, 1985; Nose, 1984; Parrinello and 
Rahman, 1980; Rahman and Parrinello, 1981] or the veloc­
ity (cell) scaling algorithms. The AIMD technique is also 
used for structure relaxation combined with the damped 
dynamics algorithm.

The Born‐Oppenheimer energy (often simply called 
the total energy), in which the nuclei are moving, can be 
expanded in a Taylor series around the equilibrium geo­
metry in three dimensions, leading to
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with the displacement d R R R= − 0 . The calculation of 
the equilibrium geometry and the harmonic‐level 
vibrational (phonon) properties of  a system thus 
amounts to computing the first and second derivatives 
of  its total energy surface. The equilibrium geometry 
of  the system is given by the condition that the first 
term of  the right‐hand side of  Equation (2.1), which 
 corresponds to the forces acting on individual ions, 
vanishes. On the other hand, the second‐order term, 
the Hessian of  the total energy, is usually called the 
harmonic force constant matrix. The vibrational 
 frequencies ω are determined by the eigenvalues of  this 
matrix, scaled by the nuclear masses as
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within the harmonic lattice dynamics (LD) theory 
[Srivastava, 1990]. An efficient procedure to obtain the 
linear response of the electron charge density to a distor­
tion of the nuclear geometry within DFT is the density 
functional perturbation theory (DFPT [Zein, 1984; 
Baroni et al., 1987; Gonze, 1995]), which has been success­
fully applied to investigate the phonon property of com­
plicated silicate minerals [e.g., Karki et al., 2000; Tsuchiya 
et al., 2005b; Yu et al., 2007]. However, the efficiency of 
DFPT decreases with increasing system size, so that this 
technique is less useful when calculating supercells 
required to study effects of impurity doping. Calculations 
of the thermodynamic properties of iron‐bearing MgSiO3 
Pv (PPv) and MgO periclase were therefore investigated 
using the direct (supercell) method combined with the 
internally consistent LSDA+U formalism [Fukui et al., 
2012; Metsue and Tsuchiya, 2011, 2012; Tsuchiya and 
Wang, 2013].

Sufficiently below the melting point, the phonon energy 
Uph and phonon free energy Fph can be conveniently cal­
culated within the quasi‐harmonic approximation (QHA) 
[Wallace, 1972]. This consists in calculating Uph and Fph in 
the harmonic approximation, retaining only the implicit 
volume dependence through the frequencies as
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respectively. Once internal energy and free energy are 
available, other thermodynamic properties are readily 
derivable based on the standard thermodynamic defini­
tions. For example, vibrational entropy is derived simply 
from the fundamental relationship
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or from the more statistical physical representation
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Although the QHA accounts only partially for the 
effects of  anharmonicity through the volume depend­
ence of  the phonon spectra, it is widely accepted that it 
works very well at the high pressures and high tempera­
tures  corresponding to the lower mantle condition. 
The  properties that can be calculated within the 
QHA include finite‐temperature equation‐of‐state and 
elastic  constants, specific heat, and thermal expansion 
coefficients [e.g., Tsuchiya, 2003; Tsuchiya et al., 2005b; 
Wentzcovitch et al., 2004; 2006]. A free energy balance 
between different phases yields their thermodynamic 
stability as a function of  pressure and temperature 
[e.g., Tsuchiya et al., 2004a,b].

2.2.3. EoS from Molecular Dynamics

Finite‐temperature thermodynamics, including the 
P‐V‐T EoS of liquids and anharmonic solids, are dealt 
with by the AIMD technique, not by the LD. It is usually 
carried out within the canonical (NVT) ensemble, where 
Newton’s EoM is numerically integrated. The sufficiently 
large size of the calculation cell and long‐time integration 
for the EoM have to be taken into account to obtain con­
vergence in statistical samplings. Calculated results at 
 discrete P,T are often fitted using an EoS model based 
on the Mie‐Grüneisen equation

 P V T P V P V TT, ,th( ) = ( ) + ( )0 ∆ , (2.5)

where total pressure P(V, T) is expressed by the sum of 
the pressure at a reference temperature (the first term) 
and thermal pressure (the second). For the isothermal 
part at a reference temperature T0, model EoS functions 
such as the Vinet (Morse‐Rydberg) equation [e.g., Stacey 
and Davis, 2004] or the third‐order Birch‐Murnaghan 



16 DeeP eArTh

equation are typically used. Here KT0 and ′KT 0 are the 
isothermal bulk modulus and its pressure derivative 
at  zero pressure at T0. Since the Newton EoM is for 
the classical dynamics, crystal dynamics with quantum 
effects remarkable below the Debye temperature cannot 
be represented by the Molecular dynamics (MD) 
method, unlike the LD. Nevertheless, the quasi‐harmonic 
Debye model has been widely used to represent the 
 thermal pressure of  oxide and silicate solids [Kawai and 
Tsuchiya, 2014], where the Debye function is used to 
represent the phonon energy (atomic contribution), 
which approaches 3nRT at T D>> Θ  (the Debye tempera­
ture) (the Dulong‐Petit limit). The QHA is however 
clearly inadequate for metallic liquids. For metals, the 
electronic excitation effect is also not negligible, parti­
cularly in high‐temperature conditions corresponding, 
for example, to Earth’s core [e.g., Boness et al., 1986; 
Tsuchiya and Kawamura, 2002]. A new function for the 
internal thermal energy suite for metallic liquids in a 
broad P, T range has therefore been proposed [Ichikawa 
et al., 2014], which is simply represented by a second‐
order polynomial of  temperature with a volume‐ 
dependent second‐order coefficient. Combining the 
calculated internal thermal energy and thermal pres­
sure, the total Grüneisen parameter (γ) is parameterized 
from the relation,
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In this analysis, γ is assumed to depend only on volume 
and its temperature dependence is still neglected. This is 
often acceptable. In that case, one can employ a practical 
functional form of γ to express the volume dependence 
[Tange et al., 2009]. The P‐V‐T EoS model constructed in 
this procedure is widely applicable from insulator solids 
to metallic liquids. The EoS parameters are determined 
by least squares analyses on the E‐P‐V‐T data set 
obtained from the AIMD calculations. To obtain physi­
cally reasonable regression, the parameters related to γ 
should be optimized separately from the other EoS 
parameters.

Within the MD approach, it is generally difficult to 
determine entropy (and then free energy), compared to 
internal energy, because of bypassing the calculation of 
number of states. However, its variation can be estimated 
easily using a standard thermodynamic equation as
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Isentropes can be determined using this relation from any 
P, T once the thermal EoS is modeled.

2.2.4. Thermoelasticity

The elastic constant tensor for a single crystal can be 
calculated with high precision by a method described 
briefly below. Combined with the ab initio plane wave 
pseudopotential method, pioneering works by Karki 
et  al. [1997a,b,c] applied the technique to determine 
the  elasticity of major mantle minerals of MgO, SiO2, 
MgSiO3 Pv, and CaSiO3 Pv as a function of pressure. 
Although some studies performed the modeling of the 
seismic velocity structure extrapolating experimental 
results of elastic properties at ambient temperature [e.g., 
Cammarano et al., 2005], the reliability and uniqueness of 
the extrapolations of thermoelasticity are always heavily 
controversial. Direct comparison between the ab initio 
and seismologically inferred elastic properties of Earth’s 
interior therefore now spawns a new line of geophysical 
research.

Simulation proceeds as follows: (1) at a given pressure 
(or volume) the crystal structure is first fully optimized 
using the damped MD or similar algorithms; (2) the lat­
tice is slightly deformed by applying a small strain (ε) and 
the values of the elastic constants. In the determination 
of the elastic constants by means of the DFT, the ionic 
positions are first reoptimized in the strained lattice in 
order to incorporate any couplings between strains (ε) 
and vibrational modes in the crystal [Nastar and Willaime, 
1995], and the stress (σ) in the strained configuration 
is calculated. The elastic constants are computed in the 
linear regime, which is appropriate for the geophysical 
condition, following the stress‐strain relation

 σ εij ijkl klc= . (2.8)

After obtaining the single‐crystal elastic constant tensor, 
polycrystalline isotropic elasticity, adiabatic bulk (K), 
and shear (μ) moduli can be calculated based on relevant 
averaging schemes. For the seismic wave frequency range, 
K should be the adiabatic value KS, which is the same as 
the isothermal one, KT , at the static temperature (0 K) but 
becomes larger with increasing temperature. Although 
the most appropriate method for averaging is still unclear 
for the geophysical condition, the most often applied one 
is the Voigt‐Reess‐Hill average [Hill, 1952] or Hashin‐
Shtrikman average [Hashin and Shtrikman, 1962]. The 
isotropic averaged compressional (P), shear (S), and bulk 
(Φ) wave velocities can then be calculated from the 
equations:
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respectively.
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Computations of finite‐temperature elastic constants are 
considerably heavier than that of static elasticity. There are 
two different techniques to include thermal contributions: 
one is the LD method and another is the MD method. In 
the former approach, one first calculates finite‐temperature 
free energy for strained conditions by applying the QHA, 
determines isothermal stiffness c P Tij

T ,( ) based on the 
energy‐strain relation (not on the stress‐strain) as
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where G is the Gibbs free energy, and then converts them 
to adiabatic quantities as
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[Karki et al., 1999; Wentzcovitch et al., 2004, 2006]. LD 
calculations must be performed for each strained cell at 
each static pressure, leading to huge data sets to be man­
aged. In contrast, in the latter approach, c P Tij

T ,( ) are 
determined based on the usual stress‐strain relation as 
the static calculations of elasticity, but sufficiently long 
simulations with large supercells are required to get accu­
rate averages of the stress tensor, leading to significant 
computation time.

2.2.5. Lattice Thermal Conductivity

The intrinsic bulk thermal conduction of insulators is 
caused by anharmonic phonon‐phonon interactions, and 
thus evaluation of the anharmonic coupling strength is a 
key  to calculating lattice thermal conductivity. Within the 
single‐mode relaxation time approximation for the phonon 
Boltzmann’s transport equation [Ziman, 1960], klat is given by 
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where vq,s, cq,s, and τq,s are the phonon group velocity, the 
mode heat capacity, and the phonon lifetime at q for the 
branch s, respectively, with τq,s related to the phonon damp­
ing function Γq q, ,/s s=1 2τ  that measures the lattice anhar­
monicity attributable to phonon‐phonon interactions. 
When considering up to the three‐phonon process, which 
is sufficient for ionic and covalent crystals with no soft 

phonon modes [Ecsedy and Klemens, 1977] such as dia­
mond [Ward et al., 2009], silicon [Ward and Broido, 2010], 
MgO [Tang and Dong, 2010], and MgSiO3 [Dekura et al., 
2013], the frequency‐dependent dumping function for a 
phonon at q is represented by
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where n es
s kBT

q
q

, / /= −( )1 1ω  is the Bose‐Einstein occu­
pation  number for a phonon with energy ℏωq,s, 
V3(qs, q′s′, q″s″) is the anharmonic three‐phonon cou­
pling coefficient for the creation and annihilation process 
described in square brackets, and N ′q  is the number of q 
points sampled in the integration [Deinzer et al., 2003]. 
Due to the umklapp quasi‐momentum conservation, 
′′ ′= − − +q q q G. The first and second terms in the square 

brackets represent the so‐called summation process (D↑), 
decay of a single phonon into two phonons with lower 
frequencies and the so‐called difference process ( )D↓  
up  conversion of two phonons into a single phonon 
with higher energy, respectively. The term V3(qs, q′s′, q″s″)
is further represented as
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where the summation is taken over indices of atom κ 
and component α. is ψααα

κκ κ
′ ′′
′ ′′ ′ ′′( )q q q, ,  The third‐order anhar­

monic dynamical tensor and can be calculated based on 
the density functional perturbation theory combined 
with the 2n+1 theorem [Debernardi, 1998; Deinzer et al., 
2003; Gonze and Vigneron, 1989] and also a more stand­
ard supercell method. The damping function in Equation. 
(2.14) is related to the temperature‐dependent two‐pho­
non density of states (TDoS) that measures the number 
of damping channels for the D↑ and D↓ processes.

2.3. AdIAbAtIc teMPerAture ProfIles

2.3.1. Mantle Adiabat

A nearly adiabatic temperature variation is likely in a 
convecting system [Tozer, 1972; O’Connell, 1977; Davies, 
1977]. The geotherm follows an adiabat in the homogeneous 
regions where the so‐called Bullen parameter is close to 1. 
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The lower mantle and outer core (OC) satisfy this well. 
Adiabatic profiles for Earth’s interior therefore provide 
a helpful simplification to calculate further complicated 
situations. Those adiabats are usually anchored at the 
depths of seismic discontinuities identified with phase 
transitions whose P, T boundaries are well clarified. 
The principal discontinuities often considered are (1) the 
inner core boundary (ICB), identified with the freezing of 
the liquid core iron alloy, and (2) the 660 km discontinu­
ity, identified with the post‐spinel transition.

The entropy (S) of crystalline and liquid phases can be 
calculated by the LD and MD methods, respectively 
[Equations. (2.4), (2.4′), and (7)]. For metallic crystals, 
electronic contribution to entropy should also be consid­
ered [Tsuchiya and Kawamura, 2002]. Vibrational (pho­
non) entropy calculated for MgPv [Tsuchiya et al., 2005b] 
is shown in Figure  2.1 as a function of temperature at 
several pressures from 0 to 150 GPa. A temperature pro­
file that produces constant S can be determined from this. 
Figure  2.1 demonstrates adiabats of MgPv calculated 
for potential temperatures (Tp) of 1600, 1700, and 1800 K 
with previous models for the lower mantle geotherm 
including a standard adiabat model by Brown and 
Shankland [1981], which was made with an anchoring 
temperature of 1873 K at the 670 km depth. The most 
recent experiment reported that this condition coincides 
perfectly with the post‐spinel phase boundary in the 
pyrolitic chemistry [Ishii et al., 2011]. Our adiabat for 
pure MgPv with a potential temperature of 1600 K agrees 
well with the Brown‐Shankland model. An adiabatic pro­
file for 6.25% FeSiO3‐bearing MgPv is also shown in 
Figure 2.2 (open circles), which clearly indicates no sig­
nificant effects of the iron incorporation on the adiabat 
of MgPv. The presently calculated three adiabats for pure 
MgPv are also tabulated in Table 2.1.

Superadiabatic [Anderson, 1982] and subadiabatic 
[Bunge et al., 2001] models have also been proposed, that 
produce 300 K higher and lower than the adiabat with 
a potential temperature of  1, 600 K at 100 GPa, respec­
tively. However, since a fact the velocities and density of 
the pyrolitic aggregate calculated along the adiabat with 
a potential temperature of  1630 K can reproduce the 
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Figure  2.2 A diabatic temperature profiles for MgPv with 
potential temperatures of 1600, 1700, and 1800 K along with 
some previous models for geotherm [Brown and Shanklnad, 
1981; Anderson, 1982; Bunge et al., 2001]. Shaded areas are 
out of the LM pressure range.

Table 2.1 Adiabatic temperature profiles calculated for MgPv 
in the LM pressure range with three potential temperatures 
of 1600, 1700, and 1800 K.

P (GPa)

T(K)

TP = 1600 K 1700 K 1800 K

23.8 1829 1946 2065
30 1880 1998 2124
40 1956 2078 2210
50 2025 2153 2288
60 2088 2223 2360
70 2146 2288 2428
80 2201 2347 2491
90 2252 2402 2552

100 2300 2454 2609
110 2348 2502 2663
120 2393 2550 2714
130 2438 2597 2763
135.8 2463 2623 2790
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Figure 2.1 Vibrational entropy of pure MgPv calculated as a 
function of temperature at several pressures from 0 to 150 GPa 
(modified after Tsuchiya et al. [2005b]). Three adiabatic 
 conditions with potential temperatures of 1600, 1700, and 
1800 K are shown by dashed lines from bottom to top.
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seismological LM models quite well [Wang et al., 2015] 
and also tomographic images, which suggest a global 
mantle circulation based on thermal convection [Zhao, 
2015], those nonadiabatic temperature profiles might be 
less likely.

2.3.2. Core adiabat

The thermodynamic property of liquid iron, the major 
constituent of the core, has been investigated using the 
AIMD in detail [Vocadlo et al., 2003; Ichikawa et al., 
2014]. The calculated entropy variation of liquid iron is 
shown in Figure 2.3 as a function of pressure from 100 to 
400 GPa at different temperatures.

The adiabatic temperature profile of the outer core is 
determined from this entropy. The P, T condition of the 
ICB is used as an anchoring condition in general, which 
corresponds to the melting (solidus) point of the inner 
core material. Although the melting temperature of pure 
iron at the ICB pressure of 329 GPa was determined to 
be 6350 K [Alfè et al., 2002b], TICB is in general inferred 
to be much lower due to light element incorporation [e.g., 
Poirier, 2000]. For four anchoring temperatures of 4500, 
5000, 5500, and 6000 K, our EoS model yields the CMB 
temperatures (TCMB) of 3452, 3829, 4206, and 4,581 K, 
respectively (Figure 2.4 and Table 2.2), with the average 
adiabatic temperature gradient of ~0.55 ± 0.1 K/km 
[Ichikawa et al., 2014]. A melting temperature of FeO was 
reported to be 3670 K at the CMB pressure [Boehler, 
1992]. Considering this and that O is expected to be a 
major light element candidate, 3452 K might be lower 
than the lower bound of the TCMB. Meanwhile, 4581 K, 
which is derived from the TICB of 6000 K near the melting 
temperature of pure iron at 329 GPa, would be close to 
its upper bound. Within this kind of analysis, there still 

remains ~1000 K uncertainty in TCMB, which might be 
reduced by analyzing seismological properties in the 
 lowermost LM, as described in the next section.

2.4. therMAl structure In d″ lAyer

Analyses of  the temperature profiles in the LM and 
OC indicate quite different CMB temperatures (TCMB) at 
the mantle and core sides. The former and the latter are 
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Figure  2.3 Relative entropy variation of pure liquid Fe from 
a value at reference condition of T0 = 8000 K and V0 = 19.4685 
Å3/atom which was applied in the EoS analysis [Ichikawa et al., 
2014].

7000

6000

5000

4000

T 
(K

)

3000
120 160 200 240

P (GPa)

IC
B

C
M

B

 Outer core

280 320 360

Brown and McQueen [1986]
Stacey and Davis [2004]
Anderson [1982]
TICB= 4500 K

5500 K
5000 K

6000 K

Figure 2.4 Adiabatic temperature gradients for liquid Fe with 
anchoring ICB temperatures of 4500, 5000, 5500, and 6000 K 
calculated using results of Ichikawa et al. [2014] along with 
some previous models for geotherm [Brown and  McQueen, 
1986; Stacey and Davis, 2004; Anderson, 1982]. Shaded areas 
are out of the OC pressure range.

Table 2.2 Adiabatic temperature profiles of pure liquid 
Fe with four anchoring ICB temperatures in the outer core 
pressure range.

P (GPa)

T(K)

TICB = 4500 K 5000 K 5500 K 6000 K

136 3452 3829 4206 4581
150 3547 3936 4323 4710
175 3705 4113 4519 4926
200 3854 4279 4703 5127
225 3993 4435 4875 5316
250 4124 4581 5037 5493
275 4249 4720 5191 5661
300 4369 4853 5338 5976
325 4483 4981 5479 5976
329 4500 5000 5500 6000
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estimated to be ~2500 K and ~3500–4500 K, respectively. 
There are some conditions to constrain the core side 
temperature: (1) It should be higher than the melting 
temperatures of  iron–light element alloys to accommo­
date the liquid OC but (2) lower than melting tempera­
tures of  silicates due to there beings no observation 
suggesting any global melt layer at the base of  the mantle 
except for much more local ultra low‐velocity zones 
(ULVZs). The core side TCMB is also expected to be 
almost perfectly uniform, because any lateral tempera­
ture variation would be relaxed promptly in the liquid 
iron. These considerations suggest that the temperature 
near the CMB is strongly depth dependent and forms a 
large TBL in the lowermost LM with an ~1000 K varia­
tion. Such a large TBL could reasonably be expected to 
exist in a boundary region of  a solid convection system 
based on the boundary layer theory [Turcotte and 
Schubert, 2001], where thermal energy is transported 
dominantly by a thermal conduction process rather than 
convection accompanied with advection.

Seismological information facilitates further con­
straints on the thermal structure in the CMB region. 
Tomographic images elucidated substantial lateral veloc­
ity variations in the deepest a few 100 km region being 
different from most other parts of the LM [e.g., Masters 
et al., 2000]. The S wave travels faster beneath circum‐
Pacific than beneath central Pacific and Africa by ~3%. 
Also a small (~1.5−2.0 %) but distinct velocity jump, the 
so‐called D” discontinuity, can often be observed at a 
depth of 200–300 km above the CMB in the S‐wave veloc­
ity in the faster velocity regions [Lay et al., 1998], while 
such discontinuous change is not detected or unclear in 
the low‐velocity regions. Lateral temperature variations 
can produce lateral velocity variations that are colder in 
faster regions and hotter in slower regions [Wentzcovitch 
et al., 2006], and are often discussed associated with down 
welling and up welling flows in the LM, respectively. 
Velocity jumps observed at the top of D” in high‐velocity 
regions are thought to coincide with the high‐pressure 
Pv‐to‐PPv phase change in Fe‐bearing MgSiO3, which is 
pushed up to near the CMB in high‐temperature regions 
due to a large Clapeyron slope about 10 MPa/K [Tsuchiya 
et al., 2004b]. Recently it has been further reported that 
the phase transition loop remains relatively sharp even in 
multicomponent systems and a discontinuity would thus 
still be seismologically detectable [Tsuchiya and Tsuchiya, 
2008; Metsue and Tsuchiya, 2012]. This transition may 
therefore be a good indicator of the temperature in the 
deep mantle. The TCMB at the core side should be homoge­
neous, so that the temperature heterogeneity in the D” 
region should be attributed to a lateral variation of 
the  TBL thickness. Since the thermal energy is trans­
ported by conduction in the TBL, temperature profiles 
there can be calculated approximately by solving a one‐ 

dimensional (1D) thermal conduction equation within 
the semi‐infinite half  space
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where κ ρ= k / C  is thermal diffusivity (k is thermal 
 conductivity and C is heat capacity) and the position of 
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Therefore, superadiabatic temperature deviation can be 
represented as

 
T z t T T T

z

t
, erf( ) − = −( ) −



















1 0 1 1

2 κ
, (2.18)

where 2 kt is considered to be the characteristic thermal 
diffusion distance [Turcotte and Schubert, 2001], which 
can be related to the effective TBL thickness ΔZTBL.

We evaluate temperature profiles with two different 
TCMB values of 3800 and 4500 K to examine the corre­
sponding 1D S‐wave velocity structures. The PPv phase 
boundaries in pure and Fe‐ and Al‐bearing MgSiO3 were 
investigated carefully by Tsuchiya et al. [2004b], Metsue 
and Tsuchiya [2012], and Tsuchiya and Tsuchiya [2008] 
respectively, reporting that iron incorporation with a 
 geophysically relevant amount has just a minor effect on 
the phase boundary. According to these studies, at a rela­
tively lower TCMB of 3800 K, the Pv phase remains stable 
at the CMB condition, while at the relatively higher TCMB 
of 4500 K, which might be close or even higher than the 
solidus temperature of the pyrolitic aggregate, the PPv 
phase is stable at the CMB condition. In the latter case, 
the reverse transition from PPv to Pv occurs just below 
the CMB pressure [Hernlund et al., 2005]. So these two 
temperature profiles are expected to produce very differ­
ent S‐wave velocity structures. Temperature profiles cal­
culated with four kt values of 100, 200, 300, and 400 km 
for two TCMB are shown in the upper panels of Figure 2.5. 
The PPv transition occurs along each profile when TCMB 
= 3800 K, while only ∆Z ktTBL = <2 190~  km when TCMB 
= 4500 K, accompanied with the reverse transition.

Corresponding S‐wave velocity profiles calculated 
using the high‐P, T elasticity (BS and G) of MgPv 
[Wentzcovitch et al., 2006] are also shown in Figure 5.2 
(lower panels). Here, the effects of iron incorporation 
on the velocity [Tsuchiya and Tsuchiya, 2006] were taken 
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into account. The calculated profiles with TCMB = 4500 K 
(Figure 2.5b) clearly show that (1) a large superadiabatic 
temperature increase (ΔTad) of ~2000 K leads to too slow 
S‐wave velocity below ~6.9 km/s at the CMB (c.f., typical 
values of ~7.25 km/s [Dziewonski and Anderson, 1981]); 
(2) the PPv phase change can occur only in the coldest 
regions; (3) the velocity structure accompanied with the 
reverse transition, even in the colder regions, seems to 
being consistent with the velocity structure observed in 
the high‐velocity regions [Kawai et al., 2007a,b]; and (4) 
a  characteristic S‐shape structure observed in the low‐
velocity regions [Kawai and Geller, 2010] cannot be repro­
duced along hotter geotherms, while rather similar to a 
velocity structure suggesting the ULVZ, which is thought 
to be a local feature [Avants et al., 2006]. In contrast, the 
S‐wave velocity profiles calculated with TCMB = 3800 K 
(Figure 2.5a) are (1) quite similar to observed profiles for 
both high‐ and low‐velocity regions and (2) not too slow 
at the CMB because it is not too high and gives no reverse 
transition. Besides, (3) the velocities along the hot and 
cold geotherms show ~3–4% contrast at ~125–130 GPa, 
which is consistent with tomographic S‐wave velocity 
 heterogeneity. In addition to these analyses based on the 

velocity structure modeling, TCMB = 4500 K is also con­
sidered less likely, since it is higher or very close to the 
solidus temperature of peridotite [Fiquet et al., 2010], 
which causes a universal melt layer just above the CMB, 
being incompatible with the locality of the ULVZ. After 
all, 3800 ± 200 K was proposed as the best estimated 
range of TCMB [Kawai and Tsuchiya, 2009]. In this case, 
ΔTad is estimated to be ~1300 K.

According to the present analyses, two extensive low‐
velocity anomalies beneath central Pacific and Africa, 
often called large low S‐wave velocity provinces (LLSVP) 
and discussed associated with large‐scale upwelling, can 
be interpreted reasonably by a combination of thermal 
variation with several hundred Kelvin and the PPv transi­
tion. However, not only thermal but also compositional 
variations due to, e.g., deeply subducted materials such as 
subducted oceanic lithosphere or solidified basal magma 
ocean related to geochemically primordial reservoirs 
[Kellogg et al., 1999] could be a source of lateral velocity 
heterogeneity. Density and elasticity of the midocean 
ridge basalt (MORB) composition at the LM pressures 
have been investigated in this context [Tsuchiya, 2011]. 
However results strongly suggested that the subducted 
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Figure 2.5 Temperature (upper) and S‐wave velocity (lower) profiles in the TBL around the CMB calculated for 
two different TCMB of (a) 3800 K and (b) 4500 K (modified after Kawai and Tsuchiya [2009]). Black thin lines in the 
temperature profiles represent the PPv phase boundary [Tsuchiya et al., 2004b].
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MORB piles do not match well the observed features of 
the LLSVP. In particular, its density is not high enough to 
be gravitationally stabilized at the bottom of the mantle 
for geological time. A similar conclusion has also been 
drawn by fluid dynamics modeling [Li and McNamara, 
2013]. Perturbation from the compositional heterogene­
ity therefore seems to be higher‐order phenomena. 
Nevertheless, some compositional variations are still 
expected in certain places even partially. Thin melt layers 
suggested in some limited areas (ULVZ) and sharp side 
boundaries observed at the edges of the LLSVP [e.g., Ni 
et al., 2002, 2005] are possibly hard to explain by tem­
perature heterogeneity alone. Those could be related to 
reaction products of the mantle and core [e.g., Knittle and 
Jeanloz, 1991] or subducted crustal materials [e.g., Kawai 
et al., 2009].

An adiabatic extension of  3800 K of  TCMB leads to 
~5000 K at the ICB, as shown in Figure 2.4 and Table 2.2. 
Since the melting temperature of  pure iron at the ICB 
pressure of  329 GPa is reported to be 6350 K [Alfé, 
2009], a reduction of  melting temperature more than 
1000 K is required by incorporation of  light elements. 
This temperature drop seems relatively large for ~10 wt 
% light element concentration but might be possible 
if  the melting is eutectic. End‐member alloys with 
lower melting temperature than pure iron might be more 
acceptable for this. In addition, the OC composition 
should be more iron rich than the eutectic composition 
to preferentially partition light elements to the liquid 
phase.

2.5. cMb heAt flow

2.5.1. Thermal Conductivity of LM Phases

The conductive energy flux expected across the CMB 
(qCMB) can be represented based on Fourier’s heat law 
as q k T ZadCMB LM TBL= ∆ ∆/ , where ΔTad/ΔZTBL is the tem­
perature gradient in the TBL calculated using the supera­
diabatic temperature increase (ΔTad) and the effective 
TBL thickness (ΔZTBL), approximately estimated to be 
~6 K/km and ~12 K/km for high‐temperature (low‐velocity) 
and low‐temperature (high‐velocity) regions, respectively 
(Figure 2.5), and kLM is the thermal conductivity of the 
LM. Since ΔTad/ΔZTBLis already constrained fairly well, 
calculating kLM is a key to evaluating qCMB.

Lattice thermal conductivity (klat) is not easy to meas­
ure under high pressure both experimentally and theo­
retically. A major reason of this is related to the fact 
that  thermal conductivity is a nonequilibrium property. 
Experimental data of high‐pressure thermal conductivity 
therefore have larger uncertainty than those of equilib­
rium properties, so that theoretical estimations, in par­
ticular based on nonempirical ab initio approaches, are 

meaningful. As described in Section 2.2.5, a key to calcu­
lating klat is the evaluation of phonon lifetime (τ). The 
theoretical background for calculating τ is based on the 
anharmonic (LD) theory, which is however more compli­
cated than the process for equilibrium properties such as 
the thermodynamic property that can be evaluated within 
harmonic theory. The major difficulty in the anharmonic 
LD calculations is related to accurate evaluation of an 
enormous number of higher‐order force constants, in 
particular in silicates. These studies have recently been 
tackled by several groups.

2.5.2. MgO

Ab initio theory has also been extended recently to 
evaluate the klat of  MgO. That of MgO was calculated 
based on anharmonic LD [Tang and Dong, 2010], equilib­
rium MD [de Koker, 2009, 2010], and nonequilibrium 
MD (NEMD) [Stackhouse et al., 2010] methods. Results 
are summarized in Figure  2.6, indicating that the MD 
studies give similar klat and reproduced low‐P experimen­
tal values [Kanamori et al., 1968; Katsura, 1997] fairly 
well. Pressure dependences of calculated klat are however 
considerably scattered. In particular, Tang and Dong [2010] 
reported very different klat at high pressures. Although the 
two MD studies appear consistent, these real‐space 
approaches often have difficulties for sufficient sampling 
of phonons with long wavelengths comparable to their 
mean‐free paths unless adopting an impractically large 
supercell. De Koker [2009, 2010] determined phonon 
lifetime from phonon peak widths calculated based on 
the equilibrium AIMD simulations with 2×2×2 and 
3×3×3 supercells. This approach is simple to be imple­
mented. However, these supercells are both likely insuffi­
cient to reach convergence, since the phonon mean‐free 
path is a few nanometers even at the mantle temperatures. 
On the other hand, Stackhouse et al. [2010] evaluated klat of  
MgO based on the NEMD method. They applied elon­
gate supercells up to 2×2×16 (512 atoms) to obtain conver­
gence along the conducting direction and parameterized 
kMgO as k T Tρ ρ,( ) = ( ) ( )5 9 3 3 2000

4 6
. / . /

.
 ((W/m·K). In 

this approach, heat flux is imposed along the elongated 
direction and klat is computed as the ratio of an imposed 
heat flux to the resulting temperature gradient (dT/dx). 
Accurate evaluation of the temperature gradient is there­
fore a key. However, this is often not so easy, since the 
temperature gradient is nonlinear near the boundaries. A 
significant cell width is therefore required to achieve 
steady‐state flow with linear gradient.

In contrast, Tang and Dong [2010] conducted anhar­
monic LD calculations rather than MD, where q‐points 
were sampled on a 16×16×16 grid of  the primitive 
Brillouin zone of  MgO and derived a formulation 
k T Tρ ρ ρ,( ) = + −( )exp . . / . / /9 31 35 9 118 6 2  (W/m·K). 
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This q‐point sampling is equivalent to calculating a 
16×16×16 supercell in real space, which includes 8192 
atoms. Therefore, klat obtained in this way might be more 
reliable than others, but the Stackhouse et al. results are in 
better agreement with zero‐pressure experiments than 
those of Tang and Dong which show systematic overe­
stimations unless some corrections (which the authors, 
call isotope effects) are applied. Discrepancy between 
Stackhouse et al. and Tang and Dong klat is more sig­
nificant under higher pressure and reaches as much as 
50% at 135 GPa and 2000 K (Figure 2.6). Tang and Dong 
[2010] insisted that this considerable overestimation can 
be compensated for only by the isotopic effect. It should 
however be marginal at high temperature T D>( )Θ  
because the umklapp scattering becomes stronger with 
increasing temperature and consequently drives the ther­
mal conduction [Ward et al., 2009]. The cause of overes­
timation seen in Tang and Dong [2010] is unclear, but 
one possibility is a lack of the LO‐TO splitting at the Γ 
point in the direct LD calculation, which might be impor­
tant when calculating klat of  small unit cell crystals such 
as MgO.

High‐P klat of  MgO has also been measured experimen­
tally very recently [Dalton et al., 2013; Imada et al., 2014], 
though those are still limited at 300 K (Figure 2.6). Both 
results are acceptably consistent with the earlier data near 
0 GPa and a surprising agreement between computations 
[de Koker, 2010; Stackhouse et al., 2012] and experiments 
[Dalton et al., 2013] can be seen. However, the discrep­
ancy between the two experiments becomes considerable 
under high pressure. This would be serious even though 
one is for a single crystal [Dalton et al., 2013] and the 
other is for a polycrystal [Imada et al., 2014], suggesting 

that high‐P measurements of klat might still remain chal­
lenging and clearly need further tests.

2.5.3. MgPv

In contrast to the studies on MgO, phonon lifetimes of Si 
and Ge were computed by a more sophisticated approach, 
where the third‐order dynamical tensor was computed at 
an arbitrary wave vector (q) with a primitive cell based on 
the perturbation approach [Debernardi, 1998; Deinzer et al., 
2003; Ward and Broido, 2010]. Predicted klat  values agree 
excellently with experiments, suggesting substantial pros­
pects for other compounds. This technique, similar to the 
usual density functional perturbation theory [DFPT] for 
the harmonic dynamical matrix (Section 2.2.2), requires a 
single unit cell with no actual displacement. Therefore, it is 
con sidered more efficient and accurate than the other 
approaches described above. Its unique deficiency might be 
a difficulty of implementation. However, a similar tech­
nique was recently applied to klat of MgPv, the most domi­
nant phase of the LM, nonempirically in a wide P, T range 
covering the entire LM conditions [Dekura et al., 2013]. 
Calculated results are shown in Figure 2.7 and agree well 
with experimental data up to ~100 GPa, though those are 
available only at 300 K [Ohta et al., 2012]. Results were 
also  parameterized as a function of V and T as 
k V T V e eV T( ) . ( / . ) ( ) / (. . / . . . /, = − −− + − −6 7 24 71 1 113 4 10 1 24 71 1 1 300 1.. )1  
(W/m K). Conductivity kMgPv increases with increasing 
pressure but decreases with temperature as expected. It 
varies from 2.0 W/m K at the shallow LM of 30 GPa and 
2000 K to 4.7 W/m‐K in the deep LM condition of 100 
GPa and 2500 K, indicating that the pressure effect over­
comes the temperature effect in most of the LM. However, 
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Figure 2.6 Lattice thermal conductivity of MgO as a function of temperature at 300 K (pink), 1000 K (orange), 
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it becomes 3.7 W/m‐K at 135 GPa and 4000 K, the bot­
tom of the LM, where kMgPv distinctly decreases due to 
the high‐temperature effects. According to Stackhouse 
et al. [2010] and Dekura et al. [2013], kMgPv is roughly only 
15% of kMgO at the same P, T, which means MgPv is much 
more thermally resistive than MgO. This large difference 
in the klat of  the two phases is caused primarily by signifi­
cant differences in the phonon damping channels, which 
are determined by the energy conservation condition and 
the quasi‐momentum conservation condition. For MgO 
with much fewer (1/10) phonon modes it is clearly harder 
to satisfy these two requisites than for MgPv so that pho­
nons are long‐lived in MgO.

It was pointed out based on direct lattice dynamics 
 calculations that Dekura et al. [2013] potentially overesti­
mated klat of  MgPv (Figure  2.7) because a simple rela­
tionship between Γ and ω represented as Γq q, ,s sT∝ ω2  was 
applied for acoustic modes [Tang et al., 2014]. This 
 relation, called the Klemens model, is widely accepted for 
long‐wavelength phonons at low temperature, where 
umklapp scattering is typically weak [Klemens, 1951]. 
Within this model, Γ of the acoustic phonons becomes 
zero at the zone center, so that τ is overestimated. 
However, the contribution of acoustic modes, dominant 
for the different processes ( )D↓ , is not major for the pho­
non damping process in MgPv due to a larger number of 
optic modes, dominant for the summation process (D↑), 
as seen in TDS (Figure 2.8). There might be other rea­
sons, maybe related to numerical accuracy, for the smaller 

klat values proposed by Tang et al. [2014]. (Note that Tang 
et al. [2014] did not consider the effects of isotopic scat­
tering for MgPv, in contrast to MgO.) In particular, 
the  convergence of TDoS satisfying energy and quasi‐
momentum conservations generally requires careful 
treatment with quite dense q‐point grids. In Figure 2.7, 
kMgPv calculated by classical MD [Haigis et al., 2012] is 
also shown and is considerably larger than our values. 
Reliability of this kind of simulation in general relies on 
the interatomic model potentials used, suggesting less 
quantitative accuracy compared to ab initio calculations, 
even though they can deal with a much larger number of 
atoms. The same arguments are applicable to other classi­
cal MD studies on lattice thermal conductivity [Ammann 
et al., 2014].

2.5.4. Effects of Fe Incorporation and Radiative 
Contribution on k

To infer the heat flow across Earth’s CMB, the total 
thermal conductivity of the actual LM (kLM) is required. 
This was modeled by Dekura et al. [2013] as follows:

1.  The LM can be approximated as an MgPv+MgO 
two‐phase mixture with a pyrolitic ratio (8:2 in volume) 
[Ringwood, 1962]. A composite average was taken based on 
the Hashin‐Shtrikman equation [Hashin and Shtrikman, 
1962] using the klat of MgO [Stackhouse et al., 2010].

2. At mantle conditions, iron is known to dissolve into 
both Pv and MgO to form solid solutions (Mg,Fe)SiO3 
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and (Mg,Fe)O. Substantial reductions on klat by approxi­
mately half  Pv and by one‐third in MgO were recently 
measured for the phases with 3 and 20 mol % iron, respec­
tively [Manthilake et al., 2011]. Therefore the effect of 
iron incorporation cannot be neglected when modeling 
kLM. Based on the measurements, the following simplified 
analytical form was proposed to represent this effect 
[Dekura et al., 2013]:
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with two fitting parameters (a and bn), which are listed in 
Table 2.3. Assume T0 is set to 300 K and ρ0 is 4.1 and 3.6 g/cm3 
for pure Pv and MgO, respectively.

3. Other scatterers, such as grain boundary and point 
defect including isotope are not taken into account in this 
study, since their effects are likely expected to be marginal 
at LM temperatures [Gilbert et al., 2003].

4. In contrast, the radiative energy transportation rad, 
also not calculated in this study, is generally thought to 
increase at high temperature. Although krad of MgPv and 
MgO is currently only roughly constrained at deep 
mantle conditions [Goncharov et al., 2008; Hofmeister, 
1999, 2008; Keppler et al., 2008], k T Trad ( ) = χ 3 with 

χ = × −8 5 10 11.  W/m·K proposed for dense silicates and 
oxides [Hofmeister, 1999] is here employed.

Estimated total k of  the LM (kLM) [Dekura et al., 2013] 
indicates the strong positive pressure dependence at low 
temperatures as klat of  MgPv. However, kLM also increases 
with temperature due to the increase in krad at high tem­
perature. This contribution is not negligible at the deepest 
mantle conditions. The kLM is consequently found to vary 
from 1.39 to 4.46 W/m·K along the LM adiabat 
(Section 2.4) from the top of the LM at z = 660 km depth 
(P = 23.5 GPa, T = 1875 K) to the base at z = 2890 km 
depth (P = 136 GPa, T = 2450 K) where XFe is 5 and 
20  mol % for Pv and MgO, respectively. The kLM 
 further increases to 7.1 W/m K at the CMB temperature 
(T = 3800 K) due to radiative conduction.

In addition to ab initio approaches, some classical MD 
simulations using empirical interatomic potentials are 
also performed to calculate thermal transport in MgO 
and MgSiO3 [Haigis et al., 2012; Ammann et al., 2014]. 
However, results of those simulations differ considerably, 
more than the discrepancy seen in the ab initio studies 
summarized above, suggesting that this kind of property 
is highly sensitive to the quality of interatomic model 
potentials. Highest‐level anharmonic lattice dynamics 
computations are therefore expected to estimate high‐P, 
T conductivity of minerals other than MgPv and impu­
rity/isotope effects.

2.5.5. Heat Flow across CMB

Based on the current prediction of kLM, the heat flow 
J  across Earth’s CMB can be inferred. The conductive 
energy flux across the CMB (qCMB) can be represented 
based on Fourier’s heat law as q k T Z= ∆ ∆/ . Here, we 
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Table 2.3 Parameters optimized for the modeling of the effect 
of iron on klat of Mg Pv and MgO.

Phase A b1 b2 b3 b4 b5

MgPv −0.23a −1.776 5.576 −6.022 2.956 −0.551

MgO −0.52a −1.215 2.681 −2.001 0.684 −0.089

a From Manthilake et al. [2011].
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apply the mean thermal conductivity k = 5 3.  W/m·K and 
the thermal gradient ΔT/ΔZ of  4 K/km (hotter gegions) to 
7K/km (colder regions) in the deepest mantle TBL [Kawai 
and Tsuchiya, 2009]. This leads to qCMB = 0 02 0 04. .− /W/m2, 
then J r qCMB CMB CMB TW= =4 3 62π , ,  3 with Earth’s core 
radius rCMB= 3480 km. This heat flow, corresponding 
to  10% of the surface heat flow (46.3 TW) [Lay et al., 
2008], is larger than that required to sustain the geo­
dynamo at the current magnitude (~2–3.5 TW) [Buffett, 
2002]. However, since a high‐pressure phase transition 
from MgPv to the PPv phase is expected near the CMB 
[Tsuchiya et al., 2004b], klat of  PPv, which is suggested to 
be larger than that of Pv at room temperature [Ohta et al., 
2012], must clearly be applied for a more accurate estima­
tion of JCMB. The effect of iron on the thermal conductivity 
applied in this modeling [Manthilake et al., 2011] is 
 considerable, but its applicability, as the well as the reli­
ability of radiative conductivity, to the deepest mantle 
condition still remains unclear. If  excluding the effect of 
iron and phase change, JCMB reaches ~5–10 TW.

The anisotropy of k is another intriguing topic, since 
the strong shear wave splitting is generally observed in 
the D″ layer [Lay et al., 1998]. Classical MD studies on 
klat of  PPv report considerable (~40%) and rather small 
anisotropy in klat of  this phase depending on the crystal­
lographic direction of heat flow [Haigis et al., 2012; 
Ammann et al., 2014]. This effect should be included in 
the modeling of JCMB after reliable high‐P, T conductivity 
of PPv is determined.

In addition, JCMB can be estimated from the OC proper­
ties [de Koker et al., 2012; Pozzo et al., 2012]. Proposed 
large thermal conductivity of liquid iron alloy suggests a 
significant conductive heat flow across the OC (~15 TW), 
even from the adiabatic contribution alone. The significant 
discrepancy between JCMB estimated from the mantle side 
and the core side is a serious issue to be solved in future.

2.6. conclusIons

Studies on the key thermal properties of Earth’s deep 
interior have been advanced by the latest ab initio compu­
tation methods. Major findings of the studies are as fol­
lows: (1) the adiabats of MgPv and liquid Fe estimated 
from ab initio thermodynamics agree well with previous 
geotherm models, (2) the CMB temperature is estimated 
to be 3800 ± 200 K by reproducing seismic S‐wave veloc­
ity structures in the D″ region, and (3) the CMB heat flow 
was estimated to be 3–6 TW from the temperature struc­
ture and thermal conductivity in the D″ region, which is 
substantially smaller than that estimated from the OC 
side. Effects of iron incorporation, which were consid­
ered indirectly in the modeling, should be clarified in the 
future through direct calculations under pressure with 
reasonable treatments.
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3.1. IntroductIon

Earth is a chemically active planet defined by large‐scale 
transfer of its internal primordial heat to the  surface. The 
details of this trajectory determine the thermochemical 
evolution of the entire Earth, including the core 
 geodynamo, mantle convection, and ultimately the sur-
face expression of plate tectonics. These processes are 
powered by Earth’s thermal budget and geographic distri-
bution of heat sources and are governed by the flow laws 
that describe thermal transport by radiation, conduction, 
and convection.

In this chapter, we focus on the mineral properties gov-
erning thermal conductivity, i.e., diffusive heat transfer. 

The thermal conductivity of core and mantle materials 
plays important roles both in boundary layers and in 
large‐scale convection zones. Thermal conductivity gov-
erns present‐day heat flow in mechanical boundary layers 
where convection cannot take place and thus constrains 
the current thermal budget and heat flow history of 
Earth. In addition, the thermal conductivity and its vari-
ations with temperature and pressure can have important 
effects on the mode and style of convection in the core 
and mantle as well as the overall heat transfer.

In the next two sections, core and mantle thermal con-
ductivities are considered separately because electrons 
govern thermal conductivity in metals such as the iron 
alloy of the core and phonons (quantized lattice waves) 
and photons are mostly responsible for heat conduction 
in oxides and silicates. In each section, we review the 
importance of thermal conductivity in geophysical pro-
cesses and then discuss the key physics governing the 
material property of thermal conductivity. We review 
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theoretical and experimental constraints on the thermal 
conductivity with an emphasis on recent estimates. In the 
final section, constraints on thermal conductivity in 
the lowermost mantle are summarized and estimates of 
the total heat crossing the core‐mantle boundary are 
provided.

3.2. thermAl conductIvIty of eArth’s core

The thermal conductivity of Earth’s core is one of the 
parameters governing the amount of heat available to 
drive the geodynamo generation of Earth’s magnetic 
field, the field decay time, and the influence of the inner 
core on the magnetic field. Earth’s magnetic field has per-
sisted for ~3.5 Gyr, and this constraint has important 
implications for the current thermal state of Earth and its 
time trajectory from the uncertain initial state to the cur-
rent state [Buffett, 2002], with the particulars depending 
in part on the thermal conductivity of the core. Generally, 
higher values of electrical and thermal conductivity imply 
larger power requirements for generating and maintain-
ing the geodynamo but imply a late‐forming inner core, 
high internal temperatures in the early Earth’s deep 
 interior, and a relatively rapidly changing heat budget 
throughout geological time. Lower values of core  thermal 
conductivity relax some of the constraints on powering 
the geodynamo and ease the requirements for heat flux 
across the core‐mantle boundary. Uncertainties in the 
thermal and electrical conductivity of the core contribute 
the major source of uncertainty to the power accounting 
at the core‐mantle boundary and the history of the 
 thermal evolution of the core, including the timing for 
inner core growth.

For context in the following discussion, ambient‐ pressure 
thermal conductivity values for iron and its alloys vary 
widely, with pure iron having a thermal conductivity of 
~80 W/m·K at room temperature [Fulkerson et al., 1966], 
dropping to ~40 W/m·K at its melting point. Alloying 
tends to lower the thermal conductivity; for example, cast 
irons have lower conductivities by ~30%, and Ni‐bearing 
steels such as Invar and stainless steels have much 
lower  thermal conductivities, ~10 W/m·K (Engineering 
Toolbox.com).

In metals, thermal conductivity is primarily governed 
by electron‐electron scattering and is therefore related to 
electrical resistivity via the Wiedemann‐Franz law, which 
states that the ratio of thermal conductivity (κcond) to 
 electrical conductivity (σcond) is linearly proportional to 
temperature (T ):

 cond cond/ .LT  (3.1)

Stacey and Anderson [2001] extrapolated the then‐ 
existing iron conductivity measurements at high pressures 

[Matassov, 1977] to conditions at Earth’s core. They 
obtained values of 46 W/m·K at the core‐mantle bound-
ary, rising to values of 79 W/m·K at the center of the inner 
core. A series of additional theoretical assumptions were 
necessary for this extrapolation, including (a) constant 
resistivity along the melting curve of a pure metal, (b) 
resistivity proportional to concentration of impurity with 
proportionality constant independent of impurity type, 
and (c) inclusion of a temperature‐dependent phonon 
contribution to the conductivity. A follow‐up paper 
[Stacey and Loper, 2007] motivated by newer shock wave 
measurements [Bi et  al., 2002] generated a significant 
downward revision of the thermal conductivity to con-
stant value of ~30 W/m·K throughout the core.

This picture of relatively low core thermal conductivity 
was recently upended by a series of theoretical calcula-
tions on the electrical and thermal conductivity of iron 
and alloys at the high‐pressure (~300 GPa) and high‐ 
temperature (~5000 K) conditions of the core [de Koker 
et al., 2012; Pozzo et al., 2012, 2013, 2014]. These papers 
provide first‐principles calculations of electrical and ther-
mal conductivity of iron and alloys at high pressures and 
temperatures corresponding to the core. They show larger 
thermal conductivities than implied by the newer shock 
wave estimates. An independent theoretical treatment 
of the core conductivity problem by Zhang et al. [2015] 
includes additional scattering effects arising from electron‐
phonon interactions that were not included in the Pozzo 
et al. series of  papers. The resulting calculations sug-
gest lower values for thermal conductivity in the core 
(Figure 3.1b).

The calculation of thermal conductivity as a function 
of depth through the core is dependent on the assump-
tion of the temperature profile, which in turn depends on 
the thermoelastic equation of state of iron. Figure 3.1a 
presents four temperature profiles encompassing bounds 
generated by uncertainty in absolute temperature (4050 ± 
500K) and the Grüneisen parameter (1.3–1.8), which 
controls the temperature gradient down an adiabat 
[Stacey and Davis, 2004]. The 3500–4500 K bounds 
encompass the uncertainties as determined by the meas-
urements by Anzellini et al. [2013]. Figure 3.1b shows two 
different sets of thermal conductivity profiles of pure 
iron as a function of depth in the core corresponding to 
the two different theoretical estimates and calculated for 
the two different temperature profiles shown in 
Figure  3.1a corresponding to the Grüneisen parameter 
of 1.3. Figure  3.1b demonstrates the very different 
 temperature dependencies of the two theoretical models, 
with the Pozzo et al. model strongly temperature depend-
ent and the Zhang et  al. model not very temperature 
dependent.

For simplicity and ease of comparison, these calculations 
represent the behavior of pure iron. As shown in a series of 
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theoretical papers by Pozzo et  al. [2012, 2013, 2014], the 
thermal conductivity decreases with alloying (due to 
increased scatter) and the conductivity decrease is propor-
tional to the alloy content. The identity of the alloying 
component is of secondary importance in reducing the 
overall conductivity values.

Besides the shock wave studies cited above, a series of 
diamond anvil cell experiments have sought to measure 
electrical and thermal conductivity of iron and alloys as a 
function of pressure, temperature, and alloy content. 
Experiments by Konopkova et  al. [2011], Seagle et  al. 
[2013], Deng et al. [2013], Gomi et al. [2013], and Gomi 
and Hirose [2015] show roughly similar pressure and 
 temperature dependencies and alloy effects, showing 
agreement to first order of experimental results. However, 
these measurements tend to be much closer to ambient 
pressures and temperatures than to the pressures and 
temperatures of the core. In order to extrapolate meas-
ured values to the core, physical models are required for 
electrical and thermal conductivity behaviors over wide 
pressure and temperature ranges.

Experimentally, electrical conductivity tends to be 
more easily measured than thermal conductivity, so 
experimental constraints on core conductivity are mostly 
determined via electrical conductivity measurements. 
However, some measurement techniques in development 
that rely on ultrafast transient temperature detection in 
the diamond anvil cell coupled with models of heat flow 
during laser heating are showing promise in directly 
measuring thermal conductivity at simultaneous high‐
temperature and high‐pressure conditions of the core 
[Beck et al., 2007; Rainey and Kavner, 2014; McWilliams 
et al., 2015].

The divergent estimates of core conductivity arising 
from theory and extrapolation of data tend to arise from 
two classes of assumptions about physical behaviors 
of electron scatterers in metals at extreme conditions: To 
what extent do additional scattering processes such as 
electron‐phonon scattering begin to dominate? To what 
extent do possible saturation effects arising from limits 
on scattering length scales accessed at extremely high 
pressures play a role in changing the pressure and/or tem-
perature dependence across wide ranges? Experimental 
and theoretical input assessing these questions will help 
narrow the bounds on core thermal conductivity.

3.3. mAntle

The thermal conductivity properties of mantle materi-
als and their pressure and temperature dependence help 
govern the mode and style of convection throughout 
 geological history and therefore the thermo chemical 
 evolution of Earth’s surface and mantle. In this section, 
the lattice thermal conductivity of mantle materials is 

considered, along with possible contributions to overall 
thermal conductivity from radiative effects. In the 
 following section, the specific issue of thermal conductiv-
ity in the lowermost mantle adjacent to the core, a 
 primary constraint on whole‐Earth thermal evolution, is 
discussed.

The mantle is comprised principally of crystalline 
oxides and silicates at high pressures and temperatures. 
The Boltzmann transport equation provides a good 
 starting model for considering the microphysics underly-
ing lattice thermal conductivity in the insulating materi-
als of the mantle and examining the dependencies on 
temperature and pressure. The Boltzmann transport 
equation describing lattice thermal conductivity κlatt is 
given by
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where VBZ is the unit cell volume, cv is the phonon mode 
heat capacity, vg is the phonon mode group velocity, and 
τ is the phonon mode lifetime. The product of these three 
values is summed over all phonon modes (i) and over all 
directions in reciprocal space (k). The pressure and 
 temperature dependences of the thermal conductivity are 
determined by the pressure and temperature dependences 
of each term.

The coupled pressure and temperature dependence 
of  the lattice thermal conductivity is often given by the 
empirical relationship
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where a =1 for the normal inverse temperature relation-
ship and g is material and model dependent and is related 

to the Grüneisen parameter 0
0

V
V

q

; the exponent q 

is obtained from the Mie‐Grüneisen‐Debye model of the 
thermoelastic equation of state for the material.

Similar to electrical conductivity, thermal conductivity 
values are determined by scattering energy propaga-
tion—the more scatterers, the lower the conductivity 
 values. Quasi‐harmonic crystals, such as diamond, can 
propagate kinetic energy via phonons relatively unhin-
dered by scattering, with the phonon lifetimes on the 
order of nanoseconds and the group velocities dominated 
by the high values of the acoustic phonon modes at 
the Brillouin zone center. Anharmonicity, multiple optic 
modes in lower‐symmetry materials with larger numbers 
of atoms per unit cell, high temperatures, and impurities 
all promote phonon scattering, which lowers the overall 
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lattice thermal conductivity. For example, approximate 
values for thermal conductivities at ambient conditions 
of diamond, MgO, olivine, and granite are 100–1000, 50, 
10, and 1–2 W/m·K, respectively.

The mantle consists of a mineral assemblage, likely 
dominated by silicate perovskite (bridgmanite) with ~20% 
Fe‐bearing MgO. With its relatively simple structure and 
bonding, MgO provides a testbed for theoretical calcula-
tions and experimental measurements of thermal con-
ductivity. For MgO, different theoretical estimates of the 
thermal conductivity and its pressure and temperature 
dependence are generally consistent with each other 
[Tang and Dong, 2009, 2010; Stackhouse et al., 2010] and 
with experiments [Katsura, 1997; Dalton et  al., 2013; 
Imada et al., 2014; Hofmeister, 2014; Rainey and Kavner, 
2014]. Pressure and temperature dependence of thermal 
conductivity of MgO follows the relationship in equation 
(3.3), with a = 1 and g q3 2 1 3/  [de Koker, 2010].

In contrast to the consensus for MgO, theoretical and 
experimental assessments of thermal conductivity values 
for bridgmanite, the dominant silicate perovskite of the 
lower mantle, vary widely. Molecular dynamics studies 
[Haigis et al., 2012; Stackhouse et al., 2015] which track 
the evolution of kinetic energy of an assemblage sub-
jected to a temperature gradient and thus calculate the 
thermal conductivity and ab initio methods based on 
directly solving the Boltzmann transport equation 
[Dekura et al., 2013; Tang et al., 2014] provide different 
values for thermal conductivity and different pressure 
and temperature dependencies. For example, both 
the Dekura and Tang papers predict a 1/T temperature 
dependence while a recent molecular dynamics study 
[Stackhouse et  al., 2015] shows a weaker temperature 
dependence in the lower mantle, consistent with a ther-
mal saturation of conductivity [Roufosse and Klemens, 
1973]. On the other hand, the Dekura and Stackhouse 
studies show a similar linear pressure dependence, and 
the study of Tang et al. results in a linear pressure depend-
ence with a much lower slope. The differences in pressure 
and temperature behavior of these three models result in 
thermal conductivity estimates for bridgmanite that 
vary  by a factor of 6, with Tang’s results lowest (at 
~1–2 W/m·K), Stackhouse et al. largest (~6 W/m·K), and 
Dekura’s intermediate (~3 W/m·K) at conditions of the 
lowermost mantle. While some of the differences arise 
from different approximations used—such as possible 
truncation of anharmonic terms in the necessarily 
approximate solutions to the Boltzmann transport 
 equation or with incomplete convergence with the 
 molecular dynamics simulations—a significant portion 
of the variation in results arises from different assump-
tions about the pressure and temperature dependence on 
the populations of scatterers and questions of how to 
handle possible saturation effects caused when the 

 phonon mean free path approaches the nearest‐neighbor 
distance between adjacent scatterers.

As with the case for core materials, there are few 
 experimental constraints and none at the elevated tem-
perature and pressure conditions of the mantle. While the 
experimental values have some variation, the greater 
 contribution to uncertainty in the lower mantle is the 
assumed physical models for extrapolation in pressure 
and  temperature. Experimental results on the thermal 
 conductivity of bridgmanite without extrapolation are 
summarized in Figure 3.2.

Determination of lower mantle thermal conductivity 
values requires assessing additional contributions to the 
thermal conductivity, such as radiative effects, and com-
bining the material thermal conductivities in a composite 
model. Due to the high temperatures in the lower mantle, 
the question of radiative contributions to thermal con-
ductivity has been raised multiple times. In addition to a 
potential increase in the effective magnitude of the 
 thermal conductivity, radiative transport may induce 
strong nonlinearities in the thermal behavior due to 
 temperature and/or compositional variation in lower 
mantle optical absorption. In the next section, we provide 
an assessment of contributions of the radiative heat flow 
in the lower mantle based on a consistent analysis of two 
existing optical absorption data sets.

3.3.1. Photons: Radiative Heat Flow in Mantle

It has long been hypothesized that radiation could 
 contribute to heat transfer in the high‐temperature lower 
mantle [e.g., Clark, 1957]. Recent estimates of the radia-
tive contribution to bulk thermal conductivity, krad, in the 
lowermost mantle range from ~0.5 W/m·K [Goncharov 
et al., 2008] up to ~10 W/m·K [Keppler et al., 2008] and 
include intermediate values of ~2–5 W/m·K [Hofmeister, 
2005; Hofmeister and Yuen, 2007], broader than the range 
of estimated lattice thermal conductivities of major lower 
mantle minerals. Therefore, the role of radiation relative 
to lattice conduction in lower mantle heat transfer 
remains unclear.

Due to the difficulties in measuring optical properties 
of minerals at high pressure and temperature, krad is typi-
cally calculated using optical properties measured at 
ambient temperature and/or atmospheric pressure and 
extrapolated to lower mantle conditions. Estimates of krad 
for high‐pressure minerals may differ due to differences in 
composition or mineral structure and the corresponding 
optical properties of the particular samples used (e.g., 
 olivine versus perovskite or low versus high iron content). 
Differences in measurement techniques or baseline 
 corrections may also be a factor [Hofmeister, 2014] as 
well as particular assumptions made in the radiative ther-
mal conductivity models. To address this final source of 
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uncertainty, in this section we use a consistent approach 
to reassess the radiative thermal conductivity profile of 
the lower mantle using two previously published data sets 
on high‐pressure optical properties of lower mantle 
minerals.

Earth’s mantle is optically thick, with relatively shallow 
temperature gradients such that individual grains are 
essentially isothermal (e.g., even for a very steep thermal 
boundary layer temperature gradient of 1000 K over 
10 km, the temperature difference across a 1 mm grain 
is only 0.0001 K). For an optically thick medium with 
 isotropic scattering and slowly varying material proper-
ties, radiative heat transfer can be treated as a diffusion 
process, and heat transfer can be modeled using a total 
thermal conductivity defined as the sum of lattice and 
radiative contributions. The radiative contribution to 
thermal conductivity can be calculated using the 
Rosseland mean approximation [Rosseland, 1924; Siegel 
and Howell, 2002]:
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where n is the index of refraction, σ is the Stefan‐
Boltzmann constant, T is temperature, βR is the Rosseland 
mean extinction coefficient, nλ is the index of refraction at 
wavelength λ, βλ is the spectral extinction coefficient, and 
Ib,λ is the Planck blackbody intensity function. Note that 
although βR includes contributions from all wavelengths, 
generally the integral in equation (3.5) is calculated only 
over wavelengths for which absorbance data are available.

Note also that, in addition to the explicit T3 depend-
ence shown in equation (3.4), radiative thermal conduc-
tivity has a temperature dependence through the mean 
extinction coefficient βR(T) in equation (3.5). The mean 
extinction is calculated using the temperature derivative 
of the Planck distribution as a weighting function. 
Therefore, βR is temperature dependent to the extent 
that  the blackbody spectrum shifts with respect to the 
absorption spectrum with temperature. Since peaks in the 
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Figure 3.2 Literature values of thermal conductivity of perovskite‐structured MgSiO3 (bridgmanite) at ambient 
temperature as function of pressure. Experimentally determined values: red downward triangle [Manthilake et al., 
2011; Ångstrom method], dark green upward triangles [Ohta et al., 2012, DAC thermoreflectance], light green 
leftward triangle [Ohta et  al., 2014; microspot angstrom method], purple filled circle [Osako and Ito, 1991; 
 angstrom method]. First‐principles calculations: dark red open circles [Haigis et al., 2012; molecular dynamics], 
red open squares [Ammann et al., 2014; molecular dynamics], orange open triangles [Dekura et al., 2013; lattice 
dynamics], blue open diamonds [Tang et al., 2014; lattice dynamics]. All data points shown in the figure were 
measured or calculated at 300 K except for those of Manthilake et al. [2011] and Ammann et al. [2014], which 
were extrapolated to 300 K from values reported at 473 and 1000 K, respectively, using the thermal conductivity 
temperature fits determined in each study.
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absorption spectra of mantle minerals also shift in 
 wavelength with pressure [Keppler et al., 2008], the radia-
tive thermal conductivity of the mantle is expected to 
also depend on pressure. If significant windows or edges 
exist in the absorption  spectrum, then krad may have 
 complicated dependences on temperature [Hofmeister 
and Yuen, 2007].

Generally, the extinction coefficient βλ is the sum of the 
absorption and scattering coefficients. Based on  measured 
absorption coefficients, the photon mean free path in per-
ovskite at high pressure is on the order of 10 µm [Keppler 
et al., 2008; Goncharov et al., 2008]. The scattering coef-
ficient is on the order of the reciprocal of the grain size 
[Shankland et al., 1979; Hofmeister, 2005], which is likely 
to be at least 0.1–1 mm in the lower mantle [Solomatov 
et  al., 2002]. Therefore, the photon mean free path for 
absorption in the lower mantle is much shorter than the 
expected scattering length. In the calculation that follows, 
we consider absorption only. However, if  grains are small 
or the absorption coefficient very low, scattering must be 
accounted for, and the resulting effect on the radiative 

thermal conductivity may be complex and nonlinear 
[Hofmeister, 2005].

Figure 3.3 shows recalculated profiles of krad for perovs-
kite with 10 mol % iron and ferropericlase with 15 mol % 
iron constructed using absorption coefficients measured by 
Keppler et al. [2008] and Goncharov et al. [2006, 2008]. To cre-
ate the profiles, krad was first calculated as a function of tem-
perature at several pressures using  equations (3.4) and (3.5). 
Values were then interpolated to calculate krad as a function 
of depth and temperature using a Preliminary Reference 
Earth Model (PREM) pressure profile [Dziewonski and 
Anderson, 1981] and the hot geotherm reported by Jeanloz 
and Morris [1986]. In addition, we used a model for depth‐
dependent index of refraction following a linear relationship 
between index of  refraction and pressure [Anderson and 
Schreiber, 1965] and depth‐dependent mantle  densities from 
PREM [Dziewonski and Anderson, 1981]. This result shows 
that when treated consistently, the absorption data sets from 
Keppler et al. [2008] and Goncharov et al. [2008] differ by far 
less than the order‐of‐magnitude variation  arising from the 
original presentation.
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Figure 3.3 Estimated radiative thermal conductivity krad of (Mg,Fe)SiO3 perovskite and (Mg,Fe)O ferropericlase as 
function of depth in mantle. The profiles denoted with * were calculated using absorption coefficients from 
Goncharov et al. [2009] for ferropericlase with 15 mol % Fe and Goncharov et al. [2008] for perovskite with 
10  mol % Fe. The profile denoted with + was calculated using the absorption coefficient for perovskite 
with 10 mol % Fe from Keppler et al. [2008]. The assumed mantle adiabat appropriate for a convecting mantle 
with no  midmantle thermal boundary layer is adopted from the model of Jeanloz and Morris [1986].



38 Deep earTH

Note that in this study we neglected any temperature 
effect on the absorption coefficient when constructing the 
krad profiles. It is expected that high temperature might 
cause the absorption coefficient to increase, as has been 
measured for olivine at low pressure [Shankland et  al., 
1979; Hofmeister, 2005]. The use of low‐temperature 
absorption spectra, the choice of the higher‐temperature 
geotherm, the assumption of limited grain boundary 
scattering, and the neglect of minor impurities all bolster 
the upper bound nature of this calculation.

Pressure and temperature have opposing effects on krad. 
Increasing temperature and density or refractive index 
increases krad; however, increasing pressure also tends to 
decrease krad due to increased optical absorption. As a 
result, the estimated krad for perovskite and ferropericlase 
shown in Figure 3.3 is constant or shallowly decreasing 
with depth throughout most of the lower mantle. Just 
above the core‐mantle boundary, krad increases with depth 
in the conductive thermal boundary layer, where the 
 temperature gradient is relatively steep.

Since the radiative thermal conductivities of perovskite 
and ferropericlase differ significantly, the total radiative 
thermal conductivity of the mantle is sensitive to how the 
total conductivity for different phases are combined, 
which depends on the proportion and geometry of the 
phases present and how the radiative conductivities 
 combine in an effective media approximation. For exam-
ple, a combination of 80 vol % perovskite and 20 vol % 
ferropericlase yields a range of radiative thermal conduc-
tivity of ~0.7–5 W/m·K throughout most of the lower 
mantle, with constant values through the convecting 
lower  mantle and depth‐dependent values through the 
core‐mantle thermal boundary layer. This range of values 
encompasses the Reuss and Voigt bounds as well as the 
range of uncertainty implied by the difference in meas-
ured values of the perovskite absorption coefficient from 
Goncharov et al. [2008] and Keppler et al. [2008]. It should 
be noted, however, that this analysis assumes that the bulk 
radiative thermal conductivity can be calculated indepen-
dently of the bulk lattice thermal conductivity.

At all depths in the lower mantle the radiative thermal 
conductivity of perovskite is larger by roughly a factor of 
3 compared with that of ferropericlase (Figure  3.3). 
Generally, increasing transition metal impurities, espe-
cially iron, decreases optical absorption. There may be 
additional effects on optical absorption arising from 
depth‐dependent electronic spin transitions in iron [Badro 
et  al., 2004; Goncharov et  al., 2006, 2010], with sugges-
tions that the high‐pressure low‐spin state may have 
decreased absorption and thus enhanced radiative con-
ductivity [Badro et al., 2004]. Note that for ferropericlase 
the krad profile was calculated based on data for samples 
with higher iron content than that of the perovskite sam-
ples. However, if  iron is preferentially partitioned into 

 ferropericlase in the lower mantle [Badro et  al., 2003; 
Irifune et al., 2010], using higher‐iron ferropericlase and 
lower‐iron perovskite to construct profiles of krad for the 
lower mantle is at least qualitatively correct.

As temperature increases, the electron population 
in the conduction band increases, especially for the tran-
sition metal rich materials of  the mantle. This increases 
the probability of  electron scatter participation in 
the   thermal conductivity, following the physics of  the 
 behavior of  thermal conductivity in semiconductors. 
This may provide an additional contribution to the 
 thermal conductivity that increases exponentially with 
temperature. When combined with the 1/T phonon tem-
perature dependence, this serves to dampen the 
 temperature‐dependent decrease of  thermal conductiv-
ity. As  populations of  charge  carriers in the conduction 
band increase, this also serves to increase the optical 
absorption of  minerals—they become more opaque. 
Therefore, semiconductor‐like contributions and radia-
tive contributions are likely mutually exclusive.

3.4. heAt trAnsport Across core‐mAntle 
boundAry

The thermal conductivity in Earth’s core‐mantle 
boundary region governs the heat extracted from the core 
to the mantle and therefore ties together the thermal his-
tories of these two major regions [Lay et al., 2008]. In the 
thermal boundary layer of the lowermost mantle  adjacent 
to the outer core, possible phase transformations, includ-
ing the post‐perovskite structure [Murakami et al., 2004] 
and/or the presence of melt [Williams and Garnero, 1996], 
may change the conductivity compared with the bulk 
mantle. Measurements and theory suggest that the post-
perovskite structure may have higher thermal conductiv-
ity [Hunt et  al., 2012; Stackhouse et  al., 2015]. The 
presence of partial melt lowers the thermal conductivity 
due to both an intrinsic effect arising from long‐range 
 lattice disorder and a likely decrease in any radiative 
transport [Murakami et  al., 2014]. Therefore, localized 
areas of partial melt and post‐perovskite have opposite 
effects on the core‐mantle boundary heat flux, both rein-
forcing increased heat flux in cooler regions.

Dynamical perturbations of the thermal boundary 
layer from above may have an additional important influ-
ence on the local thermal behavior by introducing lateral 
variations in thickness, influencing both the localized 
temperature gradient and the stable phase assemblage. 
Since the bridgmanite/post‐perovskite phase boundary is 
likely to be favored at lower temperatures at core-mantle 
boundary pressures, the post‐perovskite phase may be 
dynamically stabilized from mantle downwelling. Even if  
the thermal conductivity of the post‐perovskite phase is 
identical to bridgmanite, the dynamical depression of 
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the  thermal boundary layer will locally increase flux, 
reinforcing lateral variations in core‐mantle boundary 
heat flow.

As is the case for the core, the estimates for thermal 
conductivity across the core‐mantle boundary are 
strongly dependent on the assumption of the temperature 
profile across the core‐mantle boundary. Figure  3.4 
 presents a range of estimates for the temperature profile 
from the bottom of the convecting mantle to the top of 
the outer core. For the range of temperatures at the bot-
tom of D″ (top of the outer core), we use the same bounds 
presented in Figure 3.1a. For the top of D″ (bottom of 
the convecting mantle) we show two possible estimates, 
representing a low potential mantle temperature (if  the 
whole mantle is convecting adiabatically) and a second, 
higher, potential temperature, which may be relevant 
either in the presence of an additional thermal boundary 
in the lower mantle or if  there are significant radioactive 
sources within the D″ region. The result, are four differ-
ent possible temperature profiles for the D″ layer.

The four corresponding estimates for the total average 
heat flux across the core‐mantle boundary as a function 
of boundary thickness, temperature gradient, and bounds 

on lower mantle thermal conductivity (4–8 W/m·K) are 
shown in Figure 3.5. Estimates for high average thermal 
conductivity of the core and low thermal conductivity for 
the lower mantle assemblage appear to provide a narrow 
solution space for satisfying the core‐mantle boundary 
heat flux requirements—which must be large enough to 
sustain the core geodynamo and generate convection at 
that base of the mantle [e.g., Roberts and Glatzmeier, 
2000; Labrosse and Macouin, 2003; Hirose et al., 2013], 
yet not so large that it is inconsistent with the best 
 estimates for internal heating of the mantle from radioac-
tivity [e.g., KamLAND, 2011]. Given the uncertainty in 
the average thickness of the thermal boundary layer in 
the lowermost mantle and the strong relationship with 
total heat flux, invocation of a spatially variable heat flux 
at the core‐mantle boundary, analogous to the situation 
at Earth’s surface, is a practical and likely solution. 
Geophysical observations of the seismic structure at the 
core‐mantle boundary suggest a strongly heterogeneous 
region, with patches of ultralow velocities, and areas 
showing larger‐than-average seismic anisotropy [e.g., 
Garnero and McNamara, 2008]. This suggests that, in 
analogy with Earth’s surface, the core‐mantle boundary 
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is likely a surface of heterogeneous heat flux, with small 
areas creating disproportionate contributions to the total 
heat flow, due to local variations in the thermal boundary 
layer. For example, localized high heat flux through the 
core‐mantle boundary might be generated by dense, 
downgoing slabs which generate a locally higher tempera-
ture difference while also mechanically depressing the 
local boundary layer thickness. This would create local-
ized areas of high heat flux at the core‐mantle boundary, 
mapping to areas where downgoing slabs may have 
 penetrated through the lower mantle.

In summary, while some models of core and mantle 
thermal conductivity can be excluded, uncertainties in 
the physical parameters of thermal conductivity at 
extreme conditions as well as the geophysical nature of 
the lowermost mantle still permit a wide range of models 
for whole‐Earth thermal behavior. Both theory and 
experiments must work together in dual fashion to pro-
vide estimates of  thermal conductivity values for the 
minerals comprising Earth’s mantle and core and to 
investigate the underlying physical processes governing 
temperature, pressure, and compositional dependence of 
thermal conductivities to aid in extrapolating values to 
the extreme conditions of planetary interiors.
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4.1. IntroductIon

The thermal evolution of the Earth has been a debated 
subject for centuries and still is today. The reason for the 
importance of this question can be traced back to the first 
page of Sadi Carnot’s book Reflections on the Motive Power 
of Fire (1824, p. 1) where it is stated that “to heat also are 
due the vast movements which take place on the earth. It 
causes the agitations of the atmosphere, the ascension of 
clouds, the fall of rain and of meteors, the currents of water 
which channel the surface of the globe, and of which man 
has thus far employed but a small portion. Even earth­
quakes and volcanic eruptions are the result of heat.” 
Indeed, understanding heat transfer on Earth and the 
associated evolution is key to understanding its dynamics. 
The question has switched from that of the age of Earth to 
the understanding of plate tectonics, but it is still puzzling.

Whereas the problem of the thermal evolution of the 
Earth is usually adressed in terms of  the dynamics of  the 
lithosphere and its recycling, the role played by the deep 
Earth in the global evolution has not been adressed as 

 systematically. Several papers considered coupled models 
for the evolution of the mantle and core [e.g., Stevenson 
et  al., 1983; Mollett, 1984; Yukutake, 2000; Grigné and 
Labrosse, 2001; Butler et al., 2005; Nakagawa and Tackley, 
2005, 2010], but the question deserves to be reviewed in 
light of some recent findings. In particular, observations 
on the structure of the lower mantle suggest the existence 
of compositional variations and the presence of partially 
molten regions [see Hernlund and McNamara, 2015; 
Labrosse et al., 2015, for recent reviews]. These structures 
result from the integrated evolution of the deep Earth 
which may hold clues of the early Earth [Boyet and 
Carlson, 2005]. These questions need to be integrated in a 
thermal evolution perspective [Labrosse et al., 2007].

In addition, recent developments on the transport 
properties of the core have led to a reevaluation of the 
heat flow necessary at the core‐mantle boundary (CMB) 
to sustain the geomagnetic field. That again links heat 
transfer to dynamics and needs to be integrated in our 
understanding of the thermal evolution of Earth.

This chapter will start by discussing the thermal evolu­
tion of the Earth as it is usually addressed (Section 4.2). 
Then, recent work on the evolution of the core will be 
reviewed, in particular the implications of  the large 
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thermal conductivity found in several independent stud­
ies (Section 4.3). Section 4.4 will discuss how these recent 
developments could change our view of the global evolu­
tion of the Earth as well as their implications for melting 
and crystallization processes in the deep mantle.

4.2. PrImer on thermAl evolutIon 
of eArth

The question of the thermal evolution of the Earth, 
 initially linked to the age of the Earth, has occupied 
researchers for several centuries, starting with count de 
Buffon, Joseph Fourier, and Lord Kelvin. (For an histori­
cal perspective on Kelvin’s implication, see Burchfield 
[1975].) The discovery of radioactivity provided direct 
means of dating rocks, and the question has shifted and 
could be stated as follows: How can we reconcile thermal 
evolution models with the known age of the Earth and 
the constraints on the present rates of heat loss and radio­
genic heat production? With the advent of plate tectonics, 
this question is related to the question of heat transfer by 
mantle convection and is still not solved today.

The thermal evolution of the Earth is classically adressed 
[see Jaupart et al., 2015, for a complete review] by solving a 
time evolution equation expressing the conservation of the 
energy for the whole Earth,

 
MC

T
t

Q T H tS

d
d

, (4.1)

with M the mass of  the Earth, C its specific heat, T its 
potential temperature, i.e., its temperature isentropically 
extrapolated to the surface, QS its heat loss, which is 
assumed to depend on T, and H the radiogenic heat pro­
duction that depends explicitly on time t. In this equation 
C is an effective specific heat that contains all the effects 
of depth dependence of physical parameters, isentropic 
temperature variation, and so on. The present state of 
Earth is assumed to be known and can be constrained 
from present‐day observations. In particular, the present 
potential temperature T0 1600K , the total heat flow 
Q0 46TW, and the radiogenic heat production rate 
H0 20TW have been obtained with reasonable confi­
dence [Jaupart et al., 2015]. Equation (4.1) can then be 
solved backward in time to get the evolution of the Earth 
provided the function QS(T ) is known.

The surface heat loss is controlled by the rate at which 
mantle convection transports heat toward the surface 
and can be shown to scale with the Rayleigh number Ra 
as [e.g., Turcotte and Oxburgh, 1967; McKenzie et al., 
1974; Christensen, 1984; Sotin and Labrosse, 1999; 
Schubert et al., 2001]

 
Q AS

k T
d

T
TS Ra

1

, (4.2)

with A a dimensionless coefficient, S the surface of the Earth, 
k the thermal conductivity of the mantle, ΔT the superisen­
tropic temperature difference across the mantle, and

 
Ra

g Td 3

, (4.3)

α being the coefficient of  thermal expansion, g the 
acceleration of  gravity, d the thickness of  the mantle, 
κ  the thermal diffusivity, and  the kinematic viscosity. 
Typically, experiments and numerical models show that 
the exponent  1 3/ . This can be understood as express­
ing the fact that convection at a high Rayleigh number is 
controlled by processes happening in a thin boundary 
layer, the lithosphere in the case of the mantle, and there­
fore the heat flow should be independent of the thickness 
of the whole mantle, d, which is the behavior obtained for 

1 3/ .
Assuming equation (4.2) applies to mantle convection, 

all the physical parameters need not be obtained inde­
pendently since the present values T0 and Q0 also satisfy 
the scaling law. However, the viscosity needs special care 
since it depends strongly on temperature. Denoting 

0 0T , the total surface heat flow can be written as

 
Q Q

T T
TS 0

0 0

1

. (4.4)

Including this expression in the energy equation (4.1) allows 
to compute the evolution of the temperature, and there­
fore the heat flow, forward or backward in time, from any 
known state. The only time for which constraints exist is 
the present time, and it is therefore more logical to start 
from that and compute the time‐backward evolution.

Christensen [1985] followed the procedure explained 
above and explored systematically the effect of  varying 
the exponent β and the present amount of  radiogenic 
heating. More precisely, he introduced the dimensionless 
Urey number defined as the fraction of  the present‐day 
surface heat flow that can be attributed to present‐day 
radiogenic heating:

 
Ur

H
Q

0

0

. (4.5)

Figure 4.1 shows the results obtained. For 0 3. , which 
is typically the value obtained in experiments and numer­
ical models of convection, the range of Urey numbers 
leading to acceptable evolution is very narrow, too narrow 
to be written on the figure. As explained by Christensen 
[1985], the timescale for adjustment of  the mantle to 
changes of  conditions, and in particular radiogenic 
heating rate, can be computed by linearizing equation 
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(4.1) around the present state and is around 800 Myr for 
0 3.  and reasonable rheological parameters. This time 

is much shorter than the age of  the Earth and this 
implies that the thermal evolution is insensitive to initial 
conditions: after a few times the adjustment timescale, the 
Urey number reaches a constant value. However, a simple 
ratio of the present heat content of the Earth to its pre­
sent heat loss gives a timescale of about 10 Gyr [Labrosse 
and Jaupart, 2007], which shows that Earth has not yet 
reached a quasi‐stationary state. Albarède [2005] proposed 
an analogy between this timescale and the residence time 
of any chemical element.

In order to solve that problem, Christensen [1985] pro­
posed to reduce the value of β, which effectively increases 
the adjustment timescale [Labrosse and Jaupart, 2007], and 
indeed, as shown in Figure 4.1, it allows to enlarge the range 
of acceptable present Urey numbers and decrease its value 
toward the geochemically constrained one. As a justification 
for such a low value of β, Christensen [1985, p. 3000] states: 
“The driving forces of plate motion are balanced by local 
resisting forces in the subduction region. The cause for this 
resistance may be (1) shear on the thrust fault toward the 
overriding plate, (2) resistance against the bending of the 
downgoing plate, (3) resistance against penetration into a 
high viscosity layer at greater depth, (4) resistance against 
bending or viscous deformation at the boundary between 
upper and lower mantle, or (5) resistance against penetra­
tion through an endothermic phase boundary. In cases 1, 2, 
and 5 the resisting force would be entirely independent from 
the asthenospheric temperature and viscosity, possibly also 
in case 4.” Since that original proposal, many studies have 
followed that idea and argued for a small value of β, mainly 
assuming that resistance against plate bending controls the 
rate of subduction [e.g., Conrad and Hager, 1999a, b; Sleep, 

2000; Korenaga, 2003, 2006] or that the maximum age 
of  subducting plates is controlled by geometrical factors 
[Labrosse and Jaupart, 2007].

However, the assumptions behind the scaling laws pro­
posed to have a small value of β, i.e., the fact that the 
buoyancy of plates is balanced by resistance to bending 
at subduction zones with a given average radius of curva­
ture, need to be validated using fully self‐consistent man­
tle convection models or experiments in which these 
assumptions are not imposed a priori. To date, it has not 
been the case. Grigné et al. [2005] used a model of convec­
tion with temperature‐dependent viscosity and pseudo­
plastic yielding in a plate‐tectonic‐like regime and showed 
that indeed it followed the classical scaling law with 

1 3/ . Korenaga [2010] performed a more systematic 
study with a similar model and also obtained 1 3/ . 
Therefore, it seems that our understanding of heat trans­
port by mantle convection cannot be reconciled with the 
constraints on the thermal evolution of Earth, and this 
problem has often received the qualification of paradox.

However, equation (4.1) is parameterized by one tem­
perature only, the potential temperature of the mantle. 
Implicitly, this assumes that the temperatures of the core 
and the mantle evolve at the same rate. It is therefore nec­
essary to question the validity of this assumption and see 
if  an explicit contribution of the core could help solve the 
problem of the thermal evolution of the Earth.

4.3. thermAl evolutIon of core

The thermodynamics of the thermal evolution of the 
core has been worked out for some time for the case of 
a  fully convective core [Gubbins et al., 1979; Lister and 
Buffett, 1995; Braginsky and Roberts, 1995; Labrosse et al., 
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1997; Labrosse, 2003; Gubbins et al., 2004; Nimmo et al., 
2004; Nimmo, 2015; Labrosse, 2015] and for the case of a 
thermal stratification at the top of  the core [Labrosse 
et al., 1997; Lister and Buffett, 1998, Gomi et al., 2013], and 
the requirements for the maintenance of dynamo action 
by convection are well established. The theory relies on 
the development of each variable as the sum of time‐ and 
depth‐dependent reference profiles and the fluctuations 
around those profiles that average to zero when comput­
ing global quantities. The energy and entropy balances of 
the core then depend only on the reference profiles and 
their evolution on the large timescale relevant to the 
secular evolution of  the core. The full theory need not 
be developed here and only its results will be presented 
below, focusing mostly on the effect of the thermal con­
ductivity. For a recent account and detailed model, the 
readers are referred to Labrosse [2015].

In the classical view of the geodynamo driven by thermo‐
compositional convection, the outer core is assumed to be, 
on average, well mixed and isentropic. Using, as state vari­
ables, pressure P, specific entropy s, and concentrations in 
light elements ξi, all quantities in the average state only vary 
with pressure. Using classical thermodynamics, the deriva­
tives of these quantities with pressure can be expressed 
and provide differential equations that can be integrated. 
For example, the temperature derivative can be written as

 T
P

T
Cs pi,

, (4.6)

with ρ the density, α the coefficient of thermal expansion, 
and Cp the specific heat at constant pressure. This defines 
the isentropic temperature gradient. It is often termed 
“adiabatic” but it is quite improper since (1) heat is trans­
ported by conduction along it and its qualification of 
adiabatic has an oxymoron character and (2) if  it is to be 
understood as the temperature change experienced by a 
fluid parcel moving vertically without exchanging heat 
(which is the classical view), it should include the effect of 
heat production from radioactivity and dissipation 
[Jaupart et al., 2015]. Even though all these terms produce 
entropy, when using equation (4.6) we assume that convec­
tion is efficient enough to mix the fluid back to a uniform 
specific entropy, at least when averaged on a convective 
timescale.

Other derivatives can also be expressed in similar ways, 
and this permits the calculation of reference profiles for 
these quantities as a function of pressure or radius by 
using the hydrostatic balance that is also assumed to hold 
on average provided the right‐hand‐side terms can be 
expressed as a function of pressure or radius and an 
anchor point (boundary condition) can be defined. The 
first condition can usually be met, possibly using some 
thermodynamic identities. The boundary condition is 

best defined by a place where some thermodynamic 
equilibrium can be assumed. The inner core boundary is 
such a place since the equilibrium between the solid and 
the liquid implies that the temperature is equal to the 
liquidus of the outer core material and the chemical 
potentials must be continuous. The core liquidus depends 
on pressure and composition and is not perfectly known, 
but the discrepancies among different teams and methods 
of investigation have reduced in the past years [see Hirose 
et al., 2013, for a review]. This dependence of the liquidus 
implies a dependence of the core reference state on the 
radius of the inner core, both from the variation of pres­
sure with radius and from the change of composition due 
to inner core growth.

At the inner core boundary, freezing of the outer core 
alloy leads to fractionation of light elements. This phenom­
enon has profound implications for the dynamics and 
evolution of the core. The presence of light elements in 
the outer core and their unequal partitioning between the 
solid and liquid phases lead to a decrease of the liquidus 
compared to the melting temperature of pure iron [e.g., Alfé 
et al., 2007], and the progressive growth of the inner core 
makes the concentration of the outer core in light elements 
increase with time. One implication is that the liquidus 
decreases more than from the pressure effect only. In 
addition, the release of light elements at the inner core 
boundary makes the fluid surrounding it lighter than the 
bulk of the outer core, which drives compositional convec­
tion. This motion stems from the gradient of the chemical 
potential in the outer core and the associated compositional 
energy depends on the profile of the chemical potential.

The inner core (IC) plays an important role at present 
in defining the average profiles in the outer core (OC). 
Since the different energy terms in the balance come from 
time derivatives of these profiles, they can be parameterized 
by the inner core radius rIC. The energy balance equation 
can then be written as

 
Q F r

dr
dt

H tCMB IC
IC

core
 (4.7)

with Hcore the time‐dependent radiogenic heating rate and 
F a function of the inner core radius that sums contribu­
tions from secular cooling, latent heat, and compositional 
energy. Detailed expressions for these terms can be found 
in Labrosse [2015].

Similarly, the entropy balance of the inner core can be 
expressed as a function of the inner core radius and its 
growth rate, with an efficiency factor η for conversion of 
each energy source into dissipation that can be expressed 
as a function of temperature in the core and

 
T F r

dr
dt

H tHIC IC
IC

core , (4.8)
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with Φ the total “useful” dissipation, i.e., related to flow 
and dynamo action (viscous and Ohmic dissipation), TΦ 
the temperature at which this dissipation effectively occurs, 
ηIC the combined efficiency for all sources related to inner 
core growth and ηH that for radiogenic heating, and

 V

k
T
T

dV
OC

2

 (4.9)

is the entropy production from conduction, mostly along 
the isentropic temperature gradient, with k the thermal 
conductivity. This term represents a toll on the energy 
sources that needs to be paid for the isentropic gradient 
to be maintained. Because of the large conductivity of 
the core, this term turns out to be quite large, as discussed 
further below.

These two energy equations are only valid when an 
inner core is present. However, this has not always been 
the case [e.g., Stevenson et al., 1983; Buffett et al., 1992; 
Labrosse et al., 2001], and before the onset of  the inner 
core crystallization, the average state of  the core can be 
parameterized by the temperature at the center, Tc, or at 
the CMB. Using the former, the energy and entropy equa­
tions can be written as

 
Q G T

dT
dt

H tc
c

CMB core
 (4.10)

and

 
T G T

dT
dt

H tG c
c

H core . (4.11)

These equations make clear that, using the temperature 
at the center as the control parameter for the thermal 
structure, the energy and entropy terms associated with 
the cooling of  the core are proportional to the evolution 
rate of that temperature, with the function G(Tc) a factor 
in the energy balance equation and ηG the efficiency 
factor for the conversion to the entropy balance.

The energy and efficiency equations can be used to 
constrain the thermal evolution of the Earth. The total dis­
sipation in the core is poorly constrained [e.g., Roberts et 
al., 2003; christensen, 2010] but must be positive for con­
vection to occur. Figure 4.2 shows how the core cooling rate 
just before the inner core started to crystallize (Figure 4.2) 
and the present inner core growth rate (Figure 4.2) depend 
on the assumed total dissipation. Calculation of the inner 
core growth with time [e.g., Buffett et al., 1992; Labrosse 
et al., 1997; Labrosse 2015] shows that it typically follows 
a power law function, r r t aIC IC IC0 1 / , with aIC the 
age of the inner core, t time (negative in the past, zero at 
present), and δ an exponent that is around 0.4, the value 
used here to compute the age of the inner core from its 
present growth rate. Figure 4.2 shows that the age of the 
inner core is less than 1.5 Gyr, even including 200 ppm of 
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potassium in the core, which is a large upper bound [Rama 
Murthy et al., 2003; McDonough, 2003; Hirose et  al., 
2013]. Additionally, the cooling rate of the core before the 
existence of the inner core is found to be larger than 400 K/
Gyr.

This figure and the associated calculations assume a 
large thermal conductivity [Labrosse, 2015], as suggested 
by several recent independent studies [Sha and Cohen, 
2011; de Koker et al., 2012; Pozzo et al., 2012; Gomi et al., 
2013]. However, these values are still disputed. Seagle 
et al. [2013], performed ambient temperature–high pres­
sure measurements of  electrical conductivity, from 
which the thermal conductivity is computed using the 
Wiedemann‐Franz law [Poirier, 2000], and obtained 
results quite similar to that of  Gomi et al. [2013]. The two 
studies differ in their extrapolation to core temperatures. 
The classical theory uses the Bloch‐Grüneisen formula, 
which in the range of  interest here gives a linear increase 

with temperature of  the electrical resistivity. The combi­
nation of  this linear increase with the Wiedemann‐Franz 
law makes the thermal conductivity independent of 
temperature [Poirier, 2000]. Gomi et al. [2013], on the 
other hand, include a saturation effect at high tempera­
ture which makes the electrical resistivity level off  to a 
saturation value. This effect is well documented in the 
metallurgy literature [Gunnarsson et al., 2003] and has 
only been experimentally confirmed recently for iron at 
high pressure by Ohta et al. [2014].

Another question has been raised by Zhang et al. 
[2015], who used ab initio techniques to compute electron‐
electron scattering and the effect it has on the electrical 
resistivity of iron at high pressure and high temperature. 
They found the effect significant, contrary to the assump­
tion made in previous ab initio calculations [Sha and 
Cohen, 2011; de Koker et al., 2012; Pozzo et al., 2012]. Of 
course, this question is important but does not affect 
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experimental results, which of  course contain all the 
physical ingredients at no extra cost. In that respect, the 
results by Ohta et al. [2014] support the saturation effect 
and therefore the low value of the electrical resistivity 
and argue against the importance of electron‐electron 
interactions.

The value of  the core thermal conductivity being still 
debated, it is worth considering the effect this uncer­
tainty has on the thermal evolution of the core. Figure 4.3 
shows the results of a calculation of the minimum require­
ments to run a dynamo at present and just before the 
onset of  the inner core as a function of  the thermal 
conductivity in the core. The requirements are minimized 
by considering a negligible “useful” dissipation and by 
assuming the thermal conductivity does not increase with 
depth in the core, contrary to what has been found by 
recent studies on the topic. The range of conductivities 
covers the full range of values proposed in the literature. 
For the period just before the onset of inner core crystal­
lization, the minimum CMB heat flow is considered to be 
the isentropic value, QS.

Figure  4.3 shows that the recent high values of  the 
thermal conductivity (k 90 W m K/ ) imply that the 
present CMB heat flow must be larger than about 10 TW 
and larger than about 14 TW before the onset of the inner 
core crystallization. Including 200 ppm of potassium 
makes little difference [Labrosse, 2015] and in fact requires 
a larger CMB heat flow because it reduces the rate of 
inner core growth and decreases the amount of  associ­
ated compositional energy, which has a higher efficiency 
than radiogenic heating. For the same large values of 
thermal conductivity, the age of  the inner core is found 
to be less than about 1 Gyr (Figure  4.3), which means 
that the cooling rate shown in Figure 4.3 applies to a large 
part of  the history of  the core. Of  course, these mini­
mum requirements are reduced by considering a low 
value of  the thermal conductivity. For example, taking 
k 50 1W m K/ , which is in the middle of  the range 
advocated by Seagle et al. [2013], gives an inner core 
age  around 1.5 Gyr and cooling rate prior to that of 
about 150 K/Gyr. The CMB heat flow must still exceed 
8 TW to run a dynamo by thermal convection prior to 
the existence of the inner core. And one should remem­
ber that these estimates are extreme lower bounds that 
leave no room for Ohmic and viscous dissipation.

4.4. ImPlIcAtIons for thermAl 
evolutIon of eArth

4.4.1. Modified Urey Number

As discussed in the previous section, the recent upward 
revision of  the core thermal conductivity [even using 
the lower values proposed by Seagle et al., 2013] pushes 

upward the demand on the heat flow across the CMB to 
maintain the geodynamo for all its known history. This 
means that the thermal evolution of the Earth cannot be 
modeled with only one energy balance equation (4.1) and 
one temperature. Without writing a detailed equation for 
both the mantle and the core, let us consider them as 
parameterized by two independent temperatures, Tm for 
the mantle and Tc for the core. Two energy conservation 
equations are then written to describe the evolution of 
these two temperatures:

 
M C

dT
dt

Q T H t Q T Tm m
m

S m m cCMB , , (4.12)
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dT
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Q T Tc c
c
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with QCMB the heat flow across the CMB and indices c 
and m for core and mantle quantities, respectively. Note 
that, according to equations (4.2) and (4.3) for 1 3/ , the 
surface heat flow depends only on the temperature of the 
mantle and not on ΔT. On the other hand, the heat flow 
across the CMB a priori depends on both mantle and 
core temperatures. In writing equation (4.13), the possibility 
of core radioactivity and the effects of compositional and 
latent heat have been neglected for the sake of simplicity.

Equation (4.12) makes clear that, for the mantle, the 
cooling of the core represents a heat source that supple­
ments radiogenic heating. Therefore, we can define a 
modified mantle Urey number as the total heat sources to 
the mantle divided by the total heat loss,

 
Ur CMB H Q

QS

. (4.14)

Using the constraints on the CMB heat flow from the 
requirements of maintaining the geodynamo for at least 
3.5 Gyr, a minimum of QCMB is around 16 TW [Labrosse, 
2015]. Taking H 20 TW and QS 46 TW [Jaupart et al., 
2015] gives Ur 0 78. , a value much more likely to allow 
a reasonable thermal evolution than the standard one. 
Such a large value of the CMB heat flow is above the clas­
sicaly considered range, 5–15 TW [e.g., Lay et al., 2008], 
and, on the core side, critically depends on the value of 
the thermal conductivity, as discussed above and dis­
played in Figure 4.3. The lower end values recently pro­
posed [Seagle et al., 2013; Zhang et al., 2015] would give 
a minimum CMB heat flow around 8 TW, which would 
clearly be in the classical range but it would be of less 
help to solve the thermal evolution problem since it would 
give Ur 0 6. . Note that the value H 20 TW for the 
current radiogenic heat production derives from classical 
“chondritic” Earth models. Alternative models based on 
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enstatite chondrites [Javoy, 1999; Javoy et al., 2010,] lead 
to a somewhat lower value of radiogenic heating and so 
do models assuming collisional erosion of the primordial 
crust [O’Neill and Palme, 2008; Caro et al., 2008; Jackson 
and Jellinek, 2013; Bonsor et al., 2015]. In that case, a 
larger value of the CMB heat flow is necessary to avoid 
the thermal catastrophe in thermal evolution models.

If  a lower thermal conductivity is assumed for the core, 
the minimum requirement on the CMB heat flow is 
reduced, as explained in Section 4.3. However, it does not 
mean that the CMB heat flow cannot be much larger than 
this minimum requirement. In fact, fluctuations with 
time of the CMB heat flow, which is inherent to mantle 
convection [e.g., Nakagawa and Tackley, 2010], would 
lead to periods of extinctions of the dynamo if  the long‐
term average is too close to the minimum required. 
A  value at least 30% larger is necessary to avoid these 
extinction periods [Nakagawa and Tackley, 2010].

In order to clarify the difference with what has been 
assumed in classical models of Earth thermal evolution, 
we can estimate the CMB heat flow corresponding to a 
core cooling at a rate equal to that of the mantle, about 
50 K/Gyr on average over the last 4 Gyr [Abbott et al., 
1994; Jaupart et al., 2015]. Such a cooling rate corre­
sponds to a CMB heat flow equal to 2.8 TW. This is not 
enough to solve the thermal catastrophe in the thermal 
evolution model, and this is clearly not enough to main­
tain the dynamo prior to the existence of the inner core, 
even if  the thermal conductivity is taken as low as 
50 W m K/ . In that case, about 200 ppm of potassium at 
present in the core would be just enough to maintain a 
thermal dynamo before the onset of the inner core 
(Figure 4.3), but this is a much larger value than can be 
accepted on geochemical and mineralogical grounds 
[Hirose et al., 2013]. Wohlers and Wood [2015] have 
recently proposed inclusion of U and Th in the core, pro­
ducing up to 2.4 TW of radiogenic heat. This would help 
in maintaining the geodynamo while reducing slightly 
the cooling rate of the core, but not down to 50 K/Gyr.

4.4.2. Importance of Melt in the Evolution  
of the Deep Mantle

Computation of  the thermal evolution of  the core 
with a high CMB heat flow required to maintain the 
geodynamo leads to large core temperatures in the past. 
The minimum core temperature drop over the last 
3.5  Gyr, which is the period for which the existence of 
the  magnetic field is documented [Usui et al., 2009], is 
2350 K in the absence of any radiogenic heating [Labrosse 
2015]. Using the low estimate of  core conductivity 
(k 50 W m K/ ) would give at least 450 K variation for 
the same period (Figure 4.3). According to the recent work 
on the melting temperature of silicates at high pressure 

[Stixrude et al., 2009; de Koker and Stixrude, 2009; Fischer 
and Campbell, 2010; Andrault et al., 2011, 2014; Fiquet 
et al., 2010; Nomura et al., 2014], the present temperature 
of the CMB is close to the solidus value of complex compo­
sitions that can be encountered in the mantle. The observa­
tion of ultralow‐velocity zones can easily be explained by 
the presence of partially molten patches at the CMB [e.g., 
Williams and Garnero, 1996; Lay et al., 2004; Rost et al., 
2005; Hernlund and Jellinek, 2010; Wimert and Hier‐
Majumder, 2012; Labrosse et al., 2015]. Alternatively, the 
seismically observed ultralow velocities could be explained 
by Fe‐rich solids [Dobson and Brodholt, 2005; Mao et al., 
2006; Wicks et al., 2010], but their melting temperature is 
likely to be lower or very close to the present temperature at 
the CMB. In any case, the amount of cooling the core must 
have experienced to explain the persistence of the magnetic 
field for at least 3.5 Gyr ensures that a large part of the 
lower mantle must have been molten in the past. This is the 
main argument behind the proposition of a basal magma 
ocean (BMO) [Labrosse et al., 2007].

The existence of a BMO for a large part of Earth history 
changes many thing for the thermal evolution of  Earth. 
Labrosse et al. [2007] showed how it can be included in a 
simple parameterized model. The timescale to crystallize 
completely the BMO is of the order of the age of Earth 
because of the foreseen influence of composition on the 
liquidus of the magma and of the large heat capacity of 
the core. However, the model for the evolution of the 
BMO and core has not been coupled yet to a fully con­
sistent model for heat transfer in the solid mantle, and the 
possibility of solving the long‐standing problem of the 
thermal evolution of Earth by including a large cooling 
rate of the core and the implied basal magma ocean is not 
proved. Several aspects of the problem need to be consid­
ered to this end. First, a proper treatment of  fractional 
crystallization is necessary, with implications on the 
partitioning of heat‐producing elements (U, Th, and K) 
between the BMO and solid mantle and on the evolution 
of the density of both the solid and the liquid. Labrosse 
et al., [2007] proposed that the solid crystallizing from the 
BMO should get denser with progression of the crystalli­
zation and could eventually stabilize against entrainment 
by mantle convection, and it could explain some of the 
seismic observations of the deep mantle [Labrosse et al., 
2015]. This would also influence heat transfer in the solid 
mantle, and including that aspect of the problem in a 
mantle convection model is still a challenge.

Another important aspect to include in the theory 
regards the possibility of  melting and freezing at the 
bottom of the mantle for a long period of Earth’s evolution. 
Specifically, one can expect that, early on, downwelling 
currents coming from the surface, e.g., in the form of 
subducted plates, could melt when getting in contact with 
the hot magma. If  melting happens fast enough, i.e., at 
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the same rate as material is brought down, it does not 
need to slow down when getting close to the bottom 
surface, contrary to what happens in current models of 
mantle convection, where a nonpenetrable interface is 
usually considered at the bottom [Deguen, 2013]. A similar 
situation is encountered in the dynamics of inner core 
convection [Alboussiére et al., 2010; Deguen et al., 2013]. 
Such a process would enhance heat transfer by mantle 
convection and needs to be considered in the future.

4.5. conclusIons

The long‐standing question of the thermal evolution 
of the Earth has generally focused on the efficiency of 
heat transfer by convection in the solid mantle, in partic­
ular on the dynamics of subduction, since it appears to be 
the main limiting factor. In doing so, most studies did not 
consider explicitly the deep Earth, the lower mantle and 
core, with a few exceptions [e.g., Stevenson et al., 1983; 
Mollett, 1984; Yukutake, 2000; Grigné and Labrosse, 
2001; Butler et al., 2005; Nakagawa and Tackley, 2005, 
2010], and implicitly assumed the core to cool at the same 
rate as the mantle. However, the thermal conductivity of 
the core has been recently evaluated by several teams 
using ab initio calculations and high‐pressure experi­
ments, and, despite some remaining discrepancies 
between the different studies, all show that the CMB heat 
flow must be larger than previously thought in order to 
maintain the geodynamo. As shown in Sections 4.3 and 
4.4.1, an average core cooling rate at least twice that of 
the mantle is required even with the most conservative 
values of the thermal conductivity. Including this into 
a modified Urey number for the mantle may allows one 
to reconcile thermal evolution models of  Earth with the 
classical power law scaling of heat transfer by mantle 
convection as a function of the Rayleigh number.

The large cooling rate of the core, implied by the ther­
modynamics of the geodynamo and considered as a poten­
tial solution to the problem of the thermal evolution of 
Earth, bears important consequences for the deep Earth. 
The present proximity of the CMB temperature to the 
 solidus of potential mantle assemblages, as well as seismic 
evidences for the actual presence of partially molten 
regions at the bottom of the mantle [Williams and Garnero, 
1996], indicate that a large part of the  lowermost mantle 
must have been extensively molten in the past. Several con­
ditions are necessary for this BMO model to be acceptable 
[Labrosse et al., 2007]. For example, the density of the 
melt must be larger than that of the overlying solid man­
tle, which requires a Fe‐rich composition.

In order to advance on this question, several steps are 
needed. On the mineral physics front, a lot of progress 
has been made on the melting relations at the relevant 
pressure [Fiquet et al., 2010; Andrault et al., 2011; Thomas 

et al., 2012; Mosenfelder et al., 2007; Thomas et al., 2012; 
Andrault et al., 2014; de Koker et al., 2013; Labrosse et al., 
2015, for a review], and Boukaré et al. [2015] have 
proposed a phase diagram based on self‐consistent 
thermodynamics using results from these recent studies. 
Inclusion of the effect of minor phases is still needed. 
Also, more work is needed to resolve the discrepancies 
remaining between the different studies on the core ther­
mal conductivity, which impacts the constraints on the 
evolution of the core.

On the geodynamics front, a lot needs to be done in 
order to incorporate the possibility of melting and freez­
ing at the bottom of the solid mantle. The challenges are 
great since it means dealing with a moving boundary, a 
rheological transition, fractional freezing and melting, 
and therefore a self‐consistent treatment of composition 
in both the solid mantle and the basal magma ocean. 
Additionally, two‐phase aspects are key to understanding 
the present‐day observations in the deep Earth [Hernlund 
and Jellinek, 2010] and that brings a whole other dimen­
sion to the problem.
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5.1. IntroductIon

The extreme thermodynamic conditions and the 
remoteness make Earth’s core one of  the most enig­
matic parts of  our planet. The pressure at the top of  the 
outer core is on the order of  135 GPa, and it increases 
up to 329 GPa at the top of  the inner core and up to 
364 GPa in the middle of  the inner core. There is con­
siderably larger incertitude on the temperature profile 
in the core, with most likely values in the 4500–7000 K 
range [Gomi et  al., 2013; Tateno et  al., 2010]. Until 
recently these  thermodynamic conditions have been 
out  of  reach of  experiments. Today developments in 
 diamond‐anvil cells coupled with new performant facil­
ities allow us to  measure in situ  a growing range of 
properties. On the theoretical side, first‐principles cal­
culations, usually based on density functional theory 
(DFT), take full advantage of  the advances in algo­
rithms, implementations, and computing power of  the 
last decades. Even if  not easy, solving crystal structures 

and obtaining physical properties for core materials 
becomes almost a matter of routine.

Geochemical evidence [McDonough and Sun, 1995] 
suggests that the core must be formed mainly of alloyed 
Fe and Ni. But the physical properties of  such alloys 
fail to some extent to explain the observed seismic and 
 geophysical properties of both the outer and the inner 
core, like the density, the seismic wave velocities, and the 
seismic anisotropy [Anderson, 2003]. These observations 
can be explained by including light elements dissolved in 
the alloy [Poirier, 1994; Wood, 1993; Stixrude et al., 1997; 
Badro et al., 2007] and considering the effects of tempera­
ture [Martorell et al., 2013a].

The nature of the light element (or elements) has been 
the subject of considerable speculation because of its 
bearing on the overall bulk composition of Earth, the 
conditions under which the core formed, the temperature 
regime in the core, and the continuing processes of core‐
mantle reactions [Poirier, 1994; Anderson and Isaak, 1999; 
Badro et al., 2007; Lin et al., 2002; Wood, 1993]. While any 
element lighter than iron could potentially compensate 
the density deficit if  in the proper amount, geochemical 
availability and solubility in the Fe‐Ni alloys are the 
main  constraining factors for the resulting real alloy. 
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The comparisons with cosmic abundances and meteorite 
compositions suggest H, C, O, S, Si, and P as preferred 
light elements [Anderson, 2003]. These will be our major 
focus in the following discussion.

5.2. Fe And Fe-GrouP Alloys

For such an important and simple material, it is strik­
ing that the crystal structure of iron is still a matter of 
debate for exactly the most relevant conditions: Earth’s 
core. However, the phase diagram and the structure of 
iron at core conditions have been explored for a long time 
using both experimental and theoretical techniques.

Iron exhibits three crystal structures: body‐centered 
cubic (bcc) stable at ambient conditions, face‐centered 
cubic (fcc) stable at high temperatures, and hexagonal 
close packed (hcp) stable at high pressures (Figure 5.1). 
Several recent reviews provide nice detailed discussions 
about the sequence of structures at high pressure and 
temperatures [Hirose et al., 2013; Ohtani, 2013; Morard 
et al., 2014; Saxena and Eriksson, 2015]. The general con­
sensus is that hcp is the stable structure at core pressures. 
But thermal conditions of the core fall exactly in the 
region where most uncertainties regarding the stability 
of  the hcp phase exist. There are both experimental 
[Belonoshko et  al., 2003; Dubrovinsky et  al., 2007] and 
computational [Vocadlo et al., 2003a] studies that suggest 
bcc structure to be stable at high pressures and high 
 temperatures. Recent first‐principles calculations show 
that bcc is mechanically unstable under inner core condi­
tions [Godwal et al., 2015].

This leaves hcp as the stable crystal structure for pure 
iron at core pressures and temperatures, as suggested in 
various earlier studies [Stixrude and Cohen, 1995; Steinle‐
Neumann et al., 2001; Vocadlo et al., 2003b, 2009; Tateno 
et al., 2010; Sha and Cohen, 2010; Antonangeli et al., 2012; 
Martorell et al., 2013a; Ohtani et al., 2013; Gleason and 
Mao, 2013; Sakai et al., 2014]. Some amount of polytyp­
ism is possible [Cottenier et al., 2011] and might explain 
observations of a double‐hcp (dhcp) phase [Saxena and 
Dubrovinsky, 2000].

Up to about 10 at % Ni would preserve the structure of 
hcp iron [Tateno et al., 2012]. In larger amounts, nickel, as 
well as probably other alloying elements, can affect the 
relative stability of the different phases of iron. With 
increasing amount of Ni, the bcc and then the fcc phases 
became stable at high pressures and high temperatures 
[Kuwayama et al., 2008; Côté et al., 2012; Martorell et al., 
2013b]. There are no data at high pressure for Fe‐Co or 
Fe‐Cr alloys, but one can safely assume that for levels 
in  the core, they would simply dissolve into the hcp Fe 
without affecting its structure.

5.3. the Fe‐h system

This system is one of the most challenging from 
the  experimental point of view. Typical synthesis paths 
involve compressing iron after gas loading the cell with 
hydrogen in diamond anvil cell experiments [Badding 
et  al., 1992; Antonov et  al., 1998, 2002; Mao, 2004] or 
multianvil press experiments with LiAlH4 as the H source 
[Sakamaki et al., 2009]. Consequently, the  stoichiometry 
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Figure 5.1 Compact structures of iron and their pressure and temperature stability fields: body‐centered cubic 
(bcc), face‐centered cubic (fcc), and hexagonal close packed (hcp). The hcp structure is stable at the inner core 
conditions, though thermal and chemical effects might turn bcc energetically competitive.
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of the resulting FeHx alloy is not controlled, while the 
escape of hydrogen implies difficulties for a good  chemical 
analysis of the recovered samples. Hydrogen would typi­
cally enter the hcp structure of iron interstitially, as an 
impurity, most likely with a high mobility. As such, it is 
assumed that it will expand the host Fe lattice linearly. 
Thus, this is the preferred measure for estimating the 
amount of H that was dissolved in Fe during the experi­
ments. DFT simulations confirm this linear dependence 
[Caracas, 2015].

First‐principles static calculations showed that 
 hydrogen tends to stabilize the close‐packed structures. 
The  transition pressures between the Fe polymorphs 
are  weakly affected by the presence of  hydrogen 
[Skorodumova, 2004].

If  present in large enough amounts, then FeH may 
form what has a dhcp structure [Isaev et  al., 2007]. 
The  dhcp phase was observed in several experiments 
[Sakamaki et  al., 2009; Terasaki et  al., 2012; Shibazaki 
et al. 2012; Mao, 2004], with a collapse of the magnetic 
spin at around 22  GPa [Mao, 2004]. Its stability was 
proved beyond doubt in recent lattice dynamical calcula­
tions [Isaev et  al., 2007]. These simulations predict 
a sequence of phase transitions under pressure dhcp‐hcp‐
fcc for the ordered FeH compound. A FeH 2  compound 
was synthesized at 67 GPa with tetragonal I4/ mmm sym­
metry, and a FeH3 at 86 GPa with cubic Pm3m symmetry 
in the same set of experiments [Pepin et al., 2014]. For the 
structural determinations, the position of the Fe atoms 
was obtained directly from diffraction and the position 
of the H atoms from ab initio simulations.

The crystal structures of the stoichiometric FeHx 
phases, with x = 1, 2, 3, are represented in Figure  5.2. 
A detailed discussion about the effect and the behavior 
of hydrogen in iron is presented later in this monograph 
[Murphy, 2016].

5.4. the Fe‐c system

The Fe‐C system in the Fe‐rich part of the phase dia­
gram is characterized by two phases with intermediate 
stoichiometry that have been shown to exist beyond 
doubt: Fe3C and Fe7C3.

Fe3C, the mineral cohenite, is present in meteorites but 
also as the major constituent of cast iron in metallurgy, 
where it is known as cementite. It has an orthorhombic 
structure with Pnma space group, archetype for a whole 
class of materials with cementite structure and Me3X stoi­
chiometry, where Me is a metal. The crystal structure is 
represented in Figure 5.3. The Fe atoms occupy 4c and 8d 
Wyckoff positions and the C atoms 4c Wyckoff positions. 
The structure can be seen as a distortion of a hexagonal 
lattice of iron in which the Fe plane makes zig‐zag folds 
perpendicular to the a and b axis. The C atoms are placed 
in the void spaces, in the middle of Fe‐based triangular 
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Figure  5.2 Crystal structures of several stoichiometric phases identified experimentally in the Fe‐H system: 
(a) double hcp (dhcp) FeH, (b) tetragonal FeH2, and (c) cubic FeH3.
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Figure  5.3 Representations of the Fe3C cementite structure 
along two different directions. It is characterized by the pres-
ence of pairs of Fe6C prisms that act like quasi‐rigid bodies 
during compression. Fe and C atoms are, respectively, drawn 
with gold and black spheres.
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prisms. These carbon‐iron coordination polyhedra form 
pairs that act as quasi‐rigid bodies during  compression. 
A  theoretical study employing evolutionary algorithms 
[Bazhanova et  al., 2012] suggests possible monoclinic 
(C2/m) or tetragonal modifications (I4) as being more sta­
ble than the standard Pnma one at Earth’s core pressures.

Under pressure, it has been extensively studied in experi­
ments [Lin et al., 2004; Wood et al., 2004; Duman et al., 2005; 
Gao et al., 2008, 2011; Rouquette et al., 2008; Fiquet et al., 
2009; Sata et al., 2010; Ono and Mibe, 2010; Prescher et al., 
2012; Litasov et al., 2013] and first‐ principles calculations 
[Wang et al., 2005; Vocadlo et al., 2002; Mookherjee, 2011]: 
Its equation of state, magnetic spin transition, and seismic 
wave velocities have been both measured and computed. 
It was shown that at low pressures it is ferromagnetic, with 
the magnetic spin decreasing with pressure. Early X‐ray 
emission spectroscopy measurements [Lin et al., 2004] place 
the disappearance of the magnetization around 25  GPa. 
Later inelastic X‐ray scattering measurements [Fiquet et al., 
2009] place this transition above 68 GPa, in agreement to 

previous first‐principles calculations [Vocadlo et  al., 
2002]. A magnetic transition at low pressures, between 4.3 
and 6.5 GPa, observed by nuclear resonant scattering is 
probably just an observation of the reduction in magnetism 
at the beginning of compression [Gao et al., 2008]. At ambi­
ent pressure Fe3C becomes paramagnetic at 483 K.

A first experimental study showed the formation of 
Fe7C3 above 7–8 GPa [Lord et al., 2009], suggesting that 
the Fe‐C system at core conditions should involve Fe7C3 
rather than Fe3C. Structures with hexagonal P63mc or 
with orthorhombic Pnma symmetries have been proposed 
for Fe7C3. First‐principles simulations suggest that the 
orthorhombic ferromagnetic modification is more stable 
[Fang et al., 2009]. The latter study investigates in detail 
the role of the iron sublattice in the formation enthalpy 
and the magnetic state of the structure, including various 
magnetic configurations. The energy of Fe7C3 is compa­
rable to that of Fe3C in static, i.e., 0 K, simulations, at 
ambient pressure conditions. These two proposed crystal 
structures of Fe7C3 are represented in Figure 5.4.
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Figure 5.4 Two of the proposed structures of Fe7C3: (a) orthorhombic Pnma and (d) hexagonal P63mc. The Pnma 
structure is distorted hexagonal; it contains Fe10 decagons (b) and Fe4C tetrahedra (c). In the hexagonal structure 
the decagons are more symmetric (e).
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Recent measurements on single crystals of Fe7C3 sug­
gest yet another orthorhombic modification with Pbca 
symmetry. The latter yields Poisson ratio values that are 
remarkably close to the measured ones for the inner core 
[Prescher et al., 2015].

A series of other Fe‐C phases, with various stoichio­
metries, have been investigated computationally [Bazhanova 
et al., 2012; Zhao et al., 2015]. In general their theoretical 
structures can be seen as various derivations of the Laves 
phases: hexagonal P63/mmc, orthorhombic Pnma, and 
cubic Pm3m for Fe2C, monoclinic C2/c Fe5C2, and mono­
clinic P2/m, tetragonal I4/m and cubic P‐43m Fe4C. Static 
calculations suggest that Fe2C is particularly stable in this 
system.

5.5. the Fe‐o system

The iron oxides exhibit strong correlation effects due to 
the partial occupancy of the d electrons and their hybridi­
zation with the O p electrons. Because of this, they are a 
major headache for computational scientists because 
DFT fails to properly describe the correlation term in the 
current exchange correlation part of the Kohn‐Sham 
Hamiltonian. Some advanced techniques using, for 
example, the Hubbard U correction [Anisimov et  al., 
1991] or dynamical mean‐field theory [Georges et  al., 
1996] are able to improve the treatment of this term for a 
nonnegligible computational or implementation cost.

There are several intermediate stoichiometric comp­
ositions known for a long time, due to their practical 
 importance: FeO wüstite, Fe2O3 hematite, and Fe3O4 
magnetite.

FeO is a Mott insulator at room temperature and pres­
sure. The mineral wüstite has B1 structure with vacancies 
on the Fe site, the actual stoichiometry being Fe1 xO, with 
x less than 0.1. Because of the iron vacancies, some of the 
iron is ferric [Höfer et al., 2000; Otsuka et al., 2010; Longo 
et al., 2011]. The structure is then locally distorted with 
the iron atoms in various coordinations. The ordering of 
the defects influences the electronic, magnetic, and trans­
port properties [Hazen and Jeanloz, 1984]. With the emer­
gence of the multidimensional crystallography and the 
description of modulated structures, the defect ordering 
was described as a modulation wave with an incommen­
surate wave vector along the 111  cubic direction 
[Yamamoto, 1982]. Synthesis at high pressures remove the 
vacancies in the structures [McCammon, 1993].

Recently, it was predicted theoretically and confirmed 
experimentally that the electronic behavior of FeO under 
both temperature and pressure is much more complicated 
than previously assumed. Corrections of the correlation 
term in the standard DFT using dynamical mean‐field 
theory [Ohta et  al., 2012] showed the presence of an 
 insulator‐metal transition under pressure in the B1 phase. 

At core pressure conditions the stable structure is B8, 
NiAs type, which is a derivation of the hcp structure 
(Figure 5.5). At some pressures but high temperatures the 
B1 phase occurs before the melting is reached [Fischer 
et al., 2011].

In general FeO has been studied at relatively moderate 
pressures because of its implications as a major mineral 
of Earth’s lower mantle. However, for the Earth’s core, 
even if  FeO has the largest amount of oxygen from all the 
iron oxides, because of its reducing character it remains a 
very important Fe‐O phase when assessing thermody­
namically the oxygen amount in the core.

Fe2O3, the mineral hematite, is an oxidized iron oxide 
where all the Fe atoms are in the Fe 3  valence state. There 
are several modifications under pressure, starting with 
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Figure 5.5 NiAs‐type structure adopted by both FeO and FeS.
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rhombohedral R‐3c space group at ambient pressure con­
ditions. Its high‐pressure phases have been investigated 
up to the lower mantle conditions, up to which pressures, 
it undergoes at least one Mott electronic transition 
[Pasternak et  al., 1999] and structural changes into 
Rh2O3(II)‐type structure around 70 GPa. At higher pres­
sures transitions to perovskite, and post‐perovskite have 
been recorded, but the transition pressures are still debat­
able [Ito et al., 2009; Shim et al., 2009; Ono et al., 2004; 
Badro et al., 2002; Olsen et al., 1991].

Fe3O4 is the stoichiometric phase richest in iron in the 
whole Fe‐O system. Magnetite has the inverse spinel 
structure at ambient conditions with the Fd3m space 
group. Fe atoms populate two sublattices, with Fe 2  occu­
pying the octahedral sites and Fe 3  occupying in equal 
amounts octahedral and tetrahedral sites. A phase transi­
tion was observed around 20  GPa toward monoclinic 
symmetry [Morris and Williams, 1997]. No data are 
known for magnetite or hematite at core conditions.

5.6. the Fe‐sI system

At low pressures, up to 100 GPa, there are two stoichio­
metric phases in this system: Fe3Si and FeSi. Both phases 
are metallic. Several other stoichiometries along the Fe‐
Si phase, such as Fe2Si, Fe5Si3, FeSi2, FeSi3, and Fe3Si7, 
some proposed experimentally, turned out unstable against 
these two major phases [Brosh et al., 2009; Zhang and 
Oganov, 2010].

Fe3Si has the DO3 crystal structure, with Au3Al arche­
type. It is cubic, with the Fm3m space group (Figure 5.6a). 
It consists of two interpenetrating face‐centered‐cubic 
(fcc) sublattices: one occupied entirely by Fe and one 
from each second Fe atom is replaced by Si.

The structure is ferromagnetic, with the magnetization 
decreasing with increasing pressure [Rhee and Harmon, 
2004]. The Fe3Si structure is unstable under compression 
and decomposes into a mixture of hcp Fe and B2 FeSi 
above about 1 Mbar [Fischer et  al., 2012]; there is an 

immiscibility gap between the two phases. At high tem­
peratures the melting of the mixture is reached before the 
closure of the gap.

The FeSi phase at ambient pressure conditions comes 
into a B20 structure type (Figure 5.6b). This is a cubic 
structure with P213 symmetry, where both Fe and Si 
atoms occupy 4a (x,x,x) Wyckhoff positions. This exhib­
its an unusual sevenfold coordination for both the Fe and 
Si atoms. At high pressures the stable structure is the B2 
structure type, which derives from bcc where the Fe and 
Si atoms orderly alternate along the 111  diagonal axes 
of the cube (Figure 5.6c). There is no recorded transition 
between the B20 and the B2 structures in experimental 
studies, rather the two phases have been synthesized at 
different conditions.

The transition pressure at static 0 K conditions was 
predicted in first‐principles calculations based on DFT at 
30 or 40 GPa [Caracas and Wentzcovitch, 2004] depend­
ing on the exchange correlation: respectively, in the local 
density approximation (LDA) and the generalized gradi­
ent approximation (GGA). It is worthwhile noting that 
both LDA and GGA underestimate the volume for both 
B20 and B2—typically LDA overestimates bond length 
and specific volume and GGA underestimates them 
[Payne et al., 1992].

5.7. the Fe‐P system

This is a rich system with numerous stoichiometric 
compounds: Fe4P, Fe3P, Fe2P, FeP, and FeP4.

Fe4P is known as the melliniite mineral, discovered in 
meteorites [Pratesi, 2006]. At ambient pressure condi­
tions it is cubic with the P213 space group; it has the 
AlAu4‐type structure. The Fe atoms occupy 4a and 12b 
Wyckhoff positions and the P atoms 4a positions. The 
structure is formed of a packing of distorted Fe12P icosa­
hedra (Figure 5.7a).

At high pressure first‐principles calculations show the 
disappearance of the magnetic moment above 80  GPa. 

(a) (b) (c)

Figure 5.6 The (a) Fe3Si structures belong to the DO3 type, typical for M3N alloys, like Au3Al. (b) FeSi B20 exhibits 
unusual sevenfold coordination for both Fe and Si. (c) FeSi B2 is derived from body‐centered cubic. Fe and Si 
atoms are represented by, respectively, gold and blue spheres.
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At static conditions the cubic modification appears more 
stable than a mixture of Fe3P and hcp Fe at least up to 
400 GPa [Wu et al., 2011]. As always with static simula­
tions, predictions need to be verified at high tempera­
tures; if  such a stoichiometric phase is indeed stable at 
core pressures and temperatures, the entire phase dia­
gram of the Fe‐P system needs to be revisited.

Fe3P, schreibersite, is another abundant mineral in iron 
meteorites. At ambient pressures it has I 4 space group. 
Under compression it undergoes phase transitions at 17 
and 30 GPa [Scott et al., 2007]. A first theoretical study 
suggested that at high pressure Fe3P has cementite struc­
ture with a Pnma space group [Wu et al., 2011]. A later 
detailed study [Gu et  al., 2014] analyzing four different 
tetragonal structures, cementite, and DO3 showed a possi­
ble phase transition above 70 GPa toward a P4/mmc struc­
ture. It was confirmed by in situ diffraction measurements 

performed in the same study. The transition is accompa­
nied by a spin collapse. They showed that the cementite 
structure becomes stable above 200 GPa and stays as such 
up to inner core pressures.

Fe2P, allabogdanite, is another rare mineral present in 
iron meteorites. At ambient conditions it has a hexagonal 
structure with a P‐62m space group. In the early 1980s a 
series of experimental works showed a strong decrease of 
the magnetization at the beginning of the compression 
[Fujiwara et al., 1980]. At 8 GPa it undergoes a structural 
transition to a β‐Co2Si orthorhombic Pnma structure. 
The transition consists of a small crystallographic change, 
with the P atoms changing two possible neighboring sites 
separated by 1.73 Å [Dera et  al., 2008]. Magnetization 
decreases with pressure, but does not vanish at least up to 
75  GPa, as shown in theoretical DFT simulations that 
used the Hubbard U parameter explicitly [Wu and Qin, 
2010]. Because of correlation effects, the actual value of 
the magnetization and the local magnetic spin are highly 
dependent on the choice of U. The same calculations 
 predict a phase transition to a P‐3m trigonal phase at 
153 GPa. Interestingly, Fe2P serves as a model for the pre­
diction of high‐pressure phases of silica, with such a 
transition to the hexagonal phase of Fe2P predicted to 
occur in SiO2 at 640 GPa [Tsuchiya and Tsuchiya, 2011].

Finally FeP is in the MnP‐type structure at ambient 
conditions (distorted NiAs with a Pnma space group) 
and stays at least up to 16 GPa [Gu et al., 2011]. Fe atoms 
are in distorted octahedral coordination that form a 
close‐packed framework (Figure  5.7b). Due the struc­
tural and electronic similarity between the Fe‐P and Fe‐S 
phases, as well as using hints from the NiP phase dia­
gram, most probably at core conditions FeP would take a 
NiAs structure, with nondistorted octahedra [Dera et al., 
2011, 2012].

The natural iron phosphides present a certain chemical 
variability, with large amounts of Ni substituting Fe. At 
high pressures, the similarity between the phase diagrams 
of Fe‐S and Fe‐P suggest possible extended solid solu­
tions. Formation of new stoichiometric compounds in a 
ternary Fe(+Ni)‐P‐S or even distinct quaternary Fe‐
Ni‐P‐S system are plausible and should be taken into 
account when constructing the thermodynamics of the 
solid phases from Earth’s inner core.

5.8. the Fe‐s system

There are several stoichiometric compounds in the iron‐
rich half of the Fe‐S system: Fe3S, Fe2S, Fe3S2, and FeS.

Fe3S is isostructural with the Fe3P tetragonal phase at 
ambient conditions with the I4 space group [Fei et  al., 
2000; Li et al., 2001; Morard et al., 2008]. It exhibits a fer­
romagnetic to non‐magnetic transition around 21  GPa 
[Lin, 2005]. Upon further compression it remains in the 

(a)

(b)

Figure 5.7 Crystal structures of (a) Fe4P with I 4 space group, 
packing of distorted icosahedra and (b) FeP with MnP  structure, 
distorted NiAs with orthorhombic Pnma space group. Fe and P 
atoms are, respectively, the golden and bluish spheres.
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same tetragonal structure up to at least 200  GPa [Seagle 
et al., 2006; Kamada et al., 2014]. The Fe‐Fe3S system has an 
eutectic whose position at 65 GPa is around 18 at % S, mov­
ing toward Fe with increasing pressure [Morard et al., 2008].

Fe3S2 is monoclinic and was synthesized under pressure 
[Fei et al., 1997]. A hexagonal P63/mmc phase with Fe3.2S 
stoichiometry, as well as hexagonal P62m Fe2S have been 
obtained in multianvil press experiments at 22  GPa 
[Koch‐Muller et al., 2002].

FeS is widely found in meteorites as the troillite min­
eral. It exhibits a rich phase diagram with several phase 
transitions under compression, which were extensively 
studied [Sherman, 1995; Fei et  al., 1995; Kusaba et  al., 
1998; Nelmes et al., 1999; Kavner et al., 2001; Urakawa 
et al., 2004; Ono and Kikegawa, 2006; Ono et al., 2008; 
Sata et al., 2010; Cuda et al., 2011]. Troillite is hexagonal, 
NiAs type (Figure 5.5). Upon compression it transforms 
to hexagonal FeS IV, monoclinic FeS III. Due to its sta­
bility field, this latter phase is important in the context 
of  Mars’ core [Fei et  al., 1995; Urakawa et  al., 2004]. 
At higher pressures the FeS VI, nonmagnetic MnP‐type 
orthorhombic phase with Pnma space group [Ono and 
Kikegawa, 2006; Ono et  al., 2008] was predicted to 
 transform into another orthorhombic modification with 
Pmmn symmetry [Ono et al., 2008].

5.9. other lIGht elements

Because of chemical and geochemical considerations, 
most of the other light elements would be found in Earth’s 
core in the level of parts per million or less [McDonough, 
2003]. From all these possibilities the most likely to chal­
lenge this view might be magnesium. Mg‐Fe alloys with 
hcp structure have been obtained in several high‐pressure 
experiments [Dubrovinskaia et al., 2005]. A series of first‐
principles calculations addressed the relative stability in 
various compact structures fcc [Asker et  al., 2010] and 
hcp [Kádas et al., 2008]. They showed that small amounts 
of Mg can have a strong effect on the physical properties 
of iron. However, it is not certain if  in real Earth condi­
tions Mg can partition in Fe rather than in silicates.

5.10. conclusIon And PersPectIve

The core formation, whether a continuous process 
throughout the accretion [Wade and Wood, 2005; Wood, 
2008; Wood and Halliday, 2005] or a multistage process 
with several large‐size impacts [O’Brien et al., 2006; Rubie 
et al., 2007, 2011], would carry its signature on the con­
tent in light elements. All of the geochemically favored 
light elements possibly present in the core, H, C, O, Mg, 
Si, P, or S would be found in small amounts [Poirier, 
1994; Antonangeli et  al., 2010; Badro et  al., 2007; Lin 
et  al., 2002; Takafuji, 2005; Wood, 2008; Wood et  al., 
2008; Rubie et al., 2011], i.e., typically less than 5 wt. %. 

As we have seen above, there are no such stoichiometric 
compounds known to date. Hence these impurities should 
be dissolved in the high‐pressure and high‐temperature 
solid Fe‐Ni alloy.

Interestingly enough, ternary alloys like Fe‐Ni‐Si or 
Fe‐Ni‐O are found in the hcp structure through synthesis 
[Badro et al., 2007; Antonangeli et al., 2012; Morard et al., 
2014]. However, realistic temperature conditions, actual 
element partitioning during core formation, or chemical 
reactions at the core‐mantle boundary [Dubrovinsky 
et al., 2004] might change this image, in stabilizing the bcc 
structure. This leaves important question marks that wait 
for answers in the years to come.
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6.1. IntroductIon

Earth’s lower mantle, which spans from 660 km depth 
to the core‐mantle boundary (CMB), encompasses nearly 
three quarters of the mass of the bulk silicate Earth (crust 
and mantle). Our understanding of the mineralogy and 
associated crystal structures of this vast region has greatly 
expanded over the course of the past two decades with 
the development of new capabilities for reproducing in 
the laboratory the extreme pressures and temperatures 
expected to be found in the lower mantle (24–135 GPa 
and 1800–4000 K) [Ricolleau et al., 2010; Irifune and 
Tsuchiya, 2015]. Most structural studies of lower mantle 
minerals have been carried out using the laser‐heated dia-
mond anvil cell with X‐ray diffraction techniques, most 
commonly powder diffraction, as the primary diagnostic. 
Several recent review articles have summarized the major 
experimental methods for exploring the structures and 

properties of lower mantle minerals [Duffy, 2005; Mao 
and Mao, 2007; Shen and Wang, 2014; Ito, 2015].

The crystal structure is the most fundamental property 
of a mineral and is intimately related to its major physical 
and chemical characteristics, including compressibility, 
density, and sound velocities. As an example, observa-
tions of seismic anisotropy in the lowermost mantle are 
connected to the elastic anisotropy of  the associated 
 minerals, and this anisotropy is ultimately dictated by 
the mineral’s chemical composition and the details of its 
crystal structure [Karki et al., 1997b; Marquardt et al., 
2009; Dobson et al., 2013]. Crystal structure also strongly 
influences the partitioning of elements between different 
phases and so plays an important role in the chemical 
state of the lower mantle as well.

The expected phase assemblages and the correspond-
ing crystal structures are largely a function of the chemi-
cal makeup of the deep mantle. Figure 6.1 illustrates the 
expected mineralogies of the two major expected litholo-
gies of the lower mantle. The pyrolite model, the most 
widely accepted model for the bulk lower mantle, is based 
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on experimental and petrological studies of  the perido-
tites and basalts of  the uppermost mantle and assumes 
that the lower mantle composition is broadly similar to 
that of  the upper mantle [Ringwood, 1975]. In pyrolite, 
bridgmanite, periclase, and perovskite‐structured CaSiO3 
are the major minerals found in experiments across most 
of  the lower mantle pressure range [Kesson et al., 1998; 
Irifune et al., 2010; Irifune and Tsuchiya, 2015]. There is 
geophysical evidence that subducting oceanic lithosphere 
penetrates the 660 km discontinuity, thereby transport-
ing oceanic crust in the deep mantle, perhaps reaching as 
far as the core‐mantle boundary. Subducted basaltic 
crust is expected to produce a different mineralogy, with 
increased Ca‐perovskite together with free silica and 
 aluminum‐bearing phases (Figure  6.1) [Irifune and 
Ringwood, 1993; Ono et al., 2001; Hirose et al., 2005; 
Ricolleau et al., 2010].

6.2. brIdgmAnIte, (mg,Fe)sio3

The major mineral phase in the lower mantle and 
the  most abundant mineral in Earth is (Mg,Fe)SiO3 
in  the  perovskite structure, now known as bridgmanite 
[Tschauner et al., 2014]. The perovskite structure has 

the  general formula ABX3 and is adopted by materials 
encompassing a wide range of compositions. The A site 
is occupied by a large‐radius cation, the B site contains 
a smaller cation, and the X site is an anion, typically oxy-
gen or fluorine. The structure can be described as a 
framework of BX6 octahedra forming a corner‐sharing 
network with A cations nestled in the framework cavities 
(Figure  6.2). In an ideal cubic perovskite (space group 
Pm m3 ), the large A cations are in 12‐fold dodecahedral 
coordination with the anion, but when a smaller cation 
(such as Mg2+) occupies the A site, the octahedral frame-
work collapses around the cation such that the coordina-
tion decreases to eightfold [Horiuchi et al., 1987].

Considerable structural diversity in perovskites can be 
introduced by rotation and tilting of octahedra, as well 
as through the effects of  cation offsets, cation ordering, 
and nonstoichiometry [Wang and Angel, 2011]. 
Octahedral tilting alone can lead to a number of variants 
with tetragonal, orthorhombic, or monoclinic symmetry. 
Perovskite‐structured MgSiO3, first synthesized by Liu 
[1975], is orthorhombic with the GdFeO3‐type structure 
(space group Pbnm or Pnma, Table 6.1) and is isostruc-
tural with the mineral perovskite, CaTiO3. The space 
group Pnma is  equivalent to Pbnm, with the following 

Pyrolite Midocean ridge basalt

Rwd
24

70

125

136
0 20 40 60 80 100 0 20 40 60 80 100

Maj Maj

CaPv

CaPv

Sft
pPv

Sti
NAL

660

2000

2700

2891

CF

Bdg Bdg

pPv

Volume percent Volume percent

Per

P
re

ss
ur

e 
(G

P
a) D

epth (km
)

CaCl2
-type

Figure  6.1 Expected volume fractions of lower mantle minerals for the pyrolite and midocean ridge basalt 
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conversion: (a,b,c)Pnma → (b,c,a)Pbnm. Deviation from the 
ideal cubic arrangement is achieved through both rota-
tion (11.2° about the c axis at room pressure in Pbnm) 
and tilting (16.7° with respect to the c  axis) of  SiO6 

 octahedra and offset in position of the central Mg atom 
[Horiuchi et al., 1987] (Figure  6.3). These structural 
 distortion increase with increasing pressure [Fiquet et al., 
2000].

While bridgmanite can be quenched to ambient 
 conditions in the laboratory, direct evidence for the natu-
ral existence of this phase proved elusive for many years. 
Inclusions in rare diamonds of deep origin were inter-
preted as breakdown products of bridgmanite [Harte and 
Harris, 1994; Stachel et al., 2000]. Recently, the first natu-
ral occurrence of this phase was definitively identified in 
a chondritic meteorite [Tschauner et al., 2014], allowing 
assignment of the name bridgmanite. The natural sample 
had the composition (Mg0.75Fe0.20Na0.03Ca0.02Mn0.01)Si1.00O3 
and was found in association with akimotoite, a magne-
sium silicate with the ilmenite‐type structure. The forma-
tion conditions for the bridgmanite sample were estimated 
to be 23–25 GPa and 2200–2400 K.

A wide range of cations can occupy the A and B sites in 
perovskites. Bridgmanite itself  can accommodate increas-
ing amounts of Fe and Al under compression [Mao et al., 
1997; Ito et al., 1998]. Substitution of Fe2+ for Mg2+ in the 
A site of perovskite expands the structure and decreases 
the degree of distortion [Kudoh et al., 1990]. Substitution 
of Fe3+ similarly expands the structure but can increase 
the degree of distortion as a result of a coupled substitu-
tion mechanism involving both the A and B sites [Catalli 
et al., 2010]. Incorporation of aluminum into bridgman-
ite can occur by either a Tschermak‐like coupled stoichi-
ometric substitution:

 Mg Si Al2 4 32 , (6.1)

or through nonstoichiometric substitution involving an 
oxygen vacancy, VȮ˙:

 2 24 3Si Al VO
... (6.2)

c

b
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b a

Figure  6.2 Cubic perovskite structure (space group Pm m3 , Table 6.1) of CaSiO3 at conditions of the lower 
 mantle. Spheres are Ca2+ cations each surrounded by 12 O2− anions. Si4+ cations are centered among 6 O2− 
 anions in an octahedral arrangement, corner shared with adjacent octahedra.

Table 6.1 Crystallographic parameters for major lower mantle 
structures.

x/a y/b z/c

Bridgmanite, (Mg,Fe)SiO3
a

SG = Pnmab, a = 5.02(3) Å, b = 6.90(3) Å, c = 4.81(2) Å

Mg/Fe (4c) 0.557(2) 1/4 0.513(3)
Si/Fe (4b) 0 0 ½
O (4c) 0.931(1) 1/4 0.381(3)
O (8d) 0.176(3) 0.575(1) 0.160(2)

Ferropericlase, (Mg,Fe)Oc

SG Fm m3 , a = 4.211(1) Å

Mg/Fe (4a) 0 0 0
O (4b) ½ ½ ½

Ca‐perovskite, CaSiO3
d

SG Pm m3 , a = 3.546 Å

Ca (1b) ½ ½ ½
Si (1a) 0 0 0
O (3d) ½ 0 0

CaIrO3‐type post‐perovskite, (Mg,Fe)SiO3
e

SG = Cmcm, a = 2.466(1) Å, b = 8.130(6) Å, c = 6.108(10) Å

Mg (4c) 0 0.256(2) 1/4
Si (4a) 0 0 0
O1 (4c) 0 0.929(5) 1/4
O2 (8f) 0 0.639(4) 0.437(5)

a (Mg0,75Fe0.20Na0.03Ca0.02Mn0.01)Si1.00O3, ambient pressure 
[Tschauner et al., 2014].
b The space group Pnma is equivalent to Pbnm.
c MgO, ambient pressure [Hazen, 1976].
d  Theoretical, ambient pressure [Caracas and Wentzcovitch, 
2006].
e Mg0.93Fe0.07SiO3, 121 GPa [Zhang et al., 2013].
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At pressures of  the lower mantle, the stoichiometric 
substitution (6.1) is energetically favorable [Brodholt, 
2000; Yamamoto et al., 2003; Akber‐Knutson and 
Bukowinski, 2004], yet there is experimental evidence 
for  the operation of both substitution mechanisms in 
 laboratory‐synthesized samples. Nuclear magnetic reso-
nance results are consistent with two distinct Al sites, 
indicating coupled substitution [Stebbins et al., 2001], 
while the enhanced compressibility observed in some 
equation‐of‐state studies is more consistent with vacancy 
substitution [Andrault et al., 2007]. Al3+ substitution 
increases both the unit cell volume and its degree of  dis-
tortion, possibly as a result of  less efficient packing due 
to substitution in both the A and B sites, leading to an 
(Mg,Al)(Si,Al)O3 composition [Weng et al., 1982]. This 
is consistent with the results of  a structure refinement 
study comparing perovskites synthesized with both sub-
stitution mechanisms: “stoichiometric” Al‐containing 
MgSiO3 perovskites are more distorted than their “non-
stoichiometric” counterparts [Kojitani et al., 2007a]. The 
perovskite structure can accommodate up to 25 mol.% 
aluminum, as both pyrope and almandine garnets have 
been shown to adopt the perovskite structure at suffi-
ciently high pressures [Ito et al., 1998; Kesson et al., 1995; 
Dorfman et al., 2012].

Coupled substitution of Fe3+ and Al3+ allows both 
 cations to be preferentially incorporated into the bridg-
manite phase, stabilizing Fe3+ even under the more 
 reducing conditions of the lower mantle [Frost and 
McCammon, 2008]. This capacity to host Fe with such 
high oxidation state allows for a lower mantle enriched in 
Fe3+ and one that potentially contains metallic iron as 
part of  the  equilibrium assemblage. A disproportiona-

tion of  Fe2+ to Fe3+ + Fe0 has been proposed on the basis 
of closed‐system experiments observing the latter [Frost 
et al., 2004; Auzende et al., 2008].

The nature of  the spin‐pairing crossover of  Fe in 
 bridgmanite has been the subject of  considerable 
debate from  both experimental and theoretical view-
points [e.g., Lin et al., 2013]. The behavior of  Fe in Mg‐
perovskite is inherently complex due to iron’s potential 
to adopt multiple structural sites (A or B), valence 
states (2+, 3+), and electronic configurations (high, 
low, and potentially intermediate spin). It appears that 
Fe2+ in bridgmanite does not undergo a spin crossover 
at lower mantle  pressures but does exhibit a large 
change in quadrupole splitting as a function of   pressure, 
consistent with a marked increase in lattice distortion 
of  the A site [Jackson et al., 2005; Hsu et al., 2010]. For 
ferric iron‐containing perovskite, the evidence indicates 
that Fe3+ in the smaller B undergoes a transitions to a 
low‐spin state by 60 GPa, whereas Fe3+ in the larger A 
site remains in the high‐spin configuration [Catalli 
et al., 2010].

Over the pressure range of the lower mantle, the 
 maximum solubility of Fe2+ in bridgmanite increases. 
In Al‐free samples, a maximum solubility of Fe/(Mg+Fe) 
ranges from 0.16 at 25 GPa, 1500°C [Tange et al., 2009] 
to  at least 0.74 at 80 GPa [Dorfman et al., 2013]. 
Recent laser‐heated diamond anvil experiments reported 
 unexpectedly that at  pressures of 95 GPa (~2100 km 
depth) and temperatures above 2200 K, Fe‐bearing bridg-
manite disproportionates into an iron‐poor bridgmanite 
phase and a previously unknown iron‐rich silicate [Zhang 
et al., 2014]. If   confirmed, this finding could have major 
 relevance for understanding the deep mantle.

c

cb a

b

a

Figure 6.3 View along the b (left) and c axis (right) of bridgmanite (Pnma, Table 6.1). Gray dashed line shows the 
outline of the unit cell. Tilting of SiO6 octahedra (blue) results in shortening of crystallographic axes and produces 
a displacement of Mg cations (yellow spheres and representative MgO6 polyhedra) reducing the coordination 
from 12 to 8.
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6.3. FerroperIclAse, (mg,Fe)o

Ferropericlase, (Mg,Fe)O, is the second most abundant 
phase in pyrolite compositions in the lower mantle 
(Figure 6.1). This phase adopts the simple rocksalt (B1) 
structure (space group Fm m3 ) consisting of interpene-
trating face‐centered‐cubic lattices producing alternating 
Mg2+/Fe2+ cations and O2− anions (Figure  6.4). The 
 structure can also be described as an edge‐share array 
of  (Mg,Fe)O6 octahedra in which all edges are shared 
with neighboring octahedra. High pressure‐temperature 
(P‐T) partitioning studies between ferropericlase and 
bridgmanite indicate that iron partitions preferentially 
into ferropericlase such that this mineral is expected to 
have compositions around Mg/(Mg+Fe) = 0.8 under 
mantle conditions [Auzende et al., 2008; Sakai et al., 
2009; Tange et al., 2009] and that iron in (Mg,Fe)O is pre-
dominately in the ferrous state [McCammon et al., 1998]. 
Ferropericlase also undergoes a spin‐pairing transition at 
lower mantle conditions, and the effects of this transition 
on density, elastic properties, partitioning behavior, and 
transport properties have been the subjects of intensive 
recent study [Badro et al., 2003; Sturhahn et al., 2005; 
Bower et al., 2009; Lin et al., 2013; Badro, 2014].

While the Mg end‐member periclase is expected to be 
stable throughout the lower mantle pressure range [Duffy 
et al., 1995], the Fe end‐member, wüstite, displays more 
complex behavior. At room temperature, FeO first under-
goes a distortion to a rhombohedral structure (space 
group R m3 ) [Mao et al., 1996; Shu et al., 1998] followed by 
transition to the hexagonal B8 phase (space group P63mc) 
[Fei and Mao, 1994; Murakami et al., 2004a] at ~120 GPa. 
At the high P‐T conditions expected along a mantle geo-
therm, FeO is expected remain in the B1 structure, yet 
experiments suggest it will undergo an insulator‐metal 
transition near 70 GPa and 1900 K [Fischer et al., 2011]. 
Such a phase transition in the end‐member composition 

suggests that the Mg2+‐Fe2+ solid solution, complete at low 
pressures, would no longer be continuous above the transi-
tion pressure. At present, experimental confirmation of 
this is inconclusive as evidence for and against dissociation 
has been reported [Dubrovinsky et  al., 2000; Lin et al., 
2003; Kondo et al., 2004; Ohta et al., 2014].

FeO may exist at the core‐mantle boundary as a result 
of reaction with the liquid outer core metallic alloy 
[Manga and Jeanloz, 1996; Buffett and Seagle, 2010]. Such 
a metallic component in the lowermost mantle could 
have implications for phase relations, electrical conduc-
tivity, and coupling between the core and mantle [Seagle 
et al., 2008]. Iron‐rich ferropericlase may also provide an 
explanation for ultra‐low seismic velocity zones observed 
near the CMB [Wicks et al., 2010].

6.4. casio3 perovskIte

Calcium silicate perovskite (CaSiO3, Ca‐Pv) is consid-
ered to be the third most abundant phase in the lower 
mantle, comprising ~10% by volume of a pyrolite compo-
sition and up to ~25 vol % of the abundance in basaltic 
regions [Irifune et al., 2010; Ricolleau et al., 2010] 
(Figure 6.1). This phase was first synthesized at high pres-
sure and temperature by Liu and Ringwood [1975]. It  is 
unquenchable and transforms to glass at ambient condi-
tions [Tamai and Yagi, 1989]. The crystal structure at 300 
K was originally reported to be cubic perovskite Pm m3  
[Liu and Ringwood, 1975; Mao et al., 1989; Wang and 
Weidner, 1994] (Figure 6.2). Later theoretical calculations 
indicated that the cubic form was unstable at low tempera-
tures as a result of slight rotations of the SiO6 octahedra 
[Stixrude et al., 1996]. A structural distortion was subse-
quently confirmed by experiment [Shim et al., 2002]. The 
nature of this low‐temperature noncubic  distortion has 
been the subject of extensive theoretical investigations 
with both tetragonal [Stixrude et al., 1996; Caracas et al., 
2005] and orthorhombic [Jung and Oganov, 2005; Adams 
and Oganov, 2006; Li et al., 2006a] forms being proposed.

At elevated temperatures, Ca‐Pv transforms into the 
cubic structure. While one study has found that the 
 noncubic form remains stable up to 18 GPa and 1600 K 
[Uchida et al., 2009], most studies find that Ca‐Pv becomes 
cubic at relatively low temperatures (<600 K) [Kurashina 
et al., 2004; Ono et al., 2004; Komabayashi et al., 2007; 
Noguchi et al., 2012; Sun et al., 2014]. Thus, the cubic form 
is expected to be the relevant one for Earth’s mantle. 
Theoretical calculations predict a low shear modulus that 
could potentially be relevant to low shear velocity anoma-
lies in the deep mantle [Kawai and Tsuchiya, 2015].

Experiments exploring the mutual solubility of the two 
perovskites (Mg into Ca‐Pv and Ca into bridgmanite) 
find substitution to be very limited in the uppermost 
lower mantle, but that up to 10% Mg can be substituted 

c
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Figure  6.4 Rocksalt structure of ferropericlase (Mg,Fe)O 
(Fm3‾m, Table 6.1). Interpenetrating Mg/Fe (yellow spheres) and 
O (red spheres) lattices result in octahedral coordination of 
both cations and anions.
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into Ca‐Pv by 55 GPa [Armstrong et al., 2012]. This effect 
is enhanced with pressure, temperature, and the substitu-
tion of  Ti4+ for Si4+, with Mg‐Ca forming a complete 
solution at 97 GPa for modest amounts of Ti substitution 
(Ti/(Ti+Si) = 0.05).

6.5. caIro3‐type post‐perovskIte phAse

While MgSiO3 bridgmanite is stable throughout most 
of the lower mantle, at pressures near 125 GPa and 
~2500 K (corresponding to the D″ region near the core‐
mantle boundary), it transforms to a high‐pressure 
 polymorph known as “post-perovskite” [Murakami et al., 
2004b; Oganov and Ono, 2004]. This phase adopts the 
orthorhombic CaIrO3‐type structure (space group Cmcm). 
In post‐perovskite, Si4+ and Mg2+ have the same coordina-
tion environment as in perovskite, but there are profound 
differences in their structural arrangement. In contrast to 
the corner‐sharing network in perovskite, the SiO6 octahe-
dra in post‐perovskite share edges along the a axis and 
corners along c. The structure is thus sheet‐like with layers 
of SiO6 octahedra alternating with MgO8 layers along the 
b axis (Figure  6.5). The Mg sites in post‐perovskite are 
smaller and less distorted than those in Pv, resulting in a 
volume reduction of ~1–1.5% across the transition.

Experimental studies of  the structure of  the post‐ 
perovskite phase have mainly been carried out using powder 
X‐ray diffraction techniques [Murakami et al., 2004b; Shim 
et al., 2008; Hirose et al., 2015]. First‐principles studies 
of  the structure and its pressure evolution are generally 
consistent with experiment results [Oganov and Ono, 
2004; Lin et al., 2014]. Some evidence for slight structural 
modifications of the post‐perovskite structure have been 
reported on the basis of polycrystalline X‐ray studies in 

aluminum‐rich [Tschauner et al., 2008] and iron‐rich com-
positions [Yamanaka et al., 2012], but these have not yet 
been confirmed. Recently, a single‐crystal structure refine-
ment of (Mg,Fe)SiO3 post‐perovskite was carried out to 
very high pressures of 120 GPa by isolating individual crys-
tals for study from a coarse multigrain aggregate that was 
synthesized in the diamond anvil cell [Zhang et al., 2013].

The anisotropic nature of the post‐perovskite structure 
likely has a number of geophysical implications. The com-
pressibility in the b direction is substantially higher than 
in a or c due to the presence of the relatively soft MgO8 
layer [Iitaka et al., 2004]. Theoretical calculations indicate 
that post‐perovskite also has larger elastic shear wave ani-
sotropy than perovskite. The mode of deformation is 
being studied extensively in both silicate and analog com-
positions to attempt to explain the observed seismic ani-
sotropy in the deep mantle in terms of the deformation 
behavior and elastic anisotropy of post‐perovskite, with 
no definitive answer as of yet [Oganov et al., 2005; 
Yamazaki et al., 2006; Merkel et al., 2007; Miyagi et al., 
2010; Dobson et al., 2013]. Theoretical studies have also 
shown that, in contrast to bridgmanite, diffusion in post‐
perovskite is highly anisotropic [Ammann et al., 2010] and 
that thermal conductivity of post‐perovskite is both more 
anisotropic and larger than in perovskite [Ammann et al., 
2014]. These factors may be important for understanding 
the viscosity and heat flow at the base of the mantle.

6.6. sio2 polymorphs

Mid‐ocean ridge basalt compositions are rich in SiO2 
relative to pyrolite, and the resulting mineral assemblage 
is expected to contain ~10–20% free silica at lower mantle 
conditions (Figure  6.1) [Irifune and Ringwood, 1993; 
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Figure 6.5 Crystal structure of CaIrO3‐type post‐perovskite (space group Cmcm, Table 6.1) viewed along a (left) 
and c axis (right). Gray dashed line shows the outline of unit cell. The structure consists of “sheets” of edge‐shared 
SiO6 octahedra (gray) that are intercalated by Mg ions (yellow spheres and polyhedra).
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Ricolleau et al., 2010]. Stishovite, which becomes the 
stable form of SiO2 at pressures above ~7 GPa, crystal-
lizes in the tetragonal rutile‐type structure (space group  
P42/mnm) [Stishov and Belov, 1962]. This structure con-
sists of slightly distorted SiO6 octahedra that share edges 
to form chains running parallel to the c axis (Figure 6.6a). 
Each octahedron is corner linked to four neighboring 
chains. The structure can also be described as a distorted 

hexagonal close‐packed array of O2− anions with half  of 
the octahedral sites occupied. A number of structural 
studies of stishovite have been reported at both ambient 
[Sinclair and Ringwood, 1978; Hill et al., 1983] and high 
pressures [Sugiyama et al., 1987; Ross et al., 1990]. 
Stishovite has been observed naturally as an inclusion 
phase in diamonds of deep origin [Joswig et al., 1999] 
and as a product of transient high pressure‐temperature 
meteorite impact events [Chao et al., 1962].

At ~50 GPa, stishovite undergoes a displacive phase 
transition to the orthorhombic CaCl2‐type structure 
(orthorhombic, space group Pnnm) [Cohen, 1987; 
Tsuchida and Yagi, 1989; Kingma et al., 1995]. This struc-
ture differs from stishovite only by a small rotation of the 
octahedral chains (Figure 6.6c). The transition is driven 
by the softening of a zone‐center optic mode that couples 
with acoustic modes to produce a marked softening of 
the shear elastic constants [Cohen, 1992; Karki et al., 
1997a; Jiang et al., 2009; Asahara et al., 2013]. As a result, 
even a small fraction of free silica may produce a detect-
able seismic signal in the mid‐lower mantle [Karki et al., 
1997a]. Several studies have attempted to associate this 
transition with seismic reflectors observed at greater 
than 800 km depth [Kawakatsu and Niu, 1994; Vinnik 
et  al., 2001, 2010]. The P‐T phase boundary for the 
post‐stishovite transition has been examined a number 
of times [Kingma et al., 1995; Ono et al., 2002; Tsuchiya 
et  al., 2004; Nomura et al., 2010]. Nomura et al. [2010] 
reported a positive Clapeyron slope for the transition 
and  predicted a transition pressure of ~70 GPa along 
a  typical mantle geotherm and 56 GPa for conditions 
appropriate to a subducting slab. These correspond 
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Figure 6.6 (a) Structure of rutile‐type stishovite (space group P42/mnm, Table 6.2) along the b axis. SiO6 octahe-
dra (blue) are organized into edge-sharing chains that extend along the c direction and connect to neighboring 
chains by corner sharing. The figure is depth shaded to illustrate offset in the octahedra. Slight rotation difference 
between the octahedra of (b) stishovite and (c) CaCl2‐type (space group Pnnm, Table  6.2) structures can be 
seen when viewed 45° from the a, b, and c axes. Octahedral tilting reduces the symmetry from tetragonal to 
orthorhombic and the amount of tilt increases with pressure [Andrault et al., 1998].

Table 6.2 Crystallographic parameters of SiO2 polymorphs in 
the lower mantle.

x/a y/b z/c

Stishovite, SiO2
a

SG = P42/mnm, a = 4.1812(1) Å, c = 2.6662(3) Å

Si (2a) 0 0 0
O (4f) 0.3063(1) 0.3063(1) 0

CaCl2‐type SiO2
b

SG = Pnnm, a = 3.7201(9) Å, b = 3.9422(10) Å,  
c = 2.4913(3) Å

Si (2a) 0 0 0
O (4g) 0.276 0.313 0

Seifertite, SiO2
c

SG = Pbcn, a = 4.097(1) Å, b = 5.0462(9) Å, c = 4.4946(8) Å

Si (4c) 0 0.1522(9) ¼
O (8d) 0.7336(16) 0.6245(12) 0.9186(29)

a Ambient pressure [Yamanaka et al., 2002].
b 120 GPa [Andrault et al., 1998].
c Ambient pressure [Dera et al., 2002].
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to  depths of about 1400–1700 km in the mantle. 
Incorporation of aluminum and water into SiO2, how-
ever, has been shown to markedly reduce the post‐ 
stishovite transition pressure [Lakshtanov et al., 2007; 
Bolfan‐Casanova et al., 2009].

At yet higher pressures, SiO2 undergoes a further 
transformation to seifertite, which has the scrutinyite 
(α‐PbO2‐type, space group Pbcn) structure [Murakami 
et al., 2003; Dubrovinsky et al., 2001; Belonoshko et al., 
1996; Grocholski et al., 2013]. In this phase, distorted 
SiO6 octahedra are arranged into kinked chains extend-
ing along the c axis, resulting in a small density increase 
compared with stishovite and the CaCl2‐type phase 
(Figure 6.7). The reported transition pressure is close to 
that of Earth’s CMB, but it is not yet clear if  this phase 
would definitely be expected to exist in the D″ region 
just above the CMB [Murakami et al., 2003; Shieh et al., 
2005; Grocholski et al., 2013]. The presence of aluminum 
appears to have a modest effect in reducing the transition 
pressure, which may be enough to stabilize the phase in 
Earth’s deep lower mantle [Andrault et al., 2014].

Seifertite has also been found in a number of meteor-
ites where it appears to have experienced shock pressures 
well below those of the expected stability field [Sharp 
et  al., 1999; Dera et al., 2002; Goresy et al., 2008]. 
Theoretical studies have shown that there exists a large 
family of closely related and energetically competitive 
phases of SiO2 with closed‐packed oxygen anions and 
 different arrangements of Si in the octahedral sites [Teter 
et al., 1998]. As a result, the metastable formation of 
silica structures may occur under various conditions, and 
this may explain the observation of seifertite in meteor-
ites [Kubo et al., 2015]. In laboratory studies, the observed 
phase may depend on starting material, stress conditions, 
or P‐T path. There have been reports of the occurrence 
of  seifertite or a related structure at much lower pres-
sures (~80 GPa) in some high‐temperature experiments 

[Dubrovinsky et al., 1997, 2001] or upon compression 
of cristobalite starting material at room temperature to 
~50 GPa [Dubrovinsky et al., 2001; Shieh et al., 2005].

6.7. AlumInous phAses

Two aluminum‐rich phases expected in basalt lithologies 
at high pressures are the “new aluminous phase” (NAL) 
and a phase with the Ca‐ferrite structure (called the “CF 
phase”) (Figure  6.1). Together, these two phases may 
account for 10–25 vol.% of subducting basaltic crust in the 
lower mantle [Ono et al., 2001; Ricolleau et al., 2010; Irifune 
and Ringwood, 1993]. The Ca‐ferrite structure is a common 
high‐pressure structure type adopted by several composi-
tions including MgAl2O4 [Irifune et al., 1991], CaAl2O4 
[Reid and Ringwood, 1969], and NaAlSiO4 [Liu, 1977]. It is 
one of a series of similar structures (CaFe2O4, CaTi2O4, 
CaMn2O4) that are common high‐pressure polymorphs 
of spinel‐structured phases [Yamanaka et al., 2008]. Single‐
crystal diffraction experiments have recently shown that 
forsterite, Mg2SiO4, metastably adopts a related structure 
upon room temperature compression above 58 GPa 
[Finkelstein et al., 2014].

The general formula for the Ca‐ferrite structure is 
XY2O4 where the eight‐fold coordinated X site can be 
occupied by the mono‐ and divalent cations K+, Na+, 
Ca2+, and Mg2+, and the six‐coordinated Y sites are occu-
pied by Al3+ and Si4+. The structure is orthorhombic 
(space group Pbnm) (Figure 6.8), and consists of edge‐
sharing double chains of octahedra that form tunnels 
parallel to the c axis with the X cations occupying spaces 
between the double chains.

The NAL phase is hexagonal (space group P63 /m) 
and  has the general formula AX2Y6O12 where A is a 
nine‐fold coordinated channel site typically occupied 
by large mono or divalent cations such as Na+ or K+ or 
Ca2+ [Gasparik et al., 2000; Miura et al., 2000; Miyajima 
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Figure 6.7 Structure of α‐PbO2‐type SiO2, seifertite (space group, Pbcn, Table 6.2), viewed along the a (left) and 
b axis (right). The octahedra are depth shaded to aid in distinguishing top layers of SiO6 octahedra, dark blue, from 
underlying layers, lighter blue. Unlike the stishovite and the CaCl2‐type structures (Figure 6.6), the SiO6 octahedra 
are organized into kinked chains that allow both for more efficient packing and less-distorted octahedra.
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et al., 2001] (Figure, 6.9). The X site is six‐coordinated 
but trigonal prismatic rather than octahedral and is typi-
cally occupied by Mg2+ or Fe2+. The octahedrally coordi-
nated Y site is occupied by Al3+ or Si4+. Like the Ca‐ferrite 
structure, the distorted Y octahedra form edge‐sharing 
double chains extending along the c axis that are corner 
linked to form tunnels. Within the tunnels lie the larger 
A sites while the smaller X sites are surrounded by three 
double chains. With multiple sites that can each accept 
more than one cation, the NAL structure can accommo-
date a wide range of compositional variation.

The large cation sites in the NAL and CF structure 
allow them to be potential hosts for the alkali elements in 
subducted crust. Of the two structures, NAL more read-
ily accommodates large ions due to its nine‐fold site 
[Miyajima et al., 2001]. Theoretical studies indicate that 
pressure tends to favor the stability of the CF phase with 
respect to NAL, but that NAL is stabilized by Mg2+ or 
alkali element enrichment [Kawai and Tsuchiya, 2012; 
Mookherjee et al., 2012]. As a result, the relative abun-
dance of these phases in the lower mantle will depend on 
composition. K‐free NAL was shown to become unstable 
above 27 GPa and 1850 K [Imada et al., 2011]. Previous 
studies of basaltic compositions showed that the NAL 
phase was only stable to ~40 GPa [Ricolleau et al., 2010]. 
However, it has been shown that K‐rich NAL [Kojitani 
et al., 2011] is stable throughout the lower mantle pres-
sure range [Kato et al., 2013] and could exist in deeply 
subducted sediments or continental crust [Kawai et al., 
2009; Komabayashi et al., 2009]. K‐rich NAL may then be 
a host for K in the deep mantle and could contribute to 
radiogenic heating in the deep Earth [Kato et al., 2013]. 
Recently, inclusion compositions in diamonds inferred to 

originate from the lower mantle have provided evidence 
for the CF and NAL phases in natural samples for the 
first time [Walter et al., 2011]. Structural differences 
between these two phases lead to distinct physical proper-
ties—density functional theory calculations show that the 
NAL phase has low seismic velocities compared to the 
CF phase, and NAL could contribute to low‐velocity 
provinces in the deep mantle [Mookherjee et al., 2012].

6.8. possIble hydrous phAses

There is considerable interest in the potential role of 
hydrogen in deep‐mantle crystal structures, as the pres-
ence of hydrogen, even in small quantities, can strongly 
affect physical and chemical properties such as melting, 
viscosity, phase transitions, and seismic velocities. In the 
upper mantle, a variety of crystal structures can accom-
modate hydrogen, especially under lower temperature 
conditions of subducting slabs. Nominally anhydrous 
minerals such as wadsleyite and ringwoodite are poten-
tial hosts for water in the transition zone [Smyth, 1987; 
Kohlstedt et al., 1996; Pearson et al., 2014],. The role of 
hydrous phases in the lower mantle is only beginning 
to be explored but has been a growing focus of study in 
recent years.

6.8.1. Phase D

Among the hydrous magnesium silicates that are poten-
tial hosts for water in the upper mantle and transition 
zone [Prewitt and Parise, 2000], phase D has the highest 
pressure stability (to ~44 GPa and 1400°C, correspond-
ing to depths of ~1250 km) [Shieh et al., 1998]. This phase 
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Figure 6.8 Calcium ferrite‐type structure (space group Pbnm, Table 6.3) viewed along (left) and oblique (right) to 
the c axis. AlO6 octahedra (light blue) edge share to form double chains extending along the c axis. Eight‐fold 
coordinated cations (yellow spheres and polyhedra) are located in channels made up of four double chains–two 
edge‐on and two face‐on. This model is based on structural parameters for the MgAl2O4 end‐member [Kojitani 
et  al., 2007b], whereas the Ca‐ferrite‐type phase in basaltic compositions of the mantle can exist within the 
NaAlSiO4‐MgAl2O4 system.
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can form upon breakdown of serpentine and could serve 
as a water carrier in cold lithosphere subducting into the 
lower mantle [Liu, 1986; Frost and Fei, 1998].

Phase D has the ideal formula MgSi2O4(OH)2 but is 
typically nonstoichiometric. It crystallizes in the trigonal 
system (space group P m31 ) [Kudoh et al., 1997; Yang 
et al., 1997]. Oxygen anions form a hexagonal close‐
packed lattice with Si4+ and Mg2+ both occupying octahe-
dral sites. The MgO6 and SiO6 octahedra are organized 
into alternating layers along the c direction. The SiO6 
octahedra form gibbsite‐like layers in which each octahe-
dron shares 3 edges, leaving one third of the octahedral 

sites vacant. MgO6 octahedra lie above and below vacant 
sites in the SiO6 layer and are corner linked to the Si octa-
hedra, and so two thirds of the Mg octahedral sites are 
empty (Figure 6.10).

The hydrogen positions are located in the MgO6 layers, 
with O‐H bonds facing away from SiO6 octahedra. 
Typically, approximately one third of the proton posi-
tions are occupied. Phase D exhibits considerable disor-
der and compositional variability as a function of 
synthesis conditions, with reported Mg/Si ratios variable 
between 0.55 and 0.71 and H2O content variable between 
10 and 18 wt.% [Frost and Fei, 1998]. Phase D can incor-
porate both aluminum and iron: the presence of Al in 
phase D has been shown to extend its stability field, 
although the presence of Fe counteracts this expansion 
[Ghosh and Schmidt, 2014]. Very recently an aluminum‐
rich variant of phase D (Al2SiO4(OH)2) has been synthe-
sized, and its stability field was found to extend to over 
2000°C at 26 GPa [Pamato et al., 2015]. Disordering 
of Al and Si cations renders the two previously distinct 
octahedral sites equivalent, increasing the symmetry and 
enhancing the stability of this phase.
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Figure 6.9 New aluminous phase, NAL (space group P63/m, 
Table  6.3) viewed along the c axis. Around each Mg2+ ion 
(small yellow spheres) are three double chains of AlO6 octahe-
dra (light blue) connected by corner‐sharing oxygen ions. 
Large channels are formed by six SiO6 octahedra in three 
 double chains and are occupied typically by Na+ or K+ ions 
(large green spheres) at half occupancy.

Table 6.3 Crystallographic parameters of aluminous 
and hydrous phases in the lower mantle.

x/a y/b z/c

Calcium ferrite‐type MgAl2O4
a

SG = Pbnm, a = 9.9498(6) Å, b = 8.6468(6) Å,  
c = 2.7901(2) Å

Mg (4c) 0.3503(4) 0.7576(6) 1/4
Al1 (4c) 0.3854(4) 0.4388(5) 1/4
Al2 (4c) 0.8964(3) 0.4159(4) 1/4
O1 (4c) 0.8344(7) 0.2005(8) 1/4
O2 (4c) 0.5279(7) 0.1201(6) 1/4
O3 (4c) 0.2150(7) 0.5357(8) 1/4
O4 (4c) 0.5709(6) 0.4089(7) 1/4

New aluminous phase, NALb

SG = P63/m, a = 8.7225(4) Å, c = 2.7664(2) Å

M1 (6h) 0.98946(8) 0.34353(9) 1/4
M2 (2d) 2/3 1/3 1/4
M3 (2a) 0 0 1/4
O1 (6h) 0.1283(2) 0.5989(2) 1/4
O2 (6h) 0.3124(2) 0.2024(2) 1/4

Phase D, MgSi2H2O6
c

SG P m31 , a = 4.7453(4) Å, c = 4.3450(5) Å

Mg (1a) 0 0 0
Si (2d) 2/3 1/3 1/2
O (6k) 0.6327(2) 0 0.2716(2)
Hd (6k) 0.536(13) 0 0.091(10)

Phase H, MgSiH2O4
e

SG = Pnnm, a = 4.733(2) Å, b = 4.325(1) Å, c = 2.842(1) Å

Mg/Si (2a) 0 0 0
O (4g) 0.347(1) 0.230(1) 0
Hf (4g) 0.475 0.042 0

a Ambient pressure [Kojitani et al., 2007].
b Na0.41[Na0.125Mg0.79Al0.085]2[Al0.79Si0.21]6O12, ambient 
pressure [Pamato et al., 2014].
c Mg1.11Si1.89H2.22O6, ambient pressure [Yang et al., 1997].
d Partial H occupancy of 0.37.
e Ambient pressure [Bindi et al., 2014].
f  Tentative H position, assumed occupancy of 0.50.
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Phase D exhibits anisotropic compression as a result 
of the layered nature of  the structure, with strong SiO6 
layers alternating with weaker MgO6 octahedra result-
ing in enhanced compressibility along the c axis [Frost 
and Fei, 1999]. Theoretical calculations of  the elastic 
constants indicate that the anisotropy decreases with 
depth but significant anisotropy in seismic wave veloci-
ties is retained to the highest pressures [Mainprice 
et al., 2007].

It has been suggested on theoretical grounds that 
hydrogen bonding in phase D will increasingly approach 
and finally reach a condition of symmetric bonding at 
~40 GPa [Tsuchiya et al., 2005]. A symmetric hydrogen 
bond is one in which the hydrogen atom is located at the 
midpoint between the two neighboring oxygen atoms, 
rather than the asymmetric O‐H distances that character-
ize a conventional hydrogen bond. H bond symmetriza-
tion in phase D is predicted to affect the compression 
behavior, resulting in an ~20% increase in the bulk 
 modulus [Tsuchiya et al., 2005]. While a powder X‐ray 
diffraction study has reported evidence for such an anom-
aly [Hushur et al., 2011], a more recent high‐resolution 
single‐crystal X‐ray study to 65 GPa found no evidence 
for a bulk modulus anomaly to at least this pressure [Rosa 
et al., 2013]. No evidence for hydrogen bond symmetriza-
tion was found in an infrared spectroscopic study [Shieh 
et al., 2009] or in other theoretical calculations [Mainprice 
et al., 2007]. However, a spin‐pairing transition in Fe3+‐
bearing phase D is reported to produce a pronounced 
softening of the bulk modulus [Chang et al., 2013].

6.8.2. δ‐AlOOH and Phase H

Hydrous aluminum oxides and silicates, such as δ‐
AlOOH and phase H, are also candidate deep‐mantle 
water carriers. δ‐AlOOH is a high‐pressure polymorph of 
diaspore that was initially synthesized at 21 GPa and 
1300 K [Suzuki et al., 2000]. Experiments have now shown 
that its stability extends over the entire range of condi-
tions (to 134 GPa and 2300 K) expected in the lower 
mantle [Sano et al., 2004, 2008]. At low pressures, δ‐
AlOOH crystallizes in a distorted rutile‐type structure 
with the noncentrosymmetric orthorhombic space group 
P21nm [Suzuki et al., 2000; Komatsu et al., 2006; 
Vanpeteghem et al., 2007]. The structure contains both 
AlO6 and HO6 octahedra, and the oxygen anions form a 
slightly distorted hexagonal close‐packed arrangement 
perpendicular to the b direction.

A recent single‐crystal X‐ray diffraction study indicates 
that δ‐AlOOH transforms to the CaCl2‐type structure 
(space group Pnnm) at ~8 GPa [Kuribayashi et al., 2013]. 
As described above, this structure consists of corner‐
sharing chains of edge‐sharing octahedra (AlO6, in this 
case). There is no discontinuity in unit cell volume across 
this displasive transition. The main difference between 
the two structures lies in the disordering of hydrogen 
atoms in the high‐pressure structure. The substitution of 
small amounts of  Mg2+ and Si4+ into δ‐AlOOH also 
 promotes the transformation from P21nm to the Pnnm 
CaCl2‐type structure [Komatsu et al., 2011]. The nature 
of  the hydrogen bonding in these phases has been 
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Figure 6.10 Dense hydrous magnesium silicate, phase D (space group P m31 , Table 6.3), viewed along the a axis 
(left) and c axis (right). SiO6 octahedra (blue) share edges with neighbors to form rings in layers perpendicular to 
the c axis. Mg cations (yellow spheres and representative MgO6 polyhedron) partially occupy the spaces between 
the SiO6 rings in alternating layers. Charge balance is achieved by hydrogen anions represented by small pink 
spheres.
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 extensively discussed, especially with regard to the forma-
tion of symmetric hydrogen bonds, but there is currently 
no consensus on this issue [Tsuchiya et al., 2002; Panero 
and Stixrude, 2004; Li et al., 2006b; Xue et al., 2006; 
Vanpeteghem et al., 2007; Sano‐Furukawa et al., 2008].

A related hydrous silicate, called phase H, MgSiO2(OH)2, 
was predicted theoretically and synthesized near 50 GPa 
[Tsuchiya, 2013; Nishi et al., 2014]. The phase, which con-
tains 15 wt.% water, can be quenched to ambient condi-
tions [Nishi et al., 2014]. A single‐crystal X‐ray diffraction 
study on a recovered sample of phase H shows that it 
adopts the orthorhombic CaCl2‐type structure (Pnnm), 
with Mg2+ and Si4+ disordered over the octahedral sites 
[Bindi et al., 2014]. H− positions are expected to be disor-
dered in this structure (Figure 6.11).

The stability field for end‐member phase H appears 
to be relatively narrow and confined to conditions of the 
upper part of the lower mantle [Tsuchiya, 2013; Ohtani 
et al., 2014]. However, based on structural similarity, it is 
expected that phase H and δ‐AlOOH (whose formulas 
can be written, respectively, as MgSiH2O4 and AlAlH2O4) 
will exhibit extensive solid solution at high pressures 
[Bindi et al., 2014]. Experiments have now shown that 
intermediate δ‐AlOOH‐MgSiO2(OH)2 compositions can be 
synthesized together with perovskite and post‐perovskite 
under slab geotherm conditions, making them plausible 
candidate hydrous phases under lower mantle conditions 
[Ohira et al., 2014].

6.9. summAry

In this review, we have summarized the current status 
of  our understanding of lower mantle minerals and 
their structures. Despite much activity over the last two 
decades, the lower mantle remains a region that is still 

poorly understood. Future progress is likely to come 
from technical advances in high‐pressure crystallography. 
For example, single‐crystal synchrotron X‐ray diffraction 
techniques in the diamond anvil cell are now extending 
into the lower mantle pressure range [Merlini and 
Hanfland, 2013; Zhang et al., 2013; Duffy, 2014], and 
capabilities for simultaneous high P and T single‐crystal 
diffraction are being pioneered [Dubrovinsky et al., 2010]. 
These advances will allow us to better understand the 
crystallographic consequences of  cation substitution, 
water incorporation, and effects of  temperature on 
 minerals stable only at these high pressures.

The pressure range of multianvil press techniques can 
now reach well into the lower mantle range as a result of 
the development of sintered diamond anvil technology 
[Yamazaki et al., 2014]. The combined larger sample size 
and more uniform heating at high pressures may resolve 
current discrepancies in phase stability and element par-
titioning between lower mantle phases. Concurrently, the 
capabilities of theoretical studies using density functional 
theory have continued to expand [Wentzcovitch et al., 
2010]. Each of these developments holds considerable 
future promise for further understanding of deep‐mantle 
crystal structures in the coming years.
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AbstrAct

Large‐scale processes such as mantle convection involve plastic deformation of rocks. Plastic deformation is also 
thought to be related to observations such as seismic anisotropy. Quantitative studies of plastic properties under 
deep Earth conditions are challenging and remain constrained by the development of new experimental and 
numerical methods. Here, we review the latest trends in experimental and numerical approaches to understand 
the plasticity of deep Earth materials. We then review the known plastic properties of lower mantle, D″, and 
inner core materials: ferropericlase, bridgmanite, CaSiO3 in the perovskite structure, post‐perovskite, and ε‐Fe. 
These studies constrain the pressure, temperature, and, sometimes, strain rate dependence of deformation of 
high‐pressure minerals, along with the slip systems controlling the evolution of microstructures with deforma­
tion. These results have important implications for deep Earth viscosity and the geodynamic interpretation of 
seismic anisotropy.

7.1. IntroductIon

Earth hosts large‐scale dynamical processes such as 
mantle or core convection. The outer core consists of a 
low‐viscosity fluid following the laws of fluid mechanics 
and will not be discussed here. Other layers of the deep 
Earth are composed of solid materials, and their dynamics 
involves the plastic deformation of rocks [Karato and 
Wenk, 2002]. For geodynamical applications, one would 
like to understand the rheology of deep Earth materials, 
i.e., the relationship between stress and strain rate, includ­
ing the effect of various parameters such as pressure, 
temperature, strain rate, or composition. A major field of 
research also involves understanding the relationship 
between deformation, the induced microstructures, and 
observations such as seismic anisotropy.

Plastic deformation of rocks is inherently multiscale 
both in space and time and occurs through a variety of 
mechanisms. Moreover, quantitative studies of plastic 
properties under deep Earth conditions remain challeng­
ing, and major progress in this area is often associated 
with the development of new techniques. As such, deep 
Earth plasticity studies often focus on simplified issues, 
such as the identification of  individual deformation 
mechanisms for a given phase or the study of  typical 
microstructures induced by deformation in a simple 
geometry. Fewer studies have addressed the issue of stress 
and strain rate relationships under such conditions.

Plastic deformation can occur by a variety of  mecha­
nisms [Poirier, 1985]. All involve the motion of  point 
defects, dislocations, and grain boundaries. These defects 
can be involved either in isolation or in combination, 
and for each deformation mechanism a particular type of 
flow law applies [Frost and Ashby, 1982]. Common mech­
anisms thought to be operating in deep Earth include 
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(1) diffusion creep caused by stress‐induced diffusion 
of  atoms, (2) dislocation creep caused by the thermally 
activated motion of  dislocations, and (3) grain boundary 
processes where deformation occurs predominantly at 
grain boundaries. Which of  these mechanisms domi­
nates deformation in the deep Earth remains unclear. 
Among these, dislocation motion is the most efficient at 
generating lattice preferred orientations (LPOs) in poly­
crystals. As such, observations of  strong D″ [e.g., Panning 
and Romanowicz, 2004] and inner core [e.g., Souriau, 
2007] anisotropy motivated studies of  dislocation‐related 
plasticity for deep Earth materials, such as the identifi­
cation of  dislocation types, slip systems, and typical 
induced microstructures. This does not preclude, how­
ever, the combined activation of  other mechanisms, such 
as diffusion.

For the sake of clarity and following the advances in 
the recent literature, this chapter focuses mostly on 
 dislocation‐related plasticity. We first describe the experi­
mental and numerical methods used for the study of 
 plastic behavior of deep Earth phases. The following 
 sections focus on the known properties of phases relevant 
for the lower mantle, D″, and the inner core.

7.2. Methods

7.2.1. Experimental Deformation

Dominant deformation mechanisms can change with 
composition, impurities, water content [e.g., olivine; Jung 
et al., 2006], and external parameters such as pressure, 
temperature, or strain rate [e.g., MgO; Cordier et al., 
2012]. In the deep Earth, pressure is an agent for phase 
 transformations, producing denser crystal structures 
with different mechanical properties. Pressure also 
induces profound changes in the electronic structure of 
solids, which also affect mechanical properties. As such, 
plastic properties should be studied within the stability 
field of the phase and at relevant pressure and tempera­
ture conditions. This section reviews current methods, 
their capabilities, and limitations. Considering the topic 
of the current book, we will only describe devices oper­
ating at pressures above 5 GPa.

7.2.1.1. Large‐Volume Presses (LVPs)
The deformation‐DIA (D‐DIA), rotational Drickamer 

apparatus (RDA), and the newly developed deformation 
T‐Cup (DT‐Cup) are the three main LVPs used for high‐
pressure plasticity studies. All allow the controlled defor­
mation of millimeter‐size samples.

The D‐DIA [Wang et al., 2003] is a modification of a 
device known as the DIA in which the cubic sample 
assembly is confined between six anvils. The D‐DIA 
modification allows for the independent control of one 

pair of opposing anvils, thus allowing deformation at 
 constant pressure, both compressional and extensional. 
Experiments in the D‐DIA can be performed at strain 
rates between 10–3 and 10–7 s–1 and, currently, up to 18 GPa 
and 1900 K [Kawazoe et al., 2013]. Similarly, the DT‐Cup 
[Hunt et al., 2014] is an extension of the T‐Cup design in 
which the “top” and “bottom” anvils have been redesigned 
to allow for controlled deformation in axial geometry. To 
date, the DT‐Cup is capable of deformation experiments 
up ~20 GPa at 300 K and ~10 GPa at ~1100 K with works 
currently under way for extending those ranges. In both 
cases, the sample stress state is axial, with cylindrical 
symmetry around the deformation direction. Axial strains 
are measured directly (see below) and lateral strains can be 
reconstructed from changes in sample pressure.

The Drickamer apparatus is an opposed‐anvil device 
with a containment cylinder for aligning the anvils and 
preventing gasket flow. The RDA [Yamazaki and Karato, 
2001] is an extension in which a rotational actuator is 
attached to one of  the anvils, thus allowing a large rota­
tional shear deformation of  the sample. RDA experi­
ments have reached pressures over 20 GPa at 1800 K 
[e.g., Miyagi et al., 2014]. In the RDA, the stress boundary 
condition acting on the sample may be considered as 
a  combination of  simple shear and axial compression 
[Xu et al., 2005].

7.2.1.2. Diamond Anvil Cell (DAC)
LVPs allow for controlled deformation experiments at 

constant pressure and temperature, but their P/T range is 
limited and does not yet reach deep lower mantle condi­
tions. The DAC, on the other hand, in combination 
with heating methods, allows for experiments up to core 
conditions [e.g., Tateno et al., 2010]. DACs may not only 
impose pressure but also a compressive stress that pro­
duces elastic and plastic deformation. A limitation of the 
DAC is that pressure and deformation cannot be decou­
pled. At 300 K, plastic deformation studies in the DAC 
were successfully performed up to 300 GPa [Hemley et al., 
1997]. Recent developments for plasticity studies include 
the design of resistive heating systems with current P/T 
ranges up to ~20 GPa at 1700 K and ~35 GPa at 1100 K 
[Liermann et al., 2009; Miyagi et al., 2013] or laser heating 
experiments up to ~100 GPa and 2000 K [Hirose et al., 
2010]. Stress in DAC experiments is typically assumed to 
be axial, with cylindrical symmetry around the compres­
sion direction and with low‐pressure gradients across 
the sample. Note that this assumption relies on the use of 
small samples and gasket confinement, unlike older experi­
ments that did not confine the sample within gaskets 
and, hence, induced sample flow in the radial directions 
[e.g., Meade and Jeanloz, 1988]. Sample strain along 
the  diamond direction is compressive. Radial strain is 
dependent on sample, gasket, and sample loading.
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7.2.2. Analytical Methods

Most lower mantle and core materials cannot be brought 
back to ambient pressure. Moreover, plastic properties 
depend on pressure and temperature. Hence, analytical 
methods that can be used in situ, as the sample is being 
deformed, are key for understanding such properties. 
Because of small sample sizes and geometrical  constraints 
of the experimental devices, in situ analysis techniques 
rely on synchrotron radiation, either in the form of X‐ray 
diffraction (XRD) or X‐ray radiography.

7.2.2.1. Average Polycrystalline Properties
Typical experiments tend to investigate average prop­

erties inside a polycrystal, including strain and strain 
rate, average stress, and texture. In the D‐DIA, RDA, and 
DT‐Cup, sample strain and strain rates are measured using 
X‐ray radiograph images of  the sample [e.g., Vaughan 
et al., 2000]. Similar measurements have been performed 
in the DAC in the radial diffraction geometry [e.g., Merkel 
and Yagi, 2005] with limited use, however, since sample 
deformation is not controlled. Typically, metal foils are 
placed above, below, or within the sample, and their 
displacement with time is used to evaluate the sample 
strain and strain rate.

Deviatoric stress is key for quantifying the rheological 
properties of  a material. Stress itself  provides informa­
tion about strength, and in combination with strain rate 
it can yield flow laws for the sample. In situ measurements 
of stress rely on methods derived from XRD residual 
stress analysis [e.g., Noyan and Cohen, 1987]. The basic 
principle is that variations of elastic lattice strains with 
orientation relative to the deformation geometry can be 
used to invert the stress field within the polycrystalline 
sample. Such inversions are often performed using equa­
tions derived from theories based on linear elasticity [e.g., 
Singh et al., 1998; Xu et al., 2005]. Such equations do not 
account for plastic deformation, which, in fact, induces 
a local relaxation of  stress in the deforming grains. This 
issue can be overcome by comparing the experimental 
lattice strains to results of self‐consistent plasticity calcu­
lations that account for both elastic and plastic relaxation 
[e.g., Li et al., 2004; Merkel et al., 2009]. Such modeling, 
however, is complex and involves multiple parameters 
such as single‐crystal elastic constants and slip systems. 
Hence, experimentalists often invert stresses based on the 
plain elastic theories that, for most cases, will provide the 
right order of magnitude [e.g., Raterron et al., 2013].

LPO, or texture, is quantified with diffraction intensity 
variations along the Debye rings [e.g., Merkel et al., 2002]. 
Assuming that the experimental LPOs arise from plastic 
deformation, they can be compared with polycrystal 
plasticity simulations to obtain information about the 
slip systems operating in the sample, with multiple 

applications to metals and minerals [Wenk et al., 2006]. 
In addition, methods are currently being developed for 
tracking individual grains within a polycrystalline sample, 
and they have been applied in the DAC [Nisr et al., 2014]. 
These allow for investigating microstructural parameters 
such as grain size distributions of LPOs grain by grain 
during dynamical processes such as deformation.

7.2.2.2. Individual Deformation Mechanisms
Transmission electron microscopy (TEM) is the method 

of choice for characterizing individual deformation 
mechanisms such as dislocation types and microstructures 
[a review in Cordier, 2002]. This applies only to materials 
that are stable or can be quenched to room pressure. 
Quenched high‐pressure phases, moreover, often desta­
bilize quite rapidly under the electron beam of the TEM 
leading to amorphization.

X‐ray line profile analysis (XLPA) is an alternate method 
for identifying and characterizing defects in materials 
that cannot be looked at in the TEM [Kerber et al., 2011]. 
In polycrystals, X‐ray peak broadening increases with 
decreasing crystallite size and increasing density of lattice 
defects. Lattice defects induce heterogeneous local stresses 
and cause an asymmetric peak broadening, which lies at 
the core of XLPA. Recently, XLPA was successfully used 
for identifying dislocation types in deep Earth minerals 
quenched to ambient conditions [Cordier et al., 2004] and 
in situ in a DAC [Nisr et al., 2012].

7.2.3. Numerical Modeling

Novel methods relying on numerical modeling have 
emerged in the literature. They require limited input from 
experiments and allow exploring ranges of pressure, tem­
perature, and strain rates, which are not easily accessible 
in the experiment. Numerical models, however, rely on 
theory, and the complexity of plastic flow has impeded 
the emergence of  a general unified theory for such 
processes. Multiscale modeling of dislocation‐induced 
plasticity was initiated near the end of  the last century 
[Bulatov and Kubin, 1998] as a bottom‐up approach, 
where properties calculated at one scale serve as an input 
for simulations at the scale above: atomic scale for the 
properties governed by the core structure of dislocations; 
mesoscopic scale for elastic interactions and reactions 
between dislocations in a complex microstructure; and 
macroscopic scale for constraints due to loading depending 
on boundary conditions, including grain‐grain interac­
tions in a polycrystal.

7.2.3.1. Numerical Modeling of Defect Properties
Dislocations induce a long‐range displacement field 

proportional to 1/r, where r is the distance to the disloca­
tion line. Thus, direct atomistic modeling of dislocations 
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requires a large number of atoms (e.g., 10,000) and an 
accurate description of  the elastic fields to adjust the 
boundary conditions [Walker et al., 2010], which is 
beyond the range of  current ab initio calculations. 
Empirical potentials can be used, but, in practice, the 
validation of  the potentials for describing the large 
inelastic displacements close to the dislocation core is not 
straightforward.

The Peierls‐Nabarro (PN) model is a simplification, 
based on a continuous description of the dislocation that 
allows for direct atomistic calculations. The underlying 
assumption is that a dislocation line in a real crystal cannot 
be a singularity and that the inelastic displacements rep­
resenting the core must have some extension in space. In 
the original model of Peierls [1940] and further refined by 
Nabarro [1947], it is considered that a dislocation gliding in 
a given plane must have its core spreading in that same 
plane. The amount of spreading is described by the bal­
ance between elastic forces in the bulk crystal, which tend 
to spread the core, and inelastic forces due to atomic mis­
match, which tend to keep it narrow. The PN model 
attracted further attention when Vitek [1968] demonstrated 
that the inelastic forces could be obtained from the atomic 
misfit energy in crystallographic glide planes in two dimen­
sions, the so‐called γ surface, using ab initio methods based 
on density functional theory. For high‐pressure phases, 
this allows for properly accounting for the influence of 
pressure on the electronic structure. The model has been 
demonstrated to describe dislocations with an excellent 
agreement with dislocation core observations by high‐
resolution TEM [Carrez et al., 2007; Ferré et al., 2008]. The 
PN model, however, assumes a planar core structure and 
only collinear dissociations can be considered.

The so‐called Peierls‐Nabarro‐Galerkin (PNG) method 
is a generalization of the PN model, which can account 
for several potential glide planes simultaneously [Denoual, 
2004]. It can also describe noncollinear dissociation in one 
or several planes. Besides describing potentially complex 
core structures (see, e.g., wadsleyite dislocation models of 
Metsue et al. [2010]), it is also very useful to predict slip 
system activity from the tendency of a screw dislocation 
to spread its core in a given plane [Amodeo et al., 2012].

7.2.3.2. Numerical Modeling of Defect Interaction
Plastic deformation in a single crystal results from the 

collective behavior of a large number of dislocations that 
meet, react to form junctions or annihilate, and entangle 
or interact over large distances through their long‐range 
elastic stresses. In dislocation dynamics [Bulatov et al., 
1998; Devincre et al., 2001], the rheology of a crystal is 
obtained by simulating the dynamics and interactions of 
dislocation lines in an elastic continuum and accounting 
for external loading and internal stresses iteratively. 
These models provide an accurate description of the 

three‐dimensional (3D) dislocation interactions and mul­
tiplications that compare well with real crystals. They are, 
however, quite computer demanding. Less computer time 
consuming are the so‐called 2.5D simulations where par­
allel linear dislocations only are considered [Boioli et al., 
2015]. Local rules are introduced to reproduce hardening, 
dislocation multiplication, the formation and destruction 
of junctions, etc. These rules are adjusted to reproduce the 
results of 3D models. It is then possible to reach larger 
strains at much lower computational costs. Several codes 
are available to perform dislocation dynamics simulations, 
e.g., ParaDiS (DD code developed at Lawrence Livermore 
National Laboratory) or microMegas (developed at the 
French Aerospace Laboratory ONERA).

7.2.3.3. From Single Crystals to Polycrystals
Rock‐like lower mantle and core materials are polycrys­

tals with many crystal orientations. The behavior of such 
materials can be modeled using finite‐element models 
[e.g., Castelnau et al., 2008] but, because of the enormous 
computational efforts and numerous parameters to adjust, 
there are only a few applications. Simplified models 
assume that each grain is homogeneous and deforms 
within an effective medium with the average properties of 
the polycrystal. Such models, labeled as “self‐consistent,” 
are very successful at accounting for the anisotropic 
response of plastically deforming aggregates. Typically, the 
interpretation of textures in high‐pressure experiments and 
modeling of texture development in deep Earth processes 
are performed in the viscoplastic approximation, do not 
account for elastic deformation, and rely on the viscoplastic 
self‐consistent (VPSC) implementation of Lebensohn and 
Tomé [1993] that of  Castelnau et al. [2008], and its 
 extensions. When the contribution of  elastic deforma­
tion cannot be neglected, such as for the interpretation 
of elastic lattice strains measured in experiments, the 
 elastoplastic self‐consistent (EPSC) implementation of 
Turner and Tomé [1994] and its extensions are used. Codes 
for performing such calculations can be obtained upon 
request from their authors.

7.3. Lower MAntLe

7.3.1. Ferropericlase

Ferropericlase (Mg,Fe)O crystallizes under the NaCl 
structure and is stable under ambient conditions. Hence, 
extensive low‐pressure data are available regarding this 
material, and particularly MgO [e.g., Copley and Pask, 
1965; Weaver and Paterson, 1969; Paterson and Weaver, 
1970]. Dominant slip systems in such structures involve 

dislocations with 
1
2

110  Burgers vector gliding in {111}, 

{110}, or {100} (Figure 7.1).



DeforMation of Core anD Lower MantLe MateriaLs 93

(a)

c

a

c

b

a

c

b
a

c

b

a b
c

c

a

a

b

b

ca
b

c

a
b

(b) (c)

(d) (e)

(g)

CaSiO3–Pv

hcp–Fe

(Mg,Fe)SiO3–pPv

(Mg,Fe)O Bridgmanite

(h)

(f)

Figure 7.1 Potential slip systems for deep Earth materials. (a) 
1
2

110  slip in either {100}, {110}, or {111} for 

(Mg,Fe)O. (b,c) Bridgmanite with (b) [010] slip in (100), [100] slip in (010), or [001] slip in either (100) or (010) 
and (c) [010], [100], and ⟨110⟩ slip in (001) and [001] and ⟨110⟩ slip in { }110 . (d) 110 110{ } slip in Ca‐Pv. (e,f) 

(Mg,Fe)SiO3‐pPv with (e) [100] slip in (001), [001] in (010), or [010] slip in either (001) or (010) and (f) 
1
2

1 10  

slip in either (001) or (110). (g,h) hcp‐Fe with (g)  
1
3

2 1 10  slip in (0001) (basal slip) or { }0110  (prismatic slip) 

and (h) 
1
3

2110
 
slip in { }0111  (pyramidal ⟨a⟩ slip) and 

1
3
1123

 
slip in either { }0111  or { }1122  (pyramidal 

c a  slip).



94 Deep earth

At 300 K and low confining pressure, slip on {110} is an 
order of magnitude easier than that on {100}, and this dif­
ference decreases with increasing temperature [e.g., Foitzik 
and Skrotzki, 1989]. Under ambient pressure, the strength 
of both {110} and {100} slip decrease with temperature 
up to ~700 K and ~1300 K, respectively [e.g., Foitzik and 
Skrotzki, 1989]. Below those thresholds, the movement of 
dislocations is controlled by lattice friction. Above those 
temperatures, interactions between dislocations become 
the controlling factor.

The plastic behavior of  polycrystalline MgO at 300 K 
is controlled by dominant slip on {110} [e.g., Paterson 
and Weaver, 1970], and this remains true up to 50 GPa 
[Merkel et al., 2002], with little effect of the addition of 
Fe [Tommaseo et al., 2006] nor of the spin transition in Fe 
in the 40–50 GPa range [Lin et al., 2009].

According to single‐crystal properties, both {100} and 
{110} slip should become active at higher temperatures. 
Deformation experiments on (Mg,Fe)O at 1200–1800 K 
have indeed shown that deformation textures at those 
temperatures do involve some contribution of  {100} 
and, even, {111} slip [e.g., Yamazaki and Karato, 2002; 
Heidelbach et al., 2003], but these results are somewhat 
contradictory and will need to be confirmed at lower man­
tle P/T range. Further experiments were performed in the 
D‐DIA up to 10 GPa, leading to the first quantification of 
the flow stress of MgO, characterized by an apparent 
activation volume of  V* ≈ 2.4 × 10–6 m3/mol at T = 1473 
K and for a strain rate of  3 × 10–5 s–1 [Mei et al., 2008].

Based on numerical models, Amodeo et al. [2012] sug­
gested that the activation of  the {111} slip should always 
be negligible, that the {110} slip prevails at low pressure, 
and that a transition to the dominant {100} slip should 
occur between 30 and 60 GPa, except at high tempera­
tures where both systems become active. These predic­
tions were partially confirmed by single‐crystal D‐DIA 
experiments up to 9 GPa at 1370 K that demonstrated 
that slip on {110} hardens more significantly with pressure 
than slip on {100}, with an inversion of  dominant slip 
system predicted at ~25 GPa [Girard et al., 2012].

Finally, Cordier et al. [2012] used numerical models to 
investigate the effect of pressure, temperature, and strain 
rate on MgO plasticity and concluded that {110} and {100} 
slip are activated jointly in the whole lower mantle. Moreover, 
these simulations show that at a depth of less than ~2000 
km, MgO deforms in an “athermal” regime in which stress 
is determined by the microstructure only and is independent 
of temperature or strain rate. Hence, the notion of viscosity 
cannot be defined. At depths below 2000 km, the viscosity 
of MgO should lie in the 1021–1022 Pa.s range. Until now, 
these predictions have not been verified experimentally, 
although recent experiments indicate that the strength of 
(Mg,Fe)O increases by a factor of three at pressures between 
20 and 65 GPa [Marquardt and Miyagi, 2015].

7.3.2. Bridgmanite

Bridgmanite, (Mg,Fe)SiO3, is the main mineral of the 
lower mantle. It crystallizes as an orthorhombic perovs­
kite (Pv, space group Pbnm) with a = 4.7754 Å, b = 4.9292 Å, 
and c = 6.8969 Å. Do note that a pseudocubic lattice 
(with ac ≈ 3.4 Å for bridgmanite) is often introduced 
for analyzing possible deformation mechanisms in all 
perovskites [see Poirier et al., 1989; Cordier, 2002; or 
Ferré et al., 2007]. However, multiple experiments and 
characterizations on analog Pv‐structured materials have 
demonstrated that they do not constitute an isomechanical 
group [see Cordier, 2002, for a review]. They will, hence, 
not be discussed here, and slip systems will be described 
in the orthorhombic framework only.

Cordier et al. [2004] used XLPA to investigate disloca­
tions in MgSiO3 deformed during stress relaxation exper­
iments at 25 GPa and 1400°C and identified [100](001) 
and [010](001) in their material. Later, Miyajima et al. 
[2009] used TEM on a sample recovered from synthesis at 
26 GPa and 2023 K. Dislocations with Burgers vectors of 
⟨110⟩ were observed, consistent with slip on ⟨110⟩(001). 
These works support the conclusion that slip on (001) is 
dominant at those pressures and that slip occurs in sev­
eral slip directions.

Early deformation experiments on polycrystalline 
(Mg,Fe)SiO3 at ambient temperature in DACs [Meade 
et al., 1995; Merkel et al., 2003; Wenk et al., 2004] pro­
duced fairly weak and inconsistent textures, dependent on 
sample synthesis, from which the identification of a given 
slip system was difficult. Wenk et al. [2006] and Miyagi 
[2009] used an improved experimental method and 
 identified that, at pressures below 55 GPa, slip on (001) 
appears the most active, with an ambiguous slip direc­
tion. Miyagi [2009] also identified that, at pressures above 
55 GPa, the dominant slip plane changes from (001) to 
(100). DAC experiments also demonstrated that the 
observed textures are strongly ”orthorhombic,” requiring 
slip systems also to be orthorhombic and not pseudocubic, 
indicating, again, that cubic perovskites are poor analogs 
for understanding plasticity in the lower mantle.

Mainprice et al. [2008] investigated the possible slip 
systems in MgSiO3 at mantle pressure using numerical 
models and concluded that, up to 100 GPa, [010] (001) 
glide is the easiest. They also relied on polycrystal plasticity 
simulations to demonstrate that, at low pressure, the most 
active system is not the lowest Peierls stress system[010]
(001), but ⟨110⟩(001) because of the two available ⟨110⟩ 
glide directions in the (001) plane. At higher pressures, 
30 and 100 GPa, [010](100) becomes the most active and 
other systems in (001) and {110} have similar activities, 
consistent with the conclusions of Miyagi [2009]. Finally, 
numerical efforts are currently under way to characterize 
the dislocation structure in bridgmanite in more detail 
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[Gouriet et al., 2014; Hirel et al., 2014] in the hope of 
constraining the effect of temperature and strain rate on 
its plasticity.

7.3.3. CaSiO3 Perovskite

CaSiO3 in the lower mantle crystallizes in the Pv struc­
ture and was originally reported as cubic. A growing line 
of evidence suggests a lower symmetry. However, the 
deviation from cubic symmetry is small (0.7% or smaller 
deviation in the c/a ratio) and is difficult to discriminate 
either numerically or experimentally [e.g., Shim et al., 
2002; Caracas et al., 2005]. We will hence be using the 
cubic reference frame.

Ambient temperature DAC deformation experiments 
between 25 and 50 GPa found compression textures 
characteristic of  slip on 110 110{ } [Miyagi et al., 2009], 
confirmed by calculations indicating that, between 0 and 
100 GPa, 110 110{ } should be the easiest system [Ferré 
et al., 2009]. Ferré et al. [2009] also showed that, unlike 
most other minerals, CaSiO3 exhibits no or negligible 
lattice friction for this slip system due to a low‐energy 
stacking fault allowing a wide spreading of  the disloca­
tion core. The plastic behavior of  CaSiO3 should hence 
be controlled by dislocation interactions rather than the 
interactions between defects and the lattice, whatever 
the temperature. Those conclusions as well as the effect 
of  temperature or strain rate on CaSiO3 plasticity remain 
to be investigated.

7.4. d″ LAyer

The D″ layer is associated with a transition in (Mg,Fe)
SiO3 from the Pv to the post‐perovskite (pPv) structure. 
Other materials that could be present in the D″ layer 
include bridgmanite, ferropericlase, and CaSiO3–Pv, and 
have been discussed above.

Based on the layered structure of pPv, it was suggested 
that it would slip along the layers, on the (010) plane [e.g., 
Murakami et al., 2004]. This suggestion is supported by 
multiple analyses on the CaIrO3 analog with results consist­
ent with either (010) as a dominant slip plane or [100](010) 
as the dominant slip system [e.g., Yamazaki et al., 2006; 
Walte et al., 2007; Niwa et al., 2007; Miyagi et al., 2008a; 
Miyajima and Walte, 2009] in agreement with the most 
recent numerical calculations [Goryaeva et al., 2015a, b]. 
Early DAC deformation experiments on MgGeO3‐pPv and 
MgSiO3‐pPv at 300 K in the 100–160 GPa range found tex­
tures consistent with slip on {110} [Merkel et al., 2006, 
2007], in line with first‐principles calculations on energetics 
of stacking faults [Oganov et al., 2005]. However, Okada 
et al. [2010] pointed out that textures in pPv are affected by 
sample synthesis. This was confirmed by Miyagi et al. 
[2010, 2011] who further demonstrated that, for both 

MgGeO3–pPv and MgSiO3–pPv, high‐pressure 300 K 
deformation textures are consistent with dominant slip in 
(001). Finally, Hirose et al. [2010] performed laser‐heated 
DAC experiments at 2000 K in the 80–110 GPa range on 
the MnGeO3 analog and also found results consistent with 
slip along (001). Experimental results hence indicate that, 
unlike materials such as CaIrO3, germanates are good 
analogs for understanding (Mg,Fe)SiO3 plasticity. 
Deformation textures of pPv are controlled by slip on (001) 
but are also strongly affected by synthesis and phase trans­
formations, which could be of great significance for under­
standing processes in the D″ layer [Dobson et al., 2013].

Nisr et al. [2012] performed XLPA on MgGeO3–pPv 
at 300 K and 90 GPa in the DAC and found results 
most consistent with 1

2 110  dislocations gliding on 
{ }110  or (001) and the [010](001) slip system. Earlier 
numerical calculations suggested [001](010) as the easy 
slip system in both CaIrO3‐pPv and MgSiO3‐pPv [Carrez 
et  al., 2007; Metsue et al., 2009], while results for 
MgGeO3‐pPv lead to equivalent strengths for [100]
(001), [001](010), and [010](001) [Metsue et al., 2009]. 
Recent full atomistic models rather suggest easy slip 
along [100](010) in MgSiO3­pPv. Obviously, those analy­
ses on individual dislocation systems are not fully consist­
ent with experimental textures for MgGeO3–pPv and 
MgSiO3–pPv and this issue remains to be resolved.

7.5. Inner core

Earth’s inner core mostly consists of iron and, while 
other structures have been proposed, it is often assumed 
that iron in the inner core is hexagonal close packed (hcp) 
[e.g., Tateno et al., 2010]. Observations of strong seismic 
anisotropy in the inner core [e.g., Souriau, 2007] suggest a 
deformation mechanism that effectively results in LPOs. 
Based on comparison with metals deformed at very low 
stresses, Reaman et al. [2011] concluded that most of the 
inner core should deform through dislocation creep. This 
conclusion is supported by Gleason and Mao [2013] who 
showed that iron at high pressure is rheologically weak 
and can indeed deform through dislocation creep in the 
inner core.

Proposed deformation systems for hcp‐Fe include 
basal, prismatic, and pyramidal c a  (Figure  7.1), 
along with twinning (a low‐temperature deformation 
mechanism). Based on stacking fault energy calculations, 
Poirier and Price [1999] suggested basal slip as a dominant 
deformation mechanism for hcp‐Fe. This was confirmed 
by DAC compression experiments up to 220 GPa at 300 K 
leading to texture patterns consistent with dominant 
basal slip [Wenk et al., 2000; Merkel et al., 2004]. Do 
note, however, that the contribution of  twinning on 
those low‐temperature textures should not be overlooked 
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[Kanitpanyacharoen et al., 2012]. In contrast, Poirier and 
Langenhorst [2002] used TEM to study an hcp Ni‐Cr 
stainless steel analog compressed up to 13 GPa and 1073 K 
and observed dislocations consistent with pyramidal c a  
slip. Miyagi et al. [2008b] attempted a compression exper­
iment on hcp‐Fe in a laser‐heated DAC up to 30 GPa and 
a peak sample temperature of 1800 K. Despite large sam­
ple heterogeneities induced by temperature gradients, 
they concluded that, as temperature increases, the activity 
of pyramidal c a  slip increases and overruns that of 
basal slip. Finally, based on a comparison between results 
of D‐DIA experiments up to 17.5 GPa and 600 K and 
EPSC models, Merkel et al. [2012] concluded that the 
plastic behavior of  hcp‐Fe is controlled by basal, pris­
matic, and pyramidal slip, along with twinning. Twinning 
activity decreases with increasing temperature, while the 
activity of pyramidal slip increases with increasing 
 temperature. Basal slip, however, was dominant over all 
the investigated conditions, and some component of pris­
matic slip was necessary to obtain a good agreement 
between experiments and models.

Overall, experiments indicate that basal slip and twinning 
dominate the plastic behavior of hcp‐Fe at low tempera­
ture. As temperature increases, the twinning disappears, 
and the activity of pyramidal c a  increases. This will 
have to be confirmed in future experiments.

7.6. concLusIons

Plasticity studies are essential for understanding the 
microscopic mechanisms underlying global‐scale processes 
such as mantle convection. They, on the other hand, 
remain technically challenging and essentially driven by 
developments in high‐pressure deformation experiments, 
characterization methods, and numerical modeling of 
multiscale processes.

Plasticity studies regarding deep mantle and core 
phases have long been limited to ambient temperature 
experiments or relied on the concept of analogs. Recent 
extensions of the P/T range of deformation experiments, 
along with the progress in modeling dislocation‐related 
plasticity numerically now allow investigating the effects 
of pressure, temperature, and strain rate.

This chapter reviewed the current knowledge regarding 
the plastic behavior of lower mantle, D″, and inner core 
phases. The recent developments in experimental and 
numerical methods should allow a better understanding 
of the effect of parameters such as temperature and strain 
rates on such properties. They should also allow extend­
ing the range of studies to more complex systems such as 
multiphase materials or to conditions with competing 
deformation mechanisms, such as dislocation and grain 
boundary processes.
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8.1. IntroductIon

The use of analogs to understand the interior of the 
deep Earth has a long and illustrious history. The extreme 
pressures and temperatures of the deep mantle and core 
restrict the range of experimental approaches that can be 
applied to the study of materials under the appropriate 
conditions. While structural and spectroscopic measure-
ments can be made in the diamond anvil cell, even with 
laser heating, more sophisticated measurements of min-
eral properties are significantly complicated by the limits 
in size, in access, and in control of applied conditions 
(pressure, temperature, electric, or magnetic field) within 
the diamond cell.

A historical example illustrates the utility of carrying 
out experiments with analog materials. For at least 800 years 
or more it has been known that the compass needle 
points north. Various theories to explain the origins of 

this effect have been proposed, from ideas that the pole 
star was attracting the lodestone needle to those of others 
who believed that a magnetic island located far to the 
north was attracting the needle. But it was only when 
William Gilbert carried out measurements on an “analog 
Earth” that the origins of Earth’s magnetic field started 
to be understood. Gilbert, who was also physician to 
Queen Elizabeth I of England, carried out a series of 
experiments on magnetism that he described in 1600. 
He constructed a spherical lodestone, a single crystal of 
magnetite spinel, as a model Earth. Noticing the way that 
a compass needle pointed as it was passed across the 
surface of his model, he recognized that the pattern of 
field was similar to that seen by mariners at various 
latitudes and longitudes across the oceans. He concluded 
that Earth was the source of the magnetic field that the 
compass reflects and that magnetism was internal. 
Thus,  from the application of  an analog experiment a 
significant step forward in understanding was achieved. 
It should also be noted, however, that Gilbert also went on 
to conclude that Earth was one giant sphere of magnetite, 
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thus simultaneously illustrating the dangers in taking the 
results from analog experiments too far, and too literally. 
Gilbert failed to recognize the analog nature of his 
approach, nor could he be expected to have realized this 
limitation given the state of understanding of the age.

Of course, the current understanding of Earth’s interior 
means that mineral physics conclusions from the study of 
analogs can be developed secure in the understanding 
of  their potential limitations and weaknesses. With this in 
mind, the analog approach remains a significantly useful 
tool in the arsenal of  the deep Earth researcher since 
it allows the study of general phenomena, which may 
or  may not then be translated to the real materials of 
the deep Earth. The modern‐day equivalent of Gilbert’s 
lodestone experiments exist as magnetohydrodynamics 
experiments of metallic conducting liquids, in particular 
the experimental investigation of rotating spheres of liquid 
sodium. One such is the nonlinear dynamics laboratory 
of Daniel Lathrop, at University of Maryland. Lathrop 
and co‐workers have been carrying out experiments on 
highly turbulent magnetohydrodynamic flow in spheres 
up to 3 m in diameter [Rieutord et al., 2012; Triana et al., 
2012; Zimmerman et al., 2011]. Their experiments follow 
from similar established studies in France at the École 
Normale Supérieure institutes of Paris and Lyon and the 
French Atomic Energy Commission in Saclay [Berhanu 
et al., 2007] as well as complementing the work of Henri‐
Claude Nataf in Grenoble, France [Cabanes et al., 2014]. 
The approach provides direct analog testing of models of 
magnetohydrodynamic behavior that still remain intrac-
table by computational simulation and is clearly impractical 
to carry out on liquid iron systems under outer core 
conditions. While Michael Faraday tried, and failed, to 
measure magnetohydrodynamic effects through the 
induced voltage in saltwater flowing in Earth’s magnetic 
field during tidal movements in the river Thames, modern 
models of Earth’s core, via laboratory analog experi-
ments, promise to yield results directly relevant to outer 
core processes.

As well as models of the liquid outer core, analog 
experiments and approaches have been key in the devel-
opment of our understanding of the nature of mineral 
behavior in the deep Earth and have played an important 
part in the historical development of our current ideas of 
deep Earth processes. These range from many studies of 
the high‐temperature and high‐pressure behavior of key 
lower mantle phases, such as perovskite‐structured solids, 
to the nature of the liquid‐solid change of state at the 
inner‐core–outer‐core boundary. The study of rheology 
and deformation of Earth materials in the planet’s deep 
interior, and the mechanisms of slip and subsequent 
development of deformation texture, have relied heavily 
on studies of analog equivalents of mineral phases. 
The  principal assumption has been that structural 

similarity (at the atomic scale) between analog materials 
and the planetary solids of interest justifies the application 
of results obtained to real scenarios. We shall see below, 
however, that not all materials isostructural with the 
rock‐forming minerals of interest provide an accurate 
description of the dynamic behavior of these phases. 
In  other contexts, especially in attempts to understand 
phase transition hierarchies and associated microstructral 
effects, analogs may provide a good insight into deep 
Earth behavior, however. Here, the pathway from core to 
mantle is charted through the application of analog 
materials in each context.

8.2. AnAlogs of EArth’s corE MAtErIAls

The conditions of Earth’s core, with temperatures 
approaching 6000 K and pressure in excess of 360 GPa, 
are the most extreme within the planet. The transition 
from lowermost mantle to outer core, associated with a 
large step increase in temperature and a huge contrast in 
properties from solid silicate insulator (both thermally 
and electrically) to fluid metallic conductor, is arguably 
the greatest contrast in properties at any point on Earth. 
It certainly rivals the difference between crust and ocean 
or atmosphere with which we are familiar. Studying and 
understanding materials and their processes at these 
conditions challenge mineral physics, both as a compu-
tational and an experimental discipline. It is little wonder 
that analogs amenable to investigation at more reasonable 
conditions, especially for study of subtle phenomena, 
play an important role in understanding Earth’s core.

8.2.1. Outer Core Analogs: How Aluminum Helped 
Computational Studies of Melting Curve of Iron

Analog methods have aided the development of com-
putational studies of the deep Earth as well as of experi-
mental investigations. One case in point is the evolution 
of estimates for the melting curve of iron in the core. 
For many years, the melting curve of iron at the conditions 
of the boundary between Earth’s inner core and outer 
core (ICB, inner core boundary) has been the subject of 
considerable uncertainty, with estimates from experimental 
measurements using static diamond anvil cell approaches, 
shock experiments, and computational modeling varying 
widely. Even within one set of experiments using the 
same methods, wide disagreement was a most obvious 
feature.

Thus, Yoo et al.’s [1993] shock experiments placed the 
melting curve 1000 K higher than the value obtained by 
Brown and McQueen [1986]. Boehler’s [1993] results lay 
1000 K beneath the melting curve first calculated by Alfè 
et al. [2002, 2003]. Most recently, however, experiments 
on the melting of  iron at ICB conditions, by X‐ray 
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diffraction [Anzellini et al., 2013], have yielded results in 
good agreement with the ab initio molecular dynamics 
calculations carried out using co‐existence methods Alfè, 
[2009]. Part of the reason for this is the improvement in 
experimental approaches to identify the point at which 
the transition from solid to liquid state takes place. In this 
case, the use of diffraction as a signature of solid iron was 
key to Anzellini et al.’s [2013] investigation. Alongside 
this are improvements in temperature characterization 
and stability within the complex hybrid environment 
within the diamond anvil cell sample chamber itself, to 
which Anzellini et al. [2013] paid careful attention. But 
the development of the ab initio methods of Alfè was 
also an important factor in the convergence of results, 
and this was achieved through, first, verification in analog 
systems.

Part of the key to improvements in calculations came 
from developments in the use of  density functional the-
ory combined with molecular dynamics, which Vocadlo 
and Alfè [2002] and Alfè [2003] first tested using the 
example of aluminum. While not specifically presented in 
the context of understanding the melting of planetary 
interiors, it is clear that the work on aluminum acted as a 
precursor for the later results on iron. The advantages 
of  working on aluminum were twofold. First, ab initio 
calculations of  aluminum are not complicated by the 
difficulties of accounting for exchange correlation, which 
beset the quantum mechanical computation of iron. 
Second, reliable and agreed experimental melting curves 
for aluminum existed in the literature, such that the calcu-
lations of Vocadlo and Alfè [2002] could be appraised and 
verified with confidence. In this case, the calculations and 
experimental results agreed well, giving support to the 
development of the method to predict the melting curve 
of iron at ICB conditions. The success of the confidence 
that the aluminum analog study engendered can now 
be  recognized, given the agreement between the latest 
experimental results for iron and the earlier computational 
results of Alfè and co‐workers.

8.2.2. Imitating Inner Core

In view of the existing uncertainties concerning the 
nature and structure of Earth’s inner core, there are also 
limitations on how much one can attempt to apply 
analogs of potential relevance. A core‐forming iron‐nickel‐
based alloy with uncertain combinations of light elements 
may crystallize at the inner core in one of  a number of 
structures, with face-centerd cubic (fcc), body‐centerd 
cubic (bcc), and hexagonal close packed (hcp) being the 
leading contenders. Different light elements may stabi-
lize different members of  the possible polymorphs of 
iron, as reviewed recently by Hirose et al. [2013]. The 
principal difficulty is that the free energy surface for 

iron is rather flat, with minima between polymorphs 
being separated by only a few hundredths of  electron 
volt. The flat energy surface for iron is evident even at 
ambient pressure, with a re‐entrant phase transition for 
bcc iron that appears at temperatures both above (δ‐iron) 
and below (α‐iron) the intermediate fcc phase (γ‐iron). 
None the less, for pure Fe at least, all evidence points 
toward a hexagonal polymorph (hcp ε‐iron) being stable at 
the pressure‐temperature conditions of  Earth’s inner 
core [Vocadlo et al., 1999; Yoo et al., 1995]. Thus it is that 
hexagonal close‐packed metals have been the principal 
focus as analogs of the solid inner core.

At atmospheric pressure, osmium has been highlighted 
as a dense hcp metal that shows behavior analogous to 
that of Fe in the inner core [Godwal et al., 2012]. In addition, 
both Ti and Zr have an hcp structure with a c/a ratio, 
and relative linear compressibilities, similar to those cal-
culated for ε‐iron [Jeanloz and Wenk, 1988; Mao et al., 
1990]. Bergman [1998] used this as justification to employ 
these metals as analogs of Earth’s inner core. Bergman 
[1998] found that the variation in anisotropy of these 
structures measured as a function of  temperature is 
similar to that calculated for iron. From laboratory 
solidification studies of these analog materials, a crystal 
growth model was constructed, and it was this that gave 
the first evidence that the grain size of iron in the inner 
core is likely of the order of tens to hundreds of meters 
for the shorter grain dimension [Bergman, 1998].

More recently, Bergman et al. [2014] used directionally 
solidified hcp Zn‐rich Sn alloys at high homologous 
temperatures as an analog for hcp iron at the conditions 
of the inner core. Here, they focus on the rheological 
properties and deformation mechanisms of the analog 
Zn‐Sn alloys to arrive at an explanation of a textured 
inner core displaying a directionally solidified columnar 
structure. The limited slip systems of the hcp samples, 
predominantly basal slip on (0001), is linked by Bergman 
et al. [2014] to hardening that they observed in samples 
subjected to steady‐state torsional deformation.

In fact, the use of metallurgical analogs to understand 
the behavior of the ICB has a rather long history. The sug-
gestion and then widespread acceptance of the existence 
of a “mushy layer” at the ICB seems to have followed 
from observations of analog experiments on solidifica-
tion of metals in the laboratory. Loper and Roberts [1981] 
and Fearn et al. [1981] noted that constitutional super-
cooling due to the rejection of impurity atoms into the 
molten alloy, typically results in morphological instability 
and the formation of a slurry or mushy zone at the interface 
during the casting of ingots. Testing these ideas, however, 
Shimizu et al. [2005] were careful to point out that the 
conditions of crystallization of Earth’s inner core were 
far from those of casting metals in the laboratory. Growth 
rates at the solid‐liquid interface ion in the laboratory 
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may typically be of the order of 0.1 mm/s, whereas the 
growth of the inner core is approximately 10 million times 
slower. Temperature gradients in the laboratory solidifi-
cation of metals are very large, while in the core they are 
exceedingly small. Shimizu et al. [2005] quote from 

Buffet  et al. [2001] who warned, when reflecting on the 
use of analog experiments, “transferring results from one 
physical setting to another without proper analysis can 
lead to misconceptions.” Shimizu et al. [2005] attempted 
such analysis, and in the end their conclusion was that 
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Figure 8.1 (a) Viscoelastic processes associated with pairs of point defects may play a role in the anisotropic 
seismic attenuation seen in Earth’s inner core. Here an interstitial defect pair in hcp iron is shown: Movement 
of a light element from one tetrahedral interstice to another will result in relaxation of the strain dipole and 
generate a Zener relaxation. (b) Measuring subtle viscoelastic effects at the pressure and temperatures of the 
inner core is not feasible, but measurements of mechanical dissipation at seismic frequencies has already been 
conducted on a number of hcp alloys, including the Zener relaxation in the high‐Ge iron alloy shown here 
(after Golovin et al. [2009]).
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the likely state at the ICB was indeed that suggested by 
analog experiments, but not necessarily for the same 
reasons.

Understanding the rheological properties of the inner 
core depend not only on understanding the grain micro-
structure (or macrostructure) but also the potential phase 
transitions and related interfaces, should there be a 
transition between the possible polymorphs that may 
occur. In relation to this, analogs have been employed to 
explore the relationship between the γ‐phase of fcc iron and 
the hcp ε‐phase, which may occur via a martensitic shear. 
Poirier and Langenhorst [2002] used iron‐chromium‐nickel 
alloys (austenitic stainless steels) quenched from high 
temperature to generate ε‐martensite, which is metastable 
at atmospheric pressure. Their recovered ε‐martensite, 
formed from austenitic stainless steel pressurized to 
moderate pressure and temperature in the multianvil cell, 
was amenable to transmission electron microscopy 
(TEM) analysis as well as selected area electron diffraction. 
They noted that the laths of ε‐martensite, which lie parallel 
to the {111} planes of the host austenitic (fcc) phase, 
show basal slip as expected, as well as pyramidal slip, but 
that the latter ceases to operate above 0.5Tm (melting 
temperature). This led them to conclude that only basal 
slip would be important in the inner core, where the 
homologous temperature is high, but also that cobalt is a 
more convenient analog of inner core hcp ε‐iron, for the 
purposes of deformation studies. More recent results on 
hcp iron itself  have, however, called the application of 
these results to the core into question. Miyagi et al. 
[2008a] found that pyramidal slip dominated in their high 
pressure experiments on hcp iron held at high pressure 
in the diamond anvil cell.

Aside from the plastic deformation of the inner core, 
the anelastic attenuation characteristics of Earth’s center 
have recently been interpreted in terms of results from 
analog systems. Redfern [2014] has suggested that the 
anisotropic attenuation seen in seismic studies of Earth’s 
inner core can be related to a paired point defect anelastic 
relaxation, akin to the Zener relaxation seen in hexagonal 
metallic alloys. Picking up on the observations of 
Mäkinen et al. [2014] that the attenuation of P-waves 
in the inner core is strong along polar paths, coincident 
with P-wave velocity being fastest, from normal mode 
observations, Redfern [2014] has pointed out that the only 
anelastic process measured in alloys consistent with this 
observation appears to be a Zener relaxation. This would 
imply that the attenuation signatures of the inner core 
can be directly related to light element concentrations, 
since the Zener relaxation only occurs when solute pairs 
are sufficiently probable. Treating magnesium‐indium 
hcp alloys as an analog of ε‐iron containing up to 4% 
light element, the results of Brozel and Leak [1976] as well 
as those for hcp yttrium‐hydride single crystals [Kappesser 

et al., 1996] acquire a new significance. They demon-
strate, experimentally, that the Zener relaxation is 
stronger along the z axis of an hcp crystal, the same 
direction that VP is greatest, consistent with a textured 
inner core preferentially aligned with the hcp z axis parallel 
to Earth’s rotation axis. Further experiments by Golovin 
et al. [2009] on another inner core analog, a high-Ge alloy, 
which is hcp at the composition of interest, showed the 
effect of a Zener relaxation on the inverse quality factor 
for an analog inner core iron alloy, measured at seismic 
frequencies in the laboratory (Figure 8.1).

8.3. MIMIckIng lowErMost MAntlE

The complexity and subtleties of the lowermost mantle 
suggest significant structural effects that could be associated 
with either mineral transformations or compositional or 
thermal heterogeneity. Yet the difficulty in carrying out in 
situ studies of realistic mantle phases remains almost as 
challenging as those set out for the core above. For this 
reason, a number of researchers have adopted analogs for 
the study of mineral processes in the lowermost mantle, 
but in this case alongside (very often) complementary 
studies of supposed Earth‐forming compositions.

8.3.1. Calcium Iridate Structured Magnesium 
Silicate: Post‐Perovskite

The discovery of the transformation from bridgmanite 
(or magnesium silicate perovskite, as the mineral phase 
was then known) to a previously unrecognized structure 
(which became known as post‐perovskite) at the conditions 
of the lowermost mantle changed views on the nature of 
the mantle’s base [Murakami et al., 2004; Oganov and 
Ono, 2004; Iitaka et al., 2004]. Straight away Oganov 
and Ono [2004] identified this new dense polymorph of 
MgSiO3 as isostructural with the layered perovskite‐
related compound CaIrO3, first described by Rodi and 
Babel [1965] and later refined by Hirai et al. [2009]. 
The nature of the post‐perovskite material, with a layered 
structure and anisotropic elastic properties, was quickly 
invoked to explain a number of the complexities associated 
with the D″ region above the core mantle boundary. 
The  Clapeyron slope of the perovskite–post‐perovskite 
transition, and predicted seismic velocities of  post‐
perovskite, suggest that this transition occurs in the 
Pacific rim region of D″ [Shim, 2008].

Needless to say, interest in calcium iridate and its 
structural family blossomed with the discovery of the 
magnesium silicate member. Knowing that the structure 
itself was of geophysical interest led to a number of studies 
of  its intrinsic behavior, best achieved by investigating 
the compounds that are stable (or at least metastable) at 
ambient conditions. The origins and nature of  the 
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anisotropy of physical properties of the post‐perovskite 
structure was one of the early foci of investigation, with 
Swainson and Yonkeu [2007] explaining the anisotropy in 
terms of the connectivity of layers and freedom for rigid 
unit mode buckling of those layers. The thermochemical 
properties of CaIrO3 were also subject to scrutiny, with 
compressibility and thermal expansion reported by 
Martin et al. [2007a,b], Boffa Ballaran et al. [2007], and 
Aguado et al. [2012]. The behavior of optical phonons 
and the mode gruneisen parameters for the structure were 
also measured on the CaIrO3 analog material [Hustoft 
et al., 2008].

Other analog compounds with the same structure as 
CaIrO3 and post‐perovskite were also the subject of 
renewed scrutiny. The large range of materials that adopt 
the perovskite structure (see below) made for a fertile 
hunting ground in which to explore the crystal chemical 
controls on the transition between perovskite and CaIrO3‐
type structures. One of the earliest analog studies was 
that on NaMgF3 fluoride perovskite, which was observed 
to transform to post‐perovskite at more modest pres-
sures, for example [Liu et al., 2005]. Thus far, over 20 
materials have been reported with the post‐perosvkite 
structure including Ca1‐xNaxIrO3 [Ohgushi et al., 2006], 
CaRhO3 [Yamaura et al., 2009], NaIrO3 [Bremholm et al., 
2011], CaRuO3 [Shirako et al., 2011], MgGeO3 [Hirose 
et al., 2005], NaZnF3 [Yakovlev et al., 2009], and NaCoF3 
and NaNiF3 [Lindsay‐Scott et al., 2014]. Phases such as 
CaPtO3 may be synthesized at low pressure and have been 
investigated extensively as a function of pressure and 
temperature [Hunt et al., 2013], but it has been suggested 
that the fluoride post‐perovskites, although typically 
requiring high‐pressure synthesis, may be better analogs 
of MgSiO3 than iridate, platinate, ruthenate, or rhodinate 
post‐perovskites [Dobson et al., 2011].

The nature of the phase transition between the perovs-
kite‐structured compounds and their post‐perovskite 
polymorphs was recognized as important not only in 
understanding the possible occurrence of MgSiO3 post‐
perovskite under the conditions of the likely geotherm at 
the base of the mantle but also in terms of the possible 
origins of anisotropy, which can be linked to the seismi-
cally anisotropic properties of D″. Texture development 
on phase transformation has been seen in a number of 
the analog phases with CaIrO3 structure, including 
CaIrO3 itself. Understanding texture development and its 
role on lower mantle anisotropy depends upon character-
izing the slip mechanisms in post-perovskite.

Deformation experiments on MgSiO3 post‐perovskite 
are experimentally challenging as it is only stable at very 
high pressure and is not quenchable. Initial deformation 
experiments were carried out on CaIrO3 itself  [Miyajima 
et al., 2006b], since slip systems can be identified in 
the TEM. Sheared samples were also recovered and their 

texture analyzed by electron back‐scattered diffraction 
(EBSD) [Yamazaki et al., 2006; Walte et al., 2007]. All of 
these investigations indicated that (010)[100] was the 
dominant slip system in CaIrO3. Further in situ radial 
diffraction performed on CaIrO3 held in the diamond 
anvil cell confirmed this conclusion [Miyagi et al., 2008]. 
Work on other post‐perovskite analog systems came up 
with differing conclusions, however, leading to the con-
clusion that the dominant slip system was a function of 
the chemical composition of the analog phase, rather 
than simply of the structure itself. Work has been con-
ducted to characterize the slip in Mn2O3, MnGeO3, and 
MgGeO3 analogs in addition to CaIrO3 [Santillán et al., 
2006; Hirose et al., 2010; Merkel et al., 2006]. Slip on 
(010) and (100) was reported for Mn2O3 [Santillán et al., 
2006] and on (001) for MnGeO3 [Hirose et al., 2010]. 
These observations demonstrate the caution with which 
one must approach the application of results from analog 
experiments. Finally, in situ diamond anvil cell (DAC) 
experiments by Miyagi et al. [2010] on strongly textured 
MgSiO3 itself, using radial diffraction, suggested (001)
[100] slip. However, even this suggestion has been thrown 
open to further discussion with the possibility that some 
of the textures observed are the result of transformation 
texturing rather than dislocation glide. Miyagi et al. 
[2011] explored this possibility further using MgGeO3 
analog post‐perovskite, which showed predominant slip 
on (001)[100], as seen in MgSiO3. They also found similar 
transformation texturing in MgGeO3 and MgSiO3, dem-
onstrating the robustness of MgGeO3 post‐perovskite as 
an analog phase. This echoes earlier indications that 
germanates are good crystal chemical analogs for silicates 
[Navrotsky and Ross, 1988] as well as the most recent 
results for CaGeO3 [Nakatsuka et al., 2015]. Pleasingly, 
the suggested (001) slip plane for post‐perovskite would 
explain the observed seismic anisotropy in D″ with VSH 
>VSV and an anticorrelation between P and S waves 
[Miyagi et al., 2011].

8.3.2. From Perovskite to Bridgmanite

The mineral perovskite, CaTiO3, lends its name to the 
entire family of ABX3 structures first determined by 
Megaw [1945]. At room temperature and ambient 
pressure CaTiO3 perovskite is isostructural with MgSiO3 
bridgmanite, the principal component of  the lower 
mantle and by far the most abundant terrestrial silicate. 
With Pbnm space group and octahedral tilts about two 
axes, the structure is characterized by distortion away 
from the cubic ABX3 aristotype. In view of the experi-
mental difficulties associated with the in situ study of 
MgSiO3, an alternative approach that has long been 
adopted in understanding its behavior has been to inves-
tigate the high‐temperature behavior of analogous phases 
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that are more tractable experimentally. The fluoride per-
ovskite neighborite, NaMgF3, also displaying Pbnm sym-
metry, has received much attention in this regard [e.g., 
Zhao et al., 1993]. As well as being isostructural, CaTiO3 
also shows the same twinned microstructures as those 
found in MgSiO3. For CaTiO3, these are thought to be 
associated with transitions from its Pbnm room tem-
perature structure via a tetragonal intermediate to the 
high‐temperature cubic phase, although such transitions 
are not expected in MgSiO3, where twinning may be 
inherited from crystal growth or subsequent deformation. 
The multiple ferroelastic phase transitions seen in CaTiO3 
perovskite as a function of temperature [Redfern, 1996] 
are not, however, replicated in bridgmanite in the lower 
mantle.

The lack of identical phase transformation behavior in 
perovskite and bridgmanite has not, however, negated its 
use in other applications. There are well over 200 reported 
compounds in the perovskite family of structures, with 
another considerable selection of fluoride perovskites 
and most recently a growing number of organometallic 
halide perovskites (with applications in photovoltaics). 
To review all instances of the application of perovskites 
as analog materials to the lower mantle is beyond the 
scope of this chapter, but some selected examples follow.

Karato and Li [1992], for example, carried out high‐
temperature creep experiments on polycrystalline CaTiO3 
to assess the sensitivity of diffusion creep to grain size. 
Interestingly, they also noted that creep rate is enhanced 
by the transition from orthorhombic to tetragonal on 
heating. While this could be attributed simply to the 
increase in temperature needed to transform to tetragonal, 
it is also likely that the tetragonal, higher entropy, phase 
will display increased diffusion due to the Hedvall effect 
[Sartbaeva et al., 2005]. Karato et al. [1995] also used 
rheological CaTiO3 experiments to explain the absence of 
anisotropy in much of the lower mantle (above D″), while 
Poirier et al. [1983] had earlier employed KZnF3 perovs-
kite as an analog to estimate the material’s control on the 
viscosity and conductivity of the lower mantle. Other 
early attempts to understand the rheological properties 
of bridgmanite include the study of ferroic titanate mate-
rials such as BaTiO3 [Beauchesne and Poirier, 1989], 
SrTiO3 [Wang et al., 1993] as well as CaTiO3 [Li et al., 
1996], and even aluminate YAlO3 [Wang et al., 1999]. 
More recently Zhao et al. [2012] investigated the rheologi-
cal implication of the transformation of ringwoodite to 
bridgmanite plus periclase using a Co2TiO4 analog for 
magnesium silicate spinel. Their results suggested that 
ringwoodite breakdown results in a fine‐grained inter-
growth structures that flow by dislocation creep, resulting 
in a strengthening (potentially) in a down‐going slab. 
The observations of deformation mechanisms on analog 
perovskites were reconciled to those of bridgmanite by 

Cordier et al. [2004] who noted that the creep laws shear 
parallel to the (pseudo‐)cubic <110> direction for different 
widely varying perovskite analogs converge into a single 
trend. This is assumed to reflect dislocation glide, and 
Cordier et al. [2004] proposed that titanate and niobate 
perovskite analogs could provide useful information 
about the high-temperature rheology of bridgmanite.

While analogs have been employed extensively for 
experimental study of plastic deformation behavior and 
rheological properties under high strain, perovskite analogs 
have also shown their utility in indicating possible origins 
for viscoelastic responses in the lower mantle. Harrison 
and Redfern [2002] and Harrison et al. [2003, 2004] identi-
fied domain wall movements as a source of anelasticity in 
twinned low‐symmetry perovskites including Ca1‐xSrxTiO3 
Pbnm analogs. While their ambient pressure results could 
not be applied directly to the behavior of MgSiO3 in the 
lower mantle, they did highlight the possibility of such 
effects, which are currently beyond the scope of high‐P/T 
experimental methods. These studies also demonstrated 
the importance of  oxygen point defect vacancies on 
controlling the mobility of twin domain walls, highlighting 
the need to better understand the activation volumes for 
diffusive motion of such point defects, if  extrapolations 
to lower mantle conditions are to be made [Goncalves‐
Ferreira et al., 2010].

Some of the earliest examples of the use of analogs in 
an attempt to understand the behavior of perovskite in 
the deep mantle include that of Ringwood and Seabrook 
[1963] who noted the value of studying germanates to 
replicate the high‐pressure behavior of silicates. Navrotsky 
and Ross [1988] ran with this concept in their accumula-
tion of thermochemical data on the germanate analogs. 
Andrault et al. [1996] extended that work to investigate 
the high‐temperature behavior of CaGeO3 and SrGeO3 
perovskites, defining the limits of their metastability 
under laboratory conditions. Aside from germanates, 
stannates have also been proposed (another group with 
strong isostructural resemblance to bridgmanite) as good 
analogs, especially CaSnO3 [Redfern et al., 2011; Tateno 
et al., 2010] since it shows quasi‐harmonic behavior with no 
indication of structural instability away from the Pbnm 
structure, akin to MgSiO3. Anelastic effects in stannate 
perovskites were investigated by Daraktchiev et al. [2005] 
and suggest that orthorhombic twinned MgSiO3 may 
show similar viscoelastic behavior, although the effect of 
pressure on the relaxation strengths and relaxation times 
of such processes remains unknown.

It seems likely that analogs of bridgmanite will continue 
to be employed to answer questions that in situ techniques 
cannot yet easily address. These include measurement of 
transport properties, understanding the role of  spin 
transitions on conductivity (for example) within the 
perovskite structure, and understanding the general crystal 



108 DEEp EArth

chemical controls on properties for Earth materials with 
variable (and potentially heterogeneous) composition. 
In many cases, the results from analogs provide the first 
steps in understanding the general physical response of 
materials, of relevance to planetary interiors generally.

8.4. conclusIons

The ability to measure nonequilibrium properties such 
as viscoelasticity and transport properties at the conditions 
of the lower mantle and deeper remains challenging, 
if  not unattainable at present. In these circumstances, 
although experiments on synthetic bridgmanite, for 
example, over a range of controlled chemistries can be 
made, the opportunities afforded by methods such as 
dielectric loss spectroscopy, mechanical spectroscopy, 
and more challenging techniques such as neutron inelastic 
scattering, demand the use of analog systems still.

A further advantage of the use of analog materials is 
the ability to separate out potential controlling variables 
and factors by isolating chemical variation (through the 
use of  synthetic analogs), microstructural variation 
(for example, comparing polycrystalline samples against 
single crystals), and by control of external fields such as 
pressure, temperature, and stress in ways that are not 
possible under extreme conditions. In a similar manner to 
the use of computational methods to elucidate and solve 
mineral physics problems, so the use of  analogs can 
provide fresh insights into the real natural systems of 
interest. Their limitations must be understood, of course, 
but it is likely that their use will continue for some while 
yet, bringing new understanding of the behavior of the 
deep Earth through the opportunities that they afford.
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9.1. IntroductIon

Materials scientists and mineral physicists are apt to 
view the main geophysical properties of Earth—density, 
P‐ and S‐wave speed—as tabulated values with uncer­
tainties given at a specified confidence level. Dziewonski 
and Anderson’s [1981] preliminary reference Earth model 
(PREM) is one such tabulation, but another is the AK135 
model of seismic wave speeds [Kennett et al., 1995] aug­
mented with a companion density model [Montagner and 
Kennett, 1996]. Yet neither of these models provide point­
wise uncertain ties, and they deviate significantly in parts 
of Earth that one would assume are well characterized: for 
example, the crust at 15 km ((ρ,VP,VS) = (2.60, 5.80, 3.20)PREM 
vs.  (2.72, 5.80, 3.46)AK135) or the top of the inner core 
((12.76, 11.02, 3.50)PREM vs. (12.70, 11.04, 3.50)AK135). The 

 dis crepancies stem from not only the type of data used 
in  the model but also the nature of  the observational 
constraints.

The core contains both solid and a dominantly iron 
and nickel liquid ( 90 wt %) but with a minor amount 
of  light elements that are extremely important for the 
evolution of the planet and the generation of its magnetic 
field. The inference by Birch [1952] that the core was 
not  pure iron was based on the bulk sound speed (VP 
in  a  liquid)–density systematics on shocked materials 
throughout the liquid core. Subsequently the pressure‐
density systematics in static compression (by, e.g., diamond 
anvil experiments) have been invoked in support of light 
alloying elements in the core [Jephcoat and Olson, 1987]; 
Hirose et al. [2013] is a survey containing more recent 
developments. This is, however, a different type of constraint 
due to the need for a model to account for the effect of 
temperature and its applicability over only the more limited 
pressure and temperature range of the inner core itself.

Ground Truth: Seismological Properties of the Core

George Helffrich
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Earth’s core is dominantly made of  iron‐nickel metal alloyed with perhaps 10 wt % lighter, lower atomic 
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The inner core’s anisotropy—directionally dependent 
wave speed—is another property that might be used to 
infer the composition of the inner core to solve the light 
element identity puzzle. The anisotropy in the core was 
first suggested after an analysis of travel times of inner 
core seismic wave arrivals by Poupinet et al. [1983], and 
later confirmed by more detailed studies [Morelli et al., 
1986; Woodhouse et al., 1986; Creager, 1992; Tromp, 
1993; Beghein and Trampert, 2003]. The core’s anisotropy 
seems to be cylindrically symmetric but its intensity 
varies quasi‐hemispherically in the inner core [Tanaka 
and Hamaguchi, 1997]. The gross pattern of anisotropy 
is  suggestive of  wave speed variation governed by 
symmetries due to crystal structure. Thus minerals 
(or  solid solutions between end‐member minerals) 
crystallizing in a particular point group might be selected 
for candidacy based on symmetry principles, leading to 
further constraints on composition.

These four themes—uncertainty, model variability, the 
virtues of solid vs. liquid properties, and composition—
will be the focus of this contribution. Their elaboration 
will hopefully help present and future investigators of the 
physical state and composition of the core understand 
the problems associated with certain types of data and to 
focus experimental work on avenues of research providing 
tight observational constraints on the core’s character.

9.2. Models And dAtA

The most often‐used model for geophysical proper­
ties  (density and seismic wave speeds) is the PREM 
[Dziewonski and Anderson, 1981]. This model was derived 
from astronomical estimates of Earth’s mass and principal 
moment of inertia, observed eigenperiods of the free 
oscillations of Earth excited by large earthquakes, by 
long‐period surface wave dispersion (frequency‐dependent 
velocities), and to a much lesser extent by regionally 
averaged body wave travel times whose trends with epicentral 
distance, rather than their values, are fit. Thus body wave 
travel times are not well reproduced owing to a constant 
offset from the actual travel times, but the shapes of the 
travel time curves with epicentral distance are.

In contrast, AK135 [Kennett et al., 1995] is purely a 
body wave model. Taking the body wave derived VP and 
VS as given, the philosophy of Montagner and Kennett 
[1996] is to find a density (and radial attenuation) profile 
that reproduces the free oscillation periods, which, they 
showed, are sensitive to these parameters. Most of the 
normal‐mode observations may be fit this way (with a few 
notable exceptions). The main outcome of this approach 
is an unusual density trend in the shallow mantle (where 
the density decreases with depth in a limited range) and 
in the mantle above the core. Figure 9.1 shows the density 
and wave speed profiles for the two models, showing how 

emphases on different data lead to differing views of the 
deeper structure of Earth.

It is only the spheroidal normal modes that are sensitive 
to density; body wave travel times are not. Hence each 
model’s solution for density must involve normal‐mode 
data. A modelling philosophy that accords primary 
importance to the mode data will yield a density model 
different from one that emphasizes body wave travel times 
and that subsequently fits mode data.

Whatever the observable, its connection to structure—
for example, the wave speed at a particular radius v(r)—is 
indirect. The relationship generally is an integral one over 
structure. For example, the dependence of a body wave 
travel time T on wave speed v = v(r) is
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where r is radius and p is the horizontal slowness  
(a constant related to the take‐off  angle of the wave from 
the source to a particular receiver [Shearer, 2009]). While 
T can be observed with an uncertainty σT of  around 10 
parts per million (ppm), the uncertainty on the structural 
parameter σv is both model dependent [equation (9.1) does 
not depend linearly on v so is not easily solved for] and 
larger, around 10,000 ppm.

Masters and Gubbins [2003] showed that formal uncer­
tainties for density, in particular, may only be applied to 
integral averages over a range of radii, essentially to the 
left‐hand side of equation (9.1). The averaging lengths arise 
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from the shapes of the eigenfunctions associated with 
each oscillation frequency (Figure  9.2). By selectively 
combining eigenfunctions of well‐observed normal 
modes to forge a profile approximating a boxcar of  a 
specific radial width, the average properties may be 
constrained well at a particular confidence level. Masters 
and Gubbins [2003] compiled these constraints, shown in 
Figure  9.3 for density; similar results are available for 
P‐and S‐wave speeds with correspondingly narrower 
averaging widths due to the plethora of modes (spheroidal 
and toroidal) that constrain them. The figure shows that 

at the 0.5% uncertainty level the density is only known 
as  an average over 400 km radius at Earth’s center. On 
the other hand, at the 10% level, its average is known over 
200 km. The figure also implies that at the 0.5% uncertainty 
level one only knows the average density over 300 km at the 
inner core boundary (ICB). Thus the precise density jump 
at the ICB is not known. In order to obtain this value at the 
0.5% uncertainty level, one must seek an average density 
over a region confined to the inner core, extrapolate that 
average density from its midpoint to the ICB with some 
model, then seek an average density over a region confined 
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to the outer core, extrapolate that from its midpoint to the 
ICB with some model, and then take the difference. Thus 
the jump will include the joint uncertainties of the individ­
ual estimates and the systematic uncertainty of the extrap­
olation method to either side of the ICB. The value of the 
density jump one effort provides is 820  180 kg/m3 – a joint 
uncertainty of 20% [Masters and Gubbins, 2003].

9.3. core WAve speed Models

AK135 and the PREM are probably the most widely 
used geophysical models for Earth, but their philosophies, 
and thus their radial structure, are different (Figure 9.1). 
If  we confine ourselves to the core the largest differences 
between them are at the top and bottom of the outer core, 
and within the inner core. These regions are, unfortunately, 
of the highest interest to contemporary investigators of 
deep Earth constitution and processes because their 
properties constrain the core’s composition [Deng et al., 
2013; Fiquet et al., 2009], the manner and rate of inner 
core growth [Gubbins et al., 2008; Nimmo et al., 2004], the 
energetics of driving the geodynamo [Gomi et al., 2013; 
Seagle et al., 2013; Pozzo et al., 2013], and the thermal 
evolution of Earth [Hirose et al., 2013; Labrosse et al., 
2007]. Thus, when choosing a model for comparison, 
one must have a clear justification for the preference for 
one over another. The PREM might be suitable for 
comparing mineral physics estimates of core material 
densities. AK135 might be suitable for comparing short‐
period seismic wave speeds in the inner core.

In addition to general differences between models, specific 
studies that target particular regions of the core show 
that the structure is not properly represented by either 
the PREM or AK135. Figure 9.4 shows a plot of wave 
speed differences from the PREM obtained from the 
results of  a few detailed studies of  the top and bottom 
of the outer core. All studies show a wave speed reduction 
near the top and bottom of the outer core relative to 
PREM, but not as much as AK135 (top) or IASP91 
(bottom). What to attribute these reductions to is as 
yet  unclear. Possibilities at the top of the core include 
thermal or chemical stratification [Kaneshima and 
Helffrich, 2013; Helffrich and Kaneshima, 2010; Hirose 
et al., 2013; Gubbins and Davies, 2013], core‐mantle reaction 
[Komabayashi, 2014; Buffett and Seagle, 2010], or relict 
layering from the time of Earth’s accretion [Helffrich, 
2014]. Thus deviations of observations from reference 
models yield key insights driving contemporary research 
efforts rather than simply representing differences in 
model‐building philosophy.

9.4. AnIsotropy And Inner core

In one notable area, Earth’s structural details are not 
represented well by any radial Earth model: the inner 
core. The second decade of the third millenium heralded 
a plethora of studies on various aspects of the inner 
core’s structure: wave speed and attenuation (the tendency 
to dampen propagating waves). The picture, still blurry 
in some aspects but of the same basic form suggested by 
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early results, is of a cylindrically symmetric medium with 
P‐wave speeds parallel to the spin axis 3% faster than 
equatorial speeds [Creager, 1992]. However the 1.4% 
hemispheric difference in wave speeds (east is 0.5% fast, 
west is 0.9% slow according to Tanaka [2012]) does not 
appear to be exactly hemispheric [Irving and Deuss, 
2011a] nor does the anisotropy appear to be uniform 
across hemispheres [Lythgoe et al., 2014]. These could 
represent variations in the fabric of  the core as it crys­
tallized or as it evolved with time, and if  borne out by 
further studies the details could become robust modeling 
constraints for core processes.

Anisotropy, however, is fiendishly difficult to interpret 
because it can arise in many different ways. One mentioned 
earlier is intrinsic anisotropy due to the crystal structure 
of the solid. Other ways are compositional layering or 
inclusions trapped in the solid (Figure 9.5), called shape‐
preferred orientation (SPO). Attenuation might be related 
to the presence of inclusions [Lythgoe et al., 2014; Cormier 
and Li, 2002], which could provide a good discriminant 
between anisotropy due to layering or inclusions. 
However, according to Tanaka [2012], there seems to be 
no clear link between the speed and the attenuation 
promised by some earlier studies. Thus one will be forced 
to invoke separate physical processes to explain wave 
speed variations and attenuation.

Anisotropy’s clearest imprint is upon shear wave arrivals. 
Birefringence in the anisotropic medium imparts different 
wave speeds to different shear wave polarizations, leading 
to two distinct arrivals [Silver and Chan, 1991]. We already 
know the gross anisotropic structure of the inner core, so 
in principle these observations should provide architectural 
constraints. They already do, in their effects on normal‐
mode eigenfrequencies [Woodhouse et al., 1986; Tromp, 
1993; Beghein and Trampert, 2003]. The most recent data 
analyses suggest that the outermost 275 km of the inner 

core is isotropic for shear waves [Irving and Deuss, 2011b]. 
Because the directional dependence of P‐wave speeds should 
arise from the same anisotropic structure (Figure  9.5), 
P  and S anisotropies are linked. The P anisotropy is 
best shown in the range of 100–500 km depth in the inner 
core [Creager, 1992]. Consequently, P anisotropy must be 
stronger than 3% if  confined to deeper than 275 km. 
This shows that there is clearly scope to incorporate body 
wave constraints and modern normal‐mode data compi­
lations [Deuss et al., 2013] into inversions for anisotropy.

Directly observing shear waves in the inner core is 
difficult since they cannot pass through the liquid outer 
core, however. An intriguing possibility is the use of 
PKJKP, the inner core shear wave arrival, to constrain 
anisotropy [Wookey and Helffrich, 2008]. Observations of 
PKJKP are rare and technically challenging, however 
[Shearer et al., 2011], and might never yield sufficient 
coverage of the inner core to provide robust constraints.

9.5. lIquId outer core

The liquid portion of the core comprises 65% of 
its  radius and 95% of its mass. While it seems to add 
needless complications to study liquid properties rather 
than solids—whose structures are fixed rather than 
fluid—the liquid portion’s properties actually dominate 
the behavior of  the core and offer a much broader 
pressure and temperature range for investigation. Due 
to the heterogeneity of the solid inner core and the prob­
lems interpreting its anisotropy, the observational liquid 
data provide a more straightforward target for physical 
property investigations.

The physical parameters governing the core’s properties 
are bulk modulus K and density ρ; VP

2 = K/ρ. Birch [1952] 
used the core’s VP and ρ to infer the presence of light 
alloying elements. Because the light element concentration 

Wavefront

Wavefront

Wavefront

Wavefront

Hard

Soft

Figure 9.5 How anisotropy arises due to layering or inclusion presence. A medium made from alternating layers 
of hard and soft material (left) responds differently to a wavefront compressing the medium from the right and 
from below. The response to the leftward‐moving wavefront is to transmit stress through the hard material, thus 
yielding faster wave speeds. The response to the upward wavefront is through the unavoidable soft material, lead-
ing to slower wave speeds. A medium with a fabric developed in soft inclusions (right) sees similar directional 
response to the impinging wavefronts.
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will be on the order of  1–10%, reasonably simple liquid 
models may be applied to gauge deviations from a refer­
ence liquid state, presumably pure liquid Fe (or Fe+Ni), 
approximated by PREM (Figure  9.4). Thus  one could 
parameterize deviations δVP from a liquid representing 
PREM’s outer core density and wave speed as

 V s C rP , (9.2)

where C, a solution to the spherical diffusion equation, 
represents the radius‐dependent concentration excess of 
a light element over the PREM and s is a scale factor 
converting the light element excess to wave speed. In this 
way Helffrich [2014] obtained empirical estimates of 
diffusion in liquid metal at core conditions and modeled 
light element excess at the top of the outer core [Helffrich, 
2015]. It remains a challenge to determine the precise 
mixture of iron + nickel + light elements that reproduce 
the PREM, but it allows progress to be made on two 
fronts simultaneously. The light element cocktail [the ρ(r) 
and VP(r) that match, say, the PREM] may be investigated 
separately [Helffrich, 2015] from the process that might 
act at the ICB or CMB to perturb wave speeds there 
(the deviations from the PREM; e.g., Buffett and Seagle 
[2010]).

9.6. conclusIons

Planetologists and mineral physicists seek geophysical 
models for the properties of planets in order to investigate 
their composition, mineralogy, and thermochemical 
evolution. The nature of the process involved in con­
structing a geophysical model involves subjective steps 
reflecting the builder’s judgment. Thus a user of a model 
should be aware of the philosophy underlying that model 
before applying it to a particular purpose.

The nature of  any geophysical observable is an integral 
over structure. The observables include seismic wave 
travel time, mass, and moment of  inertia. While an 
observable may be measured to high precision, mapping 
the observed quantity back into structure increases its 
uncertainty by a few orders of  magnitude. Only the 
integrated property is endowed with a well‐defined 
uncertainty. This frustrates comparisons, say, of  the 
experimentally observed density difference between 
solid and liquid iron to constrain the composition of  the 
core because there is no direct comparison to a geophysi­
cal observable. Rather, comparisons to the total mass of 
the inner core (an integral of  density structure over 
radius) or the average wave speed in some depth range 
(another integral of  velocity structure over radius) will 
lead to better constraints on models of  planetary 
constitution.
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Earth’s inner core is the innermost portion of our planet, 
spanning from 5150 to 6370 km depth (corresponding 
to pressures between 330 and 364 GPa). Being that the 
direct sampling is still impossible (even though such a 
science fiction scenario has been envisaged [Stevenson, 
2003]), all the available information comes from remote 
sensing. In this context seismology plays a primary role, 
providing information on the evolution with depth of 
compressional and shear sound velocity (respectively VP 
and VS) and density (ρ). Nowadays core seismology is 
so advanced not only to allow the construction of one­
dimensional, radially averaged models, such as PREM 
(preliminary reference Earth model, [Dziewonsky and 
Anderson, 1981]), but also to permit discussion of more 
subtle aspects, such as lateral variation in seismic wave 

speed [Niu and Wen, 2001], and elastic anisotropy (seismic 
waves travel faster along the polar path than in the equato­
rial path [Morelli et al., 1986]) or its hemispherical variation 
[Deuss et al., 2010] (refer to Chapter 9 for more details). All 
these observations point out the complex nature of the 
inner core that, to be interpreted, calls for knowledge of 
the physical properties of the constituent material.

Different lines of  evidence, from the analysis of  mete­
orite compositions and Earth’s differentiation models, 
to comparison of  shock compression measurements 
with seismic observations, put forward the notion that 
iron (Fe) is main constituent of the Earth’s core. Cosmo­
chemical arguments suggest that few weight percent 
(wt %) nickel is likely alloyed to iron, and, since Birch’s 
pioneering work [Birch, 1952] it is clear that elements 
lighter than Fe­Ni alloys are present in the liquid outer 
core. The density mismatch in the case of  the solid 
inner core is less than for the outer core, and if  by now 
the fact that pure Fe is too dense with respect to seismic 
models is well established (see Figure 10.1), the accurate 

Physical Properties of the Inner Core

Daniele Antonangeli

10

AbstrAct

In this chapter we will address some of the physical properties of solid iron and iron alloys at high pressure and 
high temperature directly relevant for the interpretations of seismic observations and for the modeling of Earth’s 
inner core. Conceivably, density is the most important physical quantity needed for core modeling. The density 
difference between pure iron and seismic models is a very strong indication of the presence of light elements 
alloyed to iron in the inner core. Compressional and shear sound velocities are crucial as two of the few quantities 
directly comparable with seismic observations. Comparison of velocity vs. density systematics with inner core 
models provides stringent constraints on the nature and abundance of  light elements. The detailed knowledge 
of  single‐crystal elasticity, together with the developed texture, is needed to understand seismic anisotropy and 
hence inner core structures (e.g., hemisphericity, possible existence of innermost core). Thermal conductivity is a 
central parameter for modeling the geodynamo and is essential to constrain the heat budget and thermal history 
of the core and hence its secular cooling, its age, and the crystallization rate.

Institut de Minéralogie, de Physique des Matériaux, 
et de Cosmochimie (IMPMC), UMR CNRS 7590, Sorbonne 
Universités – UPMC, Paris, France



122 DeeP earth

quantification of this density deficit is still the object of 
active research.

More generally, the most stringent constraints on the 
nature and constitution of Earth’s core are provided by 
comparison of seismic observations with experimental 
determination, or ab initio calculations, of the physical 
properties of candidate materials (Fe and Fe alloys) at 
relevant pressure (P) and temperature (T) conditions. 
Inner core pressures are relatively well constrained and 
range from ~330 GPa at the inner core–outer core bound­
ary (ICB) to ~364 GPa at the center of Earth. Conversely, 
temperature is still largely debated, with proposed values 
going from 4000 to 7000 K at ICB (see Chapters 1 and 2 
for more extensive discussion). Recent years witnessed 
an impressive improvement in static high  pressure, high‐ 
temperature experimentation as well as ab initio calcula­
tions (see Hirose et al. [2013] for a recent review). While 
current experimental capabilities allow to cover the P‐T 
range of the entire core [Tateno et al., 2010], infor mation 
is basically limited to the phase diagram, and even the 
density determination at such extreme thermodynamic 
conditions is still a challenge. Only recently experimental 
work got to a consensus [e.g., Tateno et al., 2010, 2012; 
Sakai et al., 2011], advocating that the hexagonal closed‐
packed (hcp) crystalline structure is likely adopted by Fe 
and relevant alloys at the P‐T conditions of the inner core 
(please refer to Chapter 5 for an extensive discussion).

Among the physical properties of interest, certainly 
sound velocity and density are of critical importance as 

some of the few quantities that can be directly compared 
with seismic observations. Selected experimental and 
computational results obtained for pure solid Fe are illus­
trated in Figure  10.2. VP measured for hcp Fe under 
static compression at ambient temperature extrapolates 
somewhat higher than PREM, while the extrapolation 
of  shock data obtained on solid Fe is below PREM, thus 
suggesting that anharmonic effects at high temperature 
might be significant. Indeed, within the limit of  a quasi‐
harmonic approximation, the phonon energies (and 
hence the sound velocities) are expected to only depend 
upon volume (or density) irrespective of the specific P‐T 
conditions. Eventual temperature effects at constant 
density are thus due to nonharmonic terms in the intera­
tomic potential, and a quantitative assessment beyond a 
quasi‐harmonic approach (the linear VP‐ρ relation often 
referred to as “Birch’s law”) is still the object of both 
experimental and theoretical study [e.g. Lin et al., 2005; 
Antonangeli et al., 2008, 2012; Sha and Cohen, 2010a, 
2010b, Ohtani et al., 2013; Martorell et al., 2013a]. On 
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Figure 10.1 Density‐pressure relationship for pure hcp‐Fe in 
comparison with PREM. The thick solid line is the 3rd order 
Birch‐Murnaghan fit to experimental data at high pressure and 
ambient temperature [Sakai et al., 2014], extrapolated as thin 
solid line. High temperature effects (red dashed lines) are 
estimated applying to the 300 K data the relative correction 
obtained by ab initio modeling [Dewaele et al., 2006]. PREM 
values for the Earth’s inner core are plotted as crosses.
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Figure 10.2 Compressional (VP) and shear (VS) sound velocity 
for pure solid hcp‐Fe as a function of density. PREM is shown as 
crosses. Filled black points are selected experimental data 
obtained under static compression at ambient temperature (for 
an extensive discussion please refer to [Antonangeli and Ohtani, 
2015]): solid circles ‐ VP [Mao et al., 1998; Crowhurst et al., 2004; 
Antonangeli et al., 2004a, 2012; Ohtani et al., 2013; Decremps 
et al., 2014]; solid squares ‐ VS [Mao et al., 1998; Crowhurst 
et al., 2004; Gleason et al., 2013; Murphy et al., 2013]; open 
circles are results from shock‐wave measurements along the 
Hugoniot (not reduced to 300 K) [Brown and McQueen, 1986]. 
Solid lines are linear extrapolations of the experimental results. 
Results of ab initio calculations at inner core density and 6700 K 
(but P~250 GPa) are plotted as orange dots [Sha and Cohen, 
2010a], while calculations at 360 GPa and 7000 K (7250) are 
plotted as blue (dark cyan) dots [Martorell et al., 2013a].
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qualitative grounds, high‐temperature effects are expected 
to be more relevant for VS than VP and potentially become 
very relevant close to the melting. It is not accidental then 
that the difference between extrapolated measurements 
and PREM is much larger for VS. However, recent calcu­
lations suggest that velocities of pure Fe might become 
comparable with PREM for temperatures approaching 
7000 K [Sha and Cohen, 2010a; Martorell et al., 2013a]. 
Light elements are still required, though, due to pressure/
density mismatch. Actually, pure Fe can attain PREM 
values for densities and velocities, but for P ~ 250 GPa, 
so at pressures much lower than those of the core [Sha 
and Cohen, 2010a]; alternatively, core velocities can be 
achieved at P ~ 360 GPa, considering strong premelting 
effects [Martorell et al., 2013a], but for densities much 
higher than PREM. Closely related to sound velocities, 
the elastic properties of hcp Fe, together with lattice 
 preferred orientations, are needed to model the elastic 
response of the aggregate and hence interpret the 
observed core seismic anisotropy.

Given these premises, current research activity focuses on 
extending the pressure range of direct velocity determina­
tions (currently limited to ~170 GPa [Ohtani et al., 2013]), 
on assessing anharmonic effects at core temperatures (so 
far almost exclusively investigated by calculations, with 
experiments limited to 1700 K [Lin et al., 2005]) and on 
quantifying effects of inclusions, be these nickel and/or 
light elements.

Arguments based on core differentiation models, cos­
mochemical abundances, chemical affinity, and volatility 
suggest silicon, oxygen, sulfur, carbon, and hydrogen as 
most likely light elements alloyed to Fe in Earth’s core. 
Systematic X‐ray diffraction studies of the pressure‐volume 
(P‐V) relation on Fe alloy end members [e.g., Sata et al., 
2010], in comparison with pure‐Fe and seismic models, 
allow estimating effects of light element inclusion on den­
sity and compressibility, thus providing basic constraints 
on the potential abundance of each element. The physical 
properties of  end members can be obtained as well by 
ab initio calculations [e.g., Alfè et al., 1999; Caracas and 
Wentzcovitch, 2004; Ono et al., 2008]. Stringent tests on 
these predictions come from experiments on samples of 
more realistic compositions [e.g., Hirao et al., 2004; Sakai 
et al., 2014] and ternary alloys [e.g., Asanuma et al., 2011; 
Sakai et al., 2012], whose treatment by ab initio methods 
is still a challenge. Addition of  high temperature is a fur­
ther, but necessary, experimental complication, and very 
few results exist on P‐V‐T relations on Fe alloys at 
megabar pressures [e.g., Seagle et al., 2006, Fischer et al., 
2014]. The quantitative assessment of light element con­
tent on the basis of PREM density matching is currently 
limited by the necessary extrapolations (which in turn 
depend upon on the choice of the equation of state; see 
Stacey and Davis [2004] for a review on the subject) and 

from the lack of a precise knowledge of the inner core tem­
perature. There is indeed an evident trade‐off between the 
amount of light elements and inner core temperature, with 
the less impurity needed the higher is the temperature. 
While openly not conclusive, many studies put forward the 
possibility of silicon being the most abundant light ele­
ment in the inner core, with a maximum amount estimated 
by ideal mixing models in 4–8 wt % [Lin et al., 2003a; 
Asanuma et al., 2011; Fischer et al., 2014] (see Figure 10.3).

Density, however, is less precisely determined by seismic 
observations than sound velocities. Thus, tighter constraints 
on inner core compositional models can be obtained 
considering the velocity vs. density systematics of candidate 
alloys in comparison with seismic models. Sound velocity 
measurement of  opaque, metallic samples under static 
compression is an experimental challenge, and very few 
results exist at simultaneous high pressure and high 
temperature. In fact, it is only with the advent of third­
generation synchrotron sources and the development of 
inelastic scattering techniques in conjunction with the 
use of  diamond anvil cells that systematic experiments 
on iron and iron alloys at megabar pressures became 
possible. Among the most used techniques we can men­
tion nuclear resonant inelastic X‐ray scattering (NRIXS) 
[Mao et al., 2001] and momentum‐resolved inelastic X‐ray 
scattering (IXS) [Fiquet et al., 2001]. Systematic studies 
on polycrystalline samples compressed in diamond anvil 
cells have been conducted coupling IXS for compres­
sional velocity measurements with X‐ray diffraction for 
density determination. Early experiments focused on 
end members: FeSi, FeO, FeS, FeS2, Fe3C, and FeH 
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Figure  10.3 Extrapolations to core pressures of the density‐
pressure relationship for pure hcp‐Fe (in red, after Sakai et al., 
2014 and Dewaele et al., 2006) and Fe‐Si alloy with 9 wt.% 
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[e.g., Fiquet et al., 2008; Shibazaki et al., 2012]. While 
none of  these alloys proven to be compatible with seis­
mic observations, with pure Fe still the closest match, 
these data sets can be used to estimate VP and ρ of a model 
alloy considering an ideal binary mixing model. The so‐
obtained inner core compositional model argues in favor 
of silicon as the most likely major light element alloyed to 
iron to an amount of 2–3 wt % [Badro et al., 2007].

This type of analysis provided very important indica­
tions, but the resulting core models [e.g., Badro et al., 
2007] are based on a series of approximations: (i) the 
sound velocities were measured over a quite limited pres­
sure range (up to ~100 GPa vs. 330–360 GPa of inner 
core) and linearly extrapolated with density; (ii) the 
effects of temperature were not explicitly considered, 
within the limit of a quasi‐harmonic approximation, 
where sound velocities are expected to linearly depend 
upon density, independently of  specific pressure and 
 temperature conditions; (iii) the ideal mixing behavior to 
estimate the velocity as a weighted average of velocities 
measured on end members has never been tested; (iv) the 
effect of nickel inclusion was considered negligible; and 
(v) the comparison with seismic models was limited to the 
only Vp and ρ, without considering VS.

To validate and refine these predictions we can then 
look at both compressional and shear sound velocity 
determinations, considering experiments and calcula­
tions on alloys of more realistic compositions (see 
Figure 10.4). Parallel velocities and density measurements 
up to 108 GPa on a ternary Fe‐Ni‐Si alloy, with 4.3 wt % 
Ni and 3.7 wt % Si, once extrapolated to core density and 
corrected for anharmonic effects at high temperature esti­
mated by ab initio calculations, suggest that main seismic 
observables, VP, VS and ρ can be matched by an Fe alloy 
with 4–5 wt % Ni and about 2 wt % Si for an inner core 
temperature of 5000 K [Antonangeli et al., 2010]. The 
amount of light elements is however tightly linked to 
temperature, with light elements generally increasing 
sound velocity at constant density and anharmonic high‐
temperature effects reducing sound velocity. Thus, a 
significant effort is currently devoted to extending sound 
velocity measurements at simultaneous high‐pressure 
and high‐temperature conditions, but so far IXS meas­
urements are limited to 1100 K [Antonangeli et al., 2012] 
and NRIXS measurements to 1700 K [Lin et al., 2005] 
and results can be hardly extended to core temperatures.

Summarizing, on the basis of comparison between 
experiments and calculations on Fe and Fe alloys and 
seismic models, inner core VP, VS and ρ can be plausibly 
accounted for when considering an alloy in the Fe‐Ni‐Si 
ternary system. The exact amount of Ni is poorly con­
strained solely on the basis of elasticity, but inclusion 
around 4–5 wt % as proposed by cosmochemical and 
 geochemical models [see e.g., Poirier, 1994] seems 

 reasonable. Tighter constraints can be placed in the 
maximum amount of Si, which, even when considering 
the trade‐off  between light element inclusion and core 
temperatures, is very unlikely to exceed 8 wt % (Fe‐Si 
alloys with more than 8 wt % Si seem to have ρ too low 
and VP too high with respect to seismic models as illus­
trated in Figures 10.3 and 10.4), with an expected content 
around 3–4 wt % at 6000–7000 K, assuming silicon the 
only light element in the inner core.

So far we only considered the average properties of an 
ideal randomly oriented aggregate. If  this might be 
enough to constrain the bulk inner core composition, the 
seismic observation of lateral variation in sound velocity 
propagation and the seismic anisotropy call for more 
elaborate models, which in turn require the knowledge 
of (i) the single crystalline elastic tensor of core material; 
(ii) the texture of the aggregate, and (iii) the geodynamical 
mechanism producing the preferential alignment. In fact, 
since its original discovery [Morelli et al., 1986; Whoodhouse 
et al., 1986] seismic anisotropy was a major motivation 
for the study of elastic anisotropy in Fe and Fe alloys and 
prompted studies on the inner core dynamics proposing 
different generating mechanisms and textural models 
to  explain the seismological observations. Suggestions 
include texturing during solidification of the inner core 
[Bergman, 1997], plastic flow induced by the magnetic 
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Figure 10.4 Compressional (VP) and shear (VS) sound velocity 
for Fe‐Ni [measurements: Lin et al., 2003b; calculations: 
Martorell et al., 2013b], Fe‐Si [measurements: Lin et al., 
2003b; calculations: Tsuchiya and Fujibuchi, 2009] and Fe‐Ni‐
Si [measurements: Antonangeli et al., 2010] alloys with hcp 
structure as a function of density. PREM is shown as crosses. 
Dotted lines are linear extrapolations of the experimental 
results. The solid line is a reference for pure Fe (see Figure 10.2). 
Grey dots are estimations for a Fe‐Ni‐Si alloy with 4–5 wt.% Ni 
and 2 wt.% Si at 5000 K [Antonangeli et al., 2010].
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field in the outer core as it solidifies at the ICB [Karato, 
1993], large‐scale convective flow in the inner core [Yoshida 
et al., 1996; Jeanloz and Wenk, 1988], gravitational coupling 
with the mantle [Buffet, 1997], electromagnetic shear 
stresses [Karato, 1999; Buffet and Wenk, 2001], or inner 
core translation induced by simultaneous crystalliza­
tion and melting at opposite hemispheres [Monnereau 
et al., 2010; Alboussiere et al., 2010]. In the following we 
will mainly focus on the single crystalline elastic tensor of 
core material, mostly considering the case of pure Fe in 
the hcp structure, and invite the reader to see Chapter 7 
for more details on deformation and deformation 
mechanisms.

As mentioned, sound velocity measurements on metals 
at very high pressure and temperature are already critical 
in the simpler case of polycrystalline samples, and experi­
ments on single crystals are very limited in number as well 
as in P‐T range (~40 GPa and 1000 K) [Antonangeli et al., 
2004b, 2008]. From an experimental standpoint the case 
of iron is further complicated by the phase transition 
from the body‐centered‐cubic (bcc) to the hcp structure 
that iron undergoes around 13 GPa at ambient tempera­
ture, which so far has prevented experimentation on sin­
gle crystals above this pressure. Therefore, all experimental 
investigations have been conducted on polycrystalline 
samples. While, in theory, this does not preclude one from 
extracting single‐crystal tensor properties, in practice 
this  has proven to be a very difficult inverse problem. 
Pioneering results obtained on Fe up to 220 GPa [Mao et al., 
1998] were later recognized to be incorrect [Antonangeli 
et al., 2006] due to complications in data analysis arising 
from texture developed during compression, plasticity, 
and the approximations in the models relating radial 
X‐ray diffraction to elasticity [Merkel et al., 2006, 2009]. 
The developed lattice preferred orientations and the 
driving deformation mechanisms have been experimen­
tally probed and modeled [e.g., Wenk et al., 2000; Merkel 
et al., 2005], but how to overcome current limitations in 
extracting single crystal elastic properties is still the sub­
ject of intense research activity [e.g., Matthies et al., 2001; 
Merkel et al., 2009]. The actual shape of  the elastic 
anisotropy in hcp Fe (i.e., the dependence of the veloci­
ties on the crystal orientation) has yet to be measured 
as today, and has been only indirectly assessed by combined 
multitechnique approaches [Antonangeli et al., 2006; Mao 
et al., 2008]. Nonetheless, sound velocity measurements 
in highly textured hcp Fe show a VP anisotropy as large as 
3% already at 112 GPa [Antonangeli et al., 2004a], a mag­
nitude comparable to the cylindrical anisotropy reported 
by seismic observations, arguing against the need of an 
almost perfect alignment in the inner core invoked by 
early ab initio calculations [Stixrude and Cohen, 1995].

Ab initio methods are nevertheless the only way currently 
available to determine the full elastic tensor of hcp Fe. 

The validity of athermal calculations of the single‐crystal 
elastic moduli at high pressure has been proven by the 
overall good comparison between theoretical results and 
measurements on hcp crystal analogues to iron [Steinle‐
Neumann et al., 1999; Antonangeli et al., 2004b]. Indeed, 
calculations well reproduce the measured shape of the 
anisotropy, which seems to be a general feature of hcp 
transition metals at high pressure and is characterized by 
a sigmoidal form, with velocity faster along the c axis 
than in the basal plane. Calculations have however the 
tendency to underestimate the magnitude of the elastic 
anisotropy. Extension to simultaneous high‐P and high‐T 
conditions is not trivial, and the effect of temperature on 
the shape and magnitude of the anisotropy is still debated. 
Early calculations argued for an inversion in the sense of 
the anisotropy, with compressional acoustic wave prop­
agation faster in the basal plane than along the c axis 
[Steinle‐Neumann et al., 2001] as a consequence of a signifi­
cant increased c/a axial ratio at high temperature. Following 
calculations disproved these conclusions, showing that c/a 
varies only weakly with temperature [Gannarelli et al., 2005].
Still, high‐temperature effects, in particular approaching 
melting, are expected to be substantial [Martorell et al., 
2013a], and most recent theoretical studies point to a 
reduced anisotropy at core conditions, with hcp Fe 
possibly becoming almost isotropic [Vočadlo et al., 2009; 
Sha and Cohen, 2010b] (see Figure 10.5). Provided these 
results are correct, it seems very difficult to reproduce 
the 3% cylindrical anisotropy reported in seismology 
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Figure 10.5 Normalized compressional sound velocities (VP) 
for pure hcp‐Fe as a function of propagation direction with 
respect to the c‐axis. Orange line is after calculation at 13040 
kg/m3 and 6000 K (but P~250 GPa) [Sha and Cohen, 2010b]. 
Blue line is after calculations at 360 GPa and 7000 K (but 
ρ ~ 13530 kg/m3), conditions at which strong premelting effects 
are envisaged [Martorell et al., 2013a].
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publications (the global inner core anisotropy is likely 
many times smaller than of the single crystal) [Lincot et al., 
2014]. Unfortunately, the necessary experimental valida­
tion of the high‐temperature calculations has been so far 
only indirect, with measurement at relevant P–T condi­
tions limited to the c/a axial ratio [Tateno et al., 2010, 2012].

Among the other physical properties of iron and iron 
alloys of direct relevance for Earth’s inner core we can 
definitively mention thermal conductivity. The estima­
tion of inner core age, the out‐coming heat flux, and the 
adopted structure (localized portions with homogeneous 
composition and crystalline structure, but radically dif­
ferent elastic behavior, oriented solidification, different 
grain size, etc.) all critically depend upon thermal conduc­
tivity of constituent alloys. Various geodynamical models 
consider that a thermal convection within the inner core 
is still active nowadays [e.g., Deguen and Cardin, 2011; 
Cottaar and Buffett, 2012]. Therefore, knowledge of the 
thermal conductivity of core material under high‐pressure 
and high‐temperature conditions is crucial for the under­
standing of many fundamental planetary processes, from 
the dynamo to the thermal history and heat budget. 
Unfortunately, measurements of thermal conductivity at 
very high pressure are technically challenging, and exper­
imental data on iron and iron alloys, even indirect, are 
scant [Konopkova et al., 2011]. Electronic contribution to 
the total thermal conductivity in metals can be obtained 
from electrical resistivity measurements through the 
Wiedemann‐Franz law. While being formally a lower 
bound to thermal conductivity, it still provides a good 
approximation, as electronic heat transport is thought 
to  be the main heat transport mechanism in metals. 
Electrical resistivity data for Fe and Fe‐Si alloy exist up to 
100 GPa [Gomi et al., 2013] and serve a base to the esti­
mation of core thermal conductivity (refer to Chapters 3 
and 4 for a more extensive discussion).

In conclusion, in this chapter we briefly discussed some 
of the physical properties of solid iron and iron alloys at 
high pressure and temperature in relation to Earth’s inner 
core. Density is possibly the most fundamental quantity 
needed for core modeling. The density mismatch between 
pure Fe and seismic models is the most striking evidence 
calling for light elements in the inner core. Certainly 
density, together with compressional and shear sound 
velocities is crucial for the proper interpretation of seis­
mic data. Comparison of velocity vs. density systematics 
with inner core models provides the most stringent con­
straints on the nature and abundance of light elements 
alloyed to iron in Earth’s core, which in turn are related to 
some of the most fundamental open questions in Earth 
science: (i) Earth’s core composition and temperature 
profile, (ii) core‐mantle differentiation, (iii) the chemical 
interactions at the core‐mantle boundary, and (iv) the gen­
eration of Earth’s magnetic field. An accurate knowledge 

of single‐crystal elasticity and elastic anisotropy is needed 
to understand seismic anisotropy and hence inner core 
structures (e.g., hemisphericity, possible existence of 
the  innermost core). Thermal conductivity is a central 
parameter for modeling the geodynamo and is essential 
to constrain the heat budget and thermal history of the 
core and hence its secular cooling, its age, and the crystal­
lization rate.

Arguably, knowledge of the physical properties of iron 
and iron alloys at pertinent pressure and temperature 
conditions is the master key to the ultimate comprehen­
sion of the Earth’s core.
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11.1. IntroductIon

Earth’s outer core is molten, as inferred from the 
disappearance of seismic shear waves. It is widely believed 
that the outer core consists of an Fe-Ni (~5 wt %) alloy 
[McDonough and Sun, 1995] and contains ~10% of lighter 
elements, such as S, O, Si, C, and H [e.g., Poirier, 1994]. 
However, the specifics of the light elements in the outer 
core are still under debate. To constrain the core compo-
sition, the density and sound velocity of various liquid Fe 
alloys measured at high pressures and high temperatures 
are necessary to compare with the observed seismic data 
from the outer core. The dynamics of the molten outer 
core are influenced largely by its elastic and transport 
properties, such as density, viscosity, and thermal con-
ductivity. Convection currents in the outer core strongly 
influence the thermal history of  Earth’s interior and 
generate Earth’s magnetic field. Hence, the nature of the 
light alloying elements in the core and their effect on the 

physical properties are key to understanding the compo-
sition and dynamics of the outer core.

Recent technical advances can measure the elastic 
and transport properties of  liquid materials under high 
pressures, and novel theoretical calculations now pro-
vide liquid properties under extreme conditions. These 
results enable us to discuss further the effect of  pressure 
and composition on the physical properties of  liquid Fe 
alloys and to obtain a more precise view of  the outer 
core. In this chapter, the physical properties of  liquid Fe 
alloys, especially the elastic and transport properties, 
are reviewed, and the proposed compositional and 
dynamic models of  the outer core are discussed based 
on these properties.

11.2. densIty and compressIbIlIty 
of lIquId fe alloys

Three variables of pressure (P), temperature (T), and 
density (ρ) or specific volume (V), which are indispensable 
for understanding the structure and properties of Earth’s 
interior, are linked by an equation of state (EOS). The 
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abstract

The physical properties of liquid Fe alloys are important for understanding the characteristics of the molten 
outer core. The possible core composition can be constrained by matching the observed seismic data with the 
measured sound velocity and density of liquid Fe alloys. The transport properties of liquid Fe alloys strongly 
influence the convection behavior of the outer core. In this chapter, we review the latest results on the elastic 
(density, compressibility, and sound velocity) and transport (viscosity) properties of liquid Fe alloys obtained 
based on experimental and numerical approaches. Combining these results, we will then discuss the influence 
that alloying light elements have on the properties of liquid Fe and introduce the latest models of the outer core.
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third‐order Birch-Murnaghan (BM) EOS deduced from 
finite strain theory [Birch, 1947] is commonly used to 
express the compressional behavior of solid materials 
and can also be applied to liquid materials. We will con-
sider the density and compressibility of liquid Fe alloys 
using the BM EOS in this section.

11.2.1. Density and Compressibility of Liquid Fe

The density and compressibility of liquid Fe at high 
pressures has been studied using shock experiments [e.g., 
Brown and McQueen, 1986; Anderson and Ahrens, 1994] 
and ab initio calculations [Alfè et al., 2000; Pozzo et al., 
2013; Ichikawa et al., 2014]. The compressibility data of 
liquid Fe are listed in Table 11.1. The compression curve 
of liquid Fe is plotted in Figure 11.1 using the BM EOS. 
The pressure derivative of the bulk modulus of liquid Fe 
ranges from 4.66 to 6.65.

The measured adiabatic bulk modulus at ambient pres-
sure (K0S) or isothermal bulk modulus at temperature 
T (K0T) was corrected to K0,1973K to evaluate the reported 
compressibility of liquid Fe obtained over a wide pres-
sure range. The value of K0S was converted to K0T using 
the relationship

 K K TT S0 0 01/ , (11.1)

where γ0 is the Grüneisen parameter at ambient pressure 
and α is the thermal expansivity. A value of K0S = 109.7 
GPa was obtained from shock experiments [Anderson 
and Ahrens, 1994] and was converted to K0,1973K = 83.9 GPa 
using equation (11.1) with γ0 = 1.735 and α = 0.9 × 10–4 K–1 
[Hixson et al., 1990]. The isothermal bulk modulus at 
7000 K, K0,7000K = 24.6 GPa, was estimated from ab initio 
calculations based on the calculated density data up to 
420 GPa [Ichikawa et al., 2014], and gives K0,1973K = 76.9 GPa 
assuming dK0/dT = –0.0104 GPa/K [Hixson et al., 1990]. 
Thus, the corrected K0,1973K of liquid Fe based on different 
methods provides comparable values (76.9–83.9 GPa). 
These compressibility data of liquid Fe are the base point 
for evaluating the effect of light elements on the elastic 
parameters of liquid Fe, as discussed below.

11.2.2. Effect of S, Si, and C on Density 
and Compressibility of Liquid Fe

The density of liquid Fe-S, Fe-Si, Fe-C, Fe-O-S at high 
pressures was measured using the sink/float method 
(Fe-S [Balog et al., 2003; Nishida et al., 2008], Fe-Si 
[Yu  and Secco, 2008; Tateyama et al., 2011]); the X‐ray 
absorption method (Fe-S [Sanloup et al., 2000; Chen 
et al., 2005, 2014; Nishida et al., 2011], Fe-Si [Sanloup et al., 
2004], Fe-C [Terasaki et al., 2010; Sanloup et al., 2011; 
Shimoyama et al., 2013]); X‐ray diffuse scattering signal 

analysis (Fe-Ni-S and Fe-Ni-Si [Morard et al., 2013]), and 
shock experiments (Fe-S [Huang et al., 2013], Fe-Ni-Si 
[Zhang et al., 2014], Fe-O-S [Huang et al., 2011]). Details 
of  the sink/float and X‐ray absorption methods are 
described elsewhere [Ohtani, 2013]. The reported elastic 
parameters (K0T, and its pressure derivative, K′0T) are sum-
marized together with measured conditions in Table 11.1. 
The compression curves of liquid Fe-S, Fe-Si, and Fe-C 
are shown in Figures 11.1a, b, and c, respectively. Although 
the Vinet EOS is reported to give a better fit to the meas-
ured density in the pressure range 0–3.8 GPa [Nishida 
et al., 2011], both the BM and the Vinet EOSs applied to 
data obtained over wider pressure ranges provide similar 
elastic parameters for liquid Fe-S and FeS [e.g., Balog 
et al., 2003; Chen et al., 2014]. Hence, the BM EOS was 
applied here to consider the compression behavior of 
 liquid Fe alloys.

11.2.2.1. Density
The slope of compression curve of liquid Fe-S becomes 

steep on the S‐rich side at relatively low pressures 
(Figure  11.1a), suggesting that S‐rich liquid Fe-S is 
more compressible. The density decreases nonlinearly 
with increasing S content at ambient pressure [Nagamori, 
1969] and at 4 GPa [Nishida et al., 2008]. This implies 
that the molar volume of  liquid Fe-S calculated from 
the density deviates from ideal (linear) mixing between 
the molar volumes of  the end‐member components 
(Fe and FeS). The deviation of  the molar volume from 
ideal mixing is defined as the excess molar volume.

The density of liquid Fe-Si gradually decreases up to 33 
wt % Si, and then decreases markedly at concentrations 
above 33 wt % Si at 4 GPa and 1923 K, suggesting that 
liquid Fe-Si also has a nonideal mixing behavior 
[Tateyama et al., 2011]. The excess molar volume of liquid 
Fe-Si is less than that of  liquid Fe-S. The density of 
liquid Fe-C also tends to decrease nonlinearly with 
increasing C content [Shimoyama et al., 2013]. Therefore, 
when we consider the effect of lighter elements on the 
density of liquid Fe, any nonideal mixing behavior should 
be taken into account, at least up to 4 GPa.

However, at higher pressures, the difference in density 
for different S content decreases significantly on the S‐rich 
side, as shown in Figure 11.1a. This is because the iso-
thermal bulk modulus, KT, decreases with increasing 
S content [Sanloup et al., 2000]. This may imply that the 
excess molar volume of liquid Fe-S decreases at higher 
pressure. On the other hand, the difference in density 
between different Si or C contents does not change much 
with pressure, as shown in Figures 11.1b and c. The com-
pression curve of liquid Fe-Si (except for liquid Fe-Ni-Si) 
lies almost parallel to that of liquid Fe (Figure  11.1b). 
These behaviors are linked to the liquid compressibilities, 
as discussed in Section 11.2.2.2.
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Densities of  liquid Fe alloys have recently been 
reported at much higher pressures based on shock 
experiments [Huang et al., 2011, 2013; Zhang et al., 
2014). Figure 11.1d shows densities of  Fe-S, Fe-Ni-Si, 
and Fe-O-S at core pressures along the Hugoniot. The 

density of  liquid Fe81S19 is overlapped with that of 
liquid Fe74Ni8Si18, suggesting that the effect of  S and Si 
on the density of  liquid Fe is similar at these condi-
tions. On the contrary, oxygen is likely to reduce the 
density more effectively.
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Figure 11.1 (a) Compression curves of liquid Fe [Anderson and Ahrens, 1994], Fe–10 wt % S [Balog et al., 2003; 
Sanloup et al., 2000], Fe–20 wt % S [Sanloup et al., 2000], Fe–27 wt % S [Sanloup et al., 2000], FeS [Chen et al., 
2014], and Fe–5 wt % Ni–12 wt % S [Morard et al., 2013]. (b) Compression curves of liquid Fe, Fe–17 wt % Si 
[Sanloup et al., 2004; Yu and Secco, 2008], Fe–25 wt % Si [Sanloup et al., 2004], and Fe–5 wt % Ni–15 wt % Si 
[Morard et al., 2013]. (c) Compression curves of liquid Fe, Fe–3.5 wt % C [Shimoyama et al., 2013], and Fe–6.7 
wt % C [Terasaki et al., 2010]. The curves in (a)–(c) correspond to the isothermal compression curves at T0 drawn 
using the elastic parameters listed in Table  11.1 with the third‐order BM EOS. (d) Densities of liquid Fe81S19 
[Huang et al., 2013], Fe74Ni8Si18 [Zhang et al., 2014], and Fe84.2O7.2S8.6 [Huang et al., 2011] obtained by shock 
experiments. Measured shock wave data are aligned along the Hugoniot.
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11.2.2.2. Compressibility and Liquid Structure
Figure 11.2 shows the K0T values of liquid Fe-S, Fe-Si, 

and Fe-C as a function of light element content at 1973 K. 
Sulfur significantly reduces both the density and K0T 
value of  liquid Fe [Sanloup et al., 2000], whereas the 
addition of  C reduces only moderately the K0T value of 
liquid Fe-C [Shimoyama et al., 2013], and silicon does 
not have much effect on the K0T value and only reduces 
the density moderately [Sanloup et al., 2004]. The effect 
of light element content on the K0T value may be explained 
by a difference in the local structure of the liquid. Sulfur 
and carbon are located at the interstitial sites in liquid Fe, 
while silicon substitutes at the Fe site [Waseda, 1980]. 
Interstitial sulfur modifies the local structure of liquid Fe 
strongly, and thus the structural ordering of liquid Fe-S is 
only observed over a short range [Sanloup et al., 2002]. 
On the other hand, the local structure of liquid Fe-Si is 
similar to that of liquid Fe, and, thus, silicon has only a 
small effect on the liquid structure of Fe, leading to a 
minor effect on the compressibility.

There have been several reports recently on the change 
in elastic properties of Fe-C of around 5–6 GPa associ-
ated with a structural change in liquid Fe-C. Liquid 
Fe–5.7 wt % C shows an increase of compressibility above 
6 GPa [Sanloup et al., 2011] and liquid Fe–3.5 wt % C 
shows an abrupt density increase at 5 GPa [Shimoyama 
et al., 2013]. The change in compressibility and density 
occurring around 5 GPa can be explained by a possible 

liquid‐liquid transition in the vicinity of the δ(bcc)‐γ(fcc)‐
liquid Fe triple point occurring at 5.2 GPa [Sanloup et al., 
2011], or from a structural variation of liquid Fe-C asso-
ciated with a change in the liquidus phase on the C‐rich 
side from graphite to Fe7C3 at 5 GPa [Nakajima et al., 
2009; Shimoyama et al., 2013]. If  the abrupt change in 
the elastic properties of  liquid Fe-C is derived from the 
former case (a structural transition of liquid Fe), these 
discontinuous changes should also be observed in other 
liquid Fe alloys, such as Fe-S and Fe-Si. Alternatively, if  
the latter case (a structural change on the Fe3C‐rich side) 
is more appropriate, then the abrupt change in the elastic 
properties will only be observed in liquid Fe-C. Since a 
possible structural change in the liquid phase has also 
been reported for other Fe alloys, such as Fe-S at 15 GPa 
[Morard et al., 2007], discontinuity of compression curve, 
and a change in the elastic properties associated with such 
a possible structural variation should be considered when 
observing the compression behavior at higher pressures.

To evaluate the effect of light elements on the com-
pressibility obtained over a much wider pressure range 
(near to the conditions at the core), we compared the 
recent results of ab initio molecular dynamic simulations 
on liquid Fe up to 420 GPa with data from diamond anvil 
cell experiments for liquid Fe-Ni-S and Fe-Ni-Si up to 94 
GPa. The K0T (Fe) value of 70.4 GPa at 2600 K was cal-
culated using K0,7000K = 24.6 GPa [Ichikawa et al., 2014] 
with dK0/dT = –0.0104 [Hixson et al., 1990], and the 
K0T(Fe–5 wt % Ni–12 wt % S) value of 48 GPa was calcu-
lated assuming K′ = 5 at 2600 K [Morard et al., 2013]. 
Therefore, sulfur surely reduces the K0T value of liquid Fe. 
In contrast, the K0T(Fe–5 wt % Ni–15 wt % Si) value of 
153 GPa for K′ = 5 at 2850 K (Morard et al., 2013) is 
markedly larger than the K0T(Fe) value. This needs to be 
clarified in future studies together with the possibility of 
structural transition at measured conditions.

11.3. sound VelocIty of lIquId fe alloys

The compressional wave velocity (VP) of a liquid is 
closely related to its density and elastic modulus since shear 
modulus of  liquid can be ignored, and is expressed as,

 
V

K
P

S , (11.2)

where ρ is the density. KS can be converted from KT using 
equation (11.1). To consider the effect of pressure on VP; 
equation (11.2) is combined with the following Murnaghan’s 
integrated linear EOS assuming K is approximated by a 
linear function of P, i.e., K ~ K0 + K′P,
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Figure 11.2 Effect of light element content on K0T of liquid Fe at 
1973 K. The K0T values of each liquid (listed in Table 11.1) were 
corrected to that at 1973 K using dK/dT = –0.0104 GPa/K of 
liquid Fe [Hixson et al., 1990].
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Then, we can obtain
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Hence, if  we obtain the density and adiabatic bulk modu-
lus at ambient pressure and its pressure derivative, then 
VP can be described as a function of  pressure [Jing et al., 
2014]. In this section, we consider the effect of light ele-
ments (S, Si, and C) on VP and its pressure dependence 
(dVP/dP) of liquid Fe based on recent results of direct 
sound velocity measurements at high pressure and the 
calculated sound velocity from density data.

11.3.1. Sound Velocity of Liquid Fe

Direct sound velocity measurements on liquid metals 
were carried out for liquid Fe and Fe–Ni using ultrasonic 
interferometry at ambient pressure [Nasch et al., 1994; 
Nasch and Maghnani, 1998] and for liquid Fe and Ni 
using a pulse heating technique at 0.2 GPa [Hixson et al., 
1990]. According to these results, the compressional 
wave velocity (VP) tends to decrease almost linearly with 
increasing temperature (dVP/dT = –0.72 m/s·K for Fe 
and –0.35 m/s·K for Fe0.92Ni0.08). The effect of alloying Ni 

on the value of VP of  liquid Fe is not simple. It has been 
reported that VP varies nonlinearly with increasing Ni 
content and has a minimum value around Ni = 25 wt % 
owing to a repulsive magnetic interaction that affects the 
volume and elastic modulus [Nasch and Manghnani, 1998].

The VP measurements on liquid Fe at high pressure were 
performed under static conditions using an ultrasonic 
pulse‐echo overlap method up to 3.6 GPa [Jing et al., 
2014]. The VP measurements were also performed under 
dynamic conditions using shock experiments with explo-
sive or two‐stage gas guns up to 400 GPa [Brown and 
McQueen, 1986; Nguyen and Holmes, 2004] and with a 
high‐power laser up to 800 GPa [Sakaiya et al., 2014]. 
The measured VP of  liquid Fe gradually increases with 
pressure [Jing et al., 2014] and agrees well with the calcu-
lated value of VP from density data using equation (11.4), 
as shown in Figure  11.3a. In the dynamic experiments, 
the results were consistent with each other and the meas-
ured value of VP increased with pressure along the 
Hugoniot (9.38 km/s at 206 GPa and 14.3 km/s at 810 
GPa). The measured VP were summarized in Table 11.2.

11.3.2. Effect of S, Si, and C on Sound Velocity 
of Liquid Fe

The VP measurements of  liquid Fe-(Ni)-S were 
 performed using ultrasonic interferometry for Fe–5 wt % 

Table 11.2 Measured P‐wave velocities of liquid Fe alloys.

Alloy Contenta (w %) Content (a%) P range (GPa) T range (K) VP (m/s) Method References

Fe 0 1823–1883 3767–3812 Ultrasonic 
interferometry

Nasch et al. [1994]

0 1809–1950 3840–3961 Ultrasonic 
interferometry

Nasch and 
Manghnani [1998]

0.2 2125–3950 3075–4035 Electrical pulse 
heating

Hixson et al. [1990]

1.1–3.6 1873–1973 4053–4242 Ultrasonic pulse 
echo

Jing et al. [2014]

260–400 6096–10024 6570–10910 Light gas gun 
(shock)

Brown and McQueen 
[1986]

517–810 11700–14300 Laser shock Sakaiya et al. [2014]
Fe‐Ni‐S 10 16 0 1673–1973 3150–3357 Ultrasonic 

interferometry
Nasch et al. [1997]

Fe‐S 30 43 2.4–5.4 1373–1823 3105–3875 Ultrasonic pulse 
echo

Nishida et al. [2013]

10 16 3.6–6.7 1673–1973 3466–3896 Ultrasonic pulse 
echo

Jing et al. [2014]

20 30 2.5–8.2 1573–1773 3150–3841 Ultrasonic pulse 
echo

Jing et al. [2014]

27 39 3.2–8.2 1573–1773 3008–3720 Ultrasonic pulse 
echo

Jing et al. [2014]

Fe‐O‐S O = 2.2/S = 5.3 O = 7.2/S = 8.6 92.6–208.4 9560–10860 Light gas gun 
(shock)

Huang et al. [2011]

a Content of light element.
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Ni–10 wt % S at ambient pressure [Nasch et al., 1997] and 
using an ultrasonic pulse‐echo overlapping method for 
Fe-S (S = 0–30 wt %) up to 8.2 GPa [Nishida et al., 2013; 
Jing et al., 2014] as listed in Table 11.2. The effect of tem-
perature on the value of VP was small [(d ln VP/dT)P = 
(–10 ~ 2) × 10–5 K–1] at high pressures [Nishida et al., 2013; 
Jing et al., 2014]. The measured and calculated values of 
VP of liquid Fe-S using equation (11.4) are shown as a func-
tion of pressure in Figure 11.3a. In terms of the effect of 
pressure on the value of VP, although the VP of  liquid 
Fe–30 wt % S has been reported to be approximated by a 
linear function with pressure [Nishida et al., 2013], the 
variation of VP with pressure for liquid Fe ~ Fe–27 wt % 
S is closer to the calculated value of VP employing equa-
tion (11.4) [Jing et al., 2014]. The calculated curves with 
equation (11.4) are quite similar to those using the Birch‐
Murnaghan EOS at the conditions up to 20 GPa, except 
for Fe–27 wt % S.

The VP of  liquid Fe-S decreases with increasing S con-
tent, as suggested by Sanloup et al. [2000], and the differ-
ence in VP with different S contents becomes less at higher 
pressures (see Figure  11.3a). This behavior can be 
explained by the higher compressibility of  the S‐rich 
liquid. It should be noted that the VP of  liquid Fe-S is 
expected to become larger than that of liquid Fe at higher 
pressures, suggesting that the effect on VP of  S alloying is 
expected to reverse. This is supported by recent sound 
velocity measurements on liquid Fe-O-S up to 233 GPa 
based on shock experiments [Huang et al., 2011]. In these 
results, the addition of S (and O) does indeed increase the 
bulk sound velocity of liquid Fe in the pressure range 
100–200 GPa.

The calculated values of VP of  liquid Fe-Si and Fe-C 
are shown as a function of pressure in Figures 11.3b and c. 
Comparing the VP of  liquid Fe along the isentrope, the 
addition of Si increases the VP of  liquid Fe slightly 
[Sanloup et al., 2004]. If  we compare the VP of  liquid Fe 
along the isotherm, then the VP of  liquid Fe-Si is greater 
than that of liquid Fe up to 3 GPa at 1900 K, and this 
relationship is then reversed (Figure  11.3b). This ten-
dency is opposite to the effect of S content. This is 
because that effect of Si on the density is larger than that 
on the compressibility [see equation (11.2)] up to 3 GPa. 
For liquid Fe-C, carbon decreases the VP of  liquid Fe 
moderately and the effect of pressure on the VP value 
of  this system is almost consistent with that of liquid 
Fe along the isotherm (Figure 11.3c). Consequently, the 
effect of light elements on the value of VP of  liquid Fe 
depends on the alloying light element species, and its 
pressure dependence also plays an important role when 
considering direction and magnitude of the deviation 
from the VP of  liquid Fe. The VP behavior at much higher 
pressures, i.e., for core conditions, is considered together 
with the density in the next section.

11.4. constraInts on the outer core 
composItIon from densIty and 

sound VelocIty

11.4.1. Relationship between Density and Sound 
Velocity (Birch’s Law)

Based on sound velocity measurements of 250 rock 
samples, Birch [1961a,b] found that the VP of  materials 
having a mean atomic weight (M) was approximated by a 
linear function of the density (ρ) as

 V a M bP , (11.5)

where a and b are constants, and a is a function of M. 
This empirical linear ρ–VP relationship is known as 
Birch’s law. If  Birch’s law is applicable to Earth’s core 
materials, then the measured ρ–VP data of Fe alloys can 
be extrapolated to Earth’s core conditions.

It has been reported that Birch’s law is valid for solid 
Fe alloys up to Earth’s core pressures based on static 
diamond anvil cell experiments [e.g., Badro et al., 2007; 
Antonangeli et al., 2012] and dynamic shock experi-
ments [e.g., Brown and McQueen, 1986]. Although Mao 
et al. [2012] suggested that an empirical power law 
 formulation with a temperature correction provides a 
better description for the ρ–VP relationship of  hcp Fe, 
most ρ–VP profiles of  solid Fe alloys follow Birch’s law 
at room temperature as a first‐order approximation. 
The addition of  light elements shifts the solid Fe 
line  to the upper left‐hand side (i.e., increases VP and 
decreases ρ) in a ρ–VP plot [Badro et al., 2007; Mao 
et  al., 2012]. Alloying light elements also affects the 
gradient (dVP/dρ) of  solid Fe, and this effect depends 
on the light element. (For details of  solid Fe alloys, see 
Chapter 10.)

In the case of  a liquid, Birch’s law is also reported 
to  hold for liquid Fe [Brown and McQueen, 1986; 
Hixson et al., 1990; Sakaiya et al., 2014] and for liquid 
Fe-O-S [Huang et al., 2011]. Figure  11.4a shows a 
plot of  ρ–VP of  liquid Fe, Fe-S, Fe-Si, and Fe-C calcu-
lated in the range 0–20 GPa using the elastic parame-
ters  discussed in previous sections. Most of  the liquids 
show a linear ρ–VP relationship, except for Fe–27 wt % S, 
which has a slight concave curvature. If  sulfur or 
 silicon dissolves in liquid Fe, then the ρ–VP plot will 
shift toward the upper left‐hand side of  the plot. In 
contrast, carbon dissolution shifts the ρ–VP plot 
toward the lower side. In addition, it is noteworthy that 
the gradient (dVP/dρ) of  liquid Fe is approximately 
1.5 times steeper than that of  solid Fe [Sakaiya et al., 
2014]. This may be closely related to the difference in 
elastic modulus and its pressure derivative between the 
solid and liquid phases.
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11.4.2. Possible Composition of the Outer Core

To provide a constraint on the composition of Earth’s 
outer core, the most direct way is to compare the density 
and sound velocity data of liquid Fe alloys under core 
conditions with observed seismic models, such as the 
preliminary reference Earth model (PREM) [Dziewonski 
and Anderson, 1981] and AK135 [Kennett et al., 1995]. 
(For details of the seismic properties and models of the 
core, see Chapter 9.) The ρ–VP behavior of liquid Fe 
alloys under core conditions can be estimated from meas-
urements taken at the core conditions or by extrapolation 
of measured ρ–VP data to the core conditions, assuming 
Birch’s law holds.

Figure 11.4b shows a ρ–VP plot of seismic model data 
of the outer core (PREM and AK135) and liquid Fe and 
Fe-O-S measured at the core conditions. For reference, 
the pressure–ρ relation is also shown in Figure 11.4c. The 
ρ–VP profile of liquid Fe is clearly lower than the seismic 
models. In the range comparable with the outer core 
pressures, the PREM density is approximately 5%–10% 
[Anderson and Ahrens, 1994] or 6%–14% [Sakaiya et al., 
2014] smaller than the liquid Fe density. The PREM 
value of VP is about 3% [Anderson and Ahrens, 1994] or 
1%–4% [Sakaiya et al., 2014] higher than the value of VP 
of  liquid Fe. Thus, a combination of light elements, which 
can explain both ρ and VP gaps between the seismic mod-
els and liquid Fe, is highly likely to exist in the outer core.

The proposed composition models inferred from the 
physical properties are summarized in Table 11.3. If  the 
light elements in the outer core are assumed to be S and 
O, then the Fe–0.5 wt % O–9.5 wt % S composition pro-
vides the best match to the ρ–VP profile in the outer core 
[Huang et al., 2011], even though dVP/dρ is slightly higher 
than the observed seismic data. In the case of  a combi-
nation of  Si and S, based on the measured densities of 
liquid Fe-Ni-S and Fe-Ni-Si and assuming ideal mixing, 
Fe–5 wt % Ni–6 wt % S–2 wt % Si matches the PREM 
density [Morard et al., 2013] although it is noted that 
the K0T of  Fe-Ni-Si reported by Morard et al. [2013] 
is  significantly higher than that of Fe as mentioned in 
Section 11.2.2.2. Alternatively, if only Si is considered as the 

light element, then the density of Fe–9 wt % Ni–10 wt % Si 
at the geotherm conditions agrees well with the PREM 
density [Zhang et al., 2014].

The composition models of  the outer core have been 
also proposed from theoretical approach on elastic prop-
erties of  liquid Fe alloy. Ab initio calculation based on 
density functional theory provides the chemical poten-
tials of  light elements in Fe and their molar volumes 
[Alfè et al., 2002]. By matching the calculated liquid and 
solid densities of  Fe-S, Fe-Si, and Fe-O with observed 
density jump at ICB, the estimated composition of  the 
outer core is reported to 10 ± 2.5 at % of S or Si together 
with 8 ± 2.5 at % of O. Recent ab initio molecular dynamic 
calculations on the density and bulk sound velocity of 
liquid Fe alloys took into account the effect of  lighter 
elements of  S, Si, O, and C [Badro et al., 2014]. They 
 suggested that the best numerical solution for the core 
composition is Fe–Ni–3.7 wt % O–1.9 wt % Si with no S 
or C. In summary, several possible core compositions 
(Table  11.3) can be proposed based on a geophysical 
approach, although these models depend on a combi-
nation of  light elements. So, for the next step, a combina-
tion of  light elements is required to fulfill not only 
the  geophysical constraints but also the geochemical 
 constraints, such as abundance of  light elements in 
Earth’s interior and their solubility in liquid Fe under the 
relevant core conditions. (For the core composition using 
a geochemical approach, see Chapter 12.)

11.5. transport propertIes of lIquId 
fe alloys

The transport properties (such as viscosity, diffusiv-
ity, electrical conductivity, and thermal conductivity) 
of  liquid Fe alloys govern the dynamic processes of 
the outer core. Convectional motion of  the outer core 
is controlled by core magnetohydrodynamics, i.e., the 
interaction between fluid dynamics and the magnetic 
field. Thus, Lorenz, Coriolis, and viscous forces con-
tribute to the core convection and characterize the 
convection patterns. Viscosity and electrical conductiv-
ity are closely related to viscous and Lorenz forces, 

Table 11.3 Proposed compositions of the outer core.

References S (w %) Si (w %) O (w %) C (w %) Ni (w %) Methods Matchinga

Huang et al. [2011] 9.5 – 0.5 – – Shock (gas gun) ρ, VP

Morard et al. [2013] 6  2 – – 5 Diamond anvil cell ρ
Zhang et al. [2014] – 10 – – 9 Shock (gas‐gun) ρ
Alfè et al. [2002] 6.4b – 2.6 – – ab initio (DFT) ρ

– 5.6b 2.6 – – ab initio (DFT) ρ
Badro et al. [2014] 0 1.9 3.7 0 5.6 ab initio MD ρ, VP

a Used properties to estimate the composition by matching with seismic data.
b S or Si is considered together with O.
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respectively. In this section, we focus on the viscosity of 
liquid Fe alloys.

The viscosity of liquid Fe, Fe-S, and Fe-C at high pres-
sures has been measured using the falling sphere method 
combined with in situ X‐ray radiography [Dobson et al., 
2000a; Terasaki et al., 2001, 2006; Urakawa et al., 2001; 
Rutter et al., 2002; Perrillat et al., 2010]. The measured 
viscosity of Fe-S is in the range 3.2–35.6 mPa·s up to 16 
GPa and 2173 K. It is known that the viscosity coefficient 
(η) has an Arrhenian dependence on the temperature (T) 

and pressure (P), as expressed by the equation [e.g., 
Poirier, 1988]

 
0 exp

Q P V
RT

, (11.6)

where η0, R, Q, and ΔV are the pre‐exponential factor, gas 
constant, activation energy of viscous flow, and activation 
volume, respectively. Thus, Q and ΔV are regarded as being 
indices for the effect of temperature and pressure, respec-
tively. The value of ΔV of  liquid Fe-S has been estimated 
to be 0.7–1.5 cm3/mol, independent of sulfur content. 
Liquid Fe and Fe-C show a similar ΔV value (1.2 cm3/mol) 
[Rutter et al., 2002; Terasaki et al., 2006], suggesting that all 
these alloy liquids have a relatively small pressure depend-
ence on viscosity as shown in Figure 11.5. The reported Q 
and ΔV values of liquid Fe alloys are listed in Table 11.4. In 
terms of the effect of light elements on the viscosity, a weak 
dependence of the light element content on the viscosity of 
liquid Fe has been reported for liquid Fe-S and Fe-C at 
high pressures [Terasaki et al., 2001, 2006; Alfè and Gillan, 
1998]. This is also confirmed from Figure 11.5.

Viscosity is closely linked to diffusivity based on the 
Stokes–Einstein relation [e.g., Dobson et al., 2001]

 
k T
Da

B , (11.7)

where kB, D, and a correspond to Boltzmann constant, dif-
fusion coefficient, and effective diameter of the atom or 
interatomic distance, respectively. Diffusivity was measured 
for liquid Fe, Fe-S, and Fe3C up to 20 GPa and 2393 K on a 
basis of tracer (57Fe) or self‐diffusion [Dobson, 2000b, 2002; 
Dobson and Widenbeck, 2002]. Calculated viscosity using 
measured diffusion coefficients with equation (11.7) ranges 
27–67 mPa·s for liquid Fe61S39 at around 5 GPa and 1293–
1473 K and 15 mPa·s for liquid Fe3C along the  melting 
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Figure 11.5 Viscosities of liquid Fe, Fe-S, and Fe-C as a function 
of pressure at 2000 K. The plotted viscosities are corrected to 
the value at 2000 K using thermodynamic parameters in 
Table 11.4 with equation (11.6).

Table 11.4 Viscosities and thermodynamic parameters of liquid Fe alloys.

References Alloy Contenta (w %) Content (a %) P range (GPa) T range (K) η (mPa·s) Q (kJ/mol) ΔV (cm3/mol)

Dobson et al. [2000] Fe‐S 27 39 1.5–5.5 1423–1647 7.4–22 100(5)
Fe‐S 36 50 0.5–5.0 1723–1980 3.8–19.5 255(18)

Urakawa et al. [2001] Fe‐S 27 39 5.0–6.9 1333–1337 16–24 0.7
Terasaki et al. [2001] Fe – – 2.8 1923 17.6

Fe‐S 13 20 2.7 1611 13.1
Fe‐S 20 30 2.7 1669 12.4
Fe‐S 27 39 1.5–6.9 1253–1821 8.2–35.6 30(9) 1.5(7)

Rutter et al. [2002] Fe – – 1.6–5.5 2050 2.4–4.8 40
Terasaki et al. [2006] Fe‐S 14 22 8.6–16.1 1723–1798 3.2–8.5 30 1.46

Fe‐C 3.4 14 3.0–4.5 1605–1843 3.8–6.3 46.6 1.2
Perrillat et al. [2010] Fe‐S 36 50 0.7–1.7 1520–1600 6.3–17.9 35

a Content of light element.
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curve. These values are comparable with the measured 
viscosities listed in Table 11.4 if the values are corrected to 
the same P–T conditions using equation (11.6).

First‐principle calculations predicted that the viscosity 
of Fe alloy liquids under the core–mantle boundary 
(CMB) conditions (135 GPa, ~4300 K) is 12–15 mPa·s [de 
Wijs et al., 1998] and around 6.7–6.9 mPa·s for liquid Fe, 
Fe82Si10O8, and Fe79Si8O13 [Pozzo et al., 2013]. These values 
are comparable with the lower bound of the extrapolated 
viscosity (3.4–468 mPa·s) under CMB conditions calcu-
lated using the thermodynamic parameters (Q and ΔV) in 
Table 11.4 and the Arrhenius relationship in equation (11.6). 
Therefore, the outer core is most likely to consist of inviscid 
liquid.

The importance of a viscous force in the outer core can 
be evaluated using the dimensionless Ekman number. The 
Ekman number (E) is defined as the ratio of the viscous 
and Coriolis forces as E = η/(ρΩL2), where η, ρ, Ω, and 
L are the shear viscosity, the density, Earth’s rotational 
velocity, and the core thickness, respectively. If the viscosity 
of the outer core is of the order of 100–101 mPa·s, then E is 
estimated to be small (~10–15) [de Wijs et al., 1998], suggest-
ing that the viscous force acting on the core is negligible 
compared with the Coriolis force. This small value of E 
leads to a form of sheet plume convection rather than 
columnar cell convection structures, which are established 
with larger values of E [Kageyama et al., 2008].

11. 6. conclusIons

In this chapter, we reviewed the elastic and transport 
properties of liquid Fe alloys and discussed the effect of 
light elements on these properties and the proposed outer 
core composition models from the latest results. The 
main aspects are summarized below.

Sulfur significantly reduces both the density and the 
K0T of liquid Fe, while C reduces these properties moder-
ately, whereas Si does not have much effect on the K0T and 
only reduces the density moderately. These effects of light 
element content on K0T correlate with a difference in the 
local structure of these liquids.

The VP of liquid Fe-S reduces with increasing S content, 
but the effect of S on VP is likely to be reversed at higher 
pressures. The VP of liquid Fe-Si along an isotherm is 
larger than that of liquid Fe at low pressures (~3 GPa). 
This tendency is opposite to the effect of S content.

From both measured and calculated values of ρ and 
VP, most of the liquids follow a linear ρ–VP relationship, 
i.e., Birch’s law applies. Both S and Si dissolution shift the 
ρ–VP plot toward the upper left‐hand side of the plot, 
while the addition of C shifts the ρ–VP plot toward the 
lower side of the plot. Based on matching the density 
and/or sound velocity with seismic data, several possible 
core compositions were proposed, as listed in Table 11.3. 

These composition models depend on combinations of 
light elements.

Liquid Fe, Fe-S, and Fe-C have a relatively small pressure 
dependence on the viscosity. From first‐principle calcula-
tions, the viscosity of liquid Fe alloys under the CMB con-
ditions is estimated to be on the order of 100–101 mPa·s, 
which is consistent with the lower bound of the extrapo-
lated values based on measured viscosities. Therefore, the 
outer core is likely to be composed of inviscid liquid.
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12.1. IntroductIon

The composition of the bulk Earth, the silicate Earth, 
and the core requires integrating the available physical and 
chemical data of Earth and its domains into a single coher-
ent picture. Constraints for the composition of the deep 

Earth are less so than for the upper mantle and crust, and 
hence there is more speculation as to the nature and evolu-
tion of this remote region. There are fundamentally two 
significant unknowns about the lower mantle and core: 
(1) What element or elements comprise the light  element 
component in the core such that it accounts for the 
observed lower density of the inner and outer core as com-
pared to that of iron at these pressure and temperature 
conditions, and (2) is the lower mantle chemically similar 
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to the upper mantle or is it distinctly different, and, if so, 
then the question is how different? This chapter examines 
the composition of the core and of the mantle and its 
domains, upper and lower, its physical and chemical attri-
butes, and its evolution. I consider uncertainties in our 
knowledge and examine prospects of where we might make 
significant progress to resolve appropriately the question 
regarding composition of the lower and upper mantle.

Let’s start, however, with fundamental definitions, 
 particularly of what is the lower and upper mantle. The 
core and its inner and outer domains are physically  distinct 
and straight forward to define as it is sharply demarcated 
seismically, whereas domains in the mantle are less clearly 
identified. A traditional, simple view is that the upper 
mantle is that region beneath the Moho and above the 
660  km deep seismic discontinuity, which also marks a 
major phase change [ringwoodite disproportioning to 
bridgmanite (Mg-perovskite) and ferropericlase]. The lower 
mantle is from the 660 km deep seismic boundary to the 
core‐mantle boundary (CMB). This definition is the one I 
will use throughout this discussion, thus the lower mantle 
includes domains that seismologists have identified, 
including the “D” layer, the LLSVPs (large low‐shear‐
velocity provinces) the ULVZ (ultralow velocity zone), 
and the thermal boundary layer, which is the conductive 
interface at the base of the mantle (the equivalent to upper 
thermal boundary layer, the  lithosphere) [Dziewonski and 
Anderson, 1981; Garnero and McNamara, 2008; Lekic 
et al., 2012; McNamara et al., 2010]. Seismological studies 
[Fukao and Obayashi, 2013] have also identified zones 
between 660 and ~1000 km depth where slabs of subduct-
ing oceanic lithosphere have turned and laid down sub-
horizontally, thus potentially developing a distinctive 
region in the top of the lower mantle.

12.2. chondrItes: buIldIng blocks 
of terrestrIAl PlAnets

The inner four rocky planets are terrestrial bodies made 
up mostly of accreted dust as compared with the volatile 
gases that dominated the nebular disk. Our Sun formed in 
the center of this disk, and outward the protoplanetary 
disk gave rise to planets, moons, and icy bodies. The nebu-
lar disk, which has its origins due to the gravitational 
 collapse of a portion of a much larger interstellar molecu-
lar cloud, contained a substantial inventory of gas and 
dust, with H and He dominating, hence the Sun’s composi-
tion. Chemical differentiation is readily apparent in the 
solar system, with inner rocky planets being more refrac-
tory, and outer gas giants having a greater inventory of H, 
He, and the ices, compounds of H, C, N, and O. Computer 
simulations of accretion in the inner disk region are 
strongly influenced by gravitational processing, including a 
potential role played by Jupiter and less so Saturn, and 

their inward migration during the early evolution of the 
protoplanetary disk. It is quite possible that different 
chemical components were redistributed prior, during, and 
subsequent to terrestrial planet formation due to inward 
and then outward migration of the orbits of the gas giants.

Surrounded by a thin envelope of gas and water, the 
Earth, a terrestrial planet, includes the present‐day bulk 
silicate Earth (BSE, which is made up of continental and 
oceanic crust and the entire mantle) and the metallic core, 
and together this material is presumed to have a chon-
dritic composition. Chondritic meteorites are the undif-
ferentiated materials from the earliest days of the solar 
system that formed small bodies, planetismals a few to 
many tens of kilometers in scale that never experienced 
metal‐silicate fractionation. The composition of chon-
drites has been compared to that of the sun, with the CI1 
carbonaceous chondrite type having the closest match 
to that of the solar photosphere (Figure 12.1, top left). 
Other major chondrite groups also have compositions 
comparable to the solar photosphere, with differences 
in  low abundance elements and the volatile elements 
(Figure  12.1). These compositional matches are signifi-
cant given the Sun is the mass of the solar system (Jupiter, 
the largest of the planets is 1/1000 the mass of the Sun).

There are several different groups of chondritic 
 meteorites that are classified by their chemical and iso-
topic attributes and importantly by their petrographic 
features, that is, the oxidation state of  their minerals, 
the size and the abundance of chondrules (melt droplets 
from  the nebula) relative to matrix material and other 
components (e.g., CAI, calcium aluminum inclusion 
[MacPherson, 2014], metal and silicate grains) [Scott and 
Krot, 2014]. The most common group is the ordinary 
chondrites, which are divided into three subcategories, 
H,  L, and LL, referring to high, low, and low‐low Fe 
 contents. The ordinary chondrites represent some 80% of 
all meteoritic materials that fall to the Earth (considered 
“falls,” as opposed to “finds,” which are found randomly 
in deserts, Antarctica, and other locations worldwide). 
The other two major groups of chondritic meteorites 
are the enstatite and carbonaceous chondrites, which are 
minor components (2% and 4%, respectively) of the inven-
tory of meteoritic falls.

The inventory of meteorites is restricted to material 
that fell recently (<106 years) to Earth, aside from rare 
specimens found in ancient sedimentary layers. Over the 
last 1100 years, there have been about 1100 meteoritic 
falls that have been observed and collected. Thus, our 
 collection of meteorites might be representative of the 
present‐day composition of the asteroid belt, or poten-
tially biased, by the present‐day orbital resonance of the 
Jupiter–Sun system. It is significant that the Kirkwood 
gaps document a gross mass reduction in the asteroid 
belt  that reflect the effects of the Jupiter–Sun orbital 
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 resonance and demonstrate that the asteroid belt is a 
 processed region that does not necessarily provide an 
unbiased sample of the material that condensed and 
accreted from the nebula 4.57 billion years ago [DeMeo 
and Carry, 2014]. Thus, it is necessary to treat data from 
chondrites as a guide to planetary compositions and not 
as a requirement for specifically describing their compo-
sition [McDonough and Sun, 1995].

Understanding the nature and origins of the present‐
day positions in the solar system of asteroids and chon-
dritic source regions, however, presents us with challenges 

regarding the original distribution of components in the 
solar system [DeMeo and Carry, 2014]. Earlier ideas of a 
simple, organized asteroid belt with distinct composi-
tional types separated into different regions of the belt are 
no longer supported, given data showing a much more 
mixed distribution of  asteroid types throughout the belt, 
a consequence of the early migrational history of Jupiter 
and Saturn [DeMeo and Carry, 2014]. An enigmatic obser-
vation is that carbonaceous chondrites have the highest 
content of the most volatile elements (including some hav-
ing abundant organic compounds), as well as the highest 
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Figure 12.1 Compositional comparisons between the solar photosphere and the compositions of (top left) CI1 
carbonaceous chondrite, which has the closest match to that of the Sun, (top right) CV carbonaceous chondrite, 
(bottom left) ordinary chondrite, and (bottom right) enstatite chondrite. Chondrite data from Wasson and 
Kallemeyn [1988] and for the Sun from Asplund et al. [2009] and Lodders [2003].
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abundance of CAIs (i.e., in the CV carbonaceous chon-
drites), which is the most refractory of materials. These 
two observations appeared to be contradictory in that the 
latter material formed early in solar system history and 
close into the Sun, whereas the former material reflects 
accretion of cold, more distal, later stage components. 
Importantly, present‐day reflectance spectroscopy and 
tracking of meteoroids reveal that the carbonaceous 
chondrites come from the inner and outer portions of the 
asteroid belt and beyond [DeMeo and Carry, 2014]. The 
inclination and eccentricity of the Sutter’s Mill chondrite 
(CM type), a 2012 observed fall, placed its aphelion close 
to the orbit of Jupiter, consistent with the known site of 
some C‐type asteroids [Jenniskens et al., 2012]. Thus, mod-
els for planet building must recognize that during the early 
solar system formation (i.e., circa 106 years) radial inward 
migration of Jupiter and Saturn in the disk may have 
occurred (e.g., Grand Tack model, [Walsh et al., 2011]), 
while much later after the disk is gone (e.g., several 108 
years) gravitational scattering by these planets may have 
transported small bodies from the outer reaches of the 
solar system inward toward the rocky planets (e.g., Nice 
mode [Tsiganis et al., 2005]). Consequently, sources of 
planetary building blocks and the planets themselves are 
products of integrated processes that required 106 to many 
107 years of construction.

Elements in chondrites are classified according to two 
scales: their condensation behavior in the nebula and 
their chemical affinities during the core forming, metal‐
silicate separation (see Table 12.1 for element classifica-
tion details). The condensation of the elements from a 
nebula depends on its temperature and fugacity of hydro-
gen gas, both of which are highly variable in time and 
space. It is observed that all chondrite groups inherited 
similar relative abundances of the refractory elements, 
those that have 50% condensation temperatures above 
1350 K for a nebular gas of ~101 Pa of hydrogen [Lodders, 

2003], but different proportions of major (Mg, Si, Fe and 
Ni) and volatile elements. Goldschmidt’s classification 
of  the elements (i.e., lithophile, siderophile, chalcophile, 
and atmophile) is based on their chemical affinities during 
geologic processes, and it provides predictive powers for 
the separation of elements between the BSE and the core. 
An element’s behavior can, however, change depending 
on the oxidation/reduction potential (e.g., H or O activ-
ity). For example, under the present‐day oxygen fugacity, 
Si in the mantle is wholly lithophile, whereas early on 
during core formation Si may have been partially sidero-
phile with a portion of Earth’s Si inventory being parti-
tioned into the metallic core.

The abundances of elements in the Sun and chondrites 
are consistent with the theory of stellar nucleosynthesis of 
the elements in stars, that is, the creation of heavy nuclei 
from pre‐existing nucleons through proton and neutron 
additions [Burbidge et al., 1957]. The Sun is a main 
sequence star that is brighter than most in our Milky Way 
galaxy, and its metallicity is the result of a series of past 
stellar processes that involved element production in ear-
lier supernovas and AGB (asymptotic giant branch) stars 
[Lugaro et al., 2014; Wasserburg et al., 1996]. Although 
there remains a question of whether the absolute metallic-
ity of the Sun’s core and surface are similar or different 
[Haxton et al., 2013], the relative  proportions of the major 
metals (Fe, O, Mg, and Si) in the Sun and the planets 
remain relatively constant within limits due to their uni-
versal mechanism of genesis via nucleosynthesis.

Establishing the composition of the terrestrial planets 
involves using a relatively standard set of model constraints 
and assumptions based on physical and chemical observables 
from the solar system. The initial boundary condition uses 
orbital and seismic constraints (if available, so far we have 
such data only for Earth and the Moon) to describe the first‐
order physical state of the planet (e.g., coefficient of the 
moment of inertia), specifically its metal to silicate fraction 

Table 12.1 Classification of the elements.

>1355 Ka, Refractory elements

Lithophile (not in the core, rock forming) Be, Al, Ca, Sc, Ti, Vb, Sr, Y, Zr, Nb, Ba, REE, Hf, Ta, Th, U
Siderophile (core, affinities with Fe) Mo, Ru, Rh, W, Re, Os, Ir, Pt
1355 – 1310 K, Major elements Mg, Si, Fe, Ni

1350 – 250 K, Moderately volatile

Lithophile Li, B, Na, K, Mnb, Rb, Cs
Siderophile P, Co, Ga, Ge, As, Ag, Pd, Sb, Au, Tl, Bi
Chalcophile (associated with sulfide) Sc, Cu, Se, Cd, In, Sn, Te, Hg, Pb
<250 K, Highly volatile
Atmophile (in the oceans & atmosphere) H, He, C, N, O, Ne, Ar, Kr, Xe

a Half‐mass condensation temperature in Kelvin.
b V and Mn are lithophile, with considerable siderophilic affinity.
c The half‐mass condensation temperature for S is 664 K.
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(core and BSE proportions). Importantly, the mass fraction 
of metal to silicate in a planet defines the body’s integrated 
oxidation state, that is, the mass ratio of metallic to oxidized 
iron (Figure 12.2). This ratio in combination with an under-
standing of the amount of iron in the silicate shell also 
defines the Fe/O ratio of the planet. Following this we use the 
chondritic meteorites as a guide to planetary composition, 

recognizing the compositional match between the solar 
 photosphere and the chondrites (Figure 12.1), and that the 
nebular disk from which the planets accreted would have a 
bulk solar composition.

The chondritic constraints on planetary composition 
must acknowledge that there is no fixed Mg/Si ratio for 
chondrites. Variations in this ratio reflect the proportion 
of olivine (2:1 molar Mg/Si) to pyroxene (1:1 molar Mg/Si) 
accreted in the planet or chondritic parent body. Studies 
of  astromineralogy increasingly reveal variations in 
the proportion of  olivine to pyroxene in accretion disks, 
some with inner disk regions being richer in olivine 
relative to the disk wide composition [van Boekel et al., 
2004]. In other disks, however, the abundance of olivine is 
greater in the outer (versus the inner) part of the circum-
stellar disk, with differences in disk mineralogy relating 
to type of star (e.g., T Tauri vs. Herbig Ae/Be stars)
[Bouwman et al., 2010]. The inner disk regions (a few AU) 
show higher abundances of large grains and generally 
higher crystallinity as compared to outer disk regions, 
suggesting grain growth occurs more rapidly in the inner 
disk regions [D’Alessio et al., 2005; Sargent et al., 2009].

The compositions of terrestrial planets are readily 
described by only a few elements. Four elements, Fe, O, 
Mg, and Si, make up the bulk of chondrites (with the 
 volatile rich CI1 chondrites having considerable amounts 
of S, CO2, and H2O) on a basis of either mass or atomic 
proportions and therefore these elements constitute ~90% 
the mass of the terrestrial planet (Figure  12.3 and 
Table 12.2). On a degassed basis (minus H2O and CO2), if  
we add five more elements to this list (S, Ca, Al, Ni, and Na), 
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we account for more than 99% by mass of the chondrites 
and hence the terrestrial planets, in all cases (Figure 12.3). 
The amount of S in chondrites (e.g., as sulfate in CI 
chondrites and sulfide in EH chondrites) varies consider-
ably. However, given Earth and the terrestrial planets 
have evidence for volatile depletions (e.g., low K/U and 
K/Th ratios), this suggests that planetary S contents are 
going to be on the order of 2 wt. % or less.

Once the mass fraction of the silicate shell to metallic 
core has been established, then four fundamental data are 
needed for establishing the bulk composition of this outer 
shell of the terrestrial planets: (1) the bulk Mg number 
(atomic ratio of (Mg/(Mg+Fe)) of the silicate shell, 
(2) the bulk ratio of olivine to pyroxene (i.e., the silicate 

Mg/Si ratio), (3) the absolute abundances of the refrac-
tory lithophile elements (e.g., the amount of Al, Ca, Ti, 
Th), and (4) the degree of depletion of the moderately 
volatile elements (e.g., Na, K, Rb, S). These four param-
eters can provide a nearly complete compositional  picture 
of the silicate shell of a planet. Combining the Mg num-
ber and the mass fraction of core to silicate shell provides 
insight into the planetary body’s oxidation state and 
thus  the amount of iron in the silicate shell. The litho-
phile  elements are concentrated in the silicate shell and 
excluded from the metallic core. The refractory elements 
(i.e., 29 lithophile and 8 siderophile elements, see 
Table 12.1) are in chondritic proportions. Thus, if  we know 
the absolute abundance of one of these elements, we can 
then determine the abundance of the rest of them assum-
ing chondritic ratios (e.g., Al/Ca, Al/Ti, Al/Th, Al/U). 
Moreover, establishing the degree of depletion of moder-
ately volatile elements in the planet (e.g., constraints from 
40K →40Ar in the atmosphere, 87Rb →87Sr/86Sr in rocks) 
can provide further insights into the relative enrichment 
level of the refractory elements. Collectively, these obser-
vations then place limits (by difference) on the proportion 
of olivine to pyroxene in the planet.

When establishing the composition of the silicate shell 
of the terrestrial planets, there are no unique solutions to 
the allowed parameter space. The four parameters listed 
above can be traded‐off  with each other, and therefore 
a number of competing compositional models can be 
permitted. Moreover, seeing through the crustal layer, 
the existence of layering in the mantle, hidden reservoirs, 
a separate sulfide layer, and continued mass transfer 
between the core and mantle will add further complica-
tions to the picture. Thus, remote sensing can only go so 
far when attempting to estimate the internal composition 
of a terrestrial planet.

12.3. comPosItIonAl model for core

Emil Wiechertin 1897 appears to have been the first 
person to have conjectured that the Earth has a metallic 
core [McDonough, 2014]. Since then we have attempted 
to constrain its origin, composition, physical state, and 
evolution. The depth to the core‐mantle boundary was 
established by Beno Gutenberg [1914], Wiechert’s Ph.D. 
student, at 2900 km depth and is presently recognized to 
be 2891 ± 5 km deep [Masters and Shearer, 1995]. The 
Adams–Williamson equation [( / / ]d dr GM r rrρ ρ φ= − ( ) 2  

and the bulk sound velocity φ = − 




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


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 provide 

a  starting density profile for the core that, in turn, is 
perturbed to be consistent with free oscillation frequen-
cies [Dziewonski and Anderson, 1981], where ρ = density, 
r = radius, G = gravitational constant, Mr = mass of Earth 

Table 12.2 Bulk Earth and core models based on chondritic 
meteorites (CI, CV, H, and EH) and on cosmochemical and 
geochemical grounds (Earth).

Bulk Earth CI CV H EH Earth

models Weight Percent

O 31.1 35.0 35.0 28.7 29.7
Fe 26.2 24.7 27.2 30.9 31.9
Mg 13.9 15.3 13.8 11.3 15.4
Si 15.3 16.4 16.7 17.8 16.1
Al 1.2 1.8 1.1 0.9 1.6
Ca 1.3 2.0 1.2 0.9 1.7
Ni 1.5 1.4 1.6 1.9 1.8
S 7.8 2.3 2.0 6.2 0.6

Atomic Proportions

O 0.50 0.54 0.55 0.48 0.49
Fe 0.12 0.11 0.12 0.15 0.15
Mg 0.15 0.16 0.14 0.13 0.17
Si 0.14 0.14 0.15 0.17 0.15
Al 0.012 0.017 0.010 0.009 0.016
Ca 0.009 0.012 0.008 0.006 0.011
Ni 0.007 0.006 0.007 0.009 0.008
S 0.063 0.018 0.015 0.052 0.005

Core
models

CI CV H EH Earth

Weight Percent

Fe 76 80 81 78 81
Ni 5.1 5.3 5.4 5.2 5.4
Si 3.5 3.5 3.5 3.5 3.5
O 7.0 7.0 7.0 7.0 7.0
S 7.8 2.3 2.0 6.2 1.9

Mean 
atomic no. 23.5 23.7 23.7 23.8 23.9

Atomic Proportions

Fe 0.604 0.664 0.670 0.623 0.670
Ni 0.038 0.042 0.042 0.040 0.043
Si 0.055 0.058 0.058 0.056 0.058
O 0.194 0.203 0.202 0.195 0.202
S 0.108 0.033 0.028 0.086 0.027
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within radius r, Vp = velocity of  compressional wave, 
and Vs = velocity of  shear wave. Beyond that we know 
that the outer core (r = 3483±5 km) is liquid, the inner 
core (r = 1220±10 km) is solid (or mostly), and the den-
sity jump across the outer‐inner boundary is 0.82 ± 0.18 
Mg m‐3[Masters and Gubbins, 2003]. Collectively these 
data demonstrate that both the outer and inner core are 
less dense than a compositional model of  a pure Fe‐Ni 
alloy, with the inner core having about one half  the frac-
tion of  light element(s) envisaged for the outer core 
[Alfè et al., 2000; Birch, 1952; Jephcoat and Olson, 1987; 
Komabayashi and Fei, 2010; Masters and Gubbins, 2003; 
Stixrude et al., 1997].

Birch [1952] provided both a context to understand the 
density state of the inner and outer core, as well as the 
vocabulary of scientists working on this topic. Birch’s 
admonition for the reader to be wary of  claims about 
the nature of the deep Earth still holds today, and this 
includes this work too. It is fundamentally important to 
maintain a balance between what we know and what is 
possible. Foremost in discussions of Earth’s core compo-
sition are the following questions:

1. What is the light element(s) in the outer (OC) and 
inner core (IC)?

2. How much light element component is needed to 
account for the density deficit in the OC and IC?

3. When and under what conditions were the light 
element(s) incorporated into the core component?

4. When did the inner core begin to crystallize?
5. What is the temperature at the CMB and OC‐IC 

boundary?
6. Are there radioactive elements in the core and what 

are their abundances?
We do not have firm resolution to any of these questions, 
but a great deal of progress has been made over the last 
few decades, particularly with respect to both experimen-
tal and theoretical studies. The critical reviews of Poirier 
[1994] and Anderson and Isaak [2002] on core composi-
tion and temperature provide a fundamental framework 
in which to understand fully the state of unknowns and 
trade‐offs regarding the nature of Earth’s core.

This volume will provide considerable insight into the 
physical and chemical state of the core and lower mantle. 
Given the author’s bias this chapter emphasizes constraints 
from cosmochemistry and geochemistry, and thus the con-
clusions reached need to be viewed in this light. The bulk 
Earth is modeled as a chondrite, but not a specific type 
known in our inventory of samples. Nonetheless, using the 
estimate of the primitive mantle composition (see below) 
and the compositional variation observed in the chon-
drites, the bulk Earth’s composition can be predicted, and 
from that, the core’s composition is extracted.

Compositional models for the core [McDonough, 2014]
are presented in Table 12.2 and framed from a perspective 

of chondrites, the building blocks of the solar system 
(i.e., the chondritic ratios include Fe/Ni = 17.4 ± 0.5, Ni/
Co = 20 ± 1, and Ni/Ir = 23 ± 4 × 103). The weaknesses of 
the models presented in Table 12.2 are the simple assump-
tions (1) O, Si, and S are assumed to be present, (2) O 
content is arbitrarily assumed to be 7 wt. %, with the 
unconstrained O/Si weight ratio set at ~2 and the S con-
tent for the BSE set at 250 ppm, and (3) the core’s mean 
atomic number is set to between 23.5 and 24.0. These 
models are nonunique and only meant to show one fam-
ily of compositional solutions (Fe, Ni, and S); many 
alternative models can be generated with different pro-
portions of O, Si, and other light elements. At present, 
without hard data to fix the core’s light element(s) con-
tent, both the relative and absolute proportions, core 
compositional models remain not well constrained. 
Trade‐offs and modeling uncertainties in core tempera-
tures and compositional space allow for a range of model 
solutions [e.g., Badro et al., 2014]. It is also notable that 
because there is no fixed Mg/Si ratio for chondrites, then 
one cannot make an assumption on the amount of Si in 
the core using chondrites and a high Mg/Si ratio of the 
mantle. Likewise, physical and compositional constraints 
on the inner core, which is ~5% the mass of  the core, 
are weak and progress continues to find models that fit 
these constraints [e.g., Chen et al., 2014]. We are far from 
understanding the details of the absolute and relative 
abundances of light element(s) that make up the outer 
core; thus, speculations on these fractions in the inner 
core are even less constrained. Chondritic ratios of refrac-
tory siderophile elements provide constraints for the core 
content of  siderophile and chalcophile elements [e.g., 
see Figure  9 in McDonough, 2014] given knowledge of 
the BSE and bulk Earth composition. Consequently, 
these insights allow one to predict accurately element 
abundances in Earth’s core down to parts per million or 
per billion levels.

The composition of  the BSE, bulk Earth, and core, 
as well as the Moon’s composition, all provide essential 
insights into how and when Earth’s core formed. 
Constraints on the timing of Earth’s core formation come 
from the 182Hf‐182W isotope system [Kleine et al., 2002; 
Yin et al., 2002]. The combined modeling of inputs from 
large impacts during accretion and tungsten isotope data 
provide limits, but not a unique solution for the forma-
tional age of  Earth’s core, with acceptable ages being 
>10 Myr to ≤100 Myr after CAI formation (i.e., t0 for 
the solar system) [Kleine et al., 2009].

Constraints on the conditions of pressure, temperature, 
and f O2 (i.e., fugacity of oxygen) of core formation come 
from knowledge of the abundances of siderophile and 
chalcophile elements in the BSE. For elements like W and 
Mo, which are refractory elements, Earth is assumed to 
have chondritic ratio of W/Hf and Mo/Ce (i.e., all four 
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elements are refractory, and these ratios are relatively 
constant in the crust and mantle); thus these ratios in the 
BSE and knowledge that Hf and Ce are lithophile and 
excluded from the core tells us that the chalcophile ele-
ment Mo and the siderophile element W were partitioned 
between the core and mantle in different proportion, as a 
function of pressure, temperature, fO2

, and fS2
 during core 

formation. Likewise, the strongest constraint on Earth’s 
high-pressure reequilibration signature comes from the 
experimental observations on the Ni‐Co composition of 
the mantle [Li and Agee, 1996; Siebert et al., 2012]. Wood 
et al. [2014] presented a recent summary of the condi-
tions of core formation, including new insights from 
chalcophile elements, which involve high‐pressure, high‐
temperature, and metal segregation under evolving fO2

 
conditions throughout the various growth stages. 
Importantly, geochemical constraints only provide the 
integrated signal of core formation; constraints from 
petrology and dynamics provide the range of plausible 
conditions and sequences for core growth stages.

The chemical gradient in the solar system reveals that 
the terrestrial planets are depleted in volatiles relative to 
the gas giants, and more specifically Earth’s sulfur budget 
is also depleted relative to the solar average abundance. 
The constraint on the estimate of sulfur content of the 
core comes from the observed depletion trend in the 
inventories of volatile elements in the silicate shell of 
Earth [Dreibus and Palme, 1996]. Likewise, Earth’s over-
all depletion extends monotonically from the moderately 
volatile to highly volatile elements (e.g., C, N, and H). 
Many of these latter elements may likely be present in the 
core to some extent but are unlikely to be there in signi-
ficant quantities [McDonough, 2014].

A question remains as to whether or not Earth’s vola-
tile budget was controlled by predifferentiated planetesi-
mals [e.g., Yin, 2005] or by accretion and subsequent 
reequilibration of these smaller bodies in the growing 
Earth. The strongest constraint on Earth’s depletion 
signature comes from the short‐lived (3.7 Myr) Mn‐Cr 
isotope system. Earth’s Cr isotopic composition relative 
to its marked Mn depletion shows that the bulk Earth 
has the lowest, most depleted composition with respect to 
the spectrum chondritic, Mars, and the Eucrite parent 
bodies [Trinquier et al., 2008]. The overall excesses in 53Cr 
seen in chondrites coupled with the depleted composition 
of Earth in Mn‐Cr space has been interpreted by Palme 
and O’Neill [2014] as reflecting early loss of volatiles in 
the pre‐accreted materials that formed Earth.

Finally, in order to understand Earth’s energy budget, 
and the power needed to drive the geodynamo [Nimmo, 
2007], there remains a question of the presence of radio-
active, heat-producing elements (i.e., HPE = K, Th, and 
U) in Earth’s core. At present there is no compelling rea-
son to have HPE in the core, as the energy budget does 

not require it. Thus, to frame the discussion, there should 
be no confusion between what is plausible and what is 
needed. Li and Fei [2014] and Watanabe et al. [2014] pro-
vide useful summaries regarding the state of the issue on 
the potential for K in the core, with the overall conclusion 
being that tens of μg/g of K, or less, can be accommo-
dated in the core. Studies of Wheeler et al. [2006] and 
Bouhifd et al. [2013] show that under core segregation 
conditions the geochemical behavior of U remains that 
of a lithophile element that is excluded from the core. Ab 
initio calculations reveal the metallization of K at pres-
sure, due to s‐ to d‐orbital transitions and thus allowing 
K to alloy with Fe [Lee et al., 2004]. This plausibility 
argument, however, would more readily apply to Cs and 
Rb, larger alkali metals, which would undergo similar s‐ 
to d‐orbital transitions, but at lower pressures. There is no 
evidence, however, that Rb is anomalously depleted in the 
mantle with respect to the planetary volatility curve, con-
trary to an expectation from the pressure‐dependent 
metallization process. Thorium has not been found to 
partition into a core‐forming metal phase; it is under-
stood to be wholly lithophile. An additional constraint 
on the abundance and relative distribution of  Th and 
U  in the BSE comes from Pb isotope studies. The κPb 
ratio (i.e., the time‐integrated Th/U ratio derived from 
the208*Pb/206*Pb ratio) of the silicate Earth is comparable 
to that of chondrites at ±25% [Paul et al., 2003], consist-
ent with negligible amounts of Th and U in Earth’s core.

12.4. comPosItIonAl model for bulk 
sIlIcAte eArth (bse) And lower mAntle

The BSE includes the present‐day crust and mantle and 
all of their separate subdomains. The BSE has also been 
referred to as the primitive mantle and was the basis of 
the pyrolite model (pyroxene‐olivine rock [Ringwood, 
1962]). The basic question remains: Is the composition of 
the upper mantle, including the transition zone, and 
lower mantle the same (at the major element scale) or 
not? A range of compositional models for the mantle is 
reported in Table 12.3. If  the composition of the upper 
mantle and transition zone is assumed to be approxi-
mately similar to that of McDonough and Sun (1995), 
then the composition of the lower mantle is, based on 
mass balance considerations, markedly different for the 
following models presented in Table 12.3: C1 chondrite, 
Javoy et al. [2010], and Turcotte and Schubert [2002]. It is 
often not appreciated that C1 chondritic models, so often 
cited for solar comparisons, set both Mg/Si and the abso-
lute abundances of the refractory element abundances, 
which are different from models of the upper mantle. 
Likewise, a Turcotte and Schubert [2002] model, which 
assumes a high Th and U content for the BSE, must 
also  have gross compositional layering to match the 
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chondritic proportions for Ca, Al, Th, and U. Collectively, 
these five models (Table  12.3) provide a perspective on 
the differences between some of the competing models 
for the composition of the lower mantle.

Overall, the evidence from geochemistry is that these five 
model compositions are permissive, regarding the chemical 
and mineralogical composition of the lower mantle. The 
upper and lower mantle can be chemically similar or differ-
ent. Other data are required to resolve this issue. Commonly, 
there is an emphasis on combining mineral physics data with 
seismological constraints to find solution space that satisfies 
Preliminary Earth Reference Model (PREM) [Dziewonski 
and Anderson, 1981]. Increasingly, these modeling studies 
attempt to treat uncertainties in data and find that the lower 
mantle’s composition is compatible with that of the upper 
mantle [e.g., Zhang et al., 2013]. An alternative composi-
tional model that sees distinct upper‐lower mantle chemical 
differences has been proposed [Murakami et al., 2012], how-
ever, this model has been discounted based on its incorrect 
Voigt‐Reuss‐Hill averaging of a multiphase lower mantle 
 composition [Cottaar et al., 2014]. The most compelling 
observation that is consistent with a relatively homogenous 
bulk composition for the mantle, in this author’s view, is 

based on seismic tomographic images of the mantle that 
reveal down‐going slabs of oceanic lithosphere penetrating 
into the lower mantle (i.e., below the 660 km seismic discon-
tinuity) [e.g., Fukao and Obayashi, 2013], thus requiring 
lower‐upper mantle mass exchange and mixing.

In terms of mineral proportions, the lower mantle is, 
for the most part, considered to be made up of three min-
erals: bridgmanite (a.k.a. Mg‐perovskite), Ca‐perovskite, 
and ferropericlase, with the exception of the lowest cou-
ple hundred kilometers of the mantle seeing the phase 
transition of bridgmanite to post‐perovskite [Murakami 
et al., 2004]. [There is also a recent report of Mg‐perovskite 
(bridgmanite) being unstable and disproportioning to an 
Fe‐rich phase with a hexagonal structure (H phase) and a 
nearly Fe‐free MgSiO3 perovskite [P Zhang et al., 2014].] 
The relative proportions of these phases in different lower 
mantle compositional models are shown in Figure 12.4. 
for the models presented in Table  12.3. The absolute 
mode proportion of Ca‐perovskite is set by the model’s 
predicted content of refractory lithophile elements (i.e., 
Ca content). The model’s Mg/Si ratio sets the relative 
mode proportion of bridgmanite to ferropericlase, with 
models having higher Si contents consequently having 

Table 12.3 Primitive Mantle (bulk silicate earth, BSE) models.

CI1 chondrite
Javoy et al. 

[2010]
McDonough 

and Sun [1995]
Palme and 

O’Neill [2014]
*Turcotte and 

Shubert [2003]

Weight Percent

Al 1.93 1.28 2.34 2.38 3.55
Ca 2.06 1.34 2.52 2.61 3.83
Mg 21.6 22.0 22.8 22.2 21.5
Si 22.1 23.3 21.0 21.2 19.5
Fe 6.30 6.87 6.25 6.30 6.30
O 44.9 44.2 44.1 44.3 44.3
Ca/Al 1.07 1.05 1.08 1.10 1.08
Al/Si 0.087 0.055 0.111 0.112 0.182
Mg/Si 0.978 0.945 1.084 1.045 1.103
K(10–6 g/g) 807 144 280 260 310
Th(10–9 g/g) 42 42 80 85 121
U(10–9 g/g) 12 12 20 23 31
Power (TW) 20.3 11.2 20.5 21.8 29.8

Atomic Proportions

Al 0.015 0.010 0.018 0.019 0.028
Ca 0.011 0.007 0.013 0.014 0.020
Mg 0.189 0.193 0.199 0.194 0.189
Si 0.167 0.176 0.159 0.161 0.148
Fe 0.024 0.026 0.024 0.024 0.024
O 0.595 0.588 0.586 0.589 0.591
Ca/Al 0.720 0.705 0.724 0.739 0.727
Al/Si 0.091 0.057 0.116 0.117 0.189
Mg/Si 1.130 1.092 1.252 1.207 1.274

* Note: The major element abundances in this model were calculated from chondritic Ca/Al, Al/Th, 
and Ca/Th ratios, assumed Fe content for atomic Mg/Mg+Fe=0.89, and a mass balance.
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lower mode proportions of ferropericlase. Based on an 
upper mantle composition, the lower mantle has on aver-
age by volume about 10% Ca‐perovskite, 17% ferroperi-
clase, and 73% bridgmanite (Figure 12.4).

There are many competing geochemical models that 
describe the composition of the BSE; these models can be 
viewed as being on a continuum with three dominant 
modes: low, intermediate, and high abundances of the 
refractory lithophile elements (i.e., Al, Ca, Th, U). (Th 
and U are mentioned here because they are also the heat 
producing elements, and together with K they produce 
>99% of Earth’s radiogenic heat, with 40% contributions 
coming each from Th and U.) These three classes of mod-
els, labeled cosmochemical, geochemical, and geody-
namic models [Šrámek et al., 2013], are recognized in 
terms of radiogenic heat production as the low‐Q (10–15 
TW), medium‐Q (17‐22 TW), and high‐Q (>25 TW) 
models [Dye et al., 2015]. Models that conclude that the 
BSE has either low or high concentrations of refractory 
lithophile elements (low- and high‐Q models) often 
require gross scale, chemical layering in the mantle that is 
often viewed as being upper and lower domains separated 
by the 660 km seismic discontinuity, which acts as both a 
phase change and a compositional boundary. Alternative 
layering structures can be envisaged, but their nature, 
origin, and mode of  separation (isolation) are signifi-
cant challenges for geodynamics models. Geochemical 
or medium‐Q models typically assume a homogeneous 
mantle composition, at the gross scale, for the major ele-
ments (i.e., model estimates based on basalts and perido-
tites, with constraints from chondrites). The following 
will consider individually these three families of models.

12.4.1. Low Q: Cosmochemical Models

These models include the collisional erosion model 
[Campbell and O’Neill, 2012; Caro and Bourdon, 2010; 
Jackson and Jellinek, 2013; O’Neill and Palme, 2008; 
Warren, 2011], the enstatite Earth model [Javoy, 1995; 
Javoy and Kaminski, 2014; Javoy et al., 2010; Kaminski 
and Javoy, 2013], and the non-chondritic model [Campbell 
and O’Neill, 2012]. The collisional erosion and non-
chondritic models predict that the absolute abundances of 
refractory lithophile elements (e.g., U and Th) in Earth 
were initially accreted in chondritic proportions, and then 
in the early Hadean, Earth formed a Th‐, U‐, and LREE‐
enriched crust that was either removed during intense col-
lisions with large impacts or the crust was subducted and 
permanently sequestered as a hidden reservoir at the base 
of the mantle. These BSE models owe their origins to the 
observation that Earth’s 142Nd isotope abundances are dis-
tinctly different from that of some chondrites [Boyet and 
Carlson, 2005; Carlson and Boyet, 2008], a conclusion that 
is at odds with the present‐day range of 142Nd/144Nd iso-
topic compositions seen in chondrites [Huang et al., 2013]. 
Models invoking a sequestered, hidden, Th‐U‐LREE‐
enriched reservoir at the base of the mantle are not strictly 
low‐Q models (i.e., ≤15 TW), but in principle this hot 
basal layer acts like a bottom heating layer to the mantle. 
On a major element scale these models view the upper and 
lower mantle to be of similar bulk composition, or at least 
they do not require compositional layering.

The enstatite Earth, cosmochemical model [Javoy and 
Kaminski, 2014; Javoy et al., 2010] uses the compositions 
of  enstatite chondrites to predict the composition of 
the bulk Earth and recognized that the Mg/Si ratio of 
enstatite chondrites is markedly lower than that of the 
upper mantle (see geochemical models). Thus, the con-
structed model requires that the lower and upper mantle 
have distinctly different bulk compositions and predict 
low radiogenic heat production. In addition, these 
authors note that Earth and enstatite chondrites have 
overlapping 142Nd/144Nd isotopic compositions, and thus 
this shared compositional signature is a further genetic 
proof of the linkage between these materials.

12.4.2. Medium Q: Geochemical Models

These models [Allegre et al., 1995; Hart and Zindler, 
1986; Jagoutz et al., 1979; Lyubetskaya and Korenaga, 
2007; McDonough and Sun, 1995; Palme and O’Neill, 
2014; Ringwood, 1975; Wanke, 1981] recognize the 
residuum‐melt relationship between peridotites and 
basalts and seek to estimate the composition of  the 
BSE by modeling the system to the least melt‐depleted 
composition. These models predict a primitive compo-
sition for materials last equilibrated in the uppermost 
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Figure  12.4 Relative proportions of the three dominant lower 
mantle phases in different lower mantle compositional models 
(see Table  12.4 for the compositional models). The minerals 
include bridgmanite (a.k.a. Mg‐perovskite idealized as MgSiO3), 
Ca‐perovskite (idealized as CaSiO3), and ferropericlase ((Mg Fe)
O), The mineralogical proportions in model of Palme and O’Neill 
[2014] is the same as that in McDonough and Sun [1995].
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mantle and  conclude that deeper materials will also 
have similar compositional characteristics due to whole 
mantle convection. Tomographic images of  subducting 
slabs plunging, in some instances, into the deep mantle 
reveal that there is present‐day mass transfer between 
the upper and lower mantle, which support the claim of 
whole mantle convection. Consequently, the mantle is 
dynamically supported to be roughly homogeneous in 
composition.

12.4.3. High Q: Geodynamic Models

These models [Davies, 2010; Schubert et al., 1980; 
Turcotte and Schubert, 2002; Turcotte et al., 2001] are 
constructed from the perspective of physics driving Earth 
processes and use a simple set of assumptions and equa-
tions to describe Earth. These models seek to solve the 
balance of mantle forces between thermal and momen-
tum diffusivity versus viscosity and buoyancy. The mod-
els examine the thermal evolution of Earth in terms of 
the relative contribution of primordial to radiogenic heat, 
with the primordial contribution coming from the kinetic 
energy of accretion and the thermal energy that was con-
verted from gravitational energy associated with core for-
mation. Many, but not all, of these models implicitly or 
explicitly have chemical layering in the mantle with an 
upper and lower boundary at the 660 km seismic discon-
tinuity. In addition, there are trade‐offs in parameter 
space that can also result in alternative solutions for the 
rate of heat dissipation that range from high- to low‐Q 
compositional models.

12.4.4. Thermal Earth

Understanding the heat budget and Earth’s thermal 
evolution is key to understanding the composition of  the 
lower mantle and core. The recent findings of  the electri-
cal and thermal conductivities of  the core [de Koker 
et al., 2012; Gomi et al., 2013; Pozzo et al., 2012; Seagle et al., 
2013], plus geodynamic considerations point to the 
present‐day core heat flux as being high (10–16 TW). 
Such a high core heat flow is hard to reconcile with some 
models that describe the thermal evolution of  the man-
tle, the age of  inner core crystallization and low propor-
tion of  radiogenic heating. Some geodynamic models 
find satisfactory solutions when invoking a layered man-
tle scenario and/or a core containing a significant frac-
tion of  radiogenic heating [e.g., Nakagawa and Tackley, 
2014]. Thus, if  the mantle is layered, it might or might 
not have gross compositional differences between the 
upper and lower domains; however, in layered mantle 
scenarios the mantle geotherm necessarily has a signifi-
cant step in its profile.

12.5. outstAndIng Issues And whAt lurks 
deeP In mAntle

The deep mantle is a region rich with seismologically 
observed structures (e.g., D″, ULVZ and LLSVP — see 
other chapters in this volume for additional insights), which 
have resulted in much speculation as to the origins and evo-
lution of these features, with many competing hypotheses. 
Moreover, chemical and isotopic studies of the BSE com-
position have also concluded that there are inaccessible 
hidden layers in Earth that contain the chemical/isotopic 
complement of what is missing from the BSE inventory 
[e.g., Boyet and Carlson, 2006; Jackson and Jellinek, 2013], 
under the assumption of chondritic abundances of the 
refractory lithophile elements in the mantle. In addition, 
there are speculations that envisage core‐mantle exchange 
as seen in chemical and isotopic signatures seen in basalts. 
From a geochemist view we can only see/sense what is down 
there if we can analyze it or deduce it from the consequences 
of an irreversible chemical fractionation event.

12.5.1. Primordial Differentiation of BSE

This scenario has common appeal given that the man-
tle in the early Earth, pre‐ and post‐Moon formation, 
would have had a much higher temperature than today, 
with extensive melting of the mantle. It is also likely that 
the vigor of mantle convection would have been much 
greater and that this condition would promote global 
differentiation events, which may have been erased or its 
effects attenuated by rehomogenization due to enhanced 
convection. Some global differentiation scenarios might 
involve silicate melts sinking due to a mantle density 
crossover point, where melts are denser than their resid-
uum [Labrosse et al., 2007; Lee et al., 2010], leading to 
large‐scale irreversible differentiation of the mantle. 
Another idea is that the accessible mantle possesses a 
putative 142Nd‐isotopic anomaly and that there is a com-
plementary reservoir hidden in the deep mantle (or that a 
primitive complementary crustal mass was lost to space 
during early Hadean impact events) [Boyet and Carlson, 
2005; Warren, 2008]. The evidence for Earth being con-
sidered anomalous is no longer tenable given that Earth’s 
142Nd‐isotopic composition overlaps with that observed 
in chondritic meteorites [Huang et al., 2013]. Importantly, 
all of these signatures of early global differentiation 
events are accounted for in the peridotites used to model 
the BSE composition [McDonough and Sun, 1995], con-
trary to the opposite assertions made in Boyet and 
Carslon, [2005] and Lee et al. [2010]. The present‐day, 
non-primitive compositions of mantle peridotites were 
projected back to the intersections in chondritic‐chondritic 
ratio space for refractory lithophile element ratios [see 
Figure 5 in McDonough and Sun, 1995] and therefore take 
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into account all previous differentiation processes. The 
only scenario that cannot be modeled by the geochemist’s 
standard toolbox is when the upper and lower mantle 
regions are distinct and the lower mantle is not derived 
in any part from the upper mantle (i.e., the two mantle 
domains are distinct and have no genetic relationship, 
physically or chemically, to each other).

12.5.2. Core‐Mantle Exchange

There is the question of mass exchange between the 
core and the mantle, either as an undetected, but specu-
lated process occurring at the CMB or as detected pro-
cesses documented in the compositions of basalts. It is 
possible that there is mass exchange and/or ongoing 
chemical reactions occurring at the CMB, perhaps some 
of which are evidenced by the ULVZ [Hernlund and 
Jellinek, 2010]. However, unless these products are 
brought to the surface and sampled, then as geochemists 
we cannot validate their occurrence. On the other hand a 
number of suggestions have been made that the composi-
tions of basalts record mass exchange across the CMB as 
evidenced by enhanced levels of key siderophile element 
abundances and anomalous Os isotopic compositions 
[e.g., Brandon et al., 2003; Herzberg et al., 2013; Humayun 
et al., 2004; Puchtel et al., 2005]. None of these models 
have withstood the scrutiny of testing, in the view of this 
author, as the models of Humayun et al. [2004] and 
Herzberg et al. [2013] are only suggestive of core mantle 
exchange with their observations of elevated Fe/Mn val-
ues and Ni contents, respectively. These chemical indica-
tors, however, do not fall outside the global compositional 
array seen in mantle samples despite claims by these 
authors of the importance of their higher precision data. 
Moreover, the supporting evidence from W isotopic data 
to bolster the claim of Os isotopes revealing core‐mantle 
exchange ended up showing the exact opposite, with 
Archean komatiites having higher W isotopic values than 
the mantle’s composition as opposed to the predicted 
shift to lower W isotopic values [Touboul et al., 2012, 
2014]. In summary, there is no clear geochemical evidence 
for core‐mantle exchange, but this does not preclude 
it  from happening and not being sampled. However, 
the recent observations of W isotopic heterogeneities in 
Archean lavas, which appear to reflect near‐primordial 
signatures that endure in isolation in the mantle for bil-
lions of years, present a constraint and a challenge for 
understanding convection in the mantle.

12.6. future ProsPects

The question of the composition of the lower mantle is 
a longstanding one and represents a major challenge to 
resolve. Ever improving data sets for the elastic properties of 

mantle minerals (including experimental studies and 
molecular dynamic calculations) are bringing us closer to 
finding acceptable solutions to defining the modal miner-
alogy and thermal state of the lower mantle. Comparisons 
of these data, when coupled to the ever improving seis-
mological models for the mantle, will better define a 
coherent model for the BSE. Uncertainties remain sig-
nificant, however, for the temperature and pressure deriv-
atives of elastic moduli at lower mantle conditions.

A significant opportunity has recently presented itself  
with the acquisition of Earth’s geoneutrino signal [Araki 
et al., 2005; Bellini et al., 2010, 2013; Gando et al., 2013, 
2011]. These recent experiments demonstrate that we have 
the capacity to directly assess the amount and distribution 
of Th and U inside Earth. These data will define the plan-
etary budget of these refractory lithophile elements (defin-
ing the planet’s radiogenic Q value) and hence also define 
the amount of Ca, Al, and Ti inside Earth (conserved 
refractory element ratios). These latter major element 
data can then be used to constrain the compositional 
models of the BSE and assess the mantle’s Mg/Si ratio. In 
addition to testing models of the BSE, Šrámek et al. [2013] 
also proposed that geoneutrino studies conducted on the 
seafloor can be used to assess the compositional nature of 
the seismologically image LLSVP in the deep mantle. 
Their study predicted an enhanced geoneutrino flux from 
these two LLSVP domains under the hypothesis that 
they represent compositionally distinct material enriched 
in HPE as compared to the surrounding mantle. They pre-
sented neutrinographic images of the two LLSVP domains 
and set a significant research challenge for future studies 
of Earth’s deep mantle.
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13.1. PLANETARY DIFFERENTIATION 
AND CORE‐MANTLE SEGREGATION

Separation of a metallic core is perhaps the earliest and 
most significant process involved in planetary differentia-
tion. Siderophile elements (siderophile means “iron loving”) 
can be used to understand this physical process in early 
Earth. Siderophile element concentrations in the primitive 

upper mantle (PUM) are known to be much lower than in 
chondrites, potential building blocks of Earth. These low 
concentrations (or depletions relative to chondrites) are 
interpreted as due to core formation. Because the siderophile 
elements favor metallic liquid, formation of a core can cause 
depletion of siderophile elements in the mantle and the size 
of the depletion can potentially yield information about the 
conditions during core formation (Figure 13.1).

The distribution of siderophile elements between metal-
lic liquid core and silicate mantle can be understood by 

Metal‐Silicate Partitioning of Siderophile Elements 
and Core‐Mantle Segregation
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AbSTRACT

Compositional models of the core and lower mantle are reviewed and assessed. The assumptions in the models, 
and the constraints and uncertainties about the Earth’s interior are presented. Although a compositional model 
for the lower mantle that matches that of the upper mantle for major elements is most compatible with observa-
tions and constraints, uncertainties are such that competing compositional models are tenable. Based on chon-
dritic models, more than 90% of the mass for the Earth is composed of Fe, O, Mg and Si and the addition of Ni, 
Ca, Al and S accounts for more than 98% by mass the composition of the Earth. There is no fixed Mg/Si ratio 
for chondrites; variations in this ratio reflect the proportion of olivine (2:1 molar Mg/Si) to pyroxene (1:1 molar 
Mg/Si) accreted in the planet or chondritic parent body. Observations on active accretion disks reveal rapid grain 
growth in the inner disk region and spatial variations in the relative proportions of olivine to pyroxene. 
Compositional models for the core are constrained by limited variation in chondrites for key siderophile element 
ratios (e.g., Fe/Ni, Ni/Co, and Ni/Ir). The amount and relative proportions of light element(s) in the core are 
poorly constrained, with tradeoffs and modeling uncertainties in core temperatures and compositional space that 
allow for a range of model solutions. Constraints on the absolute and relative abundances of moderately volatile 
and volatile elements in the Earth are consistent with only ~2% by mass of sulfur and a negligible role for H, C 
or N in the core. There is no evidence that heat producing elements (HPE: K, Th and U) are in the core at any 
significant level. Geoneutrino studies are placing global scale limits on the amount of Th and U in the Earth, 
which in turn will constrain models for the composition of the bulk silicate Earth, the mode proportion of the 
Ca-bearing phase in the deep mantle, and the thermal evolution of the planet. There is no clear geochemical 
evidence for core-mantle exchange, but this does not preclude it from happening and not being sampled.
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measuring partition coefficients, D (metal/silicate) (D = 
concentration ratio of  an element in metallic liquid and 
silicate melt). The siderophile elements include more 
than 30 elements, defined as those elements with D 
(metal/silicate) > 1 (at 1 bar), and are usually divided into 
several subclasses [e.g., Righter, 2003]: the weakly siderophile 
elements (WSEs; 1 < D < 10), moderately siderophile ele-
ments (MSEs; 10 < D < 10,000), and highly siderophile 
elements (HSEs; D > 10,000). In addition, we will consider 
some elements that are volatile and siderophile (VSE) and 
several light elements that are known to alloy with FeNi 
metallic liquids—S, Si, C, O, N, and H.

Moderately siderophile elements such as Ni, Co, Mo, and 
W in the upper mantle are all depleted by about a factor of 
approximately 10 relative to chondritic abundances [e.g., 
Jagoutz et al., 1979; Figure 13.1]. These four elements are 
also refractory, thus providing tight constraints on mantle 
evolution. The HSEs Au and Re and the platinum group 
elements Pd, Pt, Rh, Ru, Ir, and Os are also in nearly chon-
dritic ratios in primitive upper mantle but are depleted in 
absolute abundance by a factor of approximately 103 rela-
tive to chondritic values [e.g., Becker et al., 2006]. The WSEs 
Cr, V, Mn, and Nb exhibit slight or no depletion in the 
PUM (Figure 13.1). In addition, these elements are 
known to be compatible in lower mantle minerals and 
thus their upper mantle deletion can be due to both core 

and lower mantle partitioning [Righter et al., 2011a]. For 
this reason, these elements hold less leverage on core forma-
tion than the moderately or highly siderophile elements. 
The VSEs include Ga, Ge, Cu, Zn, Sn, Sb, As, and others 
and have the characteristic depletion relative to chondrites 
but are also volatile and thus their mantle depletion must 
be interpreted due to pre‐ or postaccretional volatility com-
bined with core formation. Finally, there are several light 
elements—Si, S, C, O, N, and H—that exhibit siderophile 
behavior. These elements can alloy with FeNi liquid and 
affect the metal‐silicate partitioning of other siderophile 
metals in the MSE, HSE, WSE, and VSE groups.

All these elements encompass a wide range of partition 
coefficient values and can be very useful in deciphering the 
conditions under which a metal core may have equili-
brated with a molten mantle (or a magma ocean). For 
example, the depletion of Ni requires a D(metal/silicate) 
value of approximately 30, whereas the depletion of Ru (an 
HSE) requires a D(metal/silicate) near 800. These required 
values are summarized in Figure 13.1. Because metal and 
silicate can equilibrate by several mechanisms, such as at the 
base of a deep magma ocean, or as metal droplets descend-
ing through a magma ocean, partition coefficients can 
potentially shed light on which mechanism may be most 
important, thus linking the physics and chemistry of core 
formation [e.g., Rubie et al., 2003]. The focus of this chapter 
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Figure  13.1 Depletions of siderophile elements in Earth’s mantle relative to CI chondrites [from Palme and 
O’Neill, 2014]. Various groups of siderophile elements shown are the WSEs V, Cr, Mn, Nb, and Si, the MSEs Ni, 
Co, Mo, and W, the VSEs P, As, Sb, Sn, Ge, Ga, Cu, Zn, Ag, Bi, Cd, In, Te, Pb, and Se, the HSEs Re, Au, and 
platinum group elements Rh, Pd, Ru, Ir, Os and Pt, and the light elements S, C, H, and N. The H2O, N, and S 
concentrations in the bulk silicate Earth, from Marty [2012] and Palme and O’Neill [2014], and bulk Earth values 
are from Marty [2012] and Eggler and Lorand [1993] as follows: C = 530 ppm, N = 1.68 ppm, H2O = 2700 ppm, 
and S = 2 wt %.
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will be on the chemical equilibria, with only a brief discus-
sion of the physical aspects of metal segregation, which will 
be covered in Chapter 14. In this chapter metal‐silicate par-
titioning of siderophile elements is summarized, with brief  
application to understanding planetary core formation.

13.2. EXPERIMENTAL CONTROL OF P, T, FO2
 

AND COMPOSITION

To evaluate models for core formation and core‐mantle 
partitioning, planetary analogue compositions are studied at 
a range of pressures and temperatures. At low pressures, 
metal‐silicate systems can be studied at temperatures 
between 1100 and 1600°C in vertical furnaces that have 
large‐volume hot spots allowing study of volumetrically 
large samples [e.g., Newsom and Drake, 1982]. Another 
advantage to low‐pressure systems such as these is that the 
oxygen pressure (which is very low in the interior of Earth 
and other planets) can be controlled very precisely using gas 
mixing of either CO‐CO2 or H2‐CO2 [Nafziger et al., 1971].

Higher pressures can be achieved in the laboratory using 
piston cylinder techniques [0.5–4.0 GPa; Dunn, 1993; Boyd 
and England, 1960; Bohlen, 1984], multi anvil (MA) appa-
ratuses [3.0 to ~40 GPa; Kawai and Endo, 1970; Akaogi and 
Akimoto, 1977; Onodera, 1987; Ohtani, 1987; Walker et al., 
1990; Walker, 1991; Rubie, 1999; Ito et  al., 2004; Frost 
et  al., 2004], or diamond anvil cell (DAC) [>10 GPa; 
Bassett, 1979; Boehler and Chopelas, 1991; Campbell, 
2008] systems. Heating capabilities in these three types 
of  apparatus are slightly different. Piston cylinder 
assemblies typically use an internal, electrical resistance 
furnace such as graphite. Heating capabilities in the multi-
anvil are provided by graphite and also Re and LaCrO3 to 
generate temperatures as high as 2800°C at pressures 
greater than the graphite‐diamond transition. Samples 
within a DAC can be heated with a laser or with resistance 
heaters up to 7000 K [Chandra Sekhar et al., 2003].

Study of specific compositions at high‐pressure and high‐
temperature conditions requires careful choice of capsules 
or containers in the experimental assembly. Noble metal 
capsules (Pt and Pd) are frequently used in experimental 
petrology but are unsuitable for Fe metal–silicate partition-
ing experiments because they alloy with Fe and form eutectic 
melts at relatively low temperatures. As a result, studies 
involving Fe metal have employed refractory ceramics for 
capsules—MgO, Al2O3, and graphite. The MgO and Al2O3 
react with the silicate melt to form MgO‐rich and Al2O3‐rich 
melts relative to the starting materials. Graphite is less 
prone to leakage of the silicate melt, but FeNi metallic liq-
uids can alloy with carbon, resulting in as much as 6–7 wt % C 
in the resulting metallic liquid. Boron nitride (BN) is also a 
good capsule under high‐P, T conditions, but most silicate 
melt can easily dissolve B2O3 (up to ~10 wt %), making BN 
an unattractive candidate for experiments involving silicate 
melts. Choice of a good capsule and an understanding of 

reactivity with encapsulated melts is important for both ele-
ment partitioning and isotopic fractionation. Choosing a 
suitable capsule material is not easy but usually there is a 
material that can provide good encapsulation without limit-
ing the scope of the investigation.

The pressure of  oxygen deep within planets has a 
fundamental control on chemical equilibria, especially 
whether iron is stable in the metallic or oxidized form:

 Fe O FeO+ =½ .2  (13.1)

Studies of planetary materials (meteorites, lunar samples, 
comet samples) have shown that metal‐silicate equilibria 
record fO2

 ranging from IW‐7 to IW [Righter et al., 2006]. In 
addition, we know that Earth’s mantle records nearly 10 
orders of magnitude of oxygen fugacities, from just above 
the iron‐wüstite (IW) buffer to close to the hematite‐magnet-
ite (HM) buffer [Carmichael, 1991]. The oxygen fugacities 
recorded in solar system materials (planetary and meteorite 
samples) thus extend across a very wide range of values and 
must be controlled appropriately in experimental studies. 
Control or monitoring of oxygen fugacity in high‐pressure 
experimental systems is challenging but can be done by 
using solid buffers [e.g., Re‐ReO2 or Ni‐NiO buffer; 
Pownceby and O’Neill, 1994; Campbell et al., 2009; Dobson 
and Brodholt, 1999] or a capsule that does not react signi-
ficantly with the sample of interest (e.g., graphite‐lined Pt; 
Holloway et al. [1992]). The reader is referred to these refer-
ences for more details of the various approaches.

The small size of the run products from MA and DAC 
experiments has made characterization a challenge. 
However, focused ion beam (FIB) sample preparation has 
allowed pinpoint targeting of very small features in  the 
high‐pressure samples [e.g., Jephcoat et al., 2008; Auzende 
et  al., 2008; Shofner et  al., 2014]. Microanalytical tech-
niques have aided in the analysis of run products [e.g., 
Righter et al., 2010; Bouhifd et al., 2013a,b]. Finally, new 
analytical capabilities with electron microprobe analysis 
(coupling with a field emission gun) have helped character-
ize smaller samples than ever, although correction proce-
dures for thin samples and interferences should be improved 
before widespread application [Wade and Wood, 2012].

13.3. METAL‐SILICATE PARTITIONING

13.3.1. Partitioning Behavior of Siderophile Elements: 
Effects of P, T, fO2

, and Composition

Partitioning of  siderophile elements between metal 
and silicate liquid can be understood in terms of  simple 
equilibria such as.
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and at equilibrium:

 − =∆G RT K/ ln  (13.3)
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where ΔG° is the free energy of the reaction, ΔH° is the 
enthalpy of the reaction, ΔS° is the entropy of the reac-
tion, ΔV° is the volume change of  the reaction, T is 
temperature, R is the gas constant, x is the mole fraction 
of the chemical species, a is the thermodynamic activity 
of  the chemical species, fO2

 is the fugacity of  oxygen, 
M is the metallic element of interest, and n is the valence in 
the silicate liquid [see, e.g., Capobianco et al., 1993]. Such 
equilibria clearly would be a function of temperature, 
pressure, and oxygen fugacity. Additional work has demon-
strated that activities of siderophile elements in metal and 
silicate, aMn+On/2 and aM, are dependent upon silicate 
liquid composition and nonmetal content of  metallic 
liquid (e.g., S, C, or Si), respectively. All of these effects 
(P, T, fO2

, and composition) will be discussed separately, 
and a framework for a comprehensive understanding 
guided by chemical thermodynamics will be introduced.

13.3.1.1. Oxygen Fugacity
The effect of  oxygen pressure on the solubilities of 

siderophile elements in silicate melt has been understood 
for many years due to metallurgical interest and has 
been known to the geological community since the early 
work of  Palme and Ramensee [1981] and Newsom and 
Drake [1982, 1983] on W and P. Equations (13.2)–(13.7) 
show that fO2

 dependence will depend on the valence (n) 
of the element in the silicate melt; specifically ln D(M) 
is dependent on n/4 * ln fO2

. Thus a low‐valence ele-
ment  will exhibit a weak dependence on fO2

 whereas a 
higher valence element (W6+, P5+, Mo4+) will exhibit a 
stronger fO2

 dependence [e.g., Holzheid et al., 1994]. 
This fO2

 dependence is clear for a range of  elements from 
In+, Ni2+, Ga3+, Mo4+, P5+, and W6+ (Figure 13.2). The 
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Figure 13.2 (a) Oxygen fugacity series. Data for Ga are from Drake 
et al. [1984] (at 1 bar and 1300°C), for In from Righter et al. [2014] 
(at 1 GPa and 1600°C), P from Siebert et al. [2011] (at 3 GPa and 
1850–1900°C), for Mo and W from Wade et al. [2012] (at 1.5 GPa), 
and for Ni from Holzheid and Palme [1996] (at 1 bar and 1400°C).
(b) Effect of temperature series. Data for Os are from Brenan and 
McDonough (2009) (2 GPa), for Co from Chabot et al. [2005] (at 
7 GPa), for C from Chi et al. [2014] (at 3 GPa), for Ge from Righter et al. 
[2011b] (at 1 GPa), and for Mn from Mann et al. [2009] (at 18 GPa).
(c) Effect of pressure series. Data for Zn are from Mann et al. [2009], 
for V from Siebert et al. [2011] (at 1860–1900°C), for Ru from Mann 
et al. [2012] (at 2700 K), for S from Boujibar et al. [2014] (at 
1800–1900°C), and for Ni from Li and Agee [1996] (at 2000°C).
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stability of high valences for several elements at high 
pressures (W, Mo) has been demonstrated indicating that 
the valences are not just a low‐pressure phenomenon 
[Righter et al., 2016; Wade et al., 2013].

13.3.1.2. Temperature
A strong effect of temperature on metal‐silicate parti-

tion coefficients is expected on thermodynamic grounds 
for those metal‐silicate equilibria possessing a large 
enthalpy change [e.g., Capobianco et al., 1993]. In prac-
tice, some siderophile elements exhibit more temperature 
dependence than others [Capobianco et al., 1993; Murthy, 
1991]. Several studies have shown that there is a weak 
temperature effect, resulting in a decrease in D (metal/
silicate) at higher temperatures for Ni and Co [e.g., 
Walker et al. 1993; Thibault and Walter, 1995; Chabot 
et al., 2005; Figure 13.2]. Additional studies have included 
multiple trace siderophile elements and have demonstrated 
that some D (metal/silicate) values increase at higher 
temperatures while some decrease [Righter et  al., 2010; 
Siebert et al., 2011], thus verifying the caution of Capobianco 
et al. [1993] that one cannot generalize about siderophile 
elements. For example, an increase in D(Mn) with increas-
ing temperature is in contrast to decreases in D(C), D(Ru) 
and D(Ge) and a weak decrease in D(Co) (Figure 13.2). 
Temperature effects can be difficult to disentangle from 
pressure effects, as discussed in the next section.

13.3.1.3. Pressure
Any effect of pressure on the magnitude of the metal‐

silicate partition coefficient can be related to the volumetric 
properties of the equilibrium represented in equations 
(5)–(7). The volume changes of this reaction and others 
like it are positive, thus indicating that siderophile elements 
should become more siderophile with pressure [Righter, 
2011]. A common finding, however, is that pressure reduces 
the metal‐silicate partition coefficients [e.g., Li and Agee, 
1996, 2001b; Kegler et al., 2008; Bouhifd and Jephcoat, 
2003; Cottrell et al., 2009, 2010]. As pressure increases 
(in experimental studies or in Earth’s interior), so does 
temperature, and an increase of temperature and pressure 
together sometimes results in a decrease in D even though 
the pressure term is positive (+). Pressure causes essentially 
no change in D(Zn) or D(V), a slight decrease in D(Ni) 
and D(Ru), and an increase in D(S) (Figure 13.2).

13.3.1.4. Silicate Melt Composition
High valence elements such as Mo, W, and P can be 

affected significantly by melt compositional effects, whereas 
low‐valence elements such as Ni and Co are not affected 
strongly by changing melt composition. Activity coefficients 
for siderophile metal oxides are not well known in most 
cases, and especially not in peridotite liquids (there are some 
data for basaltic and metallurgical slag systems). Therefore 

proxies for activity coefficients have been used, such as basic-
ity, nbo/t, or simple oxide mole fractions [Walter and 
Thibault, 1995; O’Neill et al., 2008; Righter et al., 2010].

The melt structural and compositional parameter nbo/t 
has been used frequently in attempts to model systematic 
change of solubility with silicate melt composition. The 
parameter nbo/t [Mysen, 1991] is the ratio of nonbridging 
oxygens to tetrahedrally coordinated cations in a silicate 
melt and is a way of estimating the degree of melt polym-
erization. For instance, a highly polymerized melt such 
as a rhyolite would have a low nbo/t value, close to 0.2, 
a basalt would have a value near 1, and depolymerized 
melts such as komatiite and peridotite would have values 
near 2 and 3, respectively. This approach gives the poten-
tial to distinguish a broad range of silicate melt composi-
tions, but recent work suggests that such a generalization 
does not hold. For example, the work of O’Neill et  al. 
[2008] on W shows that Ca and Mg cations in a silicate 
melt have different effects on the activity of  W oxide 
dissolved in the melt, yet they would both be considered 
network modifiers and treated the same using an nbo/t 
approach. This drawback was noted by Righter et  al. 
[2010] as well (Figure 13.3). The latter study also showed 
that increasing degrees of  melt depolymerization can 
cause increases in D(metal/silicate) for some elements, 
which also counters the general idea that siderophile ele-
ments will be more soluble in more depolymerized melts. 
It is perhaps no surprise that, when considering activities 
in various melt compositions, each element should be 
considered separately because generalized assumptions 
about behavior may not be true in detail. For this reason, 
some studies have used oxide mole fractions as proxies 
for activity coefficients in the melt because they allow 
distinction between different network modifiers such as 
Ca, Mg, and Fe or network formers such as Si or Al.

For many elements, however, the difference between 
these two approaches is not significant, and the different 
approaches have led to similar conclusions that there is 
a small dependence of D(Ni) and D(Co), for example, 
on  silicate melt composition [O’Neill and Eggins, 2002; 
Righter and Drake, 1999; Righter, 2011; Walter and 
Cottrell, 2013]. There are some studies that even choose 
to ignore the dependence on silicate melt composition 
altogether despite the abundance of evidence supporting 
the small effect [Kegler et al., 2008; Palme et al., 2011].

13.3.1.5. Metallic Liquid Composition
The variation of  trace metal activities in metallic 

liquids can be large and not only is dependent upon the 
major element composition of the metal but also is influ-
enced by the minor elements present, such as C, S, and O. 
The behavior of  some siderophile elements can be con-
trolled by the composition of the metal and, in particular, 
the Fe/Ni ratio. Because the activity coefficient of  a 
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siderophile element, M, may be different in a Ni‐rich 
metal than an Fe‐rich metal, an understanding of  this 
effect is necessary before partition coefficients can be 
successfully applied to a natural system. A good example 
is Sn, which has a low activity coefficient in Fe‐rich 
metal and a high activity coefficient in Ni‐rich metal 
[Capobianco et  al., 1999]. Similarly, dissolved C and S 
both have large effects on the magnitude of liquid metal–
liquid silicate values of  D for many MSEs and VSEs 
[Jana and Walker, 1997a,b; Cottrell et al., 2009, 2010].

Two different approaches have been taken to model 
these activities. One approach is to use empirical terms 
such as d ln(1 – Xs) that mimic the Margules parameter ln 
γ2 = W12(1 – X2)

2 (where 1 is Fe and 2 is an element such as 
S), terms for activity coefficients, and where coefficients for 

these terms are fit by multiple linear regression. The advan-
tage here is that the regression is carried out on data sets at 
the elevated pressures and temperatures and metallic liquid 
compositions of interest to core formation—not extrapo-
lated from some lower pressure or temperature or unusual 
metal composition [Righter and Drake, 1999]. A potential 
disadvantage is that these kinds of terms are best cali-
brated when the coverage with mole fraction of the solute 
or light element is complete, but this is rarely the case. So, 
the assumption of  linear behavior across the compo-
sitional range may not be verifiable with all data sets. 
However, as more data are acquired, such gaps or problems 
can be identified [e.g., Pd—Wheeler et al., 2010].

A second approach calculates activity coefficients based on 
the interaction parameter approach where In Inγ γ ε= +0 ∑ i
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Figure 13.3 (a) Effect of silicate melt composition on metal‐silicate partition coefficients for 12 different elements 
from the study of Righter et al. [2010]. Although partition coefficients for many elements decrease with silicate 
melt depolymerization, there are some that increase. A generalization cannot be made and the behavior of each 
element must be studied. nbo/t is calculated according to Mysen [1991] and corresponds to basalt values of ~1, 
komatiite of ~1.7 and peridotite of ~2.8. (b) Comparison of epsilon interaction parameter [from Lupis, 1983] and 
d[ln(1 – XS)] and e[ln(1 – XC)] terms from Righter [2011] and Righter et al. [2011b] for sulfur (top right) and carbon 
(bottom right). Chalcophile (S‐loving) and anthracaphile (C‐loving) behavior requires negative epsilon values, as 
demonstrated in both approaches.
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using values obtained at 1 bar and between 1400 and 
1600°C, mainly from the steelmaking industry, and applies 
them directly (or with a temperature extrapolation) to 
experiments done at variable P and T [e.g., Wade and 
Wood, 2005; Corgne et  al., 2007]. An advantage to this 
approach is that there is a large body of data from the 
steelmaking literature [e.g., Steelmaking Data Sourcebook, 
1988; Elliot et al., 1963; Lupis, 1983]. The disadvantage is 
that there are significant secondary interactions (ρ) and 
temperature dependencies that are difficult to measure 
and therefore either do not exist or are estimated by calcu-
lation. Since these databases are tailored for steelmaking, 
and not core formation, they leave some large gaps in our 
understanding of some important elements. As such, there 
are no corrections for high‐pressure conditions—the data 
are usually obtained for the low‐P conditions of steelmak-
ing. Efforts to fill gaps with new data tailored to core for-
mation studies hold great promise [Wood et al., 2014].

Each approach has strengths and weaknesses, but both 
can be used to quantify the effect of  variable metallic 
liquid compositions, and agreement is typically good 
(Figure 13.3). With both approaches, it is important to be 
aware of calibration limits such as high amounts of the 
trace element of interest (e.g., high W in Cottrell et al., 2010) 
or of the solute of interest such as O [Siebert et al., 2013].

13.3.2. Results for Specific Groups of Siderophile 
Elements

13.3.2.1. Moderately Siderophile Elements
After Murthy’s [1991] article highlighting the issue 

of  high‐PT, metal‐silicate equilibrium in the early 
Earth, many experimental studies focused on the MSE 
[Walker et al., 1993; Hillgren et al., 1994, 1996; Thibault 
and Walter, 1995; Righter and Drake, 1995; Li and 
Agee, 1996; Righter et al., 1997; Jana and Walker, 1997a, 
b] and showed that the effects of  temperature and pres-
sure on D(Ni) and D(Co) are significant. Some studies 
showed the convergence of  D(Ni) and D(Co) at higher 
pressures (25–30 GPa) either directly or by calculation/
extrapolation of  available experimental results [Righter 
et al., 1997; Li and Agee, 1996; Ohtani et al., 1997; Ito 
et al., 1998; Bouhifd and Jephcoat, 2003]. A systematic 
assessment of  metal‐silicate partition coefficients for the 
moderately siderophile elements Ni, Co, Mo, W, and P led 
Righter et al. [1997] to conclude that the excess sidero-
phile element problem for these five elements could be 
resolved if  their concentrations were established in a 
hydrous peridotite magma ocean at 25–30 GPa and 
2000–2100 K. Finally, it was shown by Righter and 
Drake [1999] and Jana and Walker [1999] that addition 
of  water to silicate melts has no additional or special 
effect on metal‐silicate partition coefficient values 
( outside of  already known effects of  fO2

 and melt com-
position), thus showing that siderophile partitioning 

studies done at anhydrous conditions can be applied to 
both hydrous and anhydrous natural systems. Subsequent 
work showed that many MSEs could also be explained by 
higher P,T conditions of 30–50 GPa and 3000–3500°C 
[Li and Agee, 2001b; Bouhifd and Jephcoat, 2011; Siebert 
et  al., 2012; Kegler et  al., 2008; Gessmann and Rubie, 
2000; Chabot and Agee, 2003; Chabot et al., 2005; Wood 
et al., 2008a; Wade et al., 2012]. Systematic parameteriza-
tion of most MSEs has led Righter [2011] and Siebert 
et  al. [2011] to show that MSE concentrations in the 
PUM can be explained by high‐P,T conditions in the 
30–50 GPa pressure range — these elements have been 
well studied and this conclusion seems incontrovertible.

13.3.2.2. Highly Siderophile Elements
HSEs have experimentally determined D’ > 10,000, but 

of course the D required for equilibrium scenario are 
between 600 and 1000. Much of the experimental work 
on HSEs has been done at 1 bar conditions, where D has 
remained very high [106–1010; Fortenfant et al., 2003, 
2006; Borisov et al., 1994; Borisov and Palme, 1995, 1996, 
1997; Borisov and Walker, 2000; Lindstrom and Jones, 
1996; Ertel et al., 1999, 2001; Fleet et al., 1996; Mallmann 
and O’Neill, 2007; Fonseca et al., 2007]. Our understand-
ing of the effect of high‐P,T conditions with peridotite 
and C‐, S‐, and Si‐bearing silicate melt remains poor and 
incomplete. Progress in filling the gap in HSE distribu-
tion coefficient data has been difficult due to analytical 
problems. For example, some of these elements (and their 
alloys) can form submicro meter sized metallic particles 
that become dispersed in the melt, making analysis of 
just the silicate portion a major challenge [e.g., Cottrell 
and Walker, 2006]. Also, the solubilities of these elements 
in silicate melts are very low and therefore a highly sensi-
tive analytical technique is required [e.g., Ertel et al., 
2008; Hervig et al., 2004]. Despite these problems there 
have been a large number of studies in the last decade, 
and they are summarized here with an emphasis on where 
we still lack data.

Studies of D(Pt), D(Au), and D(Pd) at high‐P,T condi-
tions have shown that all three of these elements are less 
siderophile with D values close to those required for an 
equilibrium explanation [Ertel et  al., 2006; Cottrell and 
Walker, 2006; Holzheid et al., 2000; Danielson et al., 2005; 
Righter et  al., 2008a; Brenan and McDonough, 2009; 
Wheeler et  al., 2011; Righter et al., 2015]. The other five 
HSEs—Re, Rh, Ru, Ir, and Os—are less well understood at 
these extreme conditions. Recently D(Ir) and D(Os) were 
measured at high‐P,T conditions by Brenan and McDonough 
[2009] and Yokoyama et  al. [2009], showing a significant 
decrease of D(Ir) and D(Os) at high temperatures. The role 
of higher temperature and pressure has also been examined 
for Ir, Re, Rh, Pt, and Ru, and the data show a decrease up 
to 18 GPa [Mann et al., 2012]. Nonetheless, given the range 
(albeit incomplete) of conditions investigated, values of 
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D for these five elements are not lowered to those required 
for an equilibrium partitioning scenario (e.g., ~600 ± 200). 
However, extension to high‐pressure conditions and to 
peridotites and metallic systems with C and S has not 
been done yet. With the exception of  Au, Pd, and Pt, the 
distribution coefficients of the HSEs are poorly constrained 
at the high‐P,T conditions proposed for Earth’s core 
formation process and for the metal and silicate composi-
tions that are relevant to that phase of Earth history.

13.3.2.3. Volatile Siderophile Elements
Until about 2008, there was very little experimental 

data available on the volatile siderophile elements [e.g., 
Capobianco et al., 1999; Newsom and Drake, 1983; Holzheid 
et al., 2000; Righter and Drake, 2000; Schmitt et al., 1989]. 
However, since then, high‐P,T studies have included Cu, 
Zn, P, Ge, Ga, In, Sn, Sn, and As [Siebert et al., 2011; 
Ballhaus et al., 2013; Mann et al., 2009; Corgne et al., 2007; 
Righter et al., 2009, 2010, 2011b, 2014]. These new studies 
have allowed more thorough investigation of modeling 
during accretion. Studies that include only a few variables 
such as P and T but not fO2

, metallic S, C, or Si content, or 
silicate melt composition [Ballhaus et al., 2013] may result 
in a conclusion of a requirement of late accretion to 
explain the VSEs. But studies that have quantified all 
known effects result in solutions that match the observed 
mantle VSEs at high‐P,T conditions much like the MSEs 
[Righter et al., 2011b, 2014; Corgne et al., 2007].

13.3.2.4. Light Elements
Hydrogen, O, N, C, S, and Si are all light elements that may 

be alloyed with FeNi metal in the core. Usually these elements 
are discussed in terms of their effect (separately or combined) 
on siderophile element partitioning because S, C, and Si are 
possibly in weight percent levels in the core. However, S, C, 
and Si are all siderophiles and their D changes with P, T, fO2

, 
and composition, just like the MSEs, HSEs, and WSEs. 
Pressure and temperature have been known to affect D(S) [Li 
and Agee, 2001a] and recent work has shown that when melt 
effects, metallic liquid composition, and fO2

 are also accounted 
for, D(S) at high‐P,T conditions can explain the S content of 
Earths primitive upper mantle [Boujibar et  al., 2014]. 
Similarly, D(C) is very siderophile and recent work has shown 
that D(C) remains below 100 at high‐P,T conditions relevant 
to a magma ocean [Dasgupta et al., 2013; Chi et al., 2014]. 
However, Malavergne et al. [2008] show that D(C) can be less 
than 100 depending on the composition (Si content) of the 
metallic liquid. The value D(H) has been very  difficult to 
measure, but Okuchi [1997] and Okuchi and Takahashi 
[1998] demonstrated that H is indeed siderophile and there 
may be a significant amount of H in Earth’s core. Recently 
D(N) has been studied by Roskosz et al. [2013] and it is also 
clear that N can be moderately siderophile, thus accounting 
for at least a portion of the N depletion in Earth’s mantle. 

Finally, D(Si) is also variable with P, T, fO2
, and metallic and 

silicate liquid compositions [Ricolleau et  al., 2011; Kilburn 
and Wood, 1997], although Si is much less siderophile than 
the other light elements. Clearly all of these light elements 
need to be understood as accretion proceeds because the core 
content will depend on their core‐mantle distribution.

13.4. MODELING OF SIDEROPHILE ELEMENTS

13.4.1. History of Core Formation Models 
and Evolution of Magma Ocean Concept

A more historical treatment of core formation models is 
outside the scope of this review, but the reader is referred to 
Brush [1996], Righter [2003], or Rubie et al. [2007]. Many 
models in the 1970s to the 1990s were based on low‐ pressure 
partition coefficients for processes operating at relatively 
cool conditions, such as heterogeneous accretion [Wänke, 
1981; O’Neill, 1991], metal‐sulfide equilibrium [Arculus 
and Delano, 1981; Brett, 1984; Gaetani and Grove, 1997], 
and inefficient core formation [Jones and Drake, 1986]. 
When physical models accounted for the energetics of core 
formation [Davies, 1990; Stevenson, 1990; Tonks and 
Melosh, 1990] and dynamic modeling started to show the 
likelihood that early Earth experienced several giant impact 
events [Cameron and Benz, 1991; Benz et  al., 1989], it 
became clear that Earth must have experienced high tem-
peratures where mantle melting was extensive. At that time, 
high‐pressure and high‐temperature partitioning data for 
siderophile elements began to be used to forward models 
of core formation at these more extreme conditions.

13.4.2. Physical Consideration in Magma Ocean

Models based on chemical data must also be thoroughly 
evaluated from a physical perspective. It is well known 
that metal mobility through liquid silicate is rapid 
[Stevenson, 1990; Arculus et al., 1990; Solomotov, 2000], 
whereas equilibration between ponded metallic liquid 
and overlying convecting magma ocean is very slow 
[Rubie et al., 2003]. Karato and Murthy [1997] explored 
the idea that metal‐silicate equilibrium is attained by 
equilibration between metal droplets and silicate melt. 
Building on this idea and results of partitioning studies, 
Rubie et al. [2003] compared two modes of metal‐silicate 
separation and equilibration: droplets and ponded metal. 
Rubie et  al. showed that metal‐silicate equilibrium can 
only occur in a metal droplet scenario because only that 
mechanism is rapid enough to allow equilibration before 
solidification of the magma ocean [see also Höink et al., 
2006]. A deep magma ocean without an insulating 
atmosphere will crystallize on the timescale of 1000 years 
[e.g., Hofmeister, 1983; Davies, 1990; Solomotov, 2000]. 
If there is a thick, hot steam atmosphere overtop the cooling 
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rate will be slower but still rapid enough due to thermal 
radiation to crystallize on the order of 2 × 106 years when 
the temperature is well below the peridotite liquidus 
[e.g., Kasting, 1988; Zahnle et al., 1988; Zahnle, 2006]. 
Equilibration of metal ponded at the base of a deep magma 
ocean would not occur on this timescale either. Thus, 
the metal droplet model seems essential for equilibrium 
models. If  droplets descend and equilibrate rapidly, then 
it might suggest the P,T conditions of  metal‐silicate 
equilibrium can define the depth of the magma ocean. 
There are several factors, however, that complicate this 
simple interpretation.

First, several different settings have been identified in 
which droplets can form and be relevant to metal‐silicate 
equilibrium. Because settling velocities of small iron 
droplets (~0.5 m/s) are much lower than typical convection 
velocities (~10 m/s), iron droplets may remain entrained 
for a significant period of time in the magma ocean. 
Accumulation through sedimentation at the base of the 
ocean will be a slow and gradual process, compared to 
the timescale required for chemical equilibration [e.g., 
Ichikawa et al., 2010; Deguen et al., 2011]. Furthermore, 
Rubie et  al. [2007] suggest that droplets settle out in 
approximately the Stokes settling time but show that 
strong density currents develop in the droplet bearing 
region of the magma ocean due to density perturbations 
[Golabek et al., 2008]. The velocities of these density currents 
range up to 50 m/s, which is much greater than thermal 
convection velocities. In addition, the gravitational energy 
of sinking droplets is converted into heat which raises the 
temperature at the base of the magma ocean by at least 
several hundred degrees. These observations all indicate 
that the temperature at the metal‐silicate interface may be 
above the liquidus and is not necessarily constrained to 
be on the liquidus.

Despite the recognition that metallic droplets can 
equilibrate rapidly [Rubie et al., 2003; Höink et al., 2006; 
Samuel and Tackley, 2008; Deguen et al., 2011], there are 
some scenarios where equilibration may not be complete. 
Therefore some modeling efforts have chosen to add a 
variable that quantifies the degree of equilibration [Rudge 
et  al., 2010; Nimmo et  al., 2010; Rubie et  al., 2011]. 
Modeling of the metallic core portion of a merging 
impactor [Sasaki and Abe, 2007; Dahl and Stevenson, 
2010] shows that metallic material greater than 10 km in 
diameter does not equilibrate with the mantle before it 
merges with the core. Such scenarios indicate that the 
metal from an impactor may not fully equilibrate with a 
planet’s mantle. On the other hand, Kendall and Melosh 
[2012, 2014] found evidence from modeling that equilib-
rium is complete due to emulsification in impact scenarios 
even including large impactors. If  these results are 
broadly applicable to accretion, then equilibration seems 
unavoidable.

13.4.3. Quantification of P, T, fO2
, and Silicate 

and Metallic Melt Composition Effects on D 
(metal/silicate)

Chemical thermodynamics can be used as a guide in 
assessing the relative importance of the factors identified 
above. Partitioning of siderophile elements (M) between 
metal and silicate liquid can again be understood in terms 
of equations (13.2) and (13.7) developed in Section 13.3, 
where the ln fO2

, 1/T, P/T, and constant terms are related 
to valence, enthalpy, volume, and entropy, respectively. 
Addition of four terms accounting for activity coefficients 
in the metal and silicate results in
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where the activity coefficients in equation (13.9) can be cal-
culated according to ln γi = ln γ0,i + Σ εi,jxj (for j = 2, …, N; 
e.g., Wade and Wood [2005]). This approach can been 
applied to experimental partitioning data for which tem-
perature, pressure, oxygen fugacity, and silicate and metal-
lic compositions are all well characterized [e.g., Righter 
et al., 1997; Righter, 2011] and coefficients a to h may be 
determined by multiple linear regression. Enthalpies of  end‐
member oxides and silicate melt systems (i.e., D vs. 1/T) 
in general correspond well [Wade and Wood, 2005; Siebert 
et al., 2011]. The slopes are usually the same, with the excep-
tion of Ge and Zn [Siebert et al., 2011], which may relate to 
nonideal mixing in melt systems. Ultimately, the extent to 
which regressions can be used effectively is dependent 
upon the input data, and this topic is discussed more below.

Another approach that circumvents the problem of 
knowing fO2

 at high‐P,T conditions is to normalize 
partitioning relations to the Fe + O2 = FeO equilibrium 
and cast the relation in the form of an exchange equilib-
rium. A two‐element distribution coefficient KD based 
on the equilibrium
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(n is the valence of M) is independent of oxygen fugacity, 
thus eliminating fO2

, as a variable as well. The predictive 
expression thus becomes
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By including activity terms for the metallic liquid (γ) 
and using nbo/t as a proxy for melt composition, the 
following expression has been used by several authors 
to predict exchange coefficients [Cottrell et al., 2009, 
2010; Mann et  al., 2009; Wood et  al., 2008a; Kegler 
et al., 2008]:
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In some cases the nbo/t terms have been ignored [e.g., 
Kegler et  al., 2008]. The metal activity ratios can be 
obtained from the literature.

In this chapter, only D will be used in the modeling that 
follows but KD is introduced here because it is also 
encountered in the literature.

13.4.4. Linking with Accretion Models

13.4.4.1. Continuous Core Formation
With the accretion and giant impact modeling becom-

ing mature in the late 1990s and onward continuous 
accretion models are more appropriate for thinking about 
the growth of the early Earth and the setting of core for-
mation. Once Earth achieved the mass of Mars, it prob-
ably underwent numerous magma ocean episodes as it 
accreted, possibly solidifying before the next giant impact 
created a new magma ocean [Stevenson, 2008]. The calcu-
lated temperature and pressure could represent the last, 
largest magma ocean event [e.g., Righter, 2011; Halliday, 
2008]. Alternatively, it could represent some sort of 
ensemble average memory of a number of magma ocean 
events. High‐P,T conditions could also correspond to 
some physical boundary in the molten mantle such as the 
depth of equilibration of metallic droplets or a layer of 
entrained metallic droplets caught in convection currents. 
The consensus on a deep magma ocean environment being 
responsible for at least the moderately siderophile element 
fingerprint in Earth’s mantle remains robust. Siderophile 
elements were integrated with continuous accretion 
models as early as Righter and Drake [1997], who consid-
ered the evolution of mantle Re content as Earth grew. 
Righter [2003] combined accretion models of Agnor et al. 
[1999] with W partitioning to illustrate that the Hf/W value 

of the mantle would change during accretion as Earth 
grew in size and developed thermally. Wade and Wood 
[2005] developed this concept further and included many 
elements (Ni, Co, W, Nb, V, Cr) in the modeling.

13.4.4.2. Continuous Accretion and Heterogeneous 
Accretion

Rubie et al. [2011] showed that many elements can be fit 
in a model that combined aspects of continuous accre-
tion and heterogeneous accretion. In their model, the 
mantle fO2

 is allowed to increase from initial values near 
IW‐3.8 to final values near IW‐2. Their modeling was 
coupled with the models of O’Brien et al. [2006] and also 
allowed for the possibility of incomplete equilibration 
between mantle and core. Using Fe, Ni, Co, V, W, Nb, Cr, 
Mn, Ga, Si, and P, Wood et  al. [2006] and Wood et al. 
[2008a] proposed that the primitive mantle concentrations 
could be best matched if  fO2

 was allowed to evolve from 
early reduced (ΔIW = −3.6) to late oxidized (ΔIW = –2) 
conditions. These are similar to those of heterogeneous 
accretion models of the 1970 and 1980s in which the 
material accreting to form Earth began reduced and ended 
oxidized [e.g., Wänke, 1981].

Additional modeling with the consideration of water 
sources led Rubie et  al. [2015] to conclude that many 
siderophile elements (Ni, Co, V, Cr, Nb, Ta) can be 
explained in Earth’s mantle with a multistage accretion 
process. Their chemically implausible core composition is 
modeled with a four‐component system—Fe‐Ni‐Si‐O—
which excludes the important light elements S, C, and H. 
These three elements have a very strong influence on the 
partitioning of Mn, V, and Cr as well as the more robust 
refractory siderophile elements Mo and W, which are 
ignored in the modeling. Therefore, the results from this 
approach will be more compelling when more realistic 
partitioning models can be included (i.e., including the 
chemical effects of  S and C on the partitioning of  Mn, 
V, Cr, Mo, and W).

13.4.4.3. New Modeling: Coupling Accretion with 
Predictive D(Metal/Silicate) Expressions

Here we couple some recent siderophile element 
models with accretion models of Agnor et al. [1999] and 
O’Brien et al. [2014]. Simulation 1 of Agnor et al. [1999] 
produced an Earth‐like planet, accreted in a timescale of 
50 Ma (Figure 13.4). Simulation SA163‐767‐1 from 
O’Brien et al. [2014] produced an Earth‐like planet with 
a mass of  1.1 that of  Earth on a timescale of  ~100 Ma 
and also experienced 3% of material during late accretion 
(Figure 13.5). For these models, we adopt the mass 
accreted from the growth curves and assume melting 
of  mantle of 60% using peridotite melting relations of 
Andrault et  al. [2011] and core mass fractions of ~0.3. 
Five elements are modeled: W, Ni, Co (MSEs), Pd (HSE) 
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and Zn (VSE); relative fO2
 is fixed at IW‐2.4 for the Agnor 

et al. [1999] growth curve, whereas it is allowed to vary 
from –3.5 to –1.5 for the O’Brien et al. [2014] example. As 
these models approach the size of Earth, the chemical 
composition is calculated. In particular, the Ni/Co and 
Hf/W ratios for Earth are reproduced quite well (Figures 
13.4 and 13.5), as are the Pd and Zn contents.

13.5. SUMMARY AND FUTURE

There is general agreement that Earth experienced a 
magma ocean condition with some disagreement about 
the depth and degree of equilibration between the metallic 
core and silicate mantle. Resolution of details of magma 
ocean scenarios awaits additional experimental work and 
calculations. There are a number of outstanding issues 

that need to be addressed before we have a full under-
standing that will allow a distinction between various 
hypotheses.

13.5.1. Volatile and HSE and Unknown Effects 
of Si and O on D (Metal/Silicate)

First, there are many siderophile elements for which 
we have geochemical data on natural samples but little 
or no experimental data (or at least not enough to make 
a prediction at elevated pressure and temperature condi-
tions). For example, we have limited experimental data 
for several key moderately siderophile elements such as 
Ag, Sb, Sn, In, and As, whose mantle depletions are well 
defined [e.g., Jochum and Hofmann, 1997; Witt‐Eickschen 
et  al., 2009]. The volatile chalcophile elements such as 
In, Te, Pb, Se, Bi, and Cd are very poorly integrated with 
any accretion or core formation models. The new experi-
ments of  Rose‐Westin et  al. [2009] on Te and Se and 
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Figure 13.5 Modeling of siderophile elements using results of 
O’Brien et al. [2014]: Hf/W (W is MSE), Ni/Co (MSE), Pd (HSE), 
and Zn (VSE). Oxygen fugacity varies from IW‐3.5 to IW‐1.5 
during accretion and planet forms over 100 Ma timeframe; 
see text for details.
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Figure 13.4 Modeling of siderophile elements using results of 
Agnor et al. [1999]: Hf/W (W is MSE), Ni/Co (MSE), Pd (HSE), 
and Zn (VSE). Oxygen fugacity is fixed at IW‐2.4 during accre-
tion and planet forms over 60 Ma timeframe; see text for details.



172 DEEP Earth

Mills et al. [2007] on Cs and the experiments and mode-
ling of  Wood et al. [2008b] for Pb have led to improve-
ments, but again a thorough systematic understanding is 
lacking. The HSEs have been well defined in mantle 
materials [e.g., Becker et al., 2006; Fischer‐Gödde et al., 
2011], but we lack systematic high‐pressure and high‐
temperature experimental data for most HSEs necessary 
to make a critical assessment of  their consistency with 
high‐pressure and high‐temperature magma ocean sce-
narios (>20 GPa) and also the effect of  alloying light 
elements such as C and Si.

13.5.2. Gaps in P,T Space

Second, despite publication of the results of hundreds 
of metal‐silicate experiments, there are gaps in the experi-
mental database on which predictive expressions are 
based. There are limited data at the high temperatures 
and pressures (most experiments are <20 GPa) at which 
equilibrium solutions have been proposed [see, e.g., Righter, 
2011]. Additional experimentation in the pressure range 
of DAC (>30 GPa) would be particularly useful in evalu-
ating siderophile element partitioning models as well 
as solid silicate and solid‐liquid silicate partitioning. 
Moreover, an equilibrium scenario only works if  the 
magma ocean is peridotitic, yet many of the experiments 
in the database have been carried out with basaltic melts. 
In general, the coverage of P T f s- - O2

 and composition 
is  more complete for Ni, Co, W, P, Mn, V, and Cr; the 
partitioning of these elements has been studied across a 
wide range of P, T, fO2

, and silicate and metal composi-
tion. Coverage for Mo, Ga, VSEs, and HSEs, however, is 
lacking, and much remains to be done before we have a 
thorough understanding of the partitioning behavior.

13.5.3. Coupling Isotopic and Experimental Studies

Several recent studies have highlighted the potential of 
using isotopic variations to constrain the composition 
of  the core. In some cases, the identity of the light element 
is the focus, such as S [Shahar et al., 2013] or Si [Shahar 
et al., 2009; Ziegler et al., 2010; Chakrabarti and Jacobsen, 
2010]. In other cases, the isotopic fractionation associ-
ated with partitioning of a weakly siderophile element 
such as Cr can be assessed [Moynier et al., 2011]. Although 
there is debate about the results obtained so far, the 
isotopic measurement showed significant promise for 
helping to constrain aspects of  core formation and core‐
mantle equilibrium.

13.5.4. fO2
 in Accreting Earth: How Variable Was It?

Although some modeling argues that oxidation state 
increases during accretion [e.g., Bond et al., 2010], experi-
ments and calculations indicate that it may stay constant or 

even decrease as pressure (or depth) to the metal-silicate 
interface increases. Rubie et  al. [2011] and Wood et al. 
[2008a] both carry out the modeling of siderophile elements 
in Earth’s mantle during accretion, in which the mantle fO2

 
evolved from IW‐4 to IW‐2. On the other hand, Siebert 
et al. [2013] argue that fO2

 of the accreting Earth may have 
changed from oxidized to reduced over time, based on Cr, 
V, O, and Si partitioning at ultrahigh pressures. Similar con-
clusions were reached by Righter and Ghiorso [2012] based 
on calculations of Fe-FeO equilibria to 40 GPa. However, 
the latter study showed that, because of uncertainties on 
silicate melt compressibilities at high pressures, the deep 
early molten Earth could exhibit either a reduced or nearly 
constant fO2

 trend with depth. Very reducing conditions are 
not normally considered in early Earth settings but would 
have a strong effect on other redox equilibria and also exert 
controls on the composition of the atmosphere. This is an 
area where more work will provide much needed constraints 
on the metal‐silicate equilibria.

13.5.5. How Did Earth’s Mantle Reach FMQ 
so Quickly?

If the young Earth allowed metallic liquid to pass through 
its mantle to the core, yet the upper mantle is not reduced 
enough for iron metal stability, how did Earth’s mantle 
become oxidized to near the FMQ (fayalite-magnetite-
quartz or FMQ) buffer? There has been a disconnection 
between the early reduced fO2

 required for core formation 
models (IW‐2 to IW‐3.6), compared to Earth’s Archean 
and current upper mantle fO2

, which is near FMQ [Arculus, 
1985; Delano, 2001; Trail et al., 2011]. Proposed oxidation 
mechanisms for Earth are few, perhaps not robust enough 
to cause the required oxidation, and have drawbacks—a 
satisfying explanation for this conundrum has remained 
elusive. For example, many have argued for late (post core 
formation) accretion of chondritic material to Earth’s 
upper mantle to explain the near chondritic and elevated 
HSE abundances as well as the oxidation (Chou, 1978; 
Chou et al., 1983). However, addition of chondritic materi-
als (<1 mass %) to a reduced post core formation mantle 
will result in the reduction of those materials to a mixture 
of metal and silicate, and the HSEs will be partitioned into 
the metal and then proceed directly into the core. The oxi-
dized late veneer has no capacity for oxidation in a large 
reduced planet like Earth. Another possibility may simply 
be that the upper mantle has become oxidized over time 
due to the effects of recycling and plate tectonics. However, 
no studies have yet revealed a secular trend of oxygen 
fugacity [e.g., Eggler and Lorand, 1995; Canil, 2002; 
Delano, 2001; Yang et al., 2014]. A third idea is that the sys-
tematic breakdown of Fe‐bearing Mg‐perovskite (or bridg-
manite) into Fe metal and Fe3+‐bearing silicates has led 
to natural oxidation of the upper mantle [Frost et al., 2004b; 
Wade and Wood, 2005; Williams et  al., 2012]. Although 
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this is an intriguing idea, and one that would occur early 
enough in Earth history to meet the requirements of cur-
rent models, it is not without problems or questions. For 
example, the mantle of Mars is just as oxidized as Earth’s 
(near FMQ) but there is not an Mg‐perovskite reservoir 
in Mars that can produce the oxidation [Righter et  al., 
2008b]. In addition, it is not clear if  Fe2O3 is added to the 
upper mantle by Mg‐perovskite dissolution; it may dis-
sociate into FeO and Fe2O3 in response to the low  ambient 
f O2

 set by core formation [see Righter et al., 2014]. The 
efficiency and extent of this mechanism remain uncertain. 
A fourth and more likely and/or promising possibility is 
that the mantle was oxidized somewhat by the partition-
ing of H and C between the core, mantle, magma ocean, 
and atmosphere [Kuramoto and Matsui, 1996; Okuchi and 
Takahashi, 1998; Abe et  al., 2000]. These authors show 
that C prefers the core while most H prefers the silicate 
melt and estimate that the amount of H2O partitioned to 
silicate melt is large enough to explain the amount of H2O 
in the hydrosphere and mantle and provides enough oxy-
gen to partially oxidize ferrous iron to ferric iron in the 
mantle. In addition, H2 loss during accretion may provide 
an oxidation mechanism for the mantle that can act rap-
idly and extensively [Sharp et al., 2013].
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14.1. IntroductIon

The terrestrial planets, Mercury, Venus, Earth, the 
Moon, and Mars, and at least some much smaller bodies 
in the asteroid belt (e.g., 4 Vesta), have metallic cores that 
are surrounded by silicate mantles. Core‐mantle struc­
tures result from gravity‐driven differentiation events that 
occurred during the early (~100 Myr) history of the Solar 
System. During planetary accretion, Fe‐rich metal was 
delivered either in the form of cores of differentiated 
bodies (as represented by iron meteorites) or as metal 

that was finely dispersed in a silicate matrix (as  represented 
by chondritic meteorites). In both cases, given the dimen­
sions of planetary mantles, the process of core‐mantle 
differentiation required metal to segregate from silicate 
over large length scales (e.g., up to 3000 km in the case 
of Earth).

Here we review the mechanisms by which metal and 
silicate segregate to form the cores and mantles of plane­
tary bodies. In addition, we review geochemical models 
of core formation and consider the implications of these 
for the evolution of mantle and core chemistries. Some 
aspects are dealt with briefly in this short review and 
additional sources of information are provided by 
Stevenson [1990], Nimmo and Kleine [2015], and Rubie 
et al. [2003, 2007, 2015a].

Mechanisms and Geochemical Models of Core Formation

David C. Rubie1 and Seth A. Jacobson1,2

14

1Bayerisches Geoinstitut, University of Bayreuth, Bayreuth, 
Germany
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AbstrAct

The formation of Earth’s core is a consequence of planetary accretion and processes in Earth’s interior. The 
mechanical process of planetary differentiation is likely to occur in large, if  not global, magma oceans created 
by the collisions of planetary embryos. Metal‐silicate segregation in magma oceans occurs rapidly and effi­
ciently, unlike grain‐scale percolation according to laboratory experiments and calculations. Geochemical mod­
els of the core formation process as planetary accretion proceeds are becoming increasingly realistic. Single‐stage 
and continuous core formation models have evolved into multistage models that are coupled to the output of 
dynamical models of the giant impact phase of planet formation. The models that are most successful in match­
ing the chemical composition of Earth’s mantle, based on experimentally derived element partition coefficients, 
show that the temperature and pressure of metal‐silicate equilibration must increase as a function of time and 
mass accreted and so must the oxygen fugacity of the equilibrating material. The latter can occur if  silicon parti­
tions into the core and through the late delivery of oxidized material. Coupled dynamical accretion and multi­
stage core formation models predict the evolving mantle and core compositions of all the terrestrial planets 
simultaneously and also place strong constraints on the bulk compositions and oxidation states of primitive 
bodies in the protoplanetary disk.
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14. 2. MechAnIsMs of MetAl‐sIlIcAte 
segregAtIon

For metal and silicate to segregate on a planetary scale 
requires that at least the metal is molten [Stevenson, 1990]. 
When the silicate (which has the higher melting temper­
ature) is in a solid state, liquid metal can potentially 
 segregate by (a) grain‐scale percolation, (b) the descent of 
kilometer‐size diapirs, and/or (c) dyking (Figure  14.1). 
On the other hand, when the silicate is also largely molten 
and present as a global‐scale magma ocean, liquid metal 
can segregate extremely efficiently [Stevenson, 1990; 
Rubie et al., 2003]. The heat that is required to produce 
melting originates from the decay of short‐lived isotopes 
( especially 26Al) during the first 1–3 Myr of Solar System 
evolution and later from high‐energy impacts between 
planetary bodies [Rubie et al., 2007, 2015a]. The sinking 
of metal to the core also causes a temperature increase 
due to the conversion of potential energy to heat.

Many studies in recent years have concluded that core 
formation in Earth involved extensive chemical equilibra­
tion between metal and silicate at high pressures [e.g., Li 
and Agree, 1996]. Here we discuss two mechanisms that are 
consistent with such equilibration, namely grain‐scale per­
colation and segregation in a magma ocean. Because of 
slow diffusion rates in crystalline silicates [e.g., Holzapfel 
et al., 2005] and the large length scales involved, the diapir 
and dyking mechanisms result in insignificant chemical 
equilibration; these mechanisms are not discussed here but 
are reviewed by Rubie et al. [2007, 2015a]. Note also that 
hybrid models have been proposed, such as a combination 
of porous flow and diapirism [Ricard et al., 2009].

14.2.1. Grain‐Scale Percolation

Whether or not liquid metal can percolate through a 
polycrystalline silicate matrix depends on the dihedral 
angle θ between two solid‐liquid boundaries where they 
intersect a solid‐solid boundary at a triple junction [von 
Bargen and Waff, 1986; Stevenson, 1990]. This dihedral 
angle is controlled by the solid‐solid and solid‐liquid 
interfacial energies. When the dihedral angle is less than 
60°, the liquid metal is fully connected along grain edges 
and can percolate efficiently through the silicate matrix. 
When the dihedral angle exceeds 60°, the melt forms 
 isolated pockets when the melt fraction is low and perco­
lation is only possible when the volume fraction of melt 
exceeds some critical value that ranges from 2% to 6% for 
dihedral angles in the range 60–85° [see also Walte et al., 
2007]. By measuring dihedral angles in experimentally 
sintered aggregates consisting of solid  silicate plus liquid 
Fe alloy, the feasibility of percolation as a core  formation 
mechanism can be tested.

In general, experimental studies have been performed 
up to pressures of 25 GPa on samples in which a few 
 volume percent of a liquid Fe alloy are contained in a 
polycrystalline aggregate of olivine, ringwoodite, or 
bridgmanite (silicate perovskite). In general, these studies 
have found that dihedral angles significantly exceed 60° 
and are little affected by pressure, temperature, or the 
identity of the solid phase [e.g. Ballhaus and Ellis, 1996; 
Minarik et  al., 1996; Shannon and Agee, 1996, 1998; 
Holzheid et al., 2000; Terasaki et al., 2005, 2007, 2008). 
A  parameter that is of considerable importance is the 
oxygen and/or sulfur content of the liquid metal alloy. 

Impactor

Radiation

Iron pond
Magma
ocean
(local? transient?)

Solid
mantle
(θ > 60°)

Solid mantle
(θ < 60°)

Diapir

Core

Percolation

Solid crust?

Iron-�lled
fracture

Emulsifying
impactor core

Thick atmosphere?

Figure 14.1 Summary of possible mechanisms by which liquid metal can segregate from silicate material during 
core formation; θ is the dihedral angle which controls grain‐scale percolation. Note that the feasibility of percola-
tion in the lower mantle is uncertain (see text). (Courtesy of F. Nimmo.)
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The dihedral angles decrease as the concentrations of 
these light elements increase [Terasaki et  al., 2005]. In 
contrast, Si and C dissolved in liquid Fe have little or no 
effect on dihedral angles [Mann et al., 2008, Li and Fei, 
2014]. Terasaki et  al. [2008] showed that at pressures 
below 2–3 GPa dihedral angles drop below 60° when the 
O + S content is high. Therefore, while percolation could 
be important during the differentiation of small bodies 
(planetesimals), it is unlikely to be important during core 
formation in larger planetary bodies.

Two studies have examined liquid Fe alloy interconnec­
tivity in a (Mg,Fe)SiO3‐perovskite matrix using laser‐
heated diamond anvil cells (LH‐DACs) up to 64 GPa. 
Using transmission electron microscopy to measure 
 dihedral angles, Takafuji et al. [2004] found that dihedral 
angles apparently decrease from 94° at ~27 GPa/2400 K 
to 51° at ~47 GPa/3000 K, possibly as a consequence of 
increasing concentrations of Si and O in the metal. Shi 
et  al. [2013] used in situ X‐ray tomography to measure 
dihedral angles and to generate three‐dimensional (3‐D) 
images of metal distribution. They concluded that dihe­
dral angles decrease from 72° at 25 GPa to 23° at 64 GPa 
and that the liquid Fe metal forms interconnected net­
works at pressures above 40–50 GPa. Although both 
studies  concluded that percolation could have been an 
efficient segregation mechanism in Earth’s lower mantle, 
there are caveats to consider concerning the experimental 
technique. In particular, a sample that is pressurized in 
the LH‐DAC is subjected to an extremely high  differential 
stress that may have a major influence on microstructure, 
dihedral angles, and connectivity. In fact, the tomo­
graphic images of Shi et al. [2013] suggest strongly that 
the interconnected metal in their samples is present along 
conjugate shear zones that result from high differential 
stress. Furthermore, they reported dihedral angles as low 
as 12° at 52 GPa, which raises the question as to whether 
textural equilibrium under hydrostatic stress conditions 
was attained.

Two additional factors to consider when discussing 
grain‐scale percolation are the effects of (a) the presence 
of a small fraction of silicate melt and (b) deformation. 
Contrary perhaps to expectations, the presence of 
small fractions (e.g., 2–8 vol %) of silicate melt does not 
 facilitate the percolation of Fe or FeS melt through 
largely crystalline silicate. Thus high volume fractions of 
silicate melt are required for metallic liquids to segregate 
efficiently [Yoshino and Watson, 2005; Bagdassarov et al., 
2009; Holzheid, 2013]. Several studies have shown that 
deformation can enhance percolation in high‐dihedral‐
angle systems, especially when strain rates are high [e.g., 
Hustoft and Kohlstedt, 2006; Walte et al., 2011]. However, 
the process is inefficient because small fractions of metal­
lic liquid are always left stranded in the silicate matrix. In 
addition, it is unlikely that deformation at low strain rates 

(characteristic of mantle convection) enhances percola­
tion [Walte et al., 2011].

Cerantola et al. [2015] studied the effects of deforma­
tion on FeS segregation in a polycrystalline olivine matrix 
that also contains a small percentage of basaltic liquid. 
The results show that the presence of silicate liquid 
 actually inhibits sulfide melt segregation by reducing its 
connectivity.

If grain‐scale segregation does occur (e.g., during differ­
entiation of planetesimals), it seems likely that chemical 
equilibration would be fast because of large surface‐to‐ 
volume ratios, even though diffusion in solid silicates might 
be slow. To our knowledge, the extent and efficiency of 
such equilibration has never been modeled quantitatively.

14.2.2. Metal‐Silicate Segregation in Magma Oceans

The late stages of Earth accretion involved collisions 
with smaller planetesimals and embryos that culminated 
in the Moon‐forming giant impact [Hartmann and Davis, 
1975; Cameron and Ward, 1976; Chambers and Wetherill, 
1998; Agnor et al., 1999]. As well as delivering Fe metal to 
Earth, such impacts provided sufficient energy to cause 
extensive melting and deep magma ocean formation 
[Tonks and Melosh, 1993; Rubie et al., 2007, 2015a]. The 
delivery of energy is localized around the impact site and 
likely results in a roughly spherical melt pool (Figure 14.2) 
that could extend to the core‐mantle boundary in the case 
of a Mars‐size impactor, as suggested for the Moon‐
forming event [Canup and Asphaug, 2001; Ćuk and 
Stewart, 2012]. Isostatic readjustment then results in the 
spreading out of the magma to form a global magma 
ocean hundreds of kilometers deep (e.g., Figure 14.1) but 
on a timescale that is uncertain [Reese and Solomatov, 
2006]. The lifetime of the global magma ocean is also 
very uncertain and could be short (e.g., several 1000 
years) or long (~100 Myr) (especially in the case of a 
“shallow” magma ocean, which can have a basal pressure 
of up to 40 GPa), depending on the absence or presence 
of a dense insulating atmosphere [Abe, 1997; Solomatov, 
2000]. In the case of short‐lived magma oceans, convec­
tion is turbulent with a Rayleigh number on the order of 
1027–1032 and convection velocities of several meters per 
second [Solomatov, 2000; Rubie et al., 2003].

A magma ocean provides an environment in which 
metal‐silicate segregation can occur rapidly and efficiently 
due to (a) the large density contrast between these materials 
and (b) the very low viscosity of ultramafic  silicate liquids 
at high pressure [Liebske et al., 2005]. Many impacting bod­
ies are likely to have been already differentiated [Urey, 1955; 
Hevey and Sanders, 2006] and their metallic cores would 
plunge through the magma ocean (Figure 14.2). Within an 
end‐member scenario, known as “ core merging,” impactor 
cores remain intact and merge directly with Earth’s 
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 protocore [e.g., Halliday, 2004]. Within the other end‐
member scenario, impactor cores emulsify completely 
into small droplets as they sink through Earth’s molten 
mantle [Stevenson, 1990; Rubie et  al., 2003]. In the first 
case there would be very limited chemical equilibration 
between metal and silicate at high  pressure whereas in the 
second case equilibration would be complete [Rubie et al., 
2003]. The mechanical behavior of impactor cores as they 
sink through a magma ocean thus determines the parti­
tioning of siderophile elements between the core and 
mantle (as discussed below) and is also critical for estimat­
ing the timescale of core formation from tungsten isotope 
anomalies [e.g., Nimmo et al., 2010].

Liquid metal sinking through silicate liquid tends to 
form droplets of a stable size that is controlled especially 
by the metal‐silicate interfacial energy. Large metal blobs 
tend to break up as they sink due to mechanical instabili­
ties whereas very small droplets coalesce to reduce inter­
facial energy [Rubie et al., 2003]. The stable droplet size 
for typical magma ocean properties is ~1 cm diameter 
with a settling velocity of ~0.5 m/s [Rubie et al., 2003]. 
The exact values depend on the Si‐O‐S content of the Fe 
alloy because this affects the metal‐silicate interfacial 
energy [Terasaki et al., 2012].

Understanding the extent to which impactor cores 
emulsify into centimeter‐size droplets in a magma ocean 
is a challenging problem. Emulsification is difficult to 
study numerically because relevant length scales vary 
over many orders of magnitude, from hundreds of kilo­
meters to centimeters. Alternatively, the problem can be 
approached through fluid dynamics experiments on 

analog liquids, although high impact velocities cannot 
then be taken into account. Currently it seems likely that 
planetesimal cores emulsify completely, whereas for much 
larger embryo cores the answer is still uncertain [Rubie 
et  al., 2003; Olson and Weeraratne, 2008; Dahl and 
Stevenson, 2010; Deguen et al., 2011; Kendall and Melosh, 
2014, 2016; Samuel, 2012; Landeau et al., 2014]. Based on 
siderophile element partitioning and Earth’s mantle tung­
sten isotope anomaly, estimates of the  fraction of core‐
forming metal that equilibrated with Earth’s mantle 
include 36% [Rudge et al., 2010] (note that this estimate 
increases to 53% when the new Hf/W measurements of 
König et al. [2011] are included), 30–80% [Nimmo et al., 
2010] and 70–100% [Rubie et al., 2015b].

14.3. geocheMIcAl Models of core 
forMAtIon

14.3.1. Element Partitioning and Oxygen Fugacity

Earth’s mantle is depleted in siderophile (metal‐loving) 
elements, relative to chondritic and Solar System abun­
dances, because of extraction into the core. The degree of 
depletion depends on the metal‐silicate partition coeffi­
cient, which for element M is described as
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where CM
met and CM

sil are the molar concentrations of M in 
metal and silicate respectively. Moderately siderophile 
elements (e.g., Ni, Co, W, Mo) are defined as having 
DM

met-sil values <104 at 1 bar, highly siderophile elements 
(e.g., Ir, Pt, Pd, Ru) have DM

met-sil values >104, and values 
for lithophile elements (e.g., Al, Ca, Mg) are <1. In gen­
eral,  partition coefficients depend on pressure, tempera­
ture, and in some cases the compositions of the metal and 
 silicate phases [Rubie et al., 2015a]. In addition, oxygen 
fugacity ( fo2) is a critical controlling parameter, as shown 
by the equilibrium
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where n is the valence of element M when dissolved in 
silicate liquid. At high oxygen fugacities M is concen­
trated more in silicate liquid, whereas at low fo2 it is 
 concentrated more in the metal. In addition, the depend­
ence of partitioning on oxygen fugacity is strong in the 
case of high–valence elements and weak for low‐valence 
elements. Oxygen fugacity is determined relative to 
the iron‐wüstite buffer from the Fe content of metal and 
the FeO content of coexisting ferropericlase or silicate, 

Impact-induced
magma ocean/melt pool

Descending core of 
impacting body

Turbulent
entrainment of 

silicate melt

Figure  14.2 Fluid dynamical model of the descent of an 
impactor’s iron core through an impact-induced semispherical 
magma ocean/melt pool. As the core sinks, silicate liquid is 
turbulently entrained in a descending metal‐silicate plume 
which broadens with depth. Only the silicate liquid that is 
entrained in the plume equilibrates chemically with the metal. 
After Deguen et al. [2011].
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both of which give comparable results [e.g., Asahara 
et al., 2004; Mann et al., 2009].

There have been numerous experimental studies of 
the  dependence of siderophile element partitioning on 
 pressure (P), temperature (T), and fO2

 with the aim of 
determining the conditions of metal‐silicate equilibration 
during core formation [e.g., Rubie et al., 2015a, Table 3]. 
In most studies the aim has been to reproduce core‐ 
mantle partition coefficients D C CM

core-mantle
M
core

M
mantle= /  

[e.g., Wood et  al., 2006]. Values of CM
mantle are based on 

estimated primitive mantle concentrations [e.g., Palme 
and O’Neill, 2014] and CM

core values are estimated by mass 
balance assuming a given Earth bulk composition 
[McDonough, 2003]. Several types of core formation 
models have been fit to partitioning results, as reviewed 
below.

14.3.2. Single‐Stage Core Formation

In the simplest and most commonly applied model of 
core formation, chemical equilibration between the man­
tle and core at a single set of  P‐T‐ fO2

 conditions is 
assumed [e.g., Li and Agee, 1996; Corgne et  al., 2009]. 
This has led to a great variety of  P‐T estimates, ranging 
from 25 to 60 GPa and 2200 to 4200 K, mostly assuming 
an fO2

 about two log units below the iron‐wüstite buffer 
[Rubie et  al., 2015a, Table  3). A typical conclusion of 
such studies is that metal‐silicate equilibration occurred 
at the base of  a magma ocean at an  equilibration pres­
sure corresponding to the ocean’s depth (i.e., in the 
range 700–1500 km). In this case, the equilibration 
temperature should lie close to the peridotite  liquidus at 
the equilibration pressure. However, Wade and Wood 
[2005] found that DM

core-mantle values for Ni, Co, V, Mn, and 
Si could be matched with an equilibration  pressure of 
40  GPa but only when the equilibration  temperature 
exceeds the peridotite liquidus by ~700 K, which is physi­
cally unlikely.

Righter [2011] determined a P‐T estimate of 27–46 GPa 
and 3100–3600 K based on element partitioning data 
and argued that this represents the conditions of a final 
 equilibration event that occurred at the culmination of 
Earth’s accretion and growth. This seems to imply that a 
large fraction of the metal of the core equilibrated with a 
large fraction of the silicate of the mantle in a single event 
at pressure‐temperatures conditions that correspond to a 
shallow midmantle depth.

14.3.3. Continuous Core Formation and Evolution 
of Oxidation State

In the “continuous” core formation model of Wade and 
Wood [2005], Earth accretion and the concurrent delivery 
of core‐forming metal occur in small steps of 1% mass 

[see also Wood et  al., 2006, 2008]. Each batch of metal 
equilibrates with the silicate magma ocean at its base, the 
depth of  which increases as Earth grows. Thus metal‐
silicate equilibration pressures and temperatures (the lat­
ter defined by the peridotite liquidus) increase during 
accretion. In order to reproduce core‐mantle  partition 
coefficients of Ni, Co, Cr, V, Nb, and Si, a magma ocean 
thickness corresponding to 35% of mantle depth is 
required and P‐T equilibration conditions reach a maxi­
mum of 40–50 GPa and ~3250 K at the end of accretion. 
However, reproduction of mantle concentrations was not 
possible when fO2

 remains constant and, instead, condi­
tions need to become increasingly oxidizing, by ~2 log 
units, during accretion [see also Rubie et al., 2011].

For fO2
 to increase significantly during accretion 

requires the FeO content of the mantle to increase [e.g. 
from <1 to 8 wt %], for which there are two viable mecha­
nisms [Rubie et al., 2011]. First, when Si partitions into 
the core, the FeO content of the mantle increases by the 
reaction
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Thus for every mole of Si that partitions into the core, 
2  moles of FeO are added to the mantle, which means 
that this mechanism is very effective at oxidizing the man­
tle. Second, the accretion of relatively oxidized material 
during the later stages of accretion can also significantly 
increase the mantle FeO content. Note that the “oxygen 
pump” or “self‐oxidation” mechanism proposed by Wade 
and Wood [2005] increases Fe3+ but not the FeO content 
of the mantle: It is therefore not a viable oxidation 
 mechanism in the present context [Rubie et al., 2015a].

It has also been proposed that core formation may 
occur under initially oxidizing conditions [Rubie et al., 
2004; Siebert et  al., 2013]. This model is based on 
Earth’s mantle/magma ocean initially containing ~20 wt 
% FeO. The resulting high fO2

 causes FeO to partition 
into the core so that the mantle FeO is progressively 
reduced  during accretion to its current value of  8 wt %. 
However, if  a small amount (e.g., 2–3 wt %) of  Si also 
partitions into the core, which is inevitable at high tem­
peratures [Siebert et al., 2013], this model fails based on 
mass balance. This is because the initial ~20 wt % FeO 
is reduced only slightly during accretion (to 17–18 wt 
%) because of  the production of  FeO by reaction (14.3) 
[Rubie et al., 2015b].

14.3.4. Multistage Core Formation

Earth accreted through a series of  high‐energy impacts 
with smaller bodies consisting of  kilometer‐ to multi­
kilometer‐size planetesimals and Moon‐ to Mars‐size 
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embryos [e.g. Chambers and Wetherill, 1998]. Such 
impacts, as well as delivering energy that caused exten­
sive melting, added Fe‐rich metal which segregated to 
Earth’s protocore. Thus core formation was multistage 
and was an integral part of  the accretion process.

A preliminary model of multistage core formation is 
based on an idealized accretion scenario in which Earth 
accretes through impacts with differentiated bodies that 
have a mass ~10% of Earth’s mass at the time of each col­
lision [Rubie et  al., 2011]. The metal of the impacting 
bodies equilibrates, partially or completely, in a magma 
ocean at a pressure that is a constant fraction of Earth’s 
core‐mantle boundary pressure and at a temperature 
close to the corresponding peridotite liquidus. Thus, as in 
the model of continuous core formation, metal‐silicate 
equilibration pressures increase as Earth grows in size. In 
contrast to previous studies, this model is not based on 
assumptions about oxygen fugacity and its evolution. 
Instead, the bulk compositions of the accreting bodies 
are defined in terms of nonvolatile elements, which are 
assumed to be present mostly in Solar System (CI chon­
dritic) relative abundances. The oxygen content is the 
main compositional variable that enables a wide range of 
compositions between two extreme end members to be 
defined: At low oxygen content all Fe is present as metal, 
whereas at high oxygen content all Fe is present as FeO in 
the silicate.

The compositions of equilibrated metal and silicate 
 liquids at a given P‐T are expressed as
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The indices u, m, and n are determined from the bulk 
composition alone because Mg, Al, and Ca do not parti­
tion into the metal. The other seven indices, x, y, z, a, b, 
c, and d, are determined by simultaneously solving four 
mass balance equations (for Fe, Si, O, and Ni), two parti­
tioning expressions for Si and Ni, and a model of oxygen 
partitioning [Frost et al., 2010] by an iterative process that 
is described in detail by Rubie et al. [2011, (supplemen­
tary data)]. Trace elements have little effect on the mass 
balance and concentrations in metal and silicate are 
based on partitioning alone. Using this approach, the 
core of each impactor is equilibrated (fully or partially) 
with the magma ocean at high P‐T and the resulting 
metal is added to the protocore. Thus the evolution of 
mantle and core compositions is modeled throughout 
Earth’s accretion [Rubie et al., 2011, Figure 4].

For simplicity, two bulk compositions are used in this 
model of Earth accretion: (1) a highly reduced composi­
tion in which 99.9% of Fe and ~20% of available Si are 

present as metal and (2) a relatively oxidized composition 
in which ~60% of Fe is present as metal and ~40% as 
FeO  (the initial metal contents of  these two composi­
tions are 36 and 20 wt %, respectively). These composi­
tional parameters, together with equilibration pressures 
and extent of metal reequilibration, are refined by a least 
squares minimization in order to fit the final mantle con­
centrations of FeO, SiO2, Ni, Co, W, Nb, V, Ta, and Cr to 
those of Earth’s primitive mantle. Best results are 
obtained when the initial 60%–70% of Earth accretes 
from the reduced composition and the final 30%–40% 
from the more oxidized material, with equilibration 
 pressures that are 60%–70% of core‐mantle boundary 
pressures at the time of each impact. In addition, during 
the final few impacts, only a limited fraction of the metal 
equilibrates with silicate. Note that, apart from the need 
for high‐pressure metal‐silicate equilibration, this model 
has similarities to early models of heterogeneous accre­
tion [Wänke, 1981; O’Neill, 1991].

14.3.5. Combined Accretion and Core‐Mantle 
Differentiation Model

The multistage core formation model described above 
has recently been extended by combining it with N‐body 
accretion simulations [Rubie et  al., 2015b]. The latter 
study concentrates on Grand Tack accretion models 
because of their success in reproducing the masses and 
orbital characteristics of the terrestrial planets especially 
Earth and Mars [Walsh et al., 2011; O’Brien et al., 2014; 
Jacobson and Morbidelli, 2014]. Using the mass balance/
partitioning approach described above, the compositions 
of primitive bodies in the solar nebula are defined in 
terms of oxidation state and water content as a function 
of heliocentric distance by least squares regressions. This 
is done by adjusting the fitting parameters in order to 
produce an Earth‐like planet with a mantle composition 
identical to (or close to) that of Earth’s primitive mantle. 
The only composition‐distance model that provides 
acceptable results involves bodies close to the Sun 
(<0.9–1.2 AU) having a highly reduced composition and 
those from further out being increasingly oxidized 
(Figure 14.3a). Beyond the giant planets, all bodies are 
completely oxidized (i.e., with no metallic cores) and 
 contain 20 wt % H2O, which results in ~1000 ppm H2O in 
Earth’s mantle. Note that in the Grand Tack model the 
C‐complex asteroids, which are thought to be carbona­
ceous chondrite parent bodies containing water that 
matches that of Earth [Morbidelli et al., 2000; Alexander 
et al., 2012], are delivered to Earth and the outer Main 
Belt from their initial locations at the inner edge of an 
extended outer disk (i.e., beyond Saturn) by the outward 
migration of the giant planets [Walsh et al., 2011; O’Brien 
et  al., 2014]. The bodies originally located between the 
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snow line and 6–8 AU were swept up by Jupiter and 
Saturn and were not accreted to the terrestrial planets. 
(The snow line is the minimum distance from the Sun in 
the protoplanetary disk at which temperatures were low 
enough for water ice to condense. It was likely located 
at ~3 AU.)

Hundreds of impacts and associated core formation 
events are simulated for all embryos, and thus the final ter­
restrial planets, simultaneously. For the first time, metallic 
cores of impacting bodies are modeled to only equilibrate 

with a small fraction of the target’s mantle/magma ocean 
(Figure 14.2); this is in contrast to all previous studies in 
which it has been assumed that the entire magma ocean 
equilibrates with the metal. One consequence is that metal‐
silicate equilibration pressures need to be relatively high 
[Rubie et al., 2015b].

Earth’s mantle composition is perfectly reproduced in 
both simulations shown in Figure 14.3b,c. The Martian 
mantle composition is correctly predicted in the simula­
tion shown in Figure  14.3b but is much too FeO poor 

Figure 14.3 Results of combined Grand Tack N‐body accretion/core formation models. (a) Best‐fit composition‐
distance model for primitive bodies at heliocentric distances from 0.7 to 12 AU for N‐body simulation SA154_767. 
Oxidation state is defined by the fractions of total Fe and Si that are initially present as metal. For example, in the 
highly reduced composition, 99.9% of bulk Fe and 20% of bulk Si are present as metal The four parameters 
labeled in red, together with equilibration pressure, were refined by least squares minimization to fit Earth’s man-
tle composition. (b,c) Calculated FeO contents of the mantles of Mercury, Venus, Earth, and Mars in simulations 
SA154_767 and 2:1‐0.25‐10A, respectively. Actual mantle compositions of Mercury, Earth, and Mars are shown 
as red symbols.
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in  the simulation of Figure 14.3c — this is because the 
embryo that formed Mars originated too close to the Sun 
and therefore under conditions that are too reducing in 
simulation 2:1‐0.25‐10A (for further discussion see Rubie 
et al. [2015b]). Mercury’s FeO­poor mantle is not repro­
duced in either simulation because, although it starts 
with  an appropriately­reduced composition, Mercury 
subsequently accretes too much oxidized material in both 
simulations.

The ability to predict mantle and core compositions of 
Mercury, Venus, and Mars, in addition to that of Earth, 
adds a new constraint to both accretion and core forma­
tion models. For example, in terms of reproducing the 
composition of the Martian mantle, the accretion model 
of Figure 14.3b is more successful than that of Figure 14.3c.

14.4. conclusIons And outlook

Accretion and core‐mantle differentiation of  the ter­
restrial planets can now be modeled by combining 
 astrophysical simulations of planetary accretion with 
geochemical models of core formation [Rubie et  al., 
2015b]. Such models are becoming increasingly sophisti­
cated and realistic in terms of incorporating new con­
straints on both physical and chemical processes. The 
approach enables the compositions and mass ratios of 
the cores and mantles of all the terrestrial planets to be 
modeled simultaneously. By fitting the mantle compo­
sitions of model Earth‐like planets (e.g., located at ~1 AU 
and of ~1 Earth mass), fitting parameters can be refined 
by least squares minimization. In addition, the bulk com­
positions of primitive bodies at heliocentric distances 
ranging from ~0.7 to 10 AU can be defined in terms of 
oxidation state and water content. These combined mod­
els can place new constraints on our understanding of 
both planetary accretion and core‐mantle differentiation 
processes.

Currently only non­volatile elements and H2O have 
been considered in the combined model. However, there 
is scope for also including a range of other elements, such 
as S and other volatile elements, highly siderophile 
 elements, and both stable and radiogenic isotopes.

A number of caveats should be mentioned (see Rubie 
et  al. [2015b] for a detailed discussion). For example, 
 element partitioning data are often extrapolated from 
<25 GPa to pressures as high as 80 GPa. In order to 
reduce the uncertainties, careful but challenging experi­
mental studies using the DAC are required. For example, 
the partitioning of Si, O, Ni, Co, V, and Cr between metal 
and silicate has been studied recently to 100 GPa and 
5500 K [Fischer et al., 2015]. In addition, partition coef­
ficients are often a function of the concentrations of 
 elements such as Si, O, and S in the liquid metal, although 
for most of the elements considered so far the effects are 

small [e.g., Tuff et al., 2011]. Finally, accretion models are 
currently based on the assumption of 100% efficiency, 
whereas in reality material may often be ejected and lost 
during accretional impacts.
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15.1. IntroductIon

The differentiation of Earth into its metallic core and 
rocky mantle and crust is one of the most significant 
events in the planet’s formation and evolution. The com-
position and dynamics of the core today carry the imprint 
of those early differentiation processes, and a closer 
understanding of the core’s current composition and 
thermal state would provide insight into the chemical and 
physical conditions relevant to the birth of our planet. 
Cosmochemical abundances and the seismological 
structure of Earth’s deep interior together indicate that 
the core’s main constituent is iron, alloyed with ~5 wt % 
nickel and perhaps ~10 wt % of lighter elements [Birch, 
1952]. This light element alloying component is regarded 
to be mainly S, O, Si, and/or C in uncertain relative 
importance, and other elements including H and Mg 
are  also sometimes considered potentially important. 
An  important research goal in high‐pressure mineral 

physics is to better define the light element component 
of Earth’s core, whose identity will improve our under-
standing of Earth’s formation and current thermal 
structure.

Mineral physics investigations into the core’s light 
element component rest on the comparison between 
measured or computed properties of a candidate alloy 
with the seismologically determined density and velocity 
structure of the core, which provide several key con-
straints. First, the density and velocity of the outer core 
must be satisfied by the properties of the alloy. This is an 
important and widely used constraint but ultimately 
limited because the trade‐offs between compositions 
and  temperature leave the problem underdetermined. 
An  important additional constraint is the density (and 
velocity) jump at the inner core boundary (ICB), which 
is  a consequence of crystallization of a denser solid 
inner core from the liquid, light‐element‐rich outer core. 
This  7% density contrast [Masters and Gubbins, 2003] 
represents a compositional tie line in the phase relations 
that describe the properties of the core’s alloy composi-
tion at the ICB pressure (330 GPa) and temperature 
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(uncertain, but in the range of  5000 K). A successful 
candidate core composition will match this solid‐liquid 
density contrast on its liquidus at the ICB temperature, 
and moreover, an adiabat for the model composition 
anchored near that ICB temperature defines, through the 
alloy’s equation of state, the density and velocity profiles 
that must match those of the preliminary reference Earth 
mode (PREM) [Dziewonski and Anderson, 1981] or any 
similar seismological model for the core.

There has been considerable progress defining the 
equations of state and velocities for various iron alloy 
compositions at high pressures and temperatures. Both 
static and dynamic experimental studies, as well as ab initio 
investigations, have provided a useful set of equations of 
state constrained to core pressures for Fe [e.g., Dewaele 
et  al., 2006], FeO [e.g., Jeanloz and Ahrens, 1980; 
Campbell et al., 2009; Fischer et al., 2011], FeS and Fe3S 
[e.g., Brown et  al., 1984; Seagle et  al., 2006; Fei et  al., 
2000; Kamada et  al., 2014b], Fe3C [Sata et  al., 2010; 
Litasov et al., 2013], and Fe-Si alloys [Fischer et al., 2012, 
2014]. In addition, velocity data are available for 
many iron‐rich alloys to high pressures based on inelas-
tic X‐ray scattering measurements [e.g., Badro et  al., 
2007; Antonangeli et al., 2010; Mao et al., 2012; Kamada 
et  al., 2014a; Chen et  al., 2014]. Improvement in this 
direction is still needed, of course—particularly in obtain-
ing data from appropriate liquid alloys [Morard et  al., 
2013] and higher experimental PT conditions covering 
the entire range of Earth’s core—but the available data 
are adequate to resolve density and velocity comparisons 
to the core.

In contrast, the phase diagrams of candidate core‐
forming alloys are much more poorly resolved, and this is 
nonetheless the subject of the present chapter. The tools 
that have permitted impressive growth in our understanding 
of the physical properties of iron‐rich alloys—namely 
synchrotron X‐ray scattering methods in diamond anvil 
cells and dynamic compression studies—are not as well 
suited for detailed chemical investigations. Prospects for 
the near future are good though, because improvements 
in sample recovery methods (principally focused ion 
beam micromachining) promise to allow petrological 
studies of these and other geologically relevant systems 
to core conditions. Recent studies have reported high‐
resolution electron microscopy of samples recovered 
from outer core conditions [e.g., Nomura et al., 2014], and 
one can anticipate that similar studies on candidate core 
compositions will soon follow. In the meantime, however, 
there is lamentably poor understanding of Fe‐rich phase 
diagrams at the PT‐X conditions relevant to Earth’s ICB. 
There is no experimental information on solid‐melt 
partitioning in Fe alloys at the conditions of Earth’s core, 
much less at the more extreme conditions of the ICB. 
Consequently there are no data with which to benchmark 

the accuracy of the handful of ab initio studies that exist 
on this subject [e.g., Alfè et  al., 2007; Zhang and Yin, 
2012]. This chapter reviews the essential thermody-
namics of the melting relations in core‐forming alloys 
and applies these principles to the limited available data 
in the hope of outlining where future experimental studies 
can best be applied to constrain the composition of 
Earth’s core.

15.2. thermodynAmIc bAsIs

Here we consider the thermodynamics of phase loops 
during eutectic melting of  Fe‐rich alloys relevant to 
studies of Earth’s core. The binary alloy endmembers 
(FeO, FeSi, Fe3S, and Fe3C) are described here using an 
associated solution model, applied previously for this use 
by Stevenson [1981] and Svendsen et al. [1989]. In associated 
Fe-Z solutions, the solute Z is present as monomers in 
addition to associated FeiZj complexes [Prigogine and 
Defay, 1954]. Although binary compounds are sometimes 
taken as the solute (e.g., FeO in Komabayashi [2014]), 
associated solution models successfully describe both 
alloy solutions [e.g., Sharma and Chang, 1979; Chuang 
and Chang, 1982] and silicate melts [Wen and Nekvasil, 
1994; Ghiorso, 2004]. The purpose of revisiting this 
approach is that there is now more detailed information 
available for not only the melting curves of some end-
members but also the binary eutectics between them. 
This information can be used, in the context of  the 
associated solution model, to estimate the shapes of the 
liquidus curves, including the eutectic compositions. 
Furthermore, we extend this model here to multicomponent 
Fe‐rich alloy systems, whereas the earlier analyses were 
restricted to binary systems because of the limited experi-
mental data available.

For endmember compositions the chemical potential 
of the liquid (μL

0) can be related to that of the solid (μS
0) 

to first order by

 µ µ0 0
L S= − −( )∆S T Tm m , (15.1)

where ΔSm is the entropy change upon melting and Tm 
is  the melting temperature of the pure substance. Here, 
differences in heat capacity between solid and liquid are 
assumed negligible near the melting point. Accordingly, 
in a solid–liquid phase loop the activities (a) of this end-
member component are related to one another by

 
ln
a
a

S

RT
T Tm

m

L

S
= −( )∆

 (15.2)

because μL
i = μS

i for each component i in the solutions 
and μ = μ0 + RT ln a. This approach was used, for example, 
by Williams and Jeanloz [1990] to estimate the eutectic 
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from melting curves of Fe and FeS, assuming a value for 
ΔSm. Below we will build upon recent measurements of 
eutectic temperatures to evaluate ΔSm at high pressures 
for different binary systems, allowing us to extend the 
existing data to ICB conditions with greater confidence 
in our assumptions.

For binary compounds FeiZj, where Z represents any 
candidate light element in the core, we model both the 
solid and liquid phases as fully associated mixtures such 
that FeO, Fe3S, etc., are distinct, energetically favored 
species in both phases: iFe + jZ ↔ FeiZj. This leads to 
[Prigogine and Defay, 1954]
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where μ0 for FeiZj refers to the stoichiometric end member, 
with mole fraction XZ = j/(i+j). From (3),

 a a a eFe Z Fe
i

Z
j RT

i j
=

−∆µ
 (15.4)

with the definition ∆µ µ µ µ= − −0 0 0, , ,Fe Z Fe Zi j
i j . This term 

can be obtained by considering that aFe Zi j
=1 at XFe = i/

(i+j), XZ = j/(i+j). Assuming ideal solution behavior for 
each element, e‐Δμ/RT = (i+j)i+j /(iijj) and (4) becomes
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 (15.5)

Equations (15.2) and (15.5) describe the phase relations 
between liquid and solid alloy at a given pressure. In the 
following section these will be compared to experimental 
melting curves, including eutectic melting temperatures 
in binary systems, to show that the ΔSm term can be 
reasonably estimated as R ln 2 per mole atoms at high‐
pressure conditions. This will serve as a basis for estimating 
multicomponent (ternary) phase diagrams relevant to 
Earth’s core at 330 GPa.

15.3. ApplIcAtIon to experImentAl 
meltIng temperAtures

Fischer (Chapter  1 in this volume) has summarized 
experimental constraints on the melting curve of Fe at 
high pressures and also binary eutectic temperatures in 
various Fe‐rich systems. In addition, melting curves are 
available for endmember compounds FeO [Fischer and 
Campbell, 2010], Fe3C [Lord et al., 2009], and FeSi [Lord 
et al., 2010; Fischer et al., 2013]. These melting tempera-
tures can be applied to equation (2) to obtain estimates of 
ΔSm or of solid-melt partitioning.

As an example, consider the Fe-FeO system. Available 
evidence from X‐ray diffraction experiments indicates 
that there is very limited departure in the endmembers 
of this binary system from pure Fe and FeO, so the tem-
perature along the two branches of the liquidus can be 
calculated from equations (2) and (5) as
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where the left equation describes the liquidus on the 
Fe-rich side of the eutectic composition and the right 
equation describes the liquidus on the FeO‐rich side. 
At the eutectic both equations describe the same temper-
ature (Teut), and the eutectic composition can be computed 
from this, using also XL

Fe + XL
O = 1. For comparison, at 

80 GPa the melting points of Fe, FeO, and their eutectic 
are approximately 3500, 3200, and 2600 K, respectively 
[Anzellini et al., 2013; Fischer and Campbell, 2010; Seagle 
et al., 2008]. (See also Chapter 1). A pressure of 80 GPa 
is practical for this comparison because it is near the 
upper limit of experimentally determined melting points 
for FeO and the eutectic, and it is a sufficient pressure to 
be considered the “high‐pressure” regime insofar as the 
entropy change upon melting is concerned. These experi-
mental melting points can be reconciled with equation (15.6) 
if  the entropy change ΔSm = 0.75R per mole of atoms for 
both Fe and FeO (Figure 15.1). This produces a eutectic 
composition at 80 GPa of 7.8 wt % oxygen, slightly lower 
than the ~10.5 wt % O reported by Seagle et al. [2008] but 
within 2σ uncertainties of those experiments.

In the high‐pressure limit, when ΔVm→0, the entropy 
change of melting for simple substances is expected to 
approach ΔSm→Rln2 [Stishov et al., 1973; Stishov, 1988]. 
More exactly [Tallon, 1980],
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where γ = αKTV/CV is the Grüneisen parameter of the 
substance. Reasonable estimates for iron alloys in Earth’s 
core might be γ ≈ 1.3, CV ≈ 5R (including an approximate 
electronic heat capacity at high T) [Brown and McQueen, 
1986], and ΔVm/V ≈ 1.5% [Laio et al., 2000], producing 
ΔSm ≈ 0.79R, close to the value of 0.75R obtained from 
analysis of the Fe-FeO system. Ab initio and molecular 
dynamic studies have produced higher values of 
ΔSm = 0.86R to 1.05R for Fe at 330 GPa [Laio et al., 2000; 
Alfè et al., 2002; Zhang et al., 2015]. As Zhang et al. [2015] 
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noted however, these methods also overestimate ΔSm for 
Fe at 1 bar by a similar amount.

The Fe-Fe3C provides another useful case to consider, 
because the melting temperatures in this system have also 
been determined experimentally [Lord et  al., 2009; 
Anzellini et al., 2013]. In this case the analog to equation 
(15.6) becomes
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Here again it has been assumed that the solid end-
members Fe and Fe3C are effectively stoichiometric, 
although this is a less well justified assumption than in 
the Fe-FeO system, as solid iron can contain up to 2 wt % 
C at 1 bar and probably to some degree at high pressures 
too. Nevertheless, this is a minor correction. Using 
melting points at 80 GPa of 3500, 2900, and 2800 K for 
Fe, Fe3C, and their eutectic, respectively [Lord et al., 2009; 
Anzellini et al., 2013], one finds that equation (15.8) is satis-
fied with ΔSm = 0.71R per mole of atoms for both Fe and 
Fe3C (Figure  15.1). Again this value is slightly greater 
than the high‐pressure limit of Rln2, indicating that a 
value of ΔSm = 0.70–0.75R is a reasonable approximation 
with which to estimate the thermodynamics of melting at 
high pressures comparable to those in Earth’s core.

An important difficulty in the Fe-C system is that at 
higher pressures the relevant carbide endmember is prob-
ably Fe7C3, not Fe3C. Less is known about the physical 
properties of Fe7C3, but it is evident from the limited 

melting data on this phase by Lord et al. [2009] that its 
melting point is much higher than that of Fe3C, perhaps 
3500 K at 80 GPa. This strongly suggests that the eutectic 
melting point depression in Fe-Fe7C3 is somewhat less 
than that of Fe-Fe3C, but there are no experimental data 
yet to verify this. In this chapter Fe3C will be used as the 
relevant carbide phase, acknowledging that an important 
improvement will be to measure the iron‐carbide eutectic 
at sufficiently high pressure (~120 GPa [Lord et al., 2009]) 
that Fe7C3 is the solidus carbide phase.

The converse problem presently exists with the high‐
pressure melting in the iron–sulfide system. Experimental 
measurements of Fe-Fe3S eutectic melting have been 
accomplished up to 175 GPa [Kamada et al., 2012], with 
remarkable consistency among results from different 
authors [Campbell et  al., 2007; Chudinovskikh and 
Boehler, 2007; Stewart et al., 2007; Morard et al., 2008; 
Kamada et al., 2010; 2012]. However, the melting curve 
of  the endmember Fe3S has not been measured. Using 
ΔSm  = 0.70–0.75R as above and the reported melting 
point depression for the Fe-Fe3S system at high pressures 
(1050 K from Chapter 1), the melting point of Fe3S can be 
estimated using an analysis similar to that in equation (15.8):
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The resulting melting point at 80 GPa is ~2450 K 
(Figure  15.1). This is indistinguishable from Teut and 
correspondingly places the eutectic composition near 
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Figure 15.1 Binary phase diagrams for Fe-FeO, Fe-Fe3C, and Fe-Fe3S at 80 GPa calculated from experimental 
melting temperatures and equations (15.6), (15.8), and (15.9). Black ovals [Anzellini et al., 2013], dark gray oval 
[Seagle et al., 2008], light gray oval [Fischer and Campbell, 2010], hatched ovals [Lord et al., 2009], white oval 
[Kamada et al., 2012].
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16 wt % S, which is the sulfur content in Fe3S. Although 
not impossible, this is higher than the eutectic composi-
tion of  12.5% S at 85 GPa reported by Kamada et  al. 
[2012] and likely reflects some nonideality in the Fe-S 
system persisting to high pressure. Here we have assumed 
again that any deviation from ideal Fe3S stoichiometry 
is negligible, although there is evidence that this is not 
strictly correct [Li et al., 2001].

The Fe-Si binary system is even more challenging to 
treat in the absence of Si partitioning measurements 
between solid and melt. Using again 80 GPa as an exam-
ple condition to compare to experimental results, the sub-
solidus phase diagram shows eutectic melting between 
face‐centered cubic (fcc)‐Fe and a B2‐structured Si‐rich 
alloy, although at pressures >90 GPa the Fe‐rich phase 
becomes hexagonal close packed (hcp) [Fischer et  al., 
2013; Anzellini et  al., 2013]. At 80 GPa the melting 
temperature of Fe is approximately 3500 K. There is 
extensive solid solution of Si into both the fcc and hcp 
structures of  Fe, plus various intermetallics at low 
pressures, and also evidence for extensive solid solution 
in the B2 phase of FeSi, perhaps to as low as ~25 mol % 
Si [Fischer et  al., 2013]. Consequently, analysis of this 
phase diagram is not as easily simplified as the Fe-FeO, 
Fe-Fe3C, and Fe-Fe3S systems above. Nonetheless, equa-
tion (15.2) provides some insight into the Si partitioning 
behavior when the high‐pressure melting behavior of 
Fe-Si alloys is considered. As summarized in Chapter 1, 
the melting point depression in Fe-Si alloys at high pres-
sure is 200 ± 200 K, which is a relatively small but uncer-
tain degree. Using these values with ΔSm = 0.70–0.75R as 
before, equation (15.2) yields solid‐liquid partitioning of Fe 
between metal and melt of XS

Fe/X
L

Fe = 1.00–1.10 at the 
eutectic temperature, consistent with the narrow fcc+melt 
phase loops at 80 GPa described by Fischer et al. [2013] 
on the basis of  X‐ray diffraction data. Additional 
constraints from future work will be required to obtain 
the compositions of the coexisting phases. Nevertheless, 
it is evident from this analysis that the partitioning of Si 
between solid metal and melt is weak and not by itself  
likely to produce a large density contrast like the 7% 
change observed at the ICB [Masters and Gubbins, 2003].

15.4. phAse relAtIons At Icb condItIons

A principal result from the previous section is that the 
available experimental data on high‐pressure melting of 
Fe‐rich alloys supports an estimate of ΔSm = 0.70–0.75R 
for their entropy of melting. This value of ΔSm is slightly 
higher than the ΔVm→0 limit of  Rln2 [Stishov, 1988], 
consistent with the observation that the Fe melting curve 
remains positive to core pressures and has a ΔVm of  
1%–2% [Laio et al., 2000; Alfè et al., 2002]. The difference 
between 0.70 and 075 has an effect of only ~100 K in 

calculated melting temperatures, and going forward we 
will assume that ΔSm = 0.75R is a suitable estimate for 
any Fe‐rich alloy composition. In this section, the analy-
sis of melting phase relations will be extended to 330 
GPa, the pressure at Earth’s ICB, to predict the chemistry 
of melting in Fe‐rich systems under conditions at which 
no such experimental data exist. The results will be specu-
lative, as they are based on assumptions of ideal mixing 
and extrapolations of melting curves, but they can serve 
as a roadmap for future experimental exploration into 
these phase diagrams.

The melting curve of Fe has been extensively studied 
with static and dynamic experimental methods, as well as 
ab initio calculations, because of its key importance 
to  the thermal structure of  Earth’s interior. Following 
Chapter 1, in this chapter the melting curve of Anzellini 
et al. [2013] will be used as a reference for pure Fe (i.e., 
6200 K at 330 GPa), mainly for consistency as the experi-
mental techniques used in that study (X‐ray diffraction in 
a laser heated diamond anvil cell) were similar to those 
used in several studies of eutectic melting in Fe‐binary 
systems [e.g., Campbell et  al., 2007; Seagle et  al., 2008; 
Morard et al., 2008; Asanuma et al., 2010; Kamada et al., 
2010, 2012; Fischer et  al., 2012, 2013]. Likewise, for 
convenience the extrapolation of binary eutectic temper-
atures to the ICB pressure will follow the summary of 
Fischer in Chapter 1. As observed in Chapter 1, the eutec-
tic depressions in the Fe-FeO, Fe-Fe3S, Fe-Fe3C, and 
Fe-FeSi systems remain approximately constant, within 
experimental uncertainty, over the high‐pressure ranges 
in which they have been investigated, and therefore their 
extrapolations to 330 GPa can simply track the Anzellini 
et al. [2013] melting curve of Fe. Constant eutectic depres-
sions of 900 K (Fe-FeO), 700 K (Fe-Fe3C), 1050 K (Fe-Fe3S), 
and 200 K (Fe-FeSi) will be applied for the respective 
binary systems, and the thermodynamic framework of 
the previous section will be used to calculate phase 
relations at the ICB.

As in the previous section, equations (15.6), (15.8), and/
or (15.9) can be used to calculate liquidus phase relations 
coexisting with solid phases Fe, FeO, Fe3C, and Fe3S. For now 
we can approximate these phases as pure, i.e., aS

i = 1 in 
equation (15.2) for each of these components. The phase 
diagrams produced here are restricted to the Fe-O-C-S 
system, because the known solid solution in Fe-Si alloys 
is so extensive that without further information it is 
pointless to project phase relations with an Fe-Si component 
to inner core conditions. It is also assumed that the relevant 
endmembers are FeO, Fe3C, and Fe3S, although it is 
known that Fe7C3 plays an important role at high pressures 
and Fe3S dissociates to an unidentified sulfide at P > 250 
GPa [Ozawa et al., 2013].

For each ternary system, cotectic curves and eutectic 
points are obtained by simultaneous solution of equations 
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(15.6), (15.8), and/or (15.9), with the additional constraint 
XFe+XO+XC+XS=1. The results are shown in Figure 15.2. 
In the 330 GPa ternary systems, the eutectic temperatures 
lie in the range 4600–4900 K, which are not unreasonable 
lower bounds on the ICB temperature. The eutectic 
compositions in the Fe-O-S and Fe-C-S ternaries contain 
10–12 wt % light element, which is consistent with that 
needed to explain the core density deficit, but the Fe-O-C 
eutectic is significantly more Fe‐rich (5.5 wt % O + C), 
suggesting that sulfur may be important to the solid‐melt 
phase relations to obtain a core composition that is 
consistent with the geophysical constraint that the liquid 
is ~7% less dense than the coexisting solid [Masters and 

Gubbins, 2003]. The same analysis can be applied to the 
Fe-O-C-S quaternary system, from which one obtains a 
eutectic temperature Teut = 4290 K at XO = 0.08, XC = 0.07, 
XS = 0.13. These multicomponent eutectic compositions 
are compatible with the 7% density contrast observed at 
the ICB.

The binary eutectic melting point depressions, adapted 
here from Chapter 1, are critical input to the calculated 
phase diagrams in Figure 15.2, and uncertainty in these 
melting points propagate significantly to the liquidus 
phase boundary compositions. To give an example, 
increasing the Fe-O eutectic depression from ΔTeut = 900 K 
to ΔTeut = 1200 K would shift the calculated Fe-O eutectic 

Figure 15.2 Ternary phase diagrams of Fe‐rich alloys at 330 GPa calculated from experimental melting tempera-
tures extrapolated to ICB conditions: (a) Fe‐FeO‐Fe3C ternary; (b) Fe‐FeO‐Fe3S ternary; (c) Fe‐Fe3C‐Fe3S ternary. 
Binary and ternary eutectic compositions (mole fractions) and temperatures are labeled. The melting temperature 
of Fe is 6200 K [Anzellini et al., 2013], and those of FeO (8370 K), Fe3C (6310 K), and Fe3S (5460 K) were calcu-
lated from equations (15.6), (15.8), and (15.9), using eutectic melting point depressions summarized by Fischer 
Chapter 1 and a value of ΔSm = 0.75R per mole atoms.
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composition at 330 GPa from XO = 0.08 to XO  =  0.12, 
with corresponding shift in the neighboring cotectic 
curves illustrated in Figure  15.2. Komabayashi [2014] 
obtains a much greater oxygen content in the 330 GPa 
Fe‐O eutectic (9 wt %) by invoking ΔTeut = 2000 K, which 
is not supported by experiments at lower pressures [Seagle 
et  al., 2008] (see also Chapter  1). This example under-
scores the importance of obtaining greater experimental 
constraints on the melting curves of Fe‐alloys at pres-
sures approaching those of Earth’s ICB.

There are very few multicomponent data at sufficiently 
high pressure with which to compare such calculations, 
but Terasaki et al. [2011] report Fe-O-S eutectic melting 
temperatures that are indistinguishable from the Fe-S 
binary eutectic [Kamada et  al., 2012] up to 140 GPa. 
This  result does not match well the analysis presented 
here (~500 K difference between the Fe-O-S and Fe-S 
eutectics) and further highlights the need for more experi-
mental investigations to provide a larger foundation upon 
which thermodynamic models of candidate core‐forming 
alloys can be improved.

15.5. outlook

The calculated phase diagrams in Figure 15.2 serve as 
examples of how reasonable approximations (an ideal 
associated solution model; an entropy change of melting 
for all alloys ΔSm = 0.75 R, slightly above the ΔVm→0 
limit; binary eutectic melting point depression unchanging 
with pressure) allow the construction of  useful Fe-X liq-
uidus diagrams using only melting curves as experimental 
input. Obviously this approach has limitations, but these 
can be overcome with continued effort from both experi-
mental and ab initio methods. Of primary importance 
will be solid‐liquid partitioning experiments at the ICB 
pressure, 330 GPa. These are essential to understand Fe‐Si 
or other systems in which significant solid solution exists. 
Experiments like these have not yet been reported, but 
continuing advances in both high‐pressure generation 
[e.g., Tateno et  al., 2010; Dubrovinsky et  al., 2012] and 
petrological examination of recovered diamond anvil 
samples [e.g., Siebert et  al., 2012; Nomura et  al., 2014; 
Ozawa et al., 2013] indicate they are on the horizon. Even 
a relatively small number of phase equilibria experiments 
would allow important refinement of the calculated 
phase diagrams in Figure  15.2, and subsolidus experi-
ments can also provide useful constraints on the extent of 
solid solution expected in metal coexisting with melt. 
Additionally, extending the melting curves to higher 
pressures will allow more accurate phase diagram calcu-
lations from the data. Not only eutectic melting but also 
endmember melting curves are useful input to a thermo-
dynamic framework in which the chemistry of the ICB 
can be understood.
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16.1. IntroductIon

The subject of core‐mantle boundary (CMB) chemis-
try is a rich problem, touching upon numerous subjects 
intimately connected to the composition, structure, and 
dynamics of the core and deep mantle. As with any 
 geological process, the relics left behind as a consequence 
of CMB chemistry in principle leave behind a record of 
the evolution of the deep Earth since formation. Our 
challenge is to understand the nature of these processes 
and how to interpret the results of nature’s experiment in 
order to learn more about the workings of the deep inte-
rior of our planet through deep time.

Experimental and theoretical constraints upon CMB 
chemistry have been slow to progress owing to the extreme 
pressure ( 136 GPa) and temperatures ( 3500–5000 K) 

that have prevailed in this region over the past 4.5 Gyr 
of Earth’s history. Methods such as dynamic shock com-
pression [e.g., Tan and Ahrens, 1990] are useful for 
 constraining the equation of state of materials at extreme 
conditions but are practically useless for determining 
chemical equilibria. Large‐volume multianvil experi-
ments are the best tool for studying chemical equilibria 
in  Earth’s interior; however, they are still limited to  

100 GPa [e.g., Yamazaki et al., 2014] and temperatures 
are limited to 2000 K. Small‐volume diamond-anvil cells 
can readily achieve CMB conditions when heated by a 
laser and the tiny samples can be analyzed using modern 
microtechnology; however, due to the small size, these 
exhibit very high intrinsic temperature gradients (e.g., 
103 K over 10 4 m is 107 K/m). Such a large temperature 
gradient tends to drive the system away from equilibrium 
owing to the Soret effect [Platten, 2005; Sinmyo and 
Hirose, 2010]. It is hoped that continued methodological 
developments will circumvent these difficulties.
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AbstrAct

Earth’s core‐mantle boundary (CMB) is a chemically reactive interface between a mantle and core that are, on 
average, far from equilibrium. The chemical processes taking place at the CMB depend critically on the  transport 
of reactants into this region, the degree of mixing and mass exchange that occurs while at the CMB, and subse-
quent removal of reaction products in order to vacate space for subsequent reactants. Thus the subject of CMB 
chemistry is a problem of core and mantle dynamics in addition to thermodynamical and transport properties 
of materials at the extreme pressure‐temperature conditions of Earth’s deep interior. Unfortunately, little is known 
about the particular phase equilibria between metals and silicates at the CMB, although the gross behavior of 
some simple systems is understood well enough that hypotheses can be proposed and tested using geophysical 
observations. Integrative studies that link CMB chemistry to a diverse range of observable phenomena offer the 
best hope for progress in the future.
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Regardless of the challenges faced in understanding 
high P‐T behavior, much effort has been made in recent 
years to begin establishing a zero‐order understanding of 
the nature of CMB chemistry, which is the subject of the 
remainder of this chapter. The presentation begins with a 
discussion of the initial conditions for CMB chemistry 
established during core formation. This is followed by 
an overview of chemical equilibria between metals and 
silicates at high P‐T, with a focus on the role of major 
elements. The connection between chemical reactions 
and dynamical processes in the CMB region is explored 
next. The chapter concludes that much work is yet to be 
done on the problem of CMB chemistry, along with an 
optimistic assessment that much progress may be made 
in coming years by leveraging multiple perspectives and 
constraints.

16.2. InItIAl condItIons for cMb 
cheMIstry

The planets are thought to have been formed by grad-
ual accretion of mass over a period of 10 Myr from a 
disk of dust and gas remaining in orbit around the new-
born Sun. These were supernova remnants representing 
several generations of cosmic nucleosynthetic cycles and 
thus containing a significant fraction of heavy elements. 
Although oxygen is abundant in the solar system, it was 
not so prevalent that no unoxidized metals were available 
for terrestrial planets to form as a mixture of oxides and 
metals (thus permitting Earth to have a core). According 
to modern models of planetary formation, relatively 
larger “embryos” formed on the order of 1 Myr time-
scales and some rapidly accumulated gas to become 
proto‐gas giants at an early stage [e.g., Kokubo and Ida, 
1998]. The embryos continued to accrete smaller plane-
tesimals and other debris, dynamically interacting in their 
evolving orbits and sometimes merging with other 
embryos in giant collisions like the one that is thought to 
have formed Earth’s Moon.

The initial conditions for CMB chemistry were estab-
lished during accretion and core formation [Stevenson, 
1981; Murthy, 1991]. Equilibration is thought to have been 
reached by mixing between metallic and silicate liquids 
inside the molten cavities produced by energetic impacts as 
planetesimals and embryos collided with the growing 
proto‐Earth. Significant mixing should have occurred as 
liquid metal sank through silicate melt under the action of 
gravity [e.g., Deguen et al., 2014]. Elemental partitioning of 
moderately siderophile elements between these immiscible 
liquids left a fingerprint in the silicate Earth whose calibra-
tion in pressure‐temperature and composition (P T X ) 
using laboratory experiments suggests equilibration in  
1000 km deep magma oceans [Li and Agee, 1996; Righter, 

2003]. High‐density metal liquids presumably sank to the 

bottom of these magma oceans and temporarily ponded 
above a deeper layer of mostly solid rock. Depending on 
the transport mechanism and rheological properties of the 
proto-mantle,  subsequent descent of the metal through the 
rocky layer to the core may have taken place over time 
scales of hours to millions of years, with the possibility of 
further  chemical interactions on the way down [Stevenson, 
1990].  Although some elements of this narrative are 
well-established, existing experimental and observational 
 constraints still permit a wide range of scenarios, and thus 
there are many unresolved questions about how this pro-
cess occurred and no clear consensus regarding what is 
uniquely required by partitioning constraints and observed 
elemental abundances. For example, the data alone cannot 
distinguish between single‐stage and multiple‐stage core 
formation [Walter and Cottrell, 2013], although there are 
very good physical reasons for  adopting a multistage view. 
Another source of uncertainty is temperature and oxygen 
fugacity ( fO2

): Ni and Co partitioning constraints can 
be  satisfied at high temperatures at present‐day oxygen 
 fugacity or at lower temperatures with an evolving oxygen 
 fugacity [Wade and Wood, 2005].

Chemical exchange between metals and silicates during 
core formation established the bulk composition of both 
the core and mantle, thus setting the large‐scale context 
for subsequent interactions at the CMB. Because silicate‐
metal equilibration is sensitive to P−T and was initially 
established at pressures (and probably temperatures) less 
than those that have prevailed at the CMB since Earth’s 
formation, the CMB itself  is undoubtedly a chemically 
reactive frontier. This is true even if  metallic liquid were 
to completely re-equilibrate with the solid silicate proto-
mantle upon descent into the core, since the end result 
would still represent a convolution of incremental accre-
tion events taking place at ever greater P T  conditions 
as the protoplanet grew in size.

The disequilibrium between the mantle and core at the 
largest scales means that there is a gradient in chemical 
potential(s) between the core and mantle. Some species 
become more soluble in metallic liquid iron at CMB rela-
tive to the conditions of core formation while some become 
less soluble, and thus the nature of CMB chemical disequi-
librium since formation should be representative of these 
relative states, in addition to evolving conditions of the 
CMB through geological time. If average mantle material 
were circulated to the CMB and placed adjacent to average 
core material, the disequilibrium between them would 
drive chemical reactions. If any of the reacted material 
were later transported away from the CMB, it would 
exhibit a chemical composition distinct from the average 
mantle or core and could in principle carry a distinct fin-
gerprint of core‐mantle interaction.

Thus far there is still no clear evidence that any  material 
has been borne up to Earth’s surface following CMB 
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interactions. It has been proposed that some material has 
been transported from the CMB bearing Os isotopic sig-
natures reflecting inner core crystallization [Brandon and 
Walker, 2005]. Hot‐spot lavas exhibiting elevated Fe/Mn 
have also been attributed to CMB interactions and sub-
sequent carriage of products upward in mantle plumes 
[Humayun et  al., 2004]. Diamonds bearing extremely 
iron-enriched inclusions have also been suggested to rep-
resent a chemical signature of the CMB region [Wirth 
et al., 2014]. While these are all exciting possibilities, such 
claims remain controversial and are not unique interpre-
tations of the data. For example, high Fe/Mn could be 
explained by a Si‐rich source rock [Sobolev et al., 2005], 
and other processes could lead to Fe-enrichment besides 
core‐mantle interaction (e.g., subduction of Fe‐rich 
rocks). In principle, it may be possible to discover a dis-
tinct chemical signature of processes that can only take 
place at CMB conditions, and further research into these 
possibilities may yet enable us to uniquely identify a phys-
ical sample that has interacted with the core.

16.3. MetAl‐sIlIcAte equIlIbrIA

The best way to predict the nature of core‐mantle reac-
tions through time is to directly measure the outcome of 
metal/silicate partitioning of all relevant species as a func-
tion of P−T−X. However, as mentioned previously, the 
elevated P−T conditions at the CMB present significant 
technical challenges for producing quality measurements 
of this kind. Nevertheless, many interesting insights have 
been gained from such experiments, and it is useful to 
review some of the basic results and recent progress.

Of the major elements in Earth, Fe, Si, and O are likely to 
play the most important roles in the dynamics of chemical 
reactions at the CMB. For Earth’s average composition, Fe 
exhibits a preference for the metallic core while Si and O 
favor incorporation into mineral phases or melts in the 
mantle. However, Fe, Si, and O could all be stable in con-
centrations of 10% or more in either the metallic core or 
silicate/oxide mantle. Iron, silicon, and oxygen exert a strong 
influence upon phase equilibria and physical properties of 
both oxides and metals, and variations in their concentra-
tions may produce dramatic density variations in both the 
core and mantle that exert a strong influence on their 
respective dynamics. Therefore, constraining the Fe-Si‐O 
system is a key ingredient to constraining the chemistry and 
associated dynamics of the CMB.

An important study for assessing CMB chemistry in 
the system Fe‐Si‐O using the laser‐heated diamond anvil 
cell was carried out by Knittle and Jeanloz [1991]. They 
mixed iron‐bearing (Fe,Mg)SiO3 perovskite (now known 
as the mineral “bridgmanite,” Br) with metal (M) iron, 
compressed the sample to mid-mantle pressures, and 
 following laser‐heating they found iron‐free Br, FeO, and 

FeSi in the quench products. The simplest interpretation 
of this result suggests the following reaction:

 Mg,Fe SiO Fe MgSiO FeO FeSiBr M Br
3 3

? ? . 

(16.1)

The phase associated with each chemical species is 
denoted using a superscript. A question mark is deliber-
ately written for the phase of FeO and FeSi to represent 
the uncertainty in the stable phase that hosted them at 
elevated P‐T prior to quenching. While this experiment 
suggested a preference for dissolution of the FeSiO3 
 component of Br into metal, the interpretation of the 
coexisting FeO and FeSi is less clear. Shock experiments 
on FeO wüstite (Wu) indicated that it becomes electri-
cally conducting at high pressures [Knittle et  al., 1986], 
suggesting that metallic phases of FeO and FeSi might be 
 produced by the reaction (16.1) at pressures much lower than 
the CMB. Indeed, the tendency for pure FeO to become 
metallic at lowermost mantle conditions has been sup-
ported by more recent diamond-anvil cell experiments and 
theoretical calculations [Fischer et al., 2011; Ohta et al., 
2012]. The separation into O‐ and Si‐bearing phases 
observed in the study of Knittle and Jeanloz was thought 
to represent two stable solid phases; however, it is not 
a unique possibility. Such an outcome could also result 
from immiscibility of O ‐ and Si‐bearing metals induced 
by quenching from high to low temperature [e.g., Tsuno 
et al., 2013]. For example, Fe‐O‐Si may be stable as a con-
tinuous miscible solution in liquid metal at high P‐T for a 
broad range of O and Si concentrations, but they unmix at 
lower temperatures to form a mixture of FeO and FeSi.

The results of Knittle and Jeanloz [1991] stirred much 
debate and prompted new models of the CMB region. 
For example, Kellogg and King [1993] considered the pos-
sibility of accumulating a FeO‐/FeSi‐rich dense layer 
formed by such a reaction on the dynamics of mantle 
plumes, and Manga and Jeanloz [1996] discussed the 
influence of a corresponding high thermal conductivity 
layer at the CMB. One important question is whether the 
kind of reaction observed by Knittle and Jeanloz should 
proceed if  the iron metal initially contained enough dis-
solved Si and O to account for Earth’s outer core density 
deficit. Buffett et  al. [2000] proposed that the Knittle‐
Jeanloz-type reaction could run backward if  the amount 
of Si and/or O in the outer core is on the other side of the 
equilibrium. If  this occurred, resultant underplating of 
the CMB by a mushy electrically conducting layer might 
help to provide a Maxwell stress couple to the solid 
 mantle for core‐mantle angular momentum exchange 
on  10  yr timescales, potentially helping to explain 
observed variations in Earth’s rotation rate.

Another issue concerns the pressure-dependence of reac-
tion (16.1), which is a function of the volume difference 
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between products and reactants. Clearly, higher pressures 
will favor the side of the reaction occupying the smaller 
volume. The volume change of oxygen dissolution in 
metal was not initially well-constrained, and some have 
argued for negligible changes based on analogue systems 
[Walker et  al., 2002] while behaviors extrapolated from 
lower pressures suggested that the reaction would be 
impeded in the deep mantle [e.g., Rubie et al., 2004]. The 
recent expansion of experimental constraints and models 
to higher pressures appears to indicate that reaction (16.1) 
is more sensitive to temperature than pressure [Asahara 
et al., 2007; Ozawa et al., 2008, 2009; Frost et al., 2010; 
Tsuno et  al., 2013], although the precise temperature-
dependence is still poorly constrained because experi-
mental data have not been acquired over a sufficiently 
broad range of temperatures.

Also important is the coupled solubility when both 
Si  and O are present. Strongly variable behavior can 
develop even in the simple ternary Fe‐Si‐O system, 
depending on the relative behavior of Si and O in the 
metal. This becomes more clear if  we write the relevant 
chemical equilibria in terms of component oxides,

 FeO Fe OOx M M (16.2)

and

 SiO Si OOx M M
2 2 . (16.3)

If Si and O exhibit similar tendencies toward dissolution 
and/or become mutually compatible, then one might expect 
to find both Si and O in roughly equal proportions in the 
metal and coexisting rocks, as proposed by Tsuno et  al. 
[2013] for temperatures exceeding 3000 K at lower mantle 
pressures. But the general behavior could be unbalanced in 
either direction if the reaction does not occur at conditions 
in which they are mutually compatible. For example, FeO 
could more readily decompose to the metallic state [i.e., 
 forward reaction (16.2)] while Si exhibits a relatively greater 
preference for the oxide state [i.e., reverse reaction (16.3)], thus 
leaving a metal enriched in oxygen alongside a rock depleted 
in FeO and enriched in SiO2. Conversely, Si may be more 
energetically favorable in metal than is oxygen, in which 
case reaction (16.3) proceeds while excess oxygen is returned to 
the oxide as FeO [i.e., reverse reaction (16.3)], leaving a silicon‐
rich metal alongside a relatively FeO‐rich and SiO2‐depleted 
rock. This range of possible behaviors illustrates why it is 
important to consider the entire system of relevant compo-
nents, rather than focusing only on the behavior of a singe 
reaction or component.

One important constraint on mutual Si‐O solubility in 
metallic iron can be understood by writing the reaction 
for dissolution of silica into metal as

 SiO Fe Si FeO FeOOx M M M Ox
2 2 2 2 1 , 

(16.4)

where ξ is the mole fraction of FeO that goes into the 
metal phase and can be expressed in terms of the equilib-
rium constant KFeO

M Ox/  for the reaction FeO FeOOx M as

 

K

K
FeO
M Ox

FeO
M Ox

/

/
.

1
 (16.5)

Thus for example, if  FeO were present in roughly similar 
concentrations in metal and oxide phases at equilibrium 
at the CMB, then  0.5. This means that about half  of 
the oxygen involved in any further silica dissolution 
into the core is partitioned into the metal, while the other 
half  contributes to enrichment of the oxide phase in FeO. 
In fact, so long as 1, any Si dissolution into the core 
inevitably enriches the residual mantle reaction product 
in FeO.

The above conclusion is not restricted to the Fe‐Si‐O 
system. Incorporation of any species from an oxide state 
into core metal will enrich the residual rock in FeO in 
precisely the same manner as SiO2 incorporation. For 
example, if  the magma ocean(s) in which the core was 
originally forged contained significant H2O, it could have 
reacted with iron to leave an H‐enriched metal and FeO‐
enriched oxide as products [e.g., Okuchi, 1997]. Such 
 tendencies are usually exacerbated by higher tempera-
tures, which drive reactions such as equation (16.4) further 
to the right. Unfortunately, the reaction (16.4) is still not 
well-constrained at CMB conditions, particularly the 
strength of the temperature-dependence, and this could 
have a major influence on many hypotheses. For example, 
it was recently proposed that Earth could have accreted 
from relatively oxidized materials with excess oxygen par-
titioning into the core [Siebert et al., 2013]; however, such 
a mechanism might be untenable if  a significant amount 
of SiO2 also dissolves into the core (thus driving O back 
out of the core as FeO).

The Fe‐S‐O system is another interesting ternary sys-
tem for CMB chemistry. The coexistence of two immisci-
ble liquids (one S-rich and one O-rich) is well‐documented 
at ambient pressure and is important in the smelting of 
iron. Helffrich and Kaneshima [2004] developed a ther-
modynamical model using parameters obtained at ambi-
ent pressure and suggested that Earth’s outer core could 
contain two immiscible liquids for some ranges of bulk 
core S and O concentrations. They sought evidence for 
this phenomena using seismic waves that should produce 
detectable reflections from any immiscible fluid‐fluid 
interface and did not find any such signatures. The lack 
of observation of seismic immiscibility thus suggested 
unique constraints on the relative abundances of O and S 
in the core. However, it is important to note that some 
experiments show that miscibility gaps such as the one 
in  the Fe‐FeO system can disappear at high pressures 
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[e.g., Tsuno et al., 2007], and thus it is not straightforward 
to predict behavior at the CMB without experimental 
constraints at the appropriate P‐T conditions.

One might hope that the present experimental con-
straints would allow us to determine the direction of 
CMB reactions for proposed “typical” mantle or core 
compositions, and some steps have been made in this 
direction. For simple systems such as Fe‐FeO it is pre-
dicted that typical mantle such as pyrolite yields a metal 
in equilibrium which hosts more oxygen than is allowed 
for by the core density deficit [Asahara et al., 2007; Ozawa 
et al., 2008, 2009; Frost et al., 2010]. Thus, if  we limit our 
view to only include the behavior of oxygen, then the 
inevitable conclusion is that either the base of the mantle 
is depleted in FeO [Asahara et al., 2007] and/or the top of 
the core is enriched in oxygen [Buffett and Seagle, 2010]. 
Seismic observations of objects such as ultralow‐velocity 
zones [Garnero and Helmberger, 1996] or core-rigidity 
zones [e.g., Rost and Revenaugh, 2001] at the CMB  suggest 
that the bottom of the mantle is enriched (not depleted) 
in FeO, thus favoring O-enrichment on top of the core. 
However, one must be careful to note that the chemistry 
may be strongly affected by the presence of other chemi-
cal species on both sides of the CMB, and the story 
according to the Fe‐FeO system may not capture the full 
behavior of the CMB chemical system.

16.4. dynAMIcAl consIderAtIons 
of cMb reActIons

Although typical mantle and typical core are out of 
equilibrium with one another at the CMB, it does not 
necessarily follow that the CMB itself  represents a dis-
continuity in chemical potential(s). Instead, chemical 
reactions will occur locally at the frontier, changes in the 
composition of materials on either side will result, and 
the discontinuity in chemical potentials is transformed 
into a gradient with a length scale that is dictated by 
transport styles and properties on either side of the CMB. 
If  there is any significant residence time of reacted mate-
rial on either side of the CMB, then the CMB itself  is not 
a priori expected be a pristine interface. There may also 
be significant lateral variations along the CMB driven 
by  chemical reactions, since mantle materials with sig-
nificantly different bulk composition [e.g., midocean ridge 
basalt (MORB) vs. harzburgite] may be transported to 
the CMB and brought into contact with the top of the 
core in different locations.

The outcome of CMB chemical reactions is strongly 
influenced by material transport properties, such as dif-
fusivity and viscosity, which exhibit dramatic changes at 
the CMB. The equilibration time between a piece of man-
tle with length scale Lm and a piece of core with length 
scale Lc is dictated by the slowest diffusivity of species 

involved in the mantle contribution to the reaction Dm 
and the core contribution to the reaction Dc. The time-
scale for equilibration is L Dm m

2 /  for the mantle bit and 
L Dc c

2 /  for the core bit, and when placed together the rela-
tive length scales over which chemical reactions take 
place over a given time span are L L D Dc m c m/ / . If one 
adopts typical values at temperatures in the range of 
3000–4000 K, such as Dc 10 8 m2/s [Vočadlo et al., 2003] 
and Dm 10 16–10 14 m2/s [Van Orman and Crispin, 2010], 
then L Lc m/ 103–104. Therefore the higher diffusivity of 
reacting species in core material permits simultaneous 
equilibration of regions significantly larger in the core 
than in the mantle (Figure 16.1).

Convection of  material through the CMB region is 
also an essential ingredient in determining the length 
scales of  processes driven by CMB reactions. Mantle 
material circulating through a partial arc of  the CMB at 
a tectonic rate of  10 cm/yr would have a residence time 
of  50 Myr at the CMB such that the mantle side of  the 
CMB could be replaced by sustained mantle convection 
roughly 100 times in Earth’s history. For outer core flows 
of  order 10 4 m/s consistent with the present secular 
 variation of  the geomagnetic field, the residence time is  
just  1000 yr for the same traverse across the CMB, suf-
ficient to refresh the core side of  the CMB millions of 
times throughout Earth’s history. In 50 Myr a diffusion‐
limited chemical reaction on the mantle side would influ-
ence a region only 10–1000 cm thick, and after refreshing 
the CMB 100 times through Earth’s history the amount 
of  reacted material would amount to only 10–100 ppm 
of the total mantle. For the core, the diffusion-limited 
reaction boundary layer for residence times of  1000 yr 
is  10 m, and if  this were re-circulated and mixed into 
the deeper core, it would change the composition of  the 
entire core on 10 Myr timescales. Therefore, so long as 
material is free to convect in and out of  the CMB region 
from the mantle and core sides, then CMB reactions will 
have little effect on the mantle but can bring the entire 
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Figure 16.1 Spatial evolution of core‐mantle reaction products 
with time at a stagnant (nonflowing) CMB. The reaction pro-
ceeds by diffusion of species alone over length scales governed 
by the limiting diffusion timescales L Dm m

2 /  in the mantle and 
L Dc c

2 /  in the core. For Earth’s CMB, Lc is 103–104 times larger 
than Lm; the difference is much larger than can be represented 
on this figure.
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outer core into equilibrium with the CMB over relatively 
short geological timescales.

The above discussion regarding convection of material 
through the CMB is incomplete because it neglects the 
important dynamical feedback that the chemical reac-
tions themselves should exert upon convective transport. 
For example, if  the density of mantle material increases 
by 1% or more as a consequence of iron-enrichment fol-
lowing chemical reactions, it will become heavy enough 
to compete against the thermal buoyancy that drives 
mantle convection, and thus reacted material may tend to 
accumulate at the CMB. The ability for reacted mantle 
to  resist immediate viscous entrainment is enhanced if  
the reacted material is rheologically weak, perhaps as a 
consequence of the reaction itself. Likewise, if  the density 
of outer core material is reduced by 10 8 or more by 
addition of light components to the heavy metal owing to 
CMB reactions, then it may be buoyant enough to over-
come thermal buoyancy forces in the core and would thus 
resist downward entrainment into the deeper core, accu-
mulating instead just beneath the CMB. On the other 
hand, if  mantle material becomes less dense and/or core 
material more dense owing to CMB reactions, then their 
respective buoyant transport rates away from the CMB 
will be accelerated. In these latter cases, reacted material 
would be transported away and refreshed more quickly 
and thus the CMB itself  would be kept sharp and pris-
tine. However, if  heterogeneous dense matter accumu-
lates at the base of the mantle and/or buoyant metal 
accumulates on top of the core, chemical reactions can 
produce chemically distinct domains with significantly 
longer residence times at the CMB. Thus, if  chemical 
reactions were the only mechanism capable of generating 
strong heterogeneity at the CMB, then it would be possi-
ble to predict much about the nature of CMB chemistry 
using geophysical observations alone. Unfortunately, 
however, there are many other factors that may influence 
CMB structures.

Further complexity is added to the context of CMB 
chemistry owing to dramatic differences in the rheology 
of the core and mantle. If  dense matter accumulates at the 
base of the mantle as a result of CMB reactions, then so 
long as it continues to behave as a creeping viscous solid, 
it will still be subject to viscous entrainment into overlying 
mantle flows and will be gradually eroded away [Sleep, 
1988]. This is true even for density anomalies as large  
as 10%. In the liquid outer core, on the other hand, viscous 
forces are virtually absent and the only straightforward 
mechanism available for downward mixing of a buoyant 
metallic rind produced by ingestion of light alloys is tur-
bulent entrainment. However, energy considerations sug-
gest that the amount of material susceptible to turbulent 
entrainment is very small, even for modest stabilizing den-
sity variations of 1% [Hernlund and McNamara, 2014].

Dynamics can also play an important role in increasing 
the degree of mixing between mantle and core material at 
local scales. If  the CMB is a sharp interface between pure 
rock above and pure metal below, then the volume that 
can be reacted is strictly limited by diffusion across 
the  interface. Experiments suggest that liquid Fe can 
migrate through iron‐free MgO periclase via a proposed 
“ morphological instability” [Otsuka and Karato, 2012]; 
however, it is not clear whether the requisite conditions 
would have existed in the context of Earth’s long‐term 
CMB evolution. In particular, the mechanism may rely 
upon strong local chemical disequilibrium (e.g., between 
Fe metal and Fe‐free oxide) but may not be as vigorous 
with lesser degrees of disequilibrium (or smaller chemical 
potential gradients). Alternatively, it may be possible for 
iron liquid to simply migrate between grain boundaries 
of solid rock or “wet” the grain boundaries. While metal 
has a high surface tension at lower pressures and tem-
peratures that can inhibit grain boundary wetting, experi-
mental evidence has shown that this behavior may change 
at high P‐T [Sakai et al., 2006]. The metal liquid, being 
relatively heavy, could not percolate significantly into the 
solid unless there is an external driving force. For exam-
ple, it is expected that the CMB is depressed by up to 1 km 
beneath mantle downwellings owing to the dynamic 
topography effect. In this case a fluid outer core material 
that wets grain boundaries could be driven up into the 
depressed portions of the mantle by simple hydrostatic 
pressure gradients [Kanda and Stevenson, 2006]. For the 
mantle side this can result in a significantly larger reac-
tion zone that would otherwise be limited by the small 
elemental diffusivity of species in oxide phases. As the 
reacted material is pushed away from centers of mantle 
downwelling, the dynamic viscous force causing its 
depression will diminish and much of the reacted zone 
could be buoyed upward, with the metallic liquid inside 
the interstices draining back into the core. It is also pos-
sible that a small fraction of iron liquid would remain 
trapped in the rock at volume fractions of order 1% 
[Sakai et al., 2006].

If  buoyant O‐rich and/or Si‐rich material accumulates 
atop the core as a consequence of CMB reactions that 
endow it with sufficient buoyancy to resist entrainment 
and mixing, then other processes could be triggered as a 
consequence. For example, if  the composition of fluid at 
the very top of the core is close to stoichiometric FeO 
owing to CMB reactions, then core cooling to the 
FeO  melting temperature will result in crystallization 
of FeO solid. Current experimental constraints [Fischer 
and Campbell, 2010] and uncertainties in CMB tempera-
ture are probably enough to admit this scenario. If  the 
liquid metal layer at the very top of the core has a density 
similar to FeO liquid (or less, owing to additional O or 
other light alloys), then the crystal would sink into the 
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core, perhaps remelting at depth (depending upon the 
pressure dependence of the FeO melting curve and the 
geotherm). This kind of process could enhance down-
ward transport of CMB reaction products deeper into 
the core. On the other hand, if  the liquid is heavier than 
the FeO solid, then the snow would float upward and 
become inherited as a solid metallic layer underplating 
the mantle, a mechanism that is not dissimilar to the kind 
of process proposed by Buffett et al. [2000]. This would 
have the effect of helping to maintain the composition of 
the CMB near the stoichiometry of FeO. FeO snow is 
only one possibility; other phases with different stoichi-
ometry could also crystallize from a light alloy enriched 
layer on top of the core.

The dynamical scenarios discussed above are relatively 
speculative in nature and are only useful insofar as they 
can explain observations. There is much uncertainty 
about the degree of chemical heterogeneity in the deep 
mantle, the nature of deep‐mantle convection, the exist-
ence of stratified layers on top of the core, and many 
other features. We also do not know the stable phase 
assemblages at the base of the mantle for the full range 
of compositions that satisfy seismic observations. Models 
of coupled core‐mantle thermal evolution require the 
ancient CMB to be above the melting temperature of any 
plausible composition, suggesting that the base of the 
mantle was once extensively molten [Labrosse et  al., 
2007]. The existence of such a basal magma ocean and 
the secular changes driven by fractional crystallization 
would exert a profound influence on the early history of 
CMB chemical evolution, such as enriching the melt in 
iron [Nomura et al., 2011] and hence driving more oxygen 
into the top of the core. The uncertainties invoked by 
this scenario alone are sufficient to argue that we do not 
have a firm grasp of CMB chemistry at the present, and 
further progress must await future developments and 
discoveries.

16.5. suMMAry

CMB chemistry is a rich subject and is important for 
interpreting geophysical observations of  the CMB 
region. However, future progress requires better and 
more diverse experimental constraints on the behaviors 
of  materials at the relevant P‐T conditions. Seismological 
surveys of  the CMB region have been very useful to illu-
minate some of  its structures, but there is still no firm 
link to the ways in which observed features are linked to 
chemical processes. The best way forward is to continue 
considering a very wide range of  possibilities, perform-
ing experimental work that will have the greatest impact 
on present uncertainties, and connecting a more diverse 
range of  observations to processes that may be related to 
CMB chemistry (including core formation). In principle, 

both existing and emerging technologies should permit 
us to tackle these problems with more confidence in the 
coming decade.
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17.1. IntroductIon

Seismology shows strong anomalies in the deepest part 
of the mantle called the D" layer, including abrupt shear 
wave velocity increase a few hundred kilometers above 
the core-mantle boundary (CMB) (the D″ discontinuity). 
Since the origins of such anomalies are difficult to explain 
with the known properties of MgSiO3 perovskite (now 
formally called bridgmanite), the D″ layer has long been 
the most enigmatic region inside Earth. Sidorin et  al. 
[1999] speculated a solid‐solid phase transition to recon-
cile the D″ seismic discontinuity, but a specific phase 
transition in major lower mantle minerals had not been 
identified until 2004. Therefore, the D″ discontinuity has 

been often attributed to be thermal or chemical boundary 
[e.g., Wysession et al., 1998; Lay and Garnero, 2004].

The year 2014 was the 10th anniversary of  the discov-
ery of  perovskite (pv) to post-perovskite (ppv) phase 
 transition [Murakami et al., 2004; Oganov and Ono, 2004; 
Tsuchiya et  al., 2004]. After the first report on pure 
MgSiO3 pv, it has been observed to occur in a variety of 
simple and multicomponent systems such as natural 
pyrolite [Murakami et al., 2005; Ono and Oganov, 2005; 
Ohta et al., 2008; Grochorlski et al., 2012] and  midoceanic 
ridge basalt (MORB) materials [Hirose et al., 2005; Ohta 
et al., 2008; Grocholski et al., 2012]. Physical properies of 
ppv, such as electrical and thermal conductivity, viscos-
ity, and deformation mechanism, have also been exten-
sively studied in the last ten years (see the most recent 
review by Hirose et  al. [2015]), and it has been argued 
that a majority of  seismic anomalies observed in the D″ 
region, such as D″ discontinuity, shear wave polarization 
anisotropy, and anticorrelation between the anomalies 
of  shear and bulk sound velocities, may be explained by 
the occurrence of  ppv.
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The discovery of post‐perovskite (ppv) first provided a likely explanation for the shear velocity increase at the 
top of the D″ layer. Other seismic anomalies such as strong seismic anisotropy and anticorrelation between the 
anomalies of shear and bulk sound velocities are also, at least in part, reconciled with the presence of ppv in 
the lowermost mantle. However, the compositional effect on the pressure range of the ppv transition and its 
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tion, recent experiments show melting-phase relations and partial-melt compositions formed under deep lower 
 mantle pressures. Melting as well as deep subduction of dense materials over the history of the Earth contributes 
to complex seismic structures in D″.
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Recent seismological observations, however, revealed 
more complex structures in the D″ layer, such as reflec-
tors with strong topography over short distances [Hutko 
et  al., 2006], which are not reconciled with the pv‐ppv 
transition. While the ppv transition causes velocity 
increase and decrease for S and P waves, respectively, 
both S and P waveforms display a positive polarity in 
Siberia and the Central Pacific [Cobden and Thomas, 
2013]. Since the D″ layer is a convection boundary at the 
bottom of the mantle, one can naturally expect rich 
 geological structures there. The complex structure may be 
caused not only by deep subduction of oceanic litho-
sphere but also by melting/crystallization in a deep lower 
mantle over the history of Earth [e.g., Labrosse et  al., 
2007]. In order to understand such geological structures, 
one needs to distinguish anomalies of chemical origin 
from those of phase transition origin and therefore needs 
to better understand the compositional effects on the 
pressure range of the ppv phase transition. Such compo-
sitional effects, however, still remain controversial [Ohta 
et al., 2008; Grocholski et al., 2012]. In addition, the dis-
sociation of pv into almost iron‐free pv and iron‐rich 
hexagonal “H phase” has been reported to occur in a 
deep lower mantle [Zhang et al., 2014], which could be an 
additional ingredient to cause complex seismological 
structure.

This chapter reviews previous experimental results on 
the ppv phase transition. In addition, recent studies are 
introduced on melting‐phase relations and partial‐melt 
compositions under deep lower mantle pressures. The 
presence of ppv and the possible scenarios on the forma-
tion of dense materials in the lowermost mantle are dis-
cussed. Recently, silicate pv has been given an official name 
of bridgmanite, but this chapter will use “post‐ perovskite,” 
not “post‐bridgmanite,” because (1) bridgmanite is a name 
for Mg-rich perovskite (Mg must be a dominant cation) 
and therefore post-bridgmanite cannot be applied to 
Fe-rich post-perovskite that is important in the lowermost 
mantle and (2) we have a custom of using the name of the 
crystal structure in relevant cases; for example, the disso-
ciation of Mg2SiO4 ringwoodite is called, not post‐ring-
woodite, but post-spinel transformation.

17.2. Post‐PerovskIte PhAse trAnsItIon

17.2.1. Experimental Difficulty

Extensive efforts have been paid to determine the ppv 
phase transition boundary, since it is key to understand-
ing the nature of the D″ region. However, experiments 
under relevant high-pressure and high-temperature 
(P‐T)  conditions are not easy, and experimental results 
using laser-heated diamond anvil cell (DAC) techniques 
include uncertainty. It is mainly because (1) the absolute 
pressure scale is not available at lowermost mantle P‐T 

conditions, (2) the temperature gradient is relatively large 
in laser‐heated sample, and (3) chemical segregation 
occurs due to a large temperature gradient, often called 
Soret diffusion, leading to strong chemical heterogeneity 
in a sample, in particular for iron. These could be the 
main sources of discrepancy between DAC experimental 
results obtained by different groups, although additional 
factors may also be involved.

17.2.1.1. Pressure Determinations
In recent high‐P, high‐T experiments with in situ X‐ray 

diffraction measurements, pressure is determined at high 
temperature from the volume of a pressure marker using 
its known equation of state (EoS). The accuracy of such 
a high‐temperature EoS has been a matter of extensive 
debate in the last 15 years [e.g., Fei et al., 2004]. Gold is 
often used as a pressure standard for experiments on Fe‐
bearing samples because it is believed to be much less 
chemically reactive with iron than platinum and MgO. 
The EoSs of gold reported in the literature give different 
pressures, as much as 15 GPa at 110 GPa and 2400 K 
(Figure 17.1) [Hirose et al., 2008a].

The high‐temperature EoS of MgO is less controver-
sial, in part because electronic thermal pressure is not 
necessary to consider for nonmetals. Indeed, Mg2SiO4 
post‐spinel transformation and MgSiO3 ppv phase transi-
tion boundaries match the 660 km and the D″ seismic 
discontinuities, respectively, when using the EoS of MgO 
proposed by Speziale et al. [2001] or Wu et al. [2008]. The 
EoSs of gold proposed by Fei et  al. [2007] and Hirose 
et  al. [2008a] are based on the MgO pressure scale by 
Speziale et al. [2001]. Note that these two give the highest 
pressure at the high temperatures of the lower mantle 
among existing EoSs of gold (Figure 17.1).

17.2.1.2. Soret Diffusion
Soret diffusion is diffusion of elements driven by a tem-

perature gradient. In gases, heavier elements or elements 
with larger ionic radii migrate from hot to cold regions, 
and lighter elements move opposite. It occurs also in liq-
uids and solids, although it is more complex. Lesher and 
Walker [1991] reported that the Soret diffusion in silicate 
melt is controlled by the Z/r ratio of cations rather than 
its mass and volume (Z is the cation charge, r is the ionic 
radii, and Z/r is the proxy of cation field strength).

The Soret diffusion is known to occur often in a laser‐
heated DAC sample, depending on a thermal gradient in 
a laser‐heated sample that is controlled by laser‐heating 
optics and sample configuration. Both iron and magne-
sium migrate from the high‐temperature part toward the 
cold edge of a laser‐heated area; In contrast, silicon is 
enriched at a hot region (Figure 17.2) [Ozawa et al., 2009; 
Sinmyo and Hirose, 2010]. Note that the samples shown 
in Figure 17.2 were not molten because iron was enriched 
at the outer margin of a laser‐heated area (partial melt, 
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if any, forms a melt pool at the hottest part of a sample and 
is always enriched in iron compared to residual solid). It 
leads to a chemically heterogeneous sample during laser 
heating, which could be a main source of inconsistencies 
among previous experimental studies on iron‐bearing 
samples. Nomura et al. [2011] found that the Soret diffu-
sion is very fast at relatively high temperatures; strong 
iron depletion was observed in 5 at 3500 K and 77 GPa 
under a subsolidus condition. This was a serious problem 
in past laser‐heating DAC experiments, in which the 
chemical characterization of a sample was not performed 
after heating in most of the cases. It could also be a source 
of discrepancy found in previous experimental results on 
iron‐bearing systems [e.g., Mao et  al., 2004; Murakami 
et al., 2005; Dorfman et al., 2013].

Sinmyo and Hirose [2010] reported that the magnitude 
of Soret diffusion depends strongly on a sample configu-
ration. It can be avoided when the sample is covered with 
a thin film of metal, which provides relatively homogene-
ous temperature distributions and helps minimize the 
Soret diffusion (Figure 17.2d). On the other hand, laser 
heating caused strong chemical heterogeneity when the 
sample was mixed with fine metal powder; metal powder 
moved to form aggregates, and the heterogeneous distri-
butions of the aggregates caused a complex and large 
temperature gradient (Figure 17.2c). It is therefore very 
important to check the chemical homogeneity of a sam-
ple after laser‐heating experiments.

17.2.2. Pure MgSiO3 ppv

Murakami et al. [2004] first reported MgSiO3 ppv but 
did not tightly constrain the P‐T location of the phase 
transition boundary. Later, on the basis of both forward 
(transition from pv to ppv) and backward (reversal) 
experiments in wide P‐T space up to 171 GPa and 4400 K, 
Tateno et al. [2009] found that the ppv phase transition 
boundary in pure MgSiO3 is located at 121 GPa and a 
plausible deep lower mantle temperature of 2400 K, with 
a Clapeyron slope of +13.3 MPa/K (Figure 17.3b). Such 
pressure corresponds to 2650 km depth, matching the 
depth of the D″ seismic discontinuity. These results are 
based on the MgO pressure scale proposed by Speziale 
et al. [2001].

On the other hand, when using a different pressure 
marker or EoS, the same experimental data give very 
 different pressure ranges of transition and Clapeyron 
slope. With gold as a pressure marker [Tsuchiya, 2003], 
Hirose et al. [2006] (Tateno et al. [2009] is an extension of 
this work) demonstrated that the ppv phase transition 
occurs at 113 GPa and 2400 K with the Clapeyron slope 
of +4.7 MPa/K. The experiments performed by Ono and 
Oganov [2005], based on the platimun pressure scale 
[Holmes et al., 1989], showed the boundary at 129 GPa 
and 2400 K and a slope of +7.0 MPa/K.

The Soret diffusion can occur in pure MgSiO3 sample 
(Figure 17.2), possibly leading to dissociation into MgO 
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and SiO2. Such dissociation, however, does not affect the 
results of phase equilibria studies introduced above. In 
addition, both low‐ and high‐pressure phases have iden-
tical chemical composition in a simple system such as 
MgSiO3, which is also a great advantage to perform 
reversal experiments, unlike the case for pv and ppv 
formed in pyrolite. Moreover, the first‐order structural 
transition is a discontinuous reaction in single‐compo-
nent systems (two phases coexist only on a univariant 
curve), and thus determination of the boundary is 

much more straightforward than that in multicomponent 
 systems, in which the transition occurs in some pressure 
range.

The overall uncertainty in experimental determinations 
of the ppv phase transition boundary may be ±5–10 GPa, 
mainly due to the lack of accurate pressure scale at high 
temperature. This is a similar magnitude of uncertainty 
to that in high‐temperature abinitio calculations. The 
experimental results of the ppv transition pressure by 
Tateno et  al. [2009] are between those calculated using 
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local density approximation (LDA) and generalized gra-
dient approximation (GGA) [Tsuchiya et  al., 2004; 
Oganov and Ono, 2004]. As shown above, the Clapeyron 
slope of the ppv boundary in pure MgSiO3 obtained by 
experiments is strongly dependent on a pressure scale, 
ranging from +4.7 to +13.3 MPa/K. Theory predicted 
+7.5 MPa/k [Tsuchiya et  al., 2004] and +10 MPa/K 
[Oganov and Ono, 2004].

17.2.3. Ppv in Pyrolitic Mantle

Experimental determination of the ppv phase transi-
tion boundary in multicomponent systems is much more 
complicated that that for pure MgSiO3 for a number of 
reasons. First, Soret diffusion easily causes strong chemi-
cal heterogeneity (Figure  17.2). Therefore, long heating 
duration in laser‐heated DAC experiments does not nec-
essarily help the chemical equilibrium in multicomponent 
systems. As was reported by Sinmyo and Hirose [2010], 
Soret diffusion causes the migration of both Fe and Al 
toward the low‐temperature part of a sample, leading to 
the formation of (Fe,Al)‐depleted MgSiO3 phase at hot 
areas and Fe‐rich MgSiO3 and Al‐rich MgSiO3 phases at 
cold portions (Fe‐ and Al‐rich areas are likely separated). 
In such a situation, both pv and ppv coexist in an appar-
ently very wide pressure range, because aluminum is 
known to significantly expand the stability of pv with 
respect to ppv [Tateno et al., 2005; Akber‐Knutson et al., 
2005] although uncertainty remains [Tsuchiya and 
Tsuchiya, 2008]. Note that the effect of Soret diffusion is 
largest when metal powder is mixed with sample powder 
(Figure 17.2c).

Second, the sample must be amorphous before heat-
ing. The first heating of such homogeneous sample will 
give an equilibrium‐phase assemblage and composition. 
Nevertheless, once three solid phases are formed in pyro-
lite at the first heating, subsequent heating at different 
P‐T conditions hardly provides chemical reequilibrium, 
because the lattice diffusion of elements is known to be 
very slow, at least in pv (~100 nm/h) [Holzapfel et  al., 
2005]. Chemical disequilibrium within the sample could 
lead to a disequilibrium‐phase assemblage such as the 
coexistence of pv and ppv. Considering that typical grain 
size in a pyrolitic mantle material is 100 nm in laser‐
heated DAC when heated at ~2000 K [Sinmyo et  al., 
2008], it is necessary to heat samples at least for 1 h when 
reheating is made with changing P‐T conditions. It is, 
however, difficult to heat sample for 1 h without suffering 
Soret diffusion. This means that chemical equilibrium is 
obtained only when first heating the pyrolitic material X‐
ray diffraction (XRD) and practically we could obtain a 
single datum in each separate run [note that the absence 
of peaks does not necessarily mean that the sample is 
still amorphous after the first heating, because the XRD 

measurements do not detect small crystals probably less 
than ~10 nm]. It also means that reversal experiments are 
virtually impossible.

Third, a two‐phase coexisting region is overestimated 
by laser‐heated DAC experiments. Apparently a wide two‐
phase region can be caused by (1) chemical heterogeneity 
induced by Soret diffusion, (2) large temperature varia-
tions in the X‐ray‐probed area in both radial and axial 
directions, and (3) compositional zoning in each phase 
caused by multiple heating cycles. Note that the Soret 
effect causes iron enrichment in the low‐temperature por-
tion, including the area near the diamonds in the X‐ray 
spot. Soret diffusion does not help sharp transition. Note 
also that Soret diffusion occurs even in the presence of 
pressure medium, although it reduces the thermal gradi-
ent within a sample [Sinmyo and Hirose, 2010].

The first work on the ppv phase transition in a pyrolitic 
lower mantle was by Murakami et al. [2005] (Figure 17.3a). 
Murakami and others employed a starting material coated 
with a thin film of gold in order to make a homogeneous 
temperature distribution in a laser‐heated sample. Sinmyo 
and Hirose [2010] later demonstrated that such a metal 
coating helps reduce the effect of Soret diffusion 
(Figure 17.2d). Murakami et  al. [2005] reported that the 
ppv phase transition occurs around 113 GPa and 2500 K 
based on the Au scale by Tsuchiya [2003], which is recalcu-
lated to 120 GPa when using the Au scale of Fei et  al. 
[2007], which is based on the MgO scale of Speziale et al. 
[2001]. They did not observe the coexistence of pv and ppv.

Ohta et  al. [2008] augmented experimental data from 
Murakami et al. [2005] to constrain the sharpness of the 
boundary (Figure 17.3a). They used gold powder mixed 
with sample powder, which may have caused extensive 
Soret diffusion, but the results of Ohta et al. [2008] were 
fairly consistent with those by Murakami et al. [2005]. The 
Au scale by Hirose et al. [2008a] was employed, which is 
based on the Mgo scale of Speziale et al. [2001] and thus 
is close to the Fei et  al., scale (Figure  17.1). Ohta and 
 others concluded that the transition occurs over the 5 GPa 
pressure range around 120 GPa at 2500 K. Note that both 
Murakami et al. [2005] and Ohta et al. [2008] performed 
laser heating at a single P‐T condition of interest in each 
run in order to avoid kinetic hindering of phase transition 
and chemical disequilibrium, both of which cause the 
apparent coexistence of two phases (pv and ppv).

Subsequently, Fiquet et  al. [2010] observed a drastic 
change in the XRD pattern of pyrolite with increasing 
temperature from 3400 to 3500 K at 138 GPa, indicating 
an abrupt phase transition from ppv to pv (Figure 17.3a). 
Fiquet and others used the EoS of pv [Ricolleau et al., 
2009] for pressure determinations, which is based on the 
Fei et al., Au scale and thus the Speziale et al., MgO scale.

All of these three results are consistent with each other 
(Figure 17.3a). Combining them, the ppv phase transition 
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takes place in pyrolite rather sharply over 5 GPa between 
120 (ppv in) and 125 (pv out) GPa with Clapeyron slope 
of +13.6 MPa/K, primarily based on the MgO pressure 
scale by Speziale et al. [2001]. Note that the boundary is 
close to that in pure MgSiO3. The location of the bound-
ary matches the depth of the D″ seismic discontinuity 
(~2600 km depth).

Ono and Oganov [2005] performed similar XRD meas-
urements to determine the ppv transition boundary in 
pyrolite. They showed that the transition took place at 
124 GPa and 2500 K based on the Au scale proposed by 
Jamieson et al. [1982], which is equivalent to 131 GPa by 
the Fei et al., Au scale. Note that they repeated a number 
of heating cycles with changing P‐T conditions in a single 
experiment and therefore their results may have suffered 
both kinetic hindering of phase transition and composi-
tional segregation due to the Soret effect. They did not 
mention the coexistence of pv and ppv.

More recent experiments performed by Grocholski 
et  al. [2012] reported the ppv transition in a pyrolitic 
lower mantle between 140 and 169 GPa at 2500 K with 
Clapeyron slope of +5.6 MPa/K based on the Au scale 
of  Tsuchiya [2003]’s, which are converted into 146 and 
175  GPa and +12 MPa/K with the Fei et  al. Au scale 
(Figure 17.3c). They repeated heating with changing P‐T 
conditions, but the results of the first heating cycles were 
consistent with those obtained by subsequent heating 
cycles. Compared to the earlier experiments by Murakami 
et al. [2005], Ohta et al. [2008], and Fiquet et al. [2010] 
using the same pressure scale (Figure 17.3b), Grocholski 
and others reported (1) much higher pressure range (120–
125 GPa vs. 146–175 GPa at 2500 K) and (2)a much 
wider pv + ppv two‐phase coexisting region (5 GPa vs. 
~30 GPa).

Such higher pressure range of the ppv phase transition 
in pyrolite (140–169 GPa) is, however, not consistent with 
results on the similar transition in (Mg0.9Fe0.1) (Al0.1Si0.9)O3 
bulk composition (112–139 GPa at 2500 K) determined by 
the same group [Catalli et al., 2009] (Figure 17.3b). The 
chemical composition of pv formed in a pyrolitic lower 
mantle is similar to (Mg0.9Fe0.1) (Al0.1Si0.9)O3 [Sinmyo and 
Hirose, 2013], and therefore the ppv transition should 
occur in a very similar pressure range. Grocholski et  al. 
[2012] argued that aluminum is responsible for such high 
ppv transition pressure in pyrolite, but the experiments by 
Catalli et al. [2009] demonstrated that the ppv transition 
occurs at similar pressure ranges in (Mg0.9Fe0.1) (Al0.1Si0.9)O3 
and (Mg0.91Fe0.09)SiO3. The main difference between natu-
ral pyrolite and (Mg0.9Fe0.1) (Al0.1Si0.9)O3 is the presence of 
ferropericlase (fp) in the former, which narrows the width 
(pressure range) of the transition but does not increase the 
average transition pressure [Sinmyo et al., 2011].

It is certainly true that the incorporation of iron and 
aluminum expands the pv + ppv two-phase coexisting 

region. Such effects of iron and aluminum could be large 
[Mao et al., 2004; Tateno et al., 2005; Catalli et al., 2009; 
Andrault et al., 2010; Grocholski et al., 2012] but may be 
small [Hirose et al., 2006; Ohta et al., 2008; Fiquet et al., 
2010], in particular in the presence of fp [Sinmyo et al., 
2011]. As mentioned earlier, several technical issues, 
such as large temperature variations and the Soret effects 
are involved in laser‐heated DAC experiments, and 
 therefore this issue has been controversial quantitatively 
(Figure 17.3).

These discussions are based on the Speziale et al. MgO 
pressure scale (and the Fei et al. Au scale based on it), but 
the accuracy of high‐temperature EoS of MgO by 
Speziale et al. [2001] is not clear. If  Grocholski et al. [2012] 
employs the Au scale by Shim et al. [2002], the transition 
pressure is recalculated to be 131–160 GPa (Figure 17.1), 
indicating that the ppv transition starts in a pyrolitic 
material within the pressure range of Earth’s mantle. The 
inconsistency between Murakami et al. [2005], Ohta et al. 
[2008], Fiquet et al. [2010], and Grocholski et al. [2012] is 
not clear (Figures 17.3b, c), but it is certainly important 
to assess the chemical homogeneity of the laser‐heated 
DAC sample (in other words, the effect of Soret diffu-
sion) by ex situ sample characterization (Figure  17.2). 
Indeed, inconsistency is often found in DAC experiments 
on iron-bearing systems. A large part of such inconsist-
ency may be reconciled with the strong segregation of 
iron in laser‐heated sample due to the Soret effect.

In order to clarify the pressure range of the ppv transi-
tion in pyrolite, better high-temperature generation on 
samples using multianvil press or resistance‐heated DAC 
may be required. The recent multianvil experiments by 
Yamazaki et al. [2014] were performed up to 106 GPa and 
1200 K, close to the ppv boundary at such a low tempera-
ture. Furthermore, a resistive internally heated DAC 
experiment has been carried out up to 1650 K around 
50 GPa [Komabayashi et al., 2009]. Temperature genera-
tion by a resistive externally heated DAC has been limited 
to ~1000 K, but recent experiments were conducted up to 
1300 K [Du et al., 2013] or 1460 K [Umemoto et al., 2014]. 
Spatial and temporal temperature fluctuations in these 
resistance‐heated experiments are much less than those 
in laser‐heated DAC experiments, which can avoid Soret 
diffusion and help in the accurate determination of 
 sample temperature.

17.2.4. Ppv in Depleted Mantle

Subducting oceanic plates are mainly composed of 
about 60 km thick depleted peridotite layer, from which 
10–20% partial melts were extracted under midoceanic 
ridges. Considering the average oceanic crust production 
rate during the Mesozoic to the present time (about 25 km3 
per year) [Reymer and Schubert, 1984] and  assuming this 
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production (subduction) rate for the last 4 billion years, 
the total amount of MORB crust produced corresponds 
to ~10 vol % of the Earth’s mantle, suggesting that all 
mantle materials once experienced partial melting on 
average. Therefore, the depleted peridotitic materials are 
not only a main constituent of subducting slabs but also 
possibly a primary constituent of Earth’s mantle.

The ppv phase transition has been examined not in such 
depleted peridotite but in (Mg,Fe)2SiO4 olivine bulk com-
position, which is the “end‐member” depleted peridotite. 
The experiments performed by Hirose et  al. [2006] on 
(Mg0.89Fe0.11)2SiO4 olivine bulk composition observed pv + 
fp assemblage at 106 GPa and ppv + fp at 118 GPa and 
~2400 K based on the Tsuchiya [2003]’s Au scale, which 
corresponds to 112 and 124 GPa by the MgO scale. It is 
consistent with the transition pressure in pure MgSiO3.

More recent experiments by Grocholski et  al. [2012] 
demonstrated that the ppv transition occurs in 
(Mg0.89Fe0.11)2SiO4 olivine bulk composition between 131 
and 134 GPa at 2400 K by the Tsuchiya et al., Au scale, 
which are recalculated to be 137 and 140 GPa by the 
MgO scale. They again reported higher pressure range for 
the phase transition than that by Hirose et  al. [2006], 
but the narrow two‐phase region is reasonable consider-
ing the low iron concentrations in pv and ppv when 
 coexisting with fp.

17.2.5. Ppv in MORB Material

The ppv phase transition has been observed in MORB 
materials as well (Figures 17.3b and c). Combining with 
Hirose et  al. [2005], Ohta et  al. [2008] reported that the 
transition occurred in a pressure range between 112 and 
117 GPa at 2500 K using the Au scale of Hirose et  al. 
[2008a], which is equivalent to the MgO scale. Similar 
experiments by Grocholski et al. [2012] also demonstrated 
the ppv transition in MORB between 108 and 122 GPa at 
2500 K based on the Au scale of Tsuchiya et al., which 
corresponds to 114 and 128 GPa by the MgO scale. These 
two studies are broadly consistent with each other, unlike 
the cases for pyrolite and olivine compositions (see above).

Such transition pressure in MORB is lower by 4 GPa 
[Ohta et al., 2008] or approximately by 30 GPa [Grocholski 
et al., 2012] than that in a pyrolitic mantle. The releatively 
large stability of ppv in the MORB materials may be due 
to the effect of large concentrations of sodium [Hirose 
et al., 2005] and iron, although the effect of iron has been 
very controversial. The stabilization of ppv by iron was 
suggested by a series of theoretical predictions [e.g., 
Caracas and Cohen, 2005; Stackhouse et al., 2006] as well 
as experiments by Mao et al. [2004] and Dorfman et al. 
[2013], but the opposite effects were observed by 
Murakami et al. [2005], Tateno et al. [2007], Hirose et al. 
[2008b], and Andrault et al. [2010]. However, considering 
that MgSiO3‐rich pv formed in MORB materials is 

strongly enriched in aluminum [Hirose et al., 1999, 2005; 
Ricolleau et al., 2010] that is known to increase the ppv 
transition pressure [Tateno et  al., 2005; Akber‐Knutson 
et al., 2005], the reduction in ppv transition pressure by 
30 GPa seems too large [Grocholski et al., 2012].

17.3. h-PhAse?

Very recently, Zhang et al. [2014] reported on the basis 
of synchrotron XRD measurements that (Mg,Fe)SiO3 pv 
disproportionates into nearly pure MgSiO3 pv and Fe‐
rich phase with a hexagonal structure above 95 GPa and 
2200 K, corresponding to ~2200 km depth. Similar dis-
proportionation was observed in Al‐bearing (Mg,Fe)SiO3 
pv as well. The latter new phase was called H phase (it is 
different from phase H, which is the recently discovered 
dense hydrous magnesium silicate [Nishi et al., 2014]).

Such disproportionation and H phase have not been 
observed by a great number of earlier experimental works 
conducted at similar P‐T ranges. For example, Mao et al. 
[2004] observed the coexistence of pv and ppv in (Mg,Fe)
SiO3 with 20–40 mol % FeSiO3 (Fs# 20–40) at 100–
108  GPa and 2000 K. The experiments performed by 
Tateno et  al. [2007] showed that (Mg0.5Fe0.5)SiO3 pv is 
 stable as a single phase to 108 GPa and 2330 K and the 
pv‐to‐ppv transition occurs at higher pressures. Previous 
works on (Mg0.91Fe0.09)SiO3 and (Mg0.9Fe0.1) (Al0.1Si0.9)O3 
by Catalli et al. [2009] and on (Fe,Al)‐bearing MgSiO3 by 
Andrault et al. [2010] also did not show evidence of the 
dissociation of pv. The H phase has never been observed 
in natural mantle materials under deep lower mantle con-
ditions to >3000 K [Ohta et al., 2008; Fiquet et al., 2010; 
Grocholski et al., 2012]. The recent work on (Mg,Fe)SiO3 
by Dorfman et al. [2013] also explored the relevant P‐T 
range but did not report any signs related to the H phase.

Zhang et al. [2014] emphasized the importance of very 
stable and uniform heating for long duration above 2200 K 
in order to observe the H phase. However, as described 
above, it is very likely that long laser heating at such 
high temperatures causes Soret diffusion, which produces 
Fe‐poor and Fe‐rich portions within a sample. It is possi-
ble that Soret diffusion might be involved in the formation 
of the H phase. It is also possible that the H phase is a 
quench crystal formed upon rapid temperature quenching 
of a partial melt, which is not thermodynamically stable.

17.4. MeltIng under deeP lower MAntle 
Pressures

17.4.1. Melting of Pyrolitic Mantle

Melting temperature, supersolidus-phase relations, and 
partial‐melt compositions of pyrolitic [Fiquet et al., 2010; 
Nomura et al., 2014; Tateno et al., 2014] and chondritic 
[Andrault et al., 2012] lower mantle materials have been 
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examined by recent DAC studies. Both Fiquet et al. [2010] 
and Andrault et  al. [2011] based their work on in situ 
XRD measurements and reported a solidus temperature 
to be about 4200 ± 150 K at the CMB pressure. On the 
other hand, the more recent study by Nomura et al. [2014], 
using ex situ textural and chemical characterization of 
recovered samples, demonstrated that the solidus tem-
perature of pyrolite is as low as 3570 ± 200 K at the CMB, 
substantially lower than earlier results. Their sample 
included ~400 ppm H2O, which partly explains such lower 
melting temperature. The typical water concentration in 

the lower mantle remains highly controversial [e.g., Dixon 
et al., 2002; Bolfan‐Casanova et al., 2003; Marty, 2012].

X‐ray maps of a sample section obtained by melting 
experiments are given in Figure 17.4. Unlike Soret diffu-
sion, iron enrichment occurs at the hottest part of the 
laser‐heated sample, which represents partial melt. These 
melting experiments consistently showed that Mg‐rich pv 
is a liquidus phase in pyrolite (the first crystallizing phase 
from liquid pyrolite), followed by CaSiO3 pv and then fp 
(Figure 17.4) [Fiquet et al., 2010; Tateno et al., 2014], sug-
gesting that incipient partial melt is enriched in the 
(Mg,Fe)O component. Tateno and others demonstrated 
that melt formed by ~50% partial melting (in other words 
50% solidification) of pyrolite exhibits (Mg+Fe)/Si = 
1.65 (molar ratio) at the CMB (Figure 17.5), remarkably 
higher than (Mg+Fe)/Si = 1.47 of pyrolite (KLB‐1 peri-
dotite). Since pv is the liquidus phase, melts formed by 
lower degrees of partial melting (higher degrees of soli-
dification) should have (Mg+Fe)/Si ratio even higher 
than  1.65. The experiments by Nomura et  al. [2011] 
reported the (Mg+Fe)/Si ratio of melt formed from 
(Mg0.89Fe0.11)2SiO4 to be 2.2 at the CMB.

The eutectic melt composition in the SiO2‐MgO 
binary system has been determined experimentally up to 
25 GPa and extrapolated thermodynamically to CMB 
pressure [Liebske and Frost, 2012], showing that the  
Mg/Si molar ratio of the eutectic melt increases to 1.5 
with increasing pressure to 80 GPa and remains constant 
at  higher  pressures. The first‐principles  calculations by 
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Figure  17.5 Variations in the (Mg+Fe)/Si molar ratio in melt 
formed by partial melting of pyrolite as a function of pressure 
[from Tateno et al., 2014]. Solid and dashed curves represent 
change in the Mg/Si ratio of eutectic melt composition in the 
MgO‐MgSiO3 binary system obtained by thermodynamic 
[Liebske and Frost, 2012] and ab initio [de Koker et al., 2013] 
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Figure 17.4 Backscattered electron image and X‐ray maps for 
quenched partially molten pyrolite sample at 88GPa [Tateno 
et al., 2014]. Phase segregation occurred due to thermal gradi-
ent with partial melt at the center. Such texture suggests that 
MgSiO3‐rich pv (MgPv) is a liquidus phase, followed by (Mg,Fe)
O fp and CaSiO3 pv (CaPv). Scale bar, 10 µm. Unlike Soret 
 diffusion (Figure 17.2), iron is enriched in a quenched partial‐
melt pool formed at the center.
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de Koker et al. [2013] also predicted a very similar change 
in the Mg/Si ratio of the eutectic melt. The higher 
(Mg+Fe)/Si ratio observed in partial melts from pyrolite 
and olivine composition [Nomura et  al., 2011; Tateno 
et al., 2014] is likely due to the effect of iron (Figure 17.5).

Fiquet et al. [2010] reported the liquidus temperature 
of  pyrolite to be 5300 ± 150 K at the CMB pressure, 
which is higher by >1000 K than the solidus tempera-
ture. The experiments on a chondritic mantle by 
Andrault et al. [2011] provided the liquidus temperature 
of  4725 ± 150 K, about 600 K higher than the solidus 
temperature. The latter study employed thermal insula-
tion layers and thus the axial temperature gradient was 
smaller. In any case, however, it is rather difficult to 
determine the liquidus temperature by laser‐heated 
DAC experiments, because the solid phase could remain 
at a low‐temperature area whose temperature is hard to 
estimate. On the other hand, both the thermodynamic 
modeling by Liebske and Frost [2012] and the first‐ 
principles calculations by de Koker et  al. [2013] have 
demonstrated that the eutectic composition in the 
MgO‐SiO2 binary system is similar to that of  pyrolite at 
the CMB pressure. Liebske and Frost therefore argued 
that  the  difference between the liquidus and solidus 
 temperatures of  a deep lower mantle is narrow, only 
about 300 K.

17.4.2. Melting of Subducted Crustal Materials

Solidus temperatures of subducted former crustal 
materials are likely to be less than that of pyrolite in a 
deep lower mantle. Hirose et al. [1999] originally argued 
that the melting temperature of MORB is lower by a few 
hundred kelvins, suggesting that the ultralow‐velocity 
zone (ULVZ) is caused by partial melting of MORB 
materials. More recent experiments performed by 
Andrault et al. [2014] confirmed the low solidus tempera-
ture of MORB (3800 K at the CMB) compared to that of 
the chondritic mantle (4150 K). They also reported that 
the partial‐melt composition becomes progressively more 
SiO2 rich with increasing pressure. One of the grounds for 
the low melting temperature of MORB is higher concen-
trations of water. The subducted MORB crust includes a 
substantial amount (15–25 wt %) of Al‐bearing SiO2 
phase [Hirose et al., 2005; Ricolleau et al., 2010], which 
may possess 1000–3000 ppm H2O [Lakshtanov et  al., 
2007]. Indeed, the MORB sample used by Andrault et al. 
[2014] included 2700 ppm H2O.

The chemical composition of melt formed by partial 
melting of MORB is closely related to its melting‐phase 
relations. The multianvil experiments by Hirose and Fei 
[2002] reported that partial melts at 27.5 GPa have much 
lower SiO2 and CaO and higher FeO and MgO contents 
than their source MORB, reflecting that Ca‐rich pv and 
SiO2 stishovite are the first and second liquidus phases 
(disappear first and second with increasing temperature), 
respectively. On the other hand, the DAC study by 
Andrault et  al. [2014] performed at deep lower mantle 
pressures demonstrated that the SiO2 phase disappears 
at  temperatures lower than those for Mg‐rich pv and  
Ca‐rich pv, suggesting that the partial‐melt composition 
becomes SiO2 rich with increasing pressure.

In addition to normal oceanic plates, banded‐iron 
formations (BIFs), which consist of  thin bands of  SiO2 
and Fe3O4/Fe2O3, may have subducted into a deep man-
tle in the past, at 2.8–1.8 Ga [Klein, 2005; Dobson and 
Brodholt, 2005]. Such Fe3O4/Fe2O3 could be reduced 
into FeO in the mantle. The melting curve of  FeO has 
been determined to 60 GPa, and its extrapolation shows 
that FeO melts at 3690 K at the CMB [Fischer and 
Campbell, 2010]. The eutectic temperature in the SiO2‐
FeO binary system must be lower than that of  the FeO 
end member, suggesting that the subducted BIFs may 
have undergone melting near the base of  the mantle. 
Indeed, since the SiO2 + FeO mixture is much denser 
than the surrounding mantle, it is very likely that the 
BIFs subducted to the very bottom of  the mantle. The 
recent experiments by Kato et al. [2013] demonstrated 
that eutectic melts in the SiO2‐FeO binary system are 
strongly enriched in FeO.
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Figure 17.6 Iron partition coefficient between pv and partial 
melt, DFe = [Fepv]/[Femelt], obtained in a pyrolitic mantle (red) 
[Tateno et al., 2014] and olivine bulk compositions (blue) 
[Nomura et al., 2011] based on ex situ microprobe analyses. 
The data reported by Andrault et al. [2012] in a chondritic 
mantle composition using in situ XRF analyses (green) showed 
much less iron enrichment in partial melt.
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17.5. geoPhYsIcAl IMPlIcAtIons

17.5.1. Origin of D″ Discontinuity

The topography of the D″ layer is consistent with a 
solid‐solid phase transition with a large positive 
Clapeyron slope, as originally argued by Sidorin et  al. 
[1999] before the discovery of ppv. The pv‐ppv transition 
is a unique major mantle phase change that occurs in the 
relevant pressure range (SiO2 also undergoes a phase 
transition in the lowermost mantle but is known to cause 
negative shear wave velocity change, which is not consist-
ent with observations). While compositional effects on 
the pressure range and the sharpness of the ppv transi-
tion remain controversial [e.g., Hirose et  al., 2006; 
Andrault et al., 2010; Grocholski et al., 2012] (see below), 
the ppv transition seems the best way to explain the ori-
gin of D″ seismic discontinuity [Hirose et al., 2015], no 
matter what materials constitute the lowermost part of 
the mantle. Indeed, the ppv transition (or the occurrence 
of ppv) may account not only for the velocity increase at 
the top of the D″ region but also for the positive correla-
tion between the anomalies of shear and compressional 
waves (δ ln Vs/d lnVp) and the negative correlation between 
those of shear and bulk sound velocities (d ln Vs/d ln Vϕ) 
[Wentzcovitch et al., 2006].

As described in Section  17.2, the experiments by the 
Tokyo Tech group demonstrated that the ppv transition 
in a variety of mantle‐related compositions (MgSiO3, 
iron‐bearing olivine, and pyrolite) occurs at similar 
 pressure ranges [e.g., Hirose et al., 2006; Ohta et al., 2008; 
Tateno et  al., 2009], suggesting that the compositional 
effect on the ppv transition is not large (Figure 17.3b). 
Their results are consistent with those of Fiquet et  al. 
[2010] performed at higher temperatures and CMB pres-
sures. On the other hand, the results by the MIT group 
show (1) strong compositional dependence and (2) higher 
transition pressure (Figure  17.3c) [Catalli et  al., 2009; 
Grocholski et al., 2012]. The origin of such discrepancy is 
not clear, but a number of small differences, such as the 
condition of starting material, stress state, and Soret 
effect, may have been involved.

The sharpness of the phase transition boundary is key 
to be observed by seismology. A velocity increase over a 
transition width of 90 km or larger may be detected, but 
existing data suggest much narrower features [Lay, 2008]. 
Both Catalli et  al. [2009] and Andrault et  al. [2010] 
observed that the ppv transition occurs in a wide pressure 
range about 30 GPa in (Fe,Al)‐bearing SiO3 bulk compo-
sitions (Figure  17.3c), although the sharpness of the 
boundary is usually overestimated by laser‐heated DAC 
experiments due to temperature variations the in X-ray‐
probed area, in particular when the sample was scanned 

by laser [Andrault et al., 2010] because each specific part 
of the sample experienced both high and low tempera-
tures during scanning. Nevertheless, Sinmyo et al. [2011] 
argued that coexistence with fp in pyrolite sharpens the 
ppv transition boundary (see Figure  7 in their paper). 
The more recent work by Grocholski et al. [2012],  however, 
again demonstrated that pv and ppv coexist over 30 GPa 
in pyrolite.

The experiments by Ohta et al. [2008], with the particu-
lar aim of constraining the sharpness of the ppv bound-
ary in pyrolite, showed that it occurs over 5 GPa (90 km) 
in a pyrolitic mantle. While it could be overestimated, it is 
broader than the upper bound for the sharpness of the 
D″ discontinuity (30 km, 2 GPa by Lay [2008]). It is pos-
sible that the proportion between pv and ppv may change 
not linearly with increasing pressure (depth) but rather 
abruptly in a small pressure range, as discussed previ-
ously on the sharpness of the 410 km discontinuity 
[Stixrude, 1997]. Alternatively, the D″ discontinuity 
might be caused by the sharper ppv transition in depleted 
peridotitic (harzburgitic) material [Grocholski et al., 2012] 
(Figure 17.3b) (see Section 17.5.2).

Ammann et  al. [2010] argued that S‐wave velocity 
increase and the small reduction in P-wave velocity 
observed at the top of D″ could be produced by the onset 
of strong deformation. If this is the case, the ppv transi-
tion must start at shallower depths. Some experiments 
as well as theoretical calculations supported the stability 
of Fe‐bearing ppv at low pressures [e.g., Mao et al., 2004; 
Zhang and Oganov, 2006; Dorfman et al., 2013], but the 
effect of iron on the stability of ppv still remains contro-
versial [Hirose et  al., 2008b; Andrault et  al., 2010]. As 
 introduced above, ppv occurs in MORB materials at 
 relatively shallow depths [Ohta et  al., 2008; Grocholski 
et al., 2012]. The phase proportion of ppv is, however, lim-
ited to less than 40%, and thus it may be difficult to cause 
strong seismic anisotropy in MORB materials. The slip 
system and weakness of other constituent phases in 
MORB remain to be examined.

17.5.2. Global Occurrence of ppv?

The D″ discontinuity is observed primarily in regions 
with fast‐velocity anomalies. The lack of seismic discon-
tinuity, however, does not necessarily mean the absence 
of the ppv phase transition. Recent seismological study 
by Cobden et al. [2012] argued on the basis of >10,000 d ln VS 
and d ln VP data near the CMB that ppv is present glob-
ally, whether or not it coexists with pv, even underneath 
the Central Pacific.

The D″ seismic discontinuity is possibly caused by the 
sharp ppv transition in depleted peridotitic (harzburgitic) 
materials, which may be piled in the fast‐velocity regions 
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of the lowermost mantle. Outside such an area, namely 
the transitional region between the fast‐ and slow‐velocity 
anomaly regions, might be dominated by pyrolite, in 
which the ppv transition may be too broad to be observed 
as a reflector. Or, as was simulated by Nakagawa and 
Tackley [2005], such a transitional region could be a 
 mixture of MORB and harzburgitic materials but 
enriched in the former more than the fast‐velocity region, 
because subducted MORB is denser by a few percent 
than the average lower mantle and thus accumulates at 
the bottom of the mantle [Hirose et al., 2005; Ricolleau 
et al., 2010]. If  this is the case, since the pressure ranges of 
the ppv transition in these two materials are different 
(Figure  17.3), the boundary may be intermittent and 
therefore hard to be observed as reflectors. The slow‐
velocity region, called large low‐shear‐velocity province 
(LLSVP), is possibly composed of a variety of dense 
materials in addition to MORB [Deschamps et al., 2012] 
(see below).

The occurrence of ppv is strongly dependent on tem-
perature at the mantle side of the CMB. Recent experi-
mental work by Nomura et  al. [2014] on the basis of 
textural and chemical characterization of DAC samples 
demonstrated that the solidus temperature of a pyrolitic 
mantle is as low as 3570 ± 200 K at the CMB. It may 
provide the upper bound for the CMB temperature 
because the mantle side of the CMB is not globally 
molten (ultralow‐velocity zone is only local). Fiquet et al. 
[2010] reported that the transition from ppv to pv occurs 
in pyrolite over a small temperature range above 3400 K 
at 138 GPa (Figure 17.3a). These suggest that the stability 
of pv right above the CMB is limited, supporting the 
wide occurrence of ppv.

17.5.3. Origin of ULVZ

The ULVZ most likely indicates the presence of  par-
tial melt in a thermal boundary layer above the CMB 
[Williams and Garnero, 1996]. Such ULVZ is not glob-
ally observed, suggesting that melting occurs only in 
materials with low melting temperatures, because 
 temperature at the CMB must be isothermal. Indeed, 
partial melting of  an ambient lower mantle does not 
produce a density of  “mush” comprising melt and resid-
ual solid comparable to the ULVZ density induced by 
seismology [Thomas and Asimow, 2013]. Alternatively, 
it has been repeatedly proposed that the melting tempe-
rature of  subducted MORB crust is lower by a few 
 hundred kelvins than that of  surrounding mantle and its 
partial melting near the CMB is responsible for the 
ULVZ [Hirose et  al., 1999; Andrault et  al., 2014]. 
Nevertheless, it is not clear whether the MORB crust 
reaches the bottom of  the mantle, and many alternative 
scenarios have been proposed.

As described in Section 17.4.2, subducted BIFs, con-
sisting of thin SiO2 and FeO bands, have low melting 
(eutectic) temperature, likely less than 3500 K at the 
CMB. Because of their much larger density than that of 
surrounding mantle, they most likely reached the CMB 
and underwent partial melting there. In addition, the par-
tial melt formed from such BIFs would remain molten at 
present, unless it dissolved into molten core.

It has also been proposed that melts present near the 
CMB are the remnants of a basal magma ocean (BMO) 
[Labrosse et al., 2007; Nomura et al., 2011]. The chemical 
composition of such residual magma after extensive crys-
tallization may be inferred from the eutectic melt composi-
tion in the SiO2‐MgO binary system (Mg/Si = 1.5 at 
136 GPa) [Liebske and Frost, 2012; de Koker et al., 2013]. 
On the other hand, recent DAC experiments on pyrolite 
reported that the chemical compositions of melts formed 
by ~50% solidification have (Mg+Fe)/Si = 1.65 in the deep 
lower mantle [Tateno et al., 2014]. Since pv is the first phase 
to crystallize from such partial melts, the residual magma 
would evolve into even more (Mg,Fe)O‐rich and SiO2‐poor 
composition with further solidification. It is known that 
melt is denser with increasing Mg/Si ratio at a given Fe/Mg 
ratio [Funamori et al., 2010; Thomas et al., 2012; de Koker 
et al., 2013]. In addition to the Mg/Si ratio, iron partition-
ing is key for melt to become denser than solid, but it still 
remains controversial (Figure  17.6). The high‐pressure 
X-ray fluorescence study performed by  Andrault et  al. 
[2012] on a chondritic mantle demonstrated the iron par-
tition coefficient between pv and melt, DFe (pv/melt) = 0.5 
under the lowermost mantle pressure, suggesting that 
 partial melt is buoyant and thus could not cause the ULVZ. 
In contrast, more recent work by Tateno et al. [2014] on the 
basis of ex situ microprobe analysis of a section of DAC 
sample showed much stronger iron enrichment in partial 
melts formed in a pyrolitic mantle; DFe (pv/melt) = 0.08 at 
~100 GPa. The residual magma should therefore eventu-
ally become denser than solids during solidification of the 
BMO [Funamori and Sato, 2010; Thomas et al., 2012].

Alternatively, sound velocity measurements at high 
pressure suggested that the ULVZ is attributed not to 
melt but to iron‐rich ppv [Mao et al., 2006] or (Mg,Fe)O 
magnesiowüstite [Wicks et al., 2010]. The formations of 
these iron‐rich phases, in particular iron‐rich magnesio-
wüstite, may be possible as a consequence of fractional 
crystallization in a hypothetical BMO [Labrosse et  al., 
2007; Nomura et al., 2011]. However, iron‐rich magnesio-
wüstite has a low melting temperature depending on the 
Fe/Mg ratio; the Fe end‐member FeO would melt at 
3690  K at the CMB [Fischer and Campbell, 2010]. 
Such magnesiowüstite would not occur as a single phase 
but most likely coexists with pv or ppv, which further 
reduces solidus temperature. Similarly, Dobson and 
Brodholt [2005] proposed that subducted BIFs by itself  
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are  responsible for the ULVZ, but the eutectic tempera-
ture in the SiO2‐FeO binary system is also likely to be low 
[Kato et al., 2013]. These suggest that the presence of par-
tial melt is more likely a mechanism to cause the ULVZ.

On the other hand, the iron‐rich silicate and oxide 
are  unlikely to form in the mantle side of the CMB 
as  a   consequence of the core‐mantle chemical reaction 
[Takafuji et al., 2005]. The core‐mantle chemical reaction 
experiments by Ozawa et  al. [2009] showed that the 
(Si,O)‐bearing outer core coexists with almost iron‐free 
(Mg0.99Fe0.01)SiO3 pv at the CMB. Frost et  al. [2010] 
argued on the basis of the partitioning of oxygen between 
fp and molten iron that (Mg0.86Fe0.14)O, typical lower 
mantle fp, is in equilibrium with the core containing 
11 wt % O at 136 GPa and 3500 K, while the core density 
deficit is reconciled only with ~8 wt % O [Li and Fei, 2007; 
Sata et al., 2010]. These studies suggest that (1) the iron 
content in pv and fp in equilibrium with the outer core 
depends on the oxygen concentration in the core and 
(2) the mantle side of the CMB is likely depleted in iron 
unless the top of the core is strongly enriched in oxygen. 
Seismology suggests that the top few hundred kilometers 
of the core exhibits slow velocity and is therefore chemi-
cally distinct from the bulk outer core [Helffrich and 
Kaneshima, 2010]. Nevertheless, simple addition of 
 oxygen increases sound velocity [Badro et  al., 2014], 
inconsistent with the observations.

17.6. Future PersPectIve

Post‐perouskite was discovered in 2004, and since then, 
with knowledge of the detailed properties of ppv in 
the last 10 years, the lowermost mantle has been studied 
extensively not only by mineral physics but also by seis-
mology and geodynamics. Both experimental and theo-
retical studies of ppv have examined not only its stability 
but also its elasticity, electrical and thermal conductivity, 
 viscosity, and element partitioning [see a recent review by 
Hirose et al., 2015]. These works have shed light on the 
D″ layer that has long been the most enigmatic region 
inside Earth.

On the other hand, one can naturally expect rich 
“ geology” in the lowermost mantle, simply because it is a 
convection boundary layer. We often speculate on materi-
als that possibly exist near the base of the mantle but are 
still far away from identifying them with confidence. In 
order to interpret seismological data and reveal geologi-
cal structures there, more knowledge of the composi-
tional effects on the pv‐ppv transition and sound velocity 
of ppv, including its anisotropy, is highly demanded.

Experimental studies of ppv have been carried out 
mainly with laser‐heated DAC techniques at the lower-
most mantle P‐T conditions. Indeed, the laser‐heated 
DAC has developed very rapidly in the last decade or so 

in combination with synchrotron X‐ray measurements. 
While only few laser‐heated DAC experiments had been 
made at the lowermost mantle conditions (>120 GPa and 
>2000 K) before 2004, a number of groups are now 
 working on synchrotron XRD measurements under such 
P‐T conditions. In addition, combined with in situ [e.g., 
Andrault et al., 2012, 2014] and ex situ chemical charac-
terizations [e.g., Fiquet et al., 2010; Nomura et al., 2011; 
Tateno et  al., 2014], recent melting experiments have 
reported not only melting temperature but also melting‐
phase relations and melt/solid element partitioning under 
deep lower mantle conditions.

As introduced in this chapter, laser‐heated DAC experi-
ments include uncertainty, mainly because laser heating 
causes much larger temporal and spatial temperature 
fluctuations than resistance heating. The effect of Soret 
diffusion is possibly a source of discrepancy among exist-
ing DAC experimental data on iron‐bearing systems (see 
Figure 17.3, for example), but other issues such as hydro-
staticity and reaction with a pressure medium might also 
be involved. It is therefore key to develop new techniques 
other than laser‐heated DAC. Both multianvil press 
and  resistance‐heated DAC provide much better high-
temperature environments for samples. Recent multian-
vil experiments were conducted above 100 GPa and 
high temperature [Yamazaki et al., 2014]. Temperature 
generation by resistive externally heated DAC has been 
traditionally limited to ~1000 K but recently extended to 
~1500 K [Du et  al., 2013; Umemoto et  al., 2014]. Such 
efforts are precious and help significantly in elucidating 
the nature of complexities in the D″ layer with robust 
experimental results.
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18.1. IntroductIon

Earth’s lower mantle, extending from 660 to 2891 km 
depth, contains ~70% of the mass of the mantle and is 
~50% of the mass of the entire planet [Dziewonski and 
Anderson, 1981]. Due to its size, the lower mantle has a 
large potential to bias the composition of the bulk silicate 
Earth (BSE), which in major element terms is generally 
assumed to be the same as the upper mantle [Allegre 
et  al., 1995; McDonough and Sun, 1995; O’Neill and 
Palme, 1998]. Any chemical differences between the upper 
and lower mantle would have major implications for our 
understanding of the scale of mantle convection, the ori-
gin of the terrestrial heat flux, and aspects such as the 
volatile content of  the interior. Furthermore, many 

 constraints on the  processes involved in the accretion and 
differentiation of Earth would be lost if  element concen-
trations in the upper mantle could not be reliably assumed 
to reflect the mantle as a whole.

Ultimately the best prospect for determining whether the 
lower mantle has the same major element composition as 
the upper mantle is to compare seismic reference models for 
shear and longitudinal wave velocities in the lower mantle 
with mineral physical estimates for what these velocities 
should be if the mantle is isochemical [Birch, 1952; 
Anderson, 1968; Jackson, 1983; Stixrude and Jeanloz, 2007; 
Murakami et al., 2012; Cottaar et  al., 2014; Wang et  al., 
2015]. Such comparisons require not only high‐pressure 
and high‐temperature equation‐of‐state data for mantle 
minerals but also knowledge of the proportion and compo-
sition of minerals in the lower mantle for a given bulk com-
position. Significant uncertainties exist for both types of 
data. It must also be recognized that any fit to observed 
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lower mantle velocities in terms of temperature and com-
position is unlikely to be unique [Bina and Helffrich, 2014]. 
This approach may nevertheless be effective at excluding 
some hypotheses concerning the composition and thermal 
structure of the lower mantle.

Here arguments for plausible bulk chemical composi-
tions of the lower mantle are briefly reviewed, followed 
by a discussion of how the mineralogy of the lower 
 mantle and in particular the chemical compositions of 
minerals may change with depth. Determining a mineral-
ogical model of this type is a key step toward the goal of 
calculating precise densities and seismic velocities for 
plausible lower mantle compositions.

18.2. EvIdEncE for chEmIcAlly dIstInct 
lowEr mAntlE

The lack of  earthquakes at depths greater than 
700 km was one of  the earliest lines of  evidence used to 
argue that the subducted lithosphere did not penetrate 
into the lower mantle [Oliver and Isacks, 1967]. This 
combined with observations of  a global seismic dis-
continuity at similar depths and early interpretations 
of  the density through the lower mantle formed the 
basis for the hypothesis that the lower mantle could 
be chemically isolated and not involved in the convec-
tive processes responsible for plate tectonics [Anderson, 
1968; Richter and Johnson, 1974; Richter and McKenzie, 
1978; Anderson, 1979]. The principal evidence against 
this has come from seismic tomography that shows 
that some slabs stagnate at 660  km [see Fukao et  al., 
2001] while others penetrate directly into the lower 
mantle [Creager and Jordan, 1984; van der Hilst et al., 
1997; Grand, 2002; Fukao and Masayuki, 2013]. This 
has provided the most compelling evidence for whole‐
mantle convection but it does not  necessarily mean 
that the lower mantle has the same composition as the 
upper mantle, as it remains difficult to quantify the total 
mass exchange between the upper and lower mantle 
over the last 4.5 Gyr.

Geodynamic simulations have also been used to argue 
for an isolated lower mantle. At the top of the lower 
 mantle (660 km) the breakdown reaction of the mineral 
ringwoodite into an assemblage of ferropericlase and 
perovskite‐structured (Mg,Fe)SiO3, now called bridg-
manite [Tschauner et al., 2014], appears to have a negative 
Clausius‐Clapeyron slope [Liu, 1974, 1975, 1976; Ito and 
Takahashi, 1989; Ito et al., 1990]. Models indicate that a 
large negative slope of between −4 and −8 MPa/K would 
cause a local inversion in buoyancy that could induce 
two‐layered mantle convection [Christensen and Yuen, 
1985]. While experimental estimates for the slope of the 
transformation are closer to −3  MPa/K [Ito and 
Takahashi, 1989; Ito et al., 1990] and may be as low as 

−2  to −0.4  MPa/K [Katsura et  al., 2003], it should be 
noted that recent experimental studies also predict transi-
tion pressures for the transformation that are too low 
to explain the discontinuity at all. The absolute pressure 
and Clapeyron slope determined for the transition may 
well be unreliable due to a lack of a rigorously calibrated 
high‐temperature pressure marker. Models suggest that 
an increase in viscosity around the upper‐lower mantle 
boundary would also inhibit whole‐mantle convection. 
An ~30 times increase in viscosity would cause slabs to 
buckle within the mantle transition zone [Gaherty and 
Hager, 1994], in agreement with tomographic images 
[e.g.,  Li and van der Hilst, 2010] and analysis of focal 
mechanisms and earthquake locations [Myhill, 2013]. 
Ringwood [1982, 1991], recognizing that complete two- 
layered mantle convection may be unlikely, proposed that 
subducted material may tend to accumulate at 660  km 
but after sufficient thermal equilibration material would 
avalanche through into the lower mantle. Three‐dimensional 
(3D) geodynamic simulations appear to support this 
 scenario [Tackley et al., 1993; Solheim and Peltier, 1994], 
and it has been proposed that such avalanches could 
 trigger superplume events, which may have been respon-
sible for the episodic growth of the continental crust 
[Condie, 1998].

Chemical differences between the upper and lower 
mantle have long been invoked by geochemists to explain 
the isotopic and trace element heterogeneity displayed by 
ocean island basalts (OIBs), which are often considered 
to be the product of plumes rising from the lower mantle. 
The OIB source appears nominally “primitive” and unaf-
fected by the partial‐melting events linked to the forma-
tion of the continental crust, which has depleted the 
source of midocean ridge basalt (MORB) in incompati-
ble elements [see Hofmann, 2014]. This depletion is con-
sistent with a small‐degree melting event that would not 
have significantly influenced the concentrations of major 
elements but appears, for example, to have left the 
MORB source too depleted in heat‐producing elements 
(U, Th, K) to account for the expected radiogenic compo-
nent of Earth’s surface heat flow. This and similar argu-
ments involving rare gases have led many studies to 
conclude that the lower mantle holds an undepleted and 
undegassed reservoir [Jochum et al., 1983; Albarède and 
van der Hilst, 2002; Arevalo et al., 2009]. Early mass bal-
ance  estimates indicated that the depleted MORB source 
may be ~30% of the mass of the mantle [Jacobsen and 
Wasserburg, 1979], which leaves the primitive reservoir 
with the same mass as the lower mantle. More recent esti-
mates for the mass of the MORB source reservoir are 
much larger, however, [Jackson and Jellinek, 2013; 
Hofmann, 2014] and imply that the primitive reservoir 
may be only a fraction of the lower mantle. Isotopic 
 evidence for the presence of ancient recycled crust in the 



CheMistry of the Lower MantLe 227

OIB source [Lassiter and Hauri, 1998; Sobolev et  al., 
2000] is similarly at odds with the perception of a mainly 
isolated primitive lower mantle. Convection in the lower 
mantle may, however, favor reentrainment of recycled 
material into plumes at the base of the mantle, leaving a 
sizable proportion of the lower mantle chemically  isolated 
[Solomatov and Reese, 2008; Campbell and O’Neill, 2012].

18.3. PotEntIAl orIgIns of chEmIcAlly 
dIstInct lowEr mAntlE

Although it is unlikely that Earth formed from any sin-
gle class of meteorite, major element ratios estimated for 
the BSE support Earth’s similarity with carbonaceous 
chondrites [O’Neill and Palme, 1998]. Table 18.1 shows a 
range of silicate Earth compositions determined from 
bulk analyses of the major chondritic meteorite groups 
[Wasson and Kallemeyn, 1988]. The compositions were 
calculated by assuming a mantle FeO concentration of 
8 wt % and separating the remaining Fe and Ni into the 
core, which is assumed to contain no light element. No 
other elements were considered and the initial Na con-
centrations were normalised to 20% of the chondritic 

value to account for volatility. The primitive Earth’s mantle 
composition determined by Palme and O’Neill [2004] is 
shown for comparison. Chondrite‐based estimates of sili-
cate Earth compositions have Mg/Si ratios that are lower 
than any petrological estimates for this ratio within the 
BSE or upper mantle [Allegre et al., 1995; McDonough 
and Sun, 1995; Workman and Hart, 2005; O’Neill and 
Palme, 1998]. The resulting upper mantle normative 
 mineral contents are olivine poor and in the case of high 
enstatite chondrites (EHS) become quartz normative. 
None of the compositions approach fertile mantle xeno-
liths, which have normative olivine contents of ~60 wt %. 
CV and CO chondrite compositions match many of the 
major element concentrations but are still ~3–4 wt % SiO2 
enriched/MgO depleted relative to the BSE.

The apparently high Mg/Si ratio of the upper mantle 
raises three possibilities that are not mutually exclusive; 
that is, the bulk Earth has a superchondritic Mg/Si ratio, 
significant Si entered the Earth’s core, or some region of 
the mantle has a lower Mg/Si ratio than the upper mantle. 
The first possibility, that the Earth has a higher Mg/Si 
ratio than any chondrite or the solar photosphere, is quite 
plausible given that this ratio varies among chondrites. 

Table 18.1 Chondrite‐based BSE compositions, upper and lower mantle mineralogy, and core mass.

Earth CI CM CO CV H L LL EH EL

SiO2 45.0 49.5 49.1 48.0 47.8 51.9 52.5 52.6 57.9 54.4
TiO2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.1
Cr2O3 0.38 0.8 0.8 0.7 0.8 0.8 0.8 0.7 0.7 0.6
Al2O3 4.45 3.5 4.0 3.8 4.7 3.1 3.1 2.9 2.5 2.7
FeO 8.05 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1
MgO 37.8 34.8 34.5 36.0 34.4 33.3 32.8 33.0 28.5 32.0
CaO 3.55 2.8 3.2 3.1 3.8 2.5 2.4 2.4 1.9 1.9
Na2O

a 0.36 0.3 0.2 0.2 0.1 0.3 0.3 0.2 0.3 0.2
Total 99.8 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Upper mantle normative mineralogy
Olivine 54 31 30 38 38 18 15 15 Quartz 6
Opx 23 53 51 44 44 68 73 73 Norm. 86
Cpx 20 14 15 15 15 11 10 9 6
Spinel 3 3 3 3 3 2 2 2 2

Lower mantle normative mineralogy
Bdg 80 90 89 86 85 96 95 95 85 92
Fper 13 5 6 8 8 0 0 0 0 0
Ca‐Pv 6 5 5 5 7 4 4 4 3 3
SiO2 0 0 0 0 0 0 1 1 12 5

Core 32 26 25 23 23 26 19 16 30 20

All values in weight percent. Primitive Earth’s mantle composition from O’Neill and Palme [1998], chondrite compositions 
from Wasson and Kallemeyn [1988]. Abbreviations: Bdg, bridgmanite; Fper, ferropericlase; Ca‐Pv, CaSiO3 perovskite. Except 
for Earth the calculated size of the core is solely based on the available Fe and Ni in the meteorite composition and ignores 
any light element.
a Initially normalized to 20% of the chondrite concentrations.
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Redistribution of forsterite (Mg2SiO4) that had partially 
condensed from solar nebula gas has been one mecha-
nism proposed to explain this [Larimer and Anders, 1970]. 
Earth could have formed from material that was, on 
 average, enriched in Mg2SiO4 compared to any chondrite. 
As this fractionation may have only involved forsterite, 
an otherwise quite pure mineral, it would be difficult to 
then constrain the bulk Earth Mg/Si ratio via element 
concentrations calculated from cosmochemical obser-
vations. However, it has recently been proposed that 
 concurrent isotopic fractionation between condensing 
forsterite and nebula gas occurred, which caused varia-
tions in the 30Si/28Si ratio observed among terrestrial 
 planets and meteorites [Dauphas et  al., 2015]. Dauphas 
et  al. [2015] provide good evidence for this by demon-
strating a clear and predictable correlation between the 
30Si/28Si and Mg/Si ratios of chondritic meteorites. They 
constrain the bulk Earth Mg/Si ratio using this trend 
from the seemingly constant 30Si/28Si ratio of the mantle 
and accounting for the fact that some Si likely also 
entered the core. The resulting bulk Earth Mg/Si ratio is 
higher than any chondrite, in agreement with petrological 
estimates.

Silicon partitioning into the core has often been pro-
posed to explain the apparent superchondritic Mg/Si 
ratio of the mantle [Allegre et al., 1995; McDonough and 
Sun, 1995; O’Neill and Palme, 1998] and it is in line with 
geophysical observations that the core is 5–10% less dense 
than expected for pure iron‐nickel liquid [Birch, 1952; 
Poirier, 1994]. In order to obtain an Earth‐like Mg/Si 
ratio from the chondrite‐based mantle compositions 
shown in Table 18.1 would require between 5 wt % (CV) 
and 20 wt % (EH) Si to have separated into the core. The 
higher bulk Earth Mg/Si ratio determined by Dauphas 
et  al. [2015] from the BSE 30Si/28Si ratio implies that 
~3.6 wt % Si exists in the core. Although the uncertainties 
on this estimate are high (+6.0/–3.6 wt %), this relatively 
low value is in much better agreement with more recent 
mineral physics estimates for the Si content based on the 
core’s density and seismic velocity [Antonangeli et  al., 
2010; Badro et al., 2014].

It would seem, from the above arguments, that models 
requiring a lower Mg/Si ratio, in part or all of the lower 
mantle, to explain the upper mantle superchondritic Mg/
Si ratio are becoming increasingly redundant. Given the 
large uncertainties, however, in both mineral physics 
 estimates for the silicon content of the core and cosmo-
chemical estimates for the bulk earth Mg/Si ratio, such 
models cannot yet be completely refuted. If  the Mg/Si 
ratio of the lower mantle were lower, this would be mani-
fest as a raised bridgmanite to ferropericlase ratio, as 
shown by the normative lower mantle mineralogies 
 calculated in Table 18.1. One quite appealing process to 
achieve this would be as a result of fractional crystalliza-
tion and settling of bridgmanite from a global magma 

ocean  during accretion [Agee and Walker, 1988]. The for-
mation of the moon testifies to the fact that toward the 
end of accretion the Earth was involved in at least one 
giant impact, which would have melted a large propor-
tion, if  not all, of Earth’s mantle [Canup, 2004; Carlson 
et  al., 2014]. As the magma ocean cooled, bridgmanite 
would have been the liquidus phase throughout much 
of the lower mantle [Ito et al., 2004; Walter et al., 2004; 
Andrault et  al., 2011; Liebske and Frost, 2012]. 
Crystallization and settling of bridgmanite from an initially 
chondritic magma ocean could, in principle, have driven 
up the MgO content of the residual liquid, which would 
ultimately crystallize to form the upper mantle. In detail, 
however, mass balance calculations based on experi-
mentally determined liquidus phase compositions fail to 
find a crystallization sequence that can derive the com-
position of the upper mantle in this way [Walter et al., 
2004; Jackson et  al., 2014]. Furthermore, a number of 
well-constrained chondritic element ratios apparent in 
the upper mantle would not have been preserved if  more 
than ~10% bridgmanite fractionation occurred from an 
initially chondritic magma ocean, as shown in Figure  18.1 
[Kato et al., 1988; Walter et al., 2004; Corgne et al., 2005; 
Liebske et  al., 2005]. It should be noted, however, that 
both the liquidus-phase composition and trace element 
partitioning arguments are based around experiments 
performed at conditions that correspond only to the very 
top of the lower mantle.

A number of seismological studies have argued for 
the  existence of large‐scale (>1000  km) heterogeneities 
in the mantle at >2400 km depths [Su et al., 1994; 
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Li and Romanowicz, 1996; Ni et al., 2002]. Due to their 
seismic properties, these heterogeneities have been termed 
large low-shear-velocity provinces (LLSVPs). Two antip-
odal provinces have been identified beneath Africa and 
the Pacific, and based on paleomagnetic reconstructions, 
it has been proposed [Torsvik et al., 2008] that the major-
ity of hot spots with a suggested deep‐mantle origin 
derive from the edges of these anomalies [but see also 
Austermann et al., 2014]. The relatively small size of these 
anomalies means that they could have originally formed 
by fractional crystallization of bridgmanite, with or without  
Ca‐perovskite, from a global magma ocean without upset-
ting known chondritic ratios in the residual liquid that 
formed the upper mantle [Jackson et al., 2014]. However, 
if  LLSVPs have remained at the base of the mantle for 
the timescales proposed by plume reconstructions, then 
they are probably composed of material denser than the 
 average mantle at these depths. The most plausible expla-
nation for this would be as a result of iron enrichment, 
but as the available evidence indicates that the magma 
ocean itself  should be more enriched in iron than the 
crystallizing phases [Andrault et al., 2011, 2012; Nomura 
et  al., 2011], it probably makes more sense if  LLSVPs 
formed from the crystallization of a dense residual basal 
magma ocean, rather than crystal settling from a global 
magma ocean.

In summary, although the hypothesis that the lower 
mantle may be different in major element composition 
from the upper mantle has been eroded in recent years by 
geophysical observations of slabs entering the lower 
mantle, the prospect cannot be excluded and there are 
mechanisms by which a chemically distinct lower mantle 
could have been created and at least partially preserved 
over geological history. As proposed, the only way to cat-
egorically exclude this possibility is to compare seismic 
velocities for the lower mantle with mineral physical 
models based on a given chemical composition. Recently 
such an approach was used to argue that the lower mantle 
is indeed chemically distinct, with a Mg/Si ratio closer to 
that of carbonaceous chondrites [Murakami et al., 2012]. 
If  such comparisons are to be meaningful, however, some 
account must be taken of the fact that the elasticity 
of  mantle minerals changes as a function of their 
 composition. Building a realistic model for the effects of 
composition on the seismic velocities of lower mantle 
minerals remains a key goal in mineral physics.

18.4. mInErAlogy And crystAl chEmIstry 
of thE lowEr mAntlE

If  the entire mantle is isochemical, then the lower man-
tle should be composed of bridgmanite, ferropericlase, 
and CaSiO3 perovskite in the approximate proportions 
given for the Earth model in Table 18.1 Although there 
are a large number of estimates for the composition of 

the BSE based on peridotite rocks and mantle melting 
scenarios such as the pyrolite model [Ringwood, 1975; 
McDonough and Sun, 1995; O’Neill and Palme, 1998; 
Walter, 2003], across the range of these ultramafic 
 compositions the predicted proportion of bridgmanite in 
the lower mantle changes only between 80 and 82 wt %.

CaSiO3 perovskite exsolves from garnet at depths 
between 500 and 660 km in the transition zone [Irifune 
and Tsuchiya, 2007; Saikia et  al., 2008]. Bridgmanite is 
formed through two reactions. The first is dissociation of 
(Mg,Fe)2SiO4 ringwoodite into ferropericlase and bridg-
manite and is responsible for the 660 km seismic discon-
tinuity. Due to the similarity in Fe‐Mg partitioning across 
the transformation, it should take place over a narrow 
pressure interval equivalent to <2 km in depth [Ito and 
Takahashi, 1989; Ito et al., 1990], which is consistent with 
seismic observations of short‐period reflected and con-
verted phases [Kind and Li, 2007]. The second bridgman-
ite formation mechanism is via garnet breakdown, which 
occurs over a ~100 km interval at the top of the lower 
mantle. Close to the transition zone–lower mantle bound-
ary, MgSiO3 bridgmanite exsolves, lowering the Mg‐
majoritic component of the residual garnet. Growth 
continues as the solution of Al2O3 in bridgmanite 
increases [Irifune, 1994; Nishiyama and Yagi, 2003; Irifune 
and Tsuchiya, 2007]. The preservation of garnet in the 
uppermost lower mantle may be responsible for slightly 
lower velocities than otherwise expected.

Further changes in mineral assemblage for a BSE 
bulk composition are limited to the base of  the man-
tle. At depths greater than 2600  km bridgmanite may 
 transform to the post-perovskite phase [Murakami et al., 
2004; Irifune and Tsuchiya, 2007], although the positive 
and relatively shallow Clausius‐Clapeyron slope of this 
 transformation may limit the stability of this phase to 
only the coldest regions of the lowermost mantle. High 
thermal gradients may lead to double‐crossings of the 
bridgmanite‐postperovskite transition [Hernlund et  al., 
2005]. Preliminary results indicate that at about 2000 km 
a relatively FeSiO3‐rich phase, termed H phase, may 
exsolve from bridgmanite, leaving the latter strongly 
depleted in Fe [Zhang et al., 2014].

18.5 lowEr mAntlE mInErAl comPosItIons

The dominant lower mantle minerals are all solid 
 solutions. Bridgmanite is dominated by the MgSiO3 end 
member but contains ~10  mole % FeSiO3, FeAlO3 and 
AlAlO3 end members. Ferropericlase in addition to MgO 
and FeO contains ~1 wt % SiO2 and Al2O3 and contains 
the lower mantle compliment of Na2O. CaSiO3 perovs-
kite is relatively pure but also contains ~1 wt % Al2O3, 
MgO, and FeO; furthermore its very strong affinity for 
large cations means that it also hosts the lower mantle’s 
 compliment of heat-producing elements, U, Th, and K.
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Once garnet has transformed to bridgmanite, the pro-
portions of these three minerals should remain relatively 
constant throughout the lower mantle for a given bulk 
composition [Irifune and Tsuchiya, 2007]. The proportion 
of CaSiO3 is fixed by the CaO content of the bulk com-
position and the proportions of bridgmanite and ferrop-
ericlase by the remaining SiO2 and Al2O3. The only major 
variation expected to occur is in the distribution of Fe 
and Mg between the two dominant minerals. This varia-
tion is complicated by the fact that, at least in experi-
ments, bridgmanite contains subequal proportions of 
both Fe2+ and Fe3+ cations (McCammon, 1997; Lauterbach 
et al., 2000]. Furthermore, Fe2+ in both dominant phases 
and possibly Fe3+ in bridgmanite may go through a high 
spin–low spin transformation as pressures increase, which 
may also influence the distribution of both Fe compo-
nents [Lin et al., 2013; Badro, 2014]. The smaller volume 
of low‐spin iron (ferric and ferrous) and the redistribu-
tion of iron during spin transitions can potentially influ-
ence both the densities and seismic wave velocities with 
depth in the lower mantle. In particular, the distribution 
of iron will influence both the Fe2+ and Fe3+ contents 
of bridgmanite, which have also been shown to influence 
the elasticity and inferred seismic velocity of this mineral 
[Boffa Ballaran et  al., 2012; Chantel et  al., 2012; Wang 
et al., 2015].

The exchange of Fe2+ and Mg between bridg manite 
and ferropericlase can be described using the 
equilibrium
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and the corresponding exchange coefficient KD,
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where XFeSiO
Bdg

3
 is, for example, the mole fraction of the 

FeSiO3 end member in bridgmanite, which would equate 
to the molar cation ratio Fe2+/(Fe2++Mg). However, 
because a significant proportion of the Fe in bridgmanite 
is Fe3+ in systems which also contain Al and the majority 
of studies are not able to analyse the Fe3+/∑Fe ratio, 
many  studies define an apparent Fe‐Mg exchange 
KD(app) where XFeSiO

Brid Fe Fe Fe Fe Mg
3

2 3 2 3/ .
Figure 18.2 shows determinations for KD(app) from recent 
studies as a function of pressure. The experiments are bro-
ken into two groups, those that have studied an ultramafic 
composition in a natural system, most of  these have used 
a pyrolite composition, and experiments  performed with 
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Figure 18.2 Apparent Fe‐Mg exchange coefficient (apparent from electron microprobe analyses, i.e., all Fe is 
assumed to be FeO) plotted as a function of pressure for experiments performed using a mantle olivine starting 
material (open symbols and crosses) and pyrolite (black filled symbols‐from multianvil experiments, filled grey 
symbols from laser‐heated diamond anvil cell experiments). The two curves are thermodynamic calculations 
employing the model of Nakajima et al. [2012] but assuming different volume changes for the exchange equilib-
rium (18.1). The thickness of each line equates to a temperature variation of ±200°C in the calculation. The dashed 
grey line is calculated for a mantle olivine bulk composition assuming a high‐spin to low‐spin Fe2+ transition in 
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mantle olivine, (Fe0.1,Mg0.9)2SiO4, as a starting material. It 
should be recognized that KD(app) is expected to vary 
with  bulk Fe concentration, pressure, and temperature 
[Nakajima et al., 2012] but the expected variations between 
the studies for a given starting  material should be small. 
As will be discussed later, KD(app) ≈ KD for samples formed 
from olivine starting materials, but this is not the case for 
pyrolite compositions mainly due to the Al content of 
bridgmanite promoting the presence of Fe3+.

The majority of values of KD(app) for bridgmanite and 
periclase produced from olivine starting materials indi-
cate a decrease in KD(app) with pressure. Studies above 
25 GPa are performed in the laser‐heated diamond anvil 
cell and in detail many of the different studies are in poor 
agreement. Shown for comparison in Figure 18.2 are two 
curves calculated for a mantle olivine composition using 
a thermodynamic treatment of the exchange equilibrium 
(18.1). This model was derived by fitting experimental 
data collected at 24 GPa as a function of the Fe/(Fe+Mg) 
ratio to the equation
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where R is the gas constant, WFeMg
Bdg  and WFeMg

Fper  are Margules 
interaction parameters for bridgmanite and ferroperi-
clase that describe nonideal Fe and Mg mixing, and Go

18.1  
is the standard state Gibbs free energy of   equilibrium 
(18.1) at the pressure and temperature of interest. Values 
determined for Go

1  can be simply described by the 
expression

 G H T S P V18.1 , (18.4)

where ΔH°, ΔS°, and ΔV° are the standard state enthalpy, 
entropy, and volume changes of equilibrium (18.1), which 
are all considered to be independent of pressure and tem-
perature. Equation (18.3) has been fitted to data collected in 
the FeO‐MgO‐SiO2 system at 24 GPa, where experiments 
also contained metallic iron to ensure that KD(app) ≈ KD 
[Nakajima et al., 2012]. The equation can then be extrapo-
lated to higher pressures by making assumptions concern-
ing the magnitude of ΔV°, as shown in Figure 18.2. The 
majority of olivine results are consistent with a ΔV° of 
0.2  cm3/mol, although three studies, which are in good 
agreement at 100 GPa, would require a ΔV° of ~0.4 cm3/
mol [Kobayashi et  al., 2005; Sinmyo et  al., 2008; Sakai 
et al., 2009]. A ΔV° of 0.2 cm3/mol would be consistent 
with mineral physics estimates for this volume change 
based on ambient volume and elasticity data of the end 
members once the uncertainties are considered [Xu et al. 
2008]. The mineral physical data and model of Xu et al. 
[2008] actually predict a small but negative value of 

ΔVo but a value of 0.2 cm3/mol would still be within the 
uncertainties. A value of 0.4  cm3/mol is probably too 
large to be explained by existing volume and elasticity 
measurements, although many of the thermoelastic prop-
erties have not been measured at mantle temperatures. 
An  alternative explanation for data lying along the 
0.4 cm3/mol trend is that the Fe2+ component in ferroperi-
clase undergoes a high spin–low spin electronic transition 
[Burns, 1993; Badro et al., 2003].

It is relatively straightforward to make a simple esti-
mate for the effect of a ferropericlase Fe2+ spin transition 
on Fe‐Mg exchange by using experimental estimates for 
the proportion of the high‐spin and low‐spin compo-
nents as a function of pressure [e.g., Speziale et al., 2007] 
and by assuming that they mix ideally. If  n is the propor-
tion of low‐spin Fe2+, then the Gibbs free energy of the 
FeO component as it crosses the transition can be 
 determined from

 G nG n G RT n n n nP T
o o

, ln ln ,LS HS1 1 1  

(18.5)

where Go
LS  and Go

HS are the Gibbs free energies of  the 
low‐spin and high‐spin FeO components. Using experi-
mental values of n as a function of pressure, the deriva-
tive of equation (18.5) with respect to n can be used to 
determine the difference in Gibbs free energy between 
high‐spin and low‐spin FeO, i.e.,
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Using these differences at each pressure and values of 
GHS

o  determined using a thermodynamic database [Xu 
et al., 2008], values of GLS

o  can be calculated and used in 
equation (18.5) to determine the Gibbs free energy of FeO 
across the transformation. Then G 18.1  can be calculated 
across the transition using further thermodynamic data 
for the remaining mineral end Members in equilibrium 
(18.1) and KD is then determined using equation (18.3) 
assuming a (Fe0.1,Mg0.9)2SiO4 bulk composition. In 
Figure 18.2 the results of such a calculation are shown by 
employing the experimental data for n versus P from 
Speziale et  al. [2007], who determined the mixed state 
transition interval in ferropericlase to be between 40 and 
90 GPa. The elasticity data used by Xu et al. [2008] actu-
ally predict a small negative V 18.1  before the spin transi-
tion, which results in an initial increase in KD, but this is 
reversed as soon as the transition commences. As stated 
previously, values up to 0.2 cm3/mol would be consistent 
with the elasticity data within its uncertainties. In general, 
however, the change in KD predicted for the spin transition 
is consistent in magnitude with that seen in some studies 
and reproduces the low values at 100 GPa shown by three 
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different studies [Kobayashi et  al., 2005; Auzende et  al., 
2008; Sakai et al., 2009]. The shape of the curve can be 
manipulated by changing the assumptions. The pressure 
of onset and the interval of the transition will be a major 
influence, and there is a range in the experimental esti-
mates for both [Lin et  al., 2013; Badro, 2014]. In the 
 calculation WFeMg

Fper  is held constant across the transition, 
which is certainly unrealistic. Reducing the magnitude of 
WFeMg

Fper  as a function of 1 − n shifts the curve to lower pres-
sures by ~5 GPa. Interaction terms involving the low‐spin 
Fe2+ component have been ignored but are likely to be 
smaller than WFeMg

Fper  because low‐spin Fe should be closer 
to Mg2+ in size. A major prediction of the model, however, 
is that for mantle olivine bulk compositions between 
24  and 100  GPa the ferropericlase Fe/(Fe+Mg) ratio 
increases from ~0.15 to ~0.19, while that of bridgmanite 
decreases from ~0.05  to ~0.01. These changes are most 
likely sufficient to influence calculated velocities and 
 densities for the lower mantle. As detailed below, these 
changes are probably larger than those taking place in 
the BSE (pyrolite) composition mantle, where a signifi-
cant portion of the Fe ends up as Fe3+ in bridgmanite. 
Nevertheless, the loss of Fe2+ from bridgmanite may 
reduce the probability of forming the proposed H phase 
[Zhang et al., 2014].

Although this simplistic treatment reproduces behavior 
seen in some experimental data for (Fe0.1,Mg0.9)2SiO4 
starting compositions, the resulting pressure dependence 
of the data is not in agreement with all studies. 
Figure  18.3  shows experimental Fe‐Mg partitioning 
results obtained in the multianvil apparatus by Tange 
et al. [2009] using an olivine composition starting mate-
rial but with a much higher Fe/(Fe+Mg) ratio than in the 
studies shown in Figure 18.2. These data were collected 
between 22 and 43 GPa at 2273 K and are compared with 
model calculations described above assuming a constant 

V 18.1  of  0.4  cm3/mol. As stated previously, a volume 
change of this magnitude would appear to be inconsist-
ent with the end-member volumes and equation‐of‐state 
data [Xu et  al., 2008]. On the other hand, an iron spin 
transition in ferropericlase starting at ~22 GPa is proba-
bly also inconsistent with the prediction that higher FeO 
contents should push this transition to much higher pres-
sures [Lin et al., 2013; Badro, 2014]. Such inconsistencies 
and uncertainties in the pressure range over which the 
spin transition occurs currently make it difficult to unify 
the existing experimental data into a single model.

The problems that exist in understanding results in 
 simplified olivine systems are somewhat trivial in com-
parison to those encountered for studies employing 
 natural pyrolite (i.e., BSE) compositions. As shown in 
Figure 18.2, pyrolite KD(app) values are not only higher 
than for olivine compositions but also are seen to 
increase up to ~40 GPa and then decrease quite sharply. 

At > 50 GPa there is poor agreement between studies. As 
shown in Figure 18.4a, the initial excursion to high values 
of  KD(app) between 22 and 28 GPa is a strong function 
of  the bridgmanite Al content, which increases over this 
pressure range due to the breakdown of the mineral gar-
net [Irifune, 1994; Wood and Rubie, 1996; Nishiyama and 
Yagi, 2003]. The increase in KD(app) can be mainly attrib-
uted to an increase in the bulk Fe content of bridgmanite. 
Measurements using Mössbauer and electron energy 
loss  spectroscopy have shown that this additional Fe is 
 predominantly Fe3+ [McCammon, 1997; Lauterbach et al., 
2000; Frost and Langenhorst, 2002; McCammon et al., 2004]. 
Figure 18.4b shows the proportion of Fe3+ cations meas-
ured in bridgmanite as a function of the Al content. The 
data are shaded to indicate the bulk Fe content. The Fe3+ 
increases with both Al and bulk Fe content and the Al 
dependence at a given bulk Fe content appears to be 
nonlinear. Bridgmanite Fe3+ contents were determined for 
samples from 29 and 44 GPa in the study of Irifune et al. 
[2010] and are also shown in Figure 18.4b. These meas-
urements can be used to calculate the Fe2+‐Mg exchange 
coefficient between bridgmanite and ferropericlase, i.e., 
KD, which is also plotted in Figure 18.3. The result from 
28  GPa is in good agreement with values of KD deter-
mined in Al‐free systems at 25 GPa and reproduced by 
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Figure 18.3 Bridgmanite/ferropericlase Fe2+‐Mg exchange coef-
ficients determined at 2273 K and between 22 and 43 GPa by 
Tange et al. [2009] in the MgO‐FeO‐SiO2 system are compared 
with (grey) curves calculated at the same conditions using the 
model of Nakajima et al. [2012]. To fit the experimental data 
the ΔV of the Fe‐Mg exchange equilibrium must be assumed 
to be 0.4 cm3/mol. The Fe2+‐Mg KD has also been estimated 
for data reported by Irifune et  al. [2010] from experiments 
 performed on a natural pyrolite composition at 29 GPa and 
1873 K and 44 GPa and 2073 K using the reported bridgmanite 
Fe3+/∑ Fe ratios. These data also fit the same model with the 
same ΔV (as shown by the dashed lines).
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the model calculation at this pressure. This supports the 
argument of Nakajima et al. [2012] that the presence of 
Al influences the Fe3+ content of bridgmanite but does 
not strongly influence Fe2+‐Mg exchange between phases. 
The value determined at 44 GPa indicates that the pre-
cipitous drop in KD(app) that occurs above 40  GPa is 
caused to a large extent by a more favorable partitioning 
of Fe2+ into ferropericlase. A consequence of the bulk Fe 
content of bridgmanite decreasing is that the Fe3+  content 
also drops, as expected from the relationships outlined in 
Figure 18.4b. To model this strong decrease in KD, a V 1  
of ~0.4 cm3/mol is again required. As stated previously, 
such a high value is in conflict with mineral physics esti-
mates, although given the consistency with the V 18.1  
made using the data of Tange et al. [2009] and some of 
the diamond anvil cell (DAC) data on olivine, it is hard 
not to suspect that it is the elasticity data that are in error. 
The alternative explanation, that this arises from the 
onset of an Fe spin transition in ferropericlase, seems 
unlikely as most studies argue for a much higher pressure 
onset. The start of the transition would need to be at 
least  10  GPa lower in pressure than that modeled for 
(Fe0.1,Mg0.9)2SiO4 starting compositions in Figure  18.2, 
and the onset of this transition is at lower pressure than 
proposed in many studies [Lin et al., 2013; Badro, 2014]. 

The effect of this rapid decrease in KD(app) is actually 
smaller than predicted for the spin transition in a mantle 
olivine bulk composition, because much of the iron remains 
as Fe3+ in bridgmanite. Between 30  and 50  GPa the Fe/
(Fe+Mg) ratio of ferropericlase increases from ~0.11  to 
~0.15, while bridgmanite decreases from ~0.11 to ~0.08.

Several studies have proposed that Fe3+ in bridgmanite 
may also undergo a high spin–low spin crossover [Lin 
et  al., 2013]. Experiments appear to indicate that Fe3+ 
undergoes a spin crossover when it substitutes onto 
the smaller octahedrally coordinated Si site (B site). This 
occurs in Al‐free bridgmanite and the spin transition 
takes place between 15 and 50 GPa [Catalli et al., 2010; 
Hsu et al., 2011]. In Al‐bearing perovskite; however, Fe3+ 
resides almost exclusively on the larger Mg site (A site), 
meaning that there is little‐high spin Fe3+ on the B site that 
could transform. Nevertheless, stabilization of Fe3+ on the 
B site as a result of the transition could drive up the Fe3+ 
occupancy on that site, via the exchange reaction

 Fe Al Fe AlA
 HS

B B
 LS

A
3 3 3 3, ,  (18.7)

[Grocholski et al., 2009; Catalli et al., 2010; Fujino et al., 
2012]. At low temperatures (≤1300  K), the amount of 
low‐spin Fe3+ on the B site appears to be negligible 
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Figure 18.4 (a) Apparent Fe‐Mg exchange coefficient between bridgmanite and ferropericlase is shown to be a 
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[Glazyrin et  al., 2014]. At higher temperatures, the cur-
rent data are more ambiguous. Mössbauer analysis of a 
sample of Mg0.6Fe0.4Si0.63Al0.37O3 bridgmanite before, dur-
ing, and after laser heating at 1700–1800 K showed no 
evidence of low‐spin Fe3+ up to 80 GPa [Glazyrin et al., 
2014]. In contrast, Mössbauer and X‐ray emission 
 spectroscopy on samples of Mg0.88Fe0.13Si0.88Al0.11O3 and 
Mg0.85Fe0.15Si0.85Al0.15O3 synthesized at ~2000  K appears 
to indicate significant low‐spin Fe3+ after the spin transi-
tion [Catalli et  al., 2011; Fujino et  al., 2012]. Ab initio 
investigations suggest that temperature plays a key role in 
stabilizing low‐spin Fe3+ [Hsu et al., 2012], but it would 
seem that more work is required to assess the importance 
of both composition and temperature on Fe3+ spin state 
at lower mantle conditions.

18.6. oxIdAtIon stAtE of Iron brIdgmAnItE 
And Its ImPlIcAtIons

An important aspect of measured bridgmanite Fe3+ 
contents is that they appear to be nominally independent 
of oxygen fugacity. At upper mantle conditions minerals 
that can accommodate Fe3+ generally have Fe3+/∑Fe ratios 
that are broadly a function of oxygen fugacity [O’Neill 
et  al., 1993; Ballhaus et al., 1991]. At oxygen fugacities 
compatible with the existence of metallic iron such min-
erals have Fe3+/∑Fe ratios that are below detection limits. 
Aluminum‐bearing bridgmanites synthesized in the 
 presence of metallic iron, however, have been shown to 
have Fe3+/∑Fe ratios similar to those produced at oxygen 
fugacities buffered by the presence of  Re and ReO2, 
i.e., >0.5 [Lauterbach et al., 2000; Frost et al., 2004]. The  
Re‐ReO2 buffer has an oxygen fugacity at least 5 log units 

higher than Fe metal saturation. There appears to be 
no barrier to the incorporation of  Fe3+ in bridgmanite 
as even Al‐free samples have been synthesised containing 
iron exclusively in this oxidation state [Hummer and Fei, 
2012]. The high-pressure multianvil assembly is probably 
not a closed system to oxygen and likely exerts a relatively 
oxidizing environment due to the presence of adsorbed 
H2O within the ceramics of the assembly. For this reason 
the occurrence of Fe3+ in many bridgmanite samples is 
probably consistent with the ambient oxygen fugacity, 
which is likely much higher than in the lower mantle. 
Nevertheless, the presence of iron metal in some of the 
experiments [Lauterbach et  al., 2000; Frost et  al., 2004] 
should ensure that the oxygen fugacity is fixed at the low-
est plausible level for the lower mantle as long as equilib-
rium was achieved. At lower oxygen fugacities than this, 
iron would be reduced out of bridgmanite. The fact that 
high Fe3+/∑Fe ratios are still encountered in the bridg-
manite samples equilibrated with metallic iron implies 
that high Fe3+ contents most likely also exist in this 
 mineral in the lower mantle, at least at the conditions 
equivalent to those at which experiments have been 
performed.

The relationships shown in Figure 18.4 imply that Fe3+ 
is likely stabilized within the bridgmanite structure as a 
result of an energetically favorable coupled substitution 
with Al. The Fe3+ substitution onto the larger A site is 
probably charge balanced by Al substitution onto the 
smaller octahedral B site [Lauterbach et  al., 2000; Frost 
and Langenhorst, 2002]. However, as shown in Figure 18.5, 
this is not the only trivalent substitution mechanism oper-
ating in bridgmanite. Most of the samples, particularly at 
lower total trivalent cation concentrations and including 
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the range of pyrolite samples, do not plot along the com-
positional curve expected if  substitution occurs only 
through the FeAlO3 component. A proportion of triva-
lent cations seem to substitute onto the Si site with charge 
balance provided by the formation of an oxygen vacancy 
[Navrotsky, 1999]. This component appears to be also pre-
sent in both 29 and 44 GPa experiments of Irifune et al. 
[2010]. Although small, the removal of  oxygen from the 
structure could greatly increase the  compressibility of 
bridgmanite [Brodholt, 2000]. Defect perovskites are likely 
to be restricted to the upper parts of the lower mantle as a 
result of the large ΔV of the reaction

 4 2 2 33 4 1 4 3 4 1 4 3 2 5 3Mg Al Si Al O MgO MgAlO MgSiO/ / / / . . 

(18.8)

As bridgmanite contains high levels of  Fe3+ even in 
equilibrium with metallic iron, it is probably unavoidable 
that it contains significant Fe3+ in the lower mantle. 
Experiments suggest that lower mantle bridgmanite 
should have an Fe3+/∑Fe of ~0.6, constraining the bulk 
lower mantle Fe3+/∑Fe to be ~0.4. In contrast, estimates 
for the Fe3+/∑Fe ratio of the upper mantle based on man-
tle xenoliths are <0.03 [Canil and O’Neill, 1996], although 
recent measurements on MORB glasses may imply 
slightly higher Fe3+/∑Fe ratios [Cottrell and Kelley, 2011; 
2013]. If  the lower mantle is isochemical with the upper 
mantle, then the same bulk oxygen concentration can 
only be maintained if  disproportionation of FeO occurs 
in the lower mantle, i.e.,

 3 2 3FeO Fe Fe Obdg fper metal bdg/ . (18.9)

To maintain the bulk oxygen concentration would require 
the formation of approximately 1 wt % metallic iron. The 
metal would likely contain also Ni, C, S, and other sidero-
phile elements. The very observation that bridgmanite 
with high Fe3+ contents coexists with metallic Fe demon-
strates that the process must take place if  bridgmanite 
forms under conditions of insufficient  oxygen [Frost et al., 
2004; Frost and McCammon, 2008]. As material upwells 
out of the bridgmanite stability field, Fe3+ will react with 
metallic iron to regain a similar Fe3+/Fe2+ ratio as the 
upper mantle. The opposite would occur for downwelling 
material. The bulk oxygen concentration of the entire 
mantle would remain a constant, as long as the metallic 
iron remained locked within the lower mantle assemblage, 
which is likely as it would be solid throughout much of the 
mantle. Even upon melting, dihedral angles between 
metallic liquid and lower mantle assemblages are high 
throughout most or all of the  mantle, limiting connectiv-
ity at small metal melt fractions [Shi et al., 2013].

The upper mantle today is more oxidized than it 
would have been during core formation, when it was in 

 equilibrium with core‐forming metallic Fe. Currently the 
upper mantle is ~5 log units more oxidized than the sta-
bility of metallic iron, and measurements on some of the 
oldest rocks and minerals seem to imply that this oxida-
tion process occurred during or very soon after core 
formation [Canil, 1997; Delano, 2001; Trail et al., 2011]. 
The mechanism by which the oxidation process occurred 
is important because it would have influenced the nature 
of volatile species degassing from the mantle. At iron 
metal saturation degassing species would have been dom-
inated by H2 and CH4, whereas the more oxidized species 
CO2 and H2O were important for forming the early 
atmosphere and hydrosphere.

The formation of  Fe3+‐bearing bridgmanite in the 
lower mantle raises a possibility by which this oxidation 
could have occurred. As the lower mantle likely formed 
before the end of  core formation, it would have formed 
from material initially poor in Fe3+. Iron metal should, 
therefore, have formed with bridgmanite. If, toward the 
end of  core formation, some (approximately 10%) of  this 
metallic iron separated to the core, the remaining lower 
mantle material would contain proportionately more 
oxygen. Whole‐mantle mixing of  this oxygen-enriched 
material would raise the oxidation state of  the mantle to 
the apparent present‐day value. Figure 18.6  shows one 
plausible mechanism by which this could happen, i.e., 
disproportionated metal is removed from the mantle to 
the core by core-forming diapirs [Frost et al., 2004; Frost 
and McCammon, 2008].

Figure  18.6 Cartoon showing one possible mechanism to 
oxidize the mantle during accretion and core formation. As the 
lower mantle forms, Fe metal and Fe3+‐rich bridgmanite are 
produced by disproportionation of FeO. As the cores of accret-
ing planetesimals pass through the lower mantle, some of this 
metal is entrained and separates to the core. This leaves the 
lower mantle enriched in oxygen, which after whole‐mantle 
convection raises the oxygen fugacity of the upper mantle. 
Approximately 10% Fe metal would have to be lost to the core 
to explain the increase in the redox state of Earth’s upper man-
tle compared to that expected during core formation.
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A further possibility would be that the entire lower 
mantle lost Fe metal to the core, which would have left 
it  oxygen rich in comparison to the upper mantle. This 
would seem to require that the lower mantle has also 
remained isolated from the upper mantle because even 
small amounts of mixing would have continued to raise 
the upper mantle oxygen fugacity, which appears to have 
remained constant over geological time [Canil, 1997]. It 
has also been proposed, however, that carbon as diamond 
or graphite may reduce Fe3+ in ascending mantle as it oxi-
dizes to form CO2 melt components through the reaction

 C Fe O FeO CO2 42 3 2 , (18.10)

thus masking the Fe3+/∑Fe ratio of the deeper mantle 
[O’Neill et al., 1993; Stagno et al., 2013]. One quite inter-
esting observation is that OIB magmas are often esti-
mated to have higher CO2 concentrations than MORB 
[e.g., Dixon et al., 1997; Aubaud et al., 2005]. Higher car-
bon concentrations in the OIB source would imply that 
the source at depth has a much higher Fe3+/∑Fe ratio 
but that this is reduced as carbon oxidizes to CO2 during 
decompression. In this way carbon concentrations in the 
OIB source might mask a very large initial Fe3+/∑Fe ratio 
in the lower mantle, which could remove the necessity for 
the lower mantle to contain metallic iron.

18.7. conclusIons

Here we have attempted to summarize the arguments 
for and against large‐scale chemical differentiation of the 
mantle and to examine the variations in mineral chemis-
try that need to be accounted for when placing constraints 
on the compositional and thermal structure of the lower 
mantle using seismic velocity observations. Given the still 
challenging experimental conditions encompassed by the 
lower mantle, significant uncertainties remain in experi-
mentally determined phase equilibria and elasticity data. 
Although a number of mechanisms that may be impor-
tant in the lower mantle have been recognized, consistent 
models for the operation of these influences have yet to 
be developed. In particular, defect structures and spin 
transitions are rarely considered in thermodynamic mod-
els but may have important effects on major element 
 partitioning between phases and on seismic velocities. 
Disproportionation of ferrous iron may also have a major 
effect by changing the elastic properties of bridgmanite 
and by affecting iron partitioning with ferropericlase. It 
should be possible to employ a self‐consistent thermo-
dynamic approach that combines experimental data on 
both phase equilibria, i.e., chemical partitioning, and 
equation‐of‐state measurements into a single model for 
lower mantle properties. The development of such mod-
els will ensure consistency between elasticity models and 

phase equilibrium studies and provide an independent 
technique by which to assess the composition of Earth’s 
deep interior.
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19.1. IntroductIon

Phase equilibria of mantle minerals are fundamentally 
important to the understanding of seismic observations 
of Earth’s mantle. Discontinuous changes in density and 
wave speed at multiple depths, including the ~660  km 
 discontinuity that defines the top of the lower mantle 
[e.g., Shearer, 2000] and the D″ discontinuity ~250  km 
above the core‐mantle boundary (CMB) [Wysession 
et  al., 1998], have been explained by pressure‐induced 
phase transitions in mantle silicates. Detailed constraints 
on the effects of pressure, temperature, and composition 
on the mantle phase assemblage can be used to quantify 
thermal and chemical heterogeneities in the mantle.

Phase diagrams for high‐pressure minerals and the lower 
mantle phase assemblage are most directly obtained by 
applying extreme pressures and temperatures to different 

compositions and identifying the synthesized phases. 
In  experiments, phases synthesized at mantle pressure‐ 
temperature conditions are typically characterized by in situ 
or ex situ X‐ray diffraction or ex situ microscopy [e.g., Duffy, 
2005]. In addition, multiple ab initio computational methods 
for predicting stable crystal structures have been applied to 
minerals at extreme pressures [e.g., Oganov and Glass, 2006]. 
A key to both  experimental and theoretical methods is deter­
mining whether equilibrium has been reached. This is com­
monly assessed by reversibility and dependence of the results 
on run time and starting conditions [Fyfe, 1960]. However, 
the only fundamental measure of equilibrium is the Gibbs 
free energy, , which cannot be measured directly and must 
instead be calculated from thermodynamic properties.

In this chapter experimental and theoretical constraints 
on phase equilibria in Earth’s lower mantle are reviewed. 
Experimental methods and sources of uncertainty are 
 summarized. The thermodynamic properties of mantle 
materials are described in the context of modeling equi­
libria. Recent experimental data and the thermodynamic 
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code developed by Stixrude and Lithgow‐Bertelloni [2011] are 
applied to the phase diagram of the dominant lower mantle 
silicate, (Mg,Fe)SiO3 bridgmanite. This model is also used to 
produce new phase diagrams for the bulk  silicate mantle. 
Boundaries in these diagrams are compared to constraints 
from seismology on the depths of mantle discontinuities.

19.2. Methods for deterMInIng PhAse 
equIlIbrIA

19.2.1. Experimental Synthesis

Measuring lower mantle phase equilibria in the labo­
ratory depends first on generating extreme pressure‐ 
temperature conditions in multianvil presses or the 
laser‐heated diamond anvil cell (LHDAC). Large‐volume 
multianvil presses have provided the most detailed con­
straints on phase equilibria in the uppermost part of the 
lower mantle [e.g., Irifune et al., 1998]. Maximum reported 
pressures reached in multianvil presses are now greater 
than 100  GPa (2250  km depth) [e.g., Yamazaki et  al., 
2014]. However, only a few detailed studies of lower 
 mantle phase equilibria using multianvil presses have 
reached pressures as high as ~50  GPa (1250  km) [e.g., 
Tange et al., 2009], and the routine maximum is <30 GPa 
(800  km). At deep lower mantle conditions of up to 
~136  GPa and ~3000  K, experiments are performed in 
the LHDAC.

To reach the conditions of the CMB, the LHDAC 
 presents additional challenges relative to the multianvil 
press. Calibration of pressure in the LHDAC is based on 
the equations of state (EOS) of internal pressure standards, 
which are increasingly uncertain with pressure. For differ­
ent commonly used pressure standards, existing scales may 
differ by up to 10% at pressures above 100 GPa [Dorfman 
et al., 2012]. Recent efforts to cross‐compare compression 
behavior of different calibrant materials have reduced rela­
tive differences to <3% [e.g., Dewaele et al., 2004; Dorfman 
et al., 2012], but which scales  provide the most accurate 
pressures is still debated. Systematic differences in pressure 
measurement also  originate from deviatoric stresses. Stress 
is applied in the LHDAC along only a single axis. 
Hydrostaticity of the stress state can be improved by the 
use of soft pressure‐transmitting media and high‐tempera­
ture annealing [Angel et  al., 2007; Klotz et  al., 2009; 
Dorfman et al., 2012]. Due largely to relaxation of devia­
toric stresses, measured pressures typically differ by a few 
gigapascals before and after laser annealing. Laser heating 
is the only method capable of heating DAC samples to the 
 thousands of Kelvin temperatures of the deep mantle 
but  suffers from instabilities over time, uncertainties in 
 temperature measurement of tens to hundreds of K, and 
temperature gradients of ~1000 K over a few micrometers 
[e.g., Campbell, 2008]. Temperature stability,  measurement, 

and homogeneity can be improved by the use of  insulating 
media [e.g., Boehler and Chopelas, 1992; Kiefer and Duffy, 
2005]. Assembly of samples for the LHDAC requires 
 miniaturization to volumes ~3 orders of magnitude smaller 
than multianvil sample volumes. At ~100  GPa, typical 
samples in the DAC have diameter <50 µm and thickness 
~5 µm. To minimize gradients in pressure and temperature 
across measurements, analytical probes must be focused 
to  narrower diameters of <10  µm. To isolate individual 
 crystallites formed in typical experiments,  submicrometer 
resolution is required.

In situ characterization of phase assemblages formed in 
experiments at lower mantle conditions is dominantly 
 performed by synchrotron X‐ray diffraction [Duffy, 2005]. 
Synchrotron beamlines dedicated to LHDAC experiments 
[e.g., Mezouar et  al., 2005; Meng et  al., 2006; Prakapenka 
et al., 2008] focus monochromatic X rays to <5 µm for in situ 
diffraction within the laser‐heated spot. From observed crys­
tal lattice spacings the phase assemblage and approximate 
compositions of each phase can be determined. In situ dif­
fraction is the only method that can be used to find and solve 
crystal structures of unquenchable or unrecoverable phases 
formed at high pressure or  temperature. For example, 
perovskite‐ structured CaSiO3 [Liu and Ringwood, 1975] and 
post‐perovskite MgSiO3 [Murakami et al., 2004] both become 
amorphous upon decompression to ambient conditions. In 
situ analysis ensures no chemical diffusion or structural 
changes associated with temperature or pressure quench can 
influence observations of the phase assemblage.

The relevance of phase assemblages identified in experi­
ments to Earth conditions and time scales depends on the 
assumption of equilibrium. However, in typical experi­
ments the stability of laser heating and availability of 
 synchrotron X‐ray diffraction beam time limit typical run 
times to less than an hour, which depending on tempera­
ture/pressure conditions may be insufficient to reach equi­
librium. The most robust constraints on phase equilibria 
are determined by testing reversibility of phase transitions, 
i.e., multiple loops of pressure‐temperature conditions 
across boundaries and in situ confirmations of the phase 
change [Fyfe, 1960]. Unfortunately sluggish kinetics of 
solid‐state phase transitions result in hysteresis and make 
complete experimental reversals essentially impossible for 
some reactions, particularly those involving dispropor­
tionation. Observations of phase mixtures are thus diffi­
cult to use to determine the widths of phase boundaries. 
Phase transition loops can be bounded from above and 
below by observations of transitions on compression and 
decompression, respectively. For example, this reasoning 
has been applied to bracket the post‐ perovskite phase tran­
sition in (Mg,Fe)SiO3 [Catalli et al., 2009]; however, large 
uncertainties remain. Synthesis of phases from  multiple 
starting structures, such as crystalline versus amorphous 
samples, provides additional evidence of stability.
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Diffraction in the LHDAC suffers from limited sensi­
tivity to chemical composition and sample heterogeneity. 
X‐ray diffraction may not detect trace (less than a few 
percent) or weakly diffracting (disordered or low‐atomic‐
number) phases. The compositions of observed phases 
may be determined based on their effects on the crystal 
lattices of each phase but with low precision. The con­
straint depends on the magnitude of the effect of compo­
sition on structure and accurate previous measurements 
of the pressure‐volume EOS of multiple compositions. 
For (Mg,Fe)SiO3 bridgmanite, the Fe/(Mg+Fe) (Fe#) can 
be determined with powder diffraction to about 10% 
 precision under best conditions [Dorfman et  al., 2013]. 
Another major problem for compositional constraints 
is heterogeneous temperature during laser heating, which 
causes diffusion of elements along thermal gradients 
(Soret diffusion) [Campbell et  al., 1992; Sinmyo and 
Hirose, 2010]. In Fe‐bearing silicate samples, Fe and Fe‐
rich phases are known to diffuse away from the sample 
center during inhomogeneous laser heating. As a result, 
in situ diffraction at only the sample center may see a 
composition different from the starting material and miss 
phases segregated to the edges.

More precise chemical measurements require ex situ 
analysis. Small, fragile high‐pressure samples can be 
 sectioned using the focused ion beam for transmission 
electron microscopy (TEM) [Wirth, 2009]. TEM has 
nanometer‐scale spatial resolution and ~1% composi­
tional sensitivity suitable for determining compositions 
of individual crystallites in LHDAC samples. Recent 
 experimenters have applied these techniques to deep lower 
 mantle phase assemblages synthesized in the LHDAC 
[e.g., Auzende et al., 2008; Hirose et al., 2008]. Compositions 
of coexisting phases can be used to compute partitioning 
coefficients and phase boundaries. In addition, TEM anal­
ysis has revealed trace phases missed in diffraction experi­
ments such as nanoscale Fe metal droplets [Frost et  al., 
2004]. For some materials, structures can also be deter­
mined in the transmission electron microscope via electron 
diffraction. However, silicates (especially those formed at 
high pressure) are sensitive to damage from the electron 
beam, which can cause changes  in both structure and 
composition [Carrez et al., 2001]. When paired with in situ 
diffraction for structure determination, ex situ electron 
microscopy provides  particularly powerful constraints on 
high‐pressure phase relations.

19.2.2. Ab Initio Calculations

Ab initio computational modeling is increasingly 
important for exploring phase equilibria at the extreme 
conditions of  the lower mantle [Gillan et al., 2006]. Ab 
initio methods based on density functional theory 
(DFT) [Hohenberg and Kohn, 1964; Kohn and Sham, 

1965] can simulate structures and their properties at 
conditions  difficult or impossible to access with experi­
ments. DFT can be used both to test the relative stabi­
lity of  known structures and to search for previously 
undiscovered stable or metastable structures. For a 
recent important example from the lower mantle, DFT 
methods were instrumental in predicting and identify­
ing the MgSiO3 post‐perovskite structure [Murakami 
et al., 2004; Oganov and Ono, 2004]. Since the discovery 
of  the post‐perovskite transition,  multiple studies have 
applied DFT to the effects of   composition on the 
 stability and structure of  post‐ perovskite phases [e.g., 
Caracas and Cohen, 2005].

However, DFT results are known to depend on approx­
imations and corrections, particularly the choice of 
exchange correlation functional. For phases with similar 
structures and energies, differences between the com­
monly used local density approximation (LDA) and 
 generalized gradient approximation (GGA) functionals 
can lead to large differences (tens to hundreds of gigapas­
cals) in calculated phase transition pressures. DFT calcu­
lations are thus more reliable for determining trends than 
absolute phase transition pressures and must be tested 
by experiments. To predict the effects of nonzero temper­
atures on phase stability and properties, additional com­
putations are needed of lattice dynamics, which entail 
additional approximations and uncertainties. The most 
commonly used approximation, quasi‐harmonic lattice 
vibration, is accurate at temperatures well below melting 
but begins to fail at higher temperatures relevant to the 
lower mantle for mantle materials [e.g., Tsuchiya and 
Wang, 2013]. At higher temperatures, molecular dynam­
ics simulations are required [e.g., Oganov et al., 2001a,b]. 
Computing power has limited ab initio models to simple 
compositions. Computational methods are thus best 
applied to endmembers rather than to complex natural 
mineral compositions.

19.3. therModynAMIcs And stAbIlIty

Pressure‐ and temperature‐induced phase transitions 
are consequences of the different responses of different 
structures to stress, i.e., their physical properties. Provided 
with sufficient constraints on physical properties of man­
tle phases, thermodynamic modeling can thus also  predict 
mantle phase relations. High‐pressure, high‐temperature 
diffraction experiments described above are also used to 
measure volume V, density ρ, and isothermal bulk modu­
lus KT as a function of pressure, temperature, and compo­
sition. Other experimental techniques such as ultrasonic 
interferometry, Brillouin spectroscopy, and nuclear 
 inelastic scattering can determine both bulk and shear 
isentropic elastic properties but are limited in pressure 
and/or composition. For materials at deep lower mantle 
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conditions, DFT calculations provide unique insights 
and constraints on thermodynamic properties.

Phase equilibria in the mantle have been computed 
from thermodynamic constraints by numerous previous 
studies. Here we follow Stixrude and Lithgow‐Bertelloni 
[2005, 2011], in which both phase equilibria and physical 
properties of mantle phases are modeled with a single, 
self‐consistent approach based on fundamental thermo­
dynamics [Callen, 1960]. The goal is to evaluate stability 
based on the Gibbs free energy, ( )P T, , of  a system of 
i phases, each with compositions varying by solutions of 
j components on k sites. The Gibbs free energy can be 
expressed as the sum of the chemical potentials μi of  
phases of abundance ni:

 
 P T n n P T n

i
i i, , , ,( ) = ( )∑ µ ,

 

 
  P T n n P T P T n

i
i i, , , , ,( ) = ( ) + ( ) ∑ mixing .

 

The chemical potential is a function of  the physical 
behavior of  each phase as well as chemical mixing. The 
partial molar Gibbs free energy, i, is specified by the 
EOS of the pure phase as a function of  pressure and 
temperature, and mixing is a combination of  the energy of 
ideal mixing and nonideal mixing. These components 
of the chemical potential are described separately below 
and in more detail by Stixrude and Lithgow‐Bertelloni 
[2005, 2011].

19.3.1. Energy of Pure Phases

High‐pressure EOSs based on Eulerian finite strain 
theory [Birch, 1952] are expressed as functions of volume 
rather than functions of pressure. For this reason, the 
Helmholtz free energy, (V, T), is more suitable than 
( )P T,  for formulating the properties of lower mantle 
minerals. The Helmholtz free energy can be related to the 
Gibbs free energy through a partial Legendre transform:

 G FP T V T PV, ,( ) = ( ) + . 

The Helmholtz free energy of each end‐member com­
position can be written as a sum of an ambient part, 0, a 
cold, compressed part, C, a high‐temperature part, q, 
a magnetic part, m, and any other significant pressure‐ 
or temperature‐dependent components. Multiple empir­
ical formulations have been developed to express the 
dependence of free energy on isothermal compression 
[Poirier, 2000]. The commonly used Birch‐Murnaghan 
EOS [Birch, 1952] is developed from the Eulerian finite 
strain,
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A Taylor series expansion truncated to the third order 
gives the following form for C:
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The prime indicates the pressure derivative and the 
 subscript zero ambient conditions.

The high‐temperature part of  the free energy is 
expres sed using the quasi‐harmonic approximation for 
lattice  vibrations, the Mie‐Grüneisen‐Debye approach 
[Debye, 1912; Grüneisen, 1912]. The parameter q is a 
function of  temperature, the Boltzmann constant k, 
the Debye  temperature θ, and the Debye free energy 
function D:
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The characteristic vibrational temperature also  varies 
with strain. The Taylor series expansion has coeffi­
cients related to the ambient values of  the Grüneisen 
 parameter γ and its pressure derivative q. When trun­
cated to second  order, θ varies as θ θ γ2

0
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The magnetic part includes the energy of electronic 
spin degeneracy. The only major mantle element that 
exhibits electronic spin transitions is iron, for which the 
spin quantum number S varies in lower mantle phases 
from 0 to 2.5 [Lin et al., 2013; Badro, 2014]. For magneti­
cally disordered phases i with r stoichiometry of Fe, 
m i iT r S= − +Σ ln ( )2 1 . The assumption of magnetic 
 disorder is valid for lower mantle phases due to the high 
temperatures in Earth’s interior.

An additional energy term is required for the SiO2 
phase in the lower mantle. Stishovite undergoes a second‐
order, or displacive, transition to the CaCl2‐type structure 
at ~50 GPa [Andrault et al., 1998]. To model this change 
in compression behavior, displacive transition energy L 
can also be computed as a function of pressure and 
temperature.

19.3.2. Energy of Mixing

In solid solutions of multiple components, the energy 
due to mixing is the sum of the energy related to the 
increase in configurational entropy of a disordered 
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 mixture and the energy required to accommodate 
exchange of atoms of different sizes and chemical prop­
erties [Wood and Nicholls, 1978; Helffrich and Wood, 
1989; Mukhopadhyay et al., 1993]. The approximation of 
ideal mixing assumes only the former and is reasonable 
for elements with similar size such as Mg2+ and Fe2+. 
Nonideal mixing becomes important for more mis­
matched elements such as Mg2+ and Ca2+.

For each phase, the configurational entropy conf is 
related to the total number of combinations, Ω, of  num­
bers of atoms, Njk, of  component j on site k, for a total 
number of components, c. The quantity Njk is the sum 
• i ijk is n , where sijk are the stoichiometric coefficients of 
each component j on site k in end members i and ni are 
the end‐member abundances. The number of atoms on 
site k, Nk, is the sum of Njk over the components:
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With this approximation, the Gibbs free energy related to 
ideal mixing is given by the following:
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The nonideal or excess contribution to the energy of mix­
ing accounts for differences in size with parameters dγ and 
other chemical interactions with the Margules parame­
ters Wαβ defined for pairs of end members α and β. The 
proportion of end member α, weighted by dα, is φα, 
defined as ϕα α α γ γ γ= n d n d/Σ . The excess contribution is 
then evaluated for each phase as a sum over all pairs of 
end members:
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The Kronecker deltas δ and the sum over terms β > α 
ensure that each pair is counted only once.

19.4. PhAse dIAgrAMs of lower MAntle 
MInerAls

The thermodynamic framework above is the basis for 
the phase equilibrium modeling code HeFESTo [Stixrude 
and Lithgow‐Bertelloni, 2011], which is used in this  section 
to generate phase diagrams for mantle phases. The full 
set of parameters used to model each component of each 

phase in HeFESTo, defined at ambient conditions 
denoted with subscript zero, are Helmholtz free energy 
0; pressure‐volume EOS parameters V0, K0, and K′0; the 
Debye temperature θ0; the Gruneisen parameter γ0  and its 
pressure and shear derivatives q0 and ηS0; shear modulus 
G0  and its pressure derivative G′0; and nonideal mixing 
parameters Wαβ and dα. The model does not include the 
effects of spin transitions in Fe‐bearing mantle phases 
[Lin et  al., 2013; Badro, 2014], disproportionation of 
 ferrous iron to ferric iron and metallic iron [Frost et al., 
2004], or multiple post‐perovskite phases [Tschauner 
et al., 2008; Yamanaka et al., 2012; Zhang et al., 2014].

19.4.1. MgSiO3‐FeSiO3 System in Lower Mantle

As discussed in previous chapters, the dominant phase 
of the lower mantle is orthorhombic GdFeO3‐type 
 perovskite‐structured (Mg,Fe,Al)(Al,Si)O3 bridgmanite. 
Bridgmanite controls the properties of the lower mantle 
and therefore its chemistry and properties have been of 
great interest. Recent experiments have determined that 
the bridgmanite structure can incorporate up to 75% 
FeSiO3  at a deep‐mantle pressure of ~80  GPa [Tateno 
et al., 2007; Dorfman et al., 2013], much higher than the 
previously accepted solubility published in earlier phase 
diagrams of the (Mg,Fe)SiO3 system [e.g., Irifune and 
Tsuchiya, 2007]. More controversial is the post‐perovskite 
boundary, with different experimental studies reporting 
opposite Fe partitioning and effect of Fe on the bound­
ary [Auzende et al., 2008; Hirose et al., 2008]. These disa­
greements result from the increasing challenges associated 
with accurate characterization of phases formed at the 
higher pressures of the deep lower mantle.

Recent constraints on the EOS of Fe‐bearing bridgman­
ite and post‐perovskite were used to model the phase 
 diagram for (Mg,Fe)SiO3 at lower mantle conditions. 
The majority of experiments and computational studies 
have reached consensus on the effect of Fe2+ on V and K 
of  bridgmanite [Dorfman and Duffy, 2014]. For post‐ 
perovskite, the effect of Fe2+ on K is relatively controver­
sial, with some experimental studies finding a softening 
with Fe content while others and most ab initio simula­
tions predicting the opposite [Dorfman and Duffy, 2014]. 
The parameters for MgSiO3 and FeSiO3 end members 
used in the model here and given in Table 19.1 are fit from 
EOS parameters for compositions ranging from 0  to 
74% FeSiO3 for bridgmanite [Lundin et al., 2008; Dorfman 
et  al., 2013] and post‐perovskite [Guignot et  al., 2007; 
Dorfman et al., 2013]. For simplicity, K0 for post‐perovskite 
was assumed to be invariant with Fe content. Relative to 
the previous model by Stixrude and Lithgow‐Bertelloni 
[2011], V is smaller for FeSiO3 bridgmanite and larger for 
FeSiO3 post‐perovskite. To stabilize FeSiO3 post‐perovskite 
at pressures observed in Dorfman et  al. [2013], here 
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the 0 of FeSiO3 post‐perovskite was reduced by 60 kJ/mol 
relative to the previous model. A difference in this free­
energy parameter of 23 kJ/mol was the sole difference in 
models by Stixrude and Lithgow‐Bertelloni [2011] for 
 conflicting measurements of partitioning between bridg­
manite and post‐perovskite phases [Auzende et al., 2008; 
Hirose et al., 2008]. All other parameters for thermody­
namic properties of mantle phases in the model are as 
optimized by Stixrude and Lithgow‐Bertelloni [2011].

The modeled solubility of FeSiO3 in bridgmanite at 
2000 K (Figure 19.1) increases with pressure to a maxi­
mum of ~68% FeSiO3 at 85 GPa. This increase is in better 
agreement with experimental observations than the 
 previous model, though still lower than the experimen­
tal maximum of  >75% FeSiO3 [Tateno et  al., 2007; 
Dorfman et al., 2013]. To reconcile the stability of Fe‐rich 
 bridgmanite with trends observed at lower pressures and 
Fe  contents, future models may need to incorporate 
 pressure‐induced electronic spin transitions in Fe‐bearing 
phases. The phase boundary of the breakdown of pure 
bridgmanite to a mixture of bridgmanite and oxides is 
highly sensitive to the difference in V0 between the Mg 
and Fe end members, ΔV0, but relatively insensitive to 
ΔK0. In this model, (Mg0.5Fe0.5)SiO3 bridgmanite is sta­
bilized as a single phase at 65  GPa. A 10% change in 
ΔV0  shifts this phase transition pressure by ~40  GPa, 
whereas a 50% change in ΔK0 results in a difference of 
only ~10 GPa. Conveniently, experimental constraints on 
crystallographic volumes are substantially stronger than 
those on elastic moduli. Even without explicitly consider­
ing electronic spin, a high solubility of FeSiO3 in bridg­
manite in the deep lower mantle thus is consistent with 
both observed elastic properties and direct measurements 
of phase relations in Fe‐rich silicates.

The breadth of  the modeled post‐perovskite transi­
tion remains much narrower than the range observed in 
most experiments [Mao et al., 2004; Catalli et al., 2009; 
Dorfman et  al., 2013]. Systematically narrow phase 
 transitions were noted in this model by Stixrude and 
Lithgow‐Bertelloni [2011] and may be due to bias in the 
model and/or systematic overestimation of  phase transi­
tion widths in experiments. The decrease in the transi­
tion pressure with Fe content in the model is within the 
wide range of  observations. Additional complexity not 

yet modeled in phase equilibria in this system may be 
due to multiple post‐perovskite structures, depending 
on  composition [Tschauner et  al., 2008; Tsuchiya and 
Tsuchiya, 2008; Yamanaka et  al., 2012; Zhang et  al., 
2014]. Further work is needed to resolve conflicts 
between existing studies on the effect of  Fe on the post‐
perovskite transition(s).

19.4.2. Lower Mantle Compositional Models

Multiple compositional models of the lower mantle 
were reviewed in chapter 12. Here the phase assemblages 
formed from bulk mantle of pyrolite composition 
[McDonough and Sun, 1995], subducted midocean ridge 
basalt (MORB) [Hofmann, 1988], and depleted harzbur­
gite [Michael and Bonatti, 1985] are considered. To first 
order, these compositions can be described by variation 
in major element components MgO, SiO2, FeO, Al2O3, 
CaO, and Na2O. Phase diagrams were modeled for each 
composition (Figure 19.2) using HeFESTo with the same 
model parameters described above and an adiabatic tem­
perature profile with a mantle potential temperature of 
1600 K [Stixrude and Lithgow‐Bertelloni, 2011].

The upper boundary of the lower mantle is defined 
by the reaction from ringwoodite (Mg,Fe)2SiO4 to bridg­
manite (Mg,Fe)SiO3 plus ferropericlase (Mg,Fe)O. At 
slightly higher pressures, increasing with Al­content, 
majorite garnet  also reacts to form bridgmanite, 
Mg3(Mg,Al,Si)2Si3 O12 → 3(Mg,Al)(Al,Si)O3. For differ­
ent bulk mantle compositions (Figure  19.2), the abun­
dances of majorite garnet, ringwoodite, and stishovite 
in  the transition zone vary, resulting in differences in 
the pressure at which bridgmanite becomes the mantle’s 
dominant phase. The dominance of ringwoodite at 
 transition zone pressures in pyrolite and harzburgite 
compositions results in the transition to bridgmanite at 
~23.5 GPa (660 km). In contrast, the MORB composi­
tion in the transition zone is almost entirely garnet. As a 
result, the completion of the transition in MORB to the 
lower mantle phase assemblage is delayed to ~30  GPa 
(~700  km). This broader, higher pressure transition to 
bridgmanite has been observed in seismology as deepen­
ing and doubling of the lower mantle discontinuity in 
regions with subducting slabs [Deuss et al., 2006].

Table 19.1 Birch‐Murnaghan equation‐of‐state parameters for bridgmanite and post‐perovskite end members used in phase 
diagram computation.

MgSiO3 bridgmanite FeSiO3 bridgmanite MgSiO3 post‐perovskite FeSiO3 post‐perovskite

V0 (cm3/mol) 24.441 25.337 24.419 25.806
K0 (GPa) 253.0 278.0 231.2 231.2

K’0 4 4 4 4

Note: V0 and K0 for bridgmanite were fit from results for 0–74% FeSiO3 from Lundin et al. [2008] and Dorfman et al. [2013]. 
V0 for post‐perovskite was fit from MgSiO3 [Guignot et al., 2007] and 74% FeSiO3 [Dorfman et al., 2013] compositions.
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For the pyrolite composition, the modeled lower man­
tle phase assemblage comprises 75% bridgmanite, 16% 
ferropericlase, and 7% Ca‐perovskite up to ~120  GPa 
(Figure  19.2a). As noted by Stixrude and Lithgow‐
Bertelloni [2011], the HeFESTo model for pyrolite pre­
dicts 3% calcium‐ferrite‐type aluminous phase in pyrolite 
in the lower mantle (Figure 19.2a), which is not observed 
in experiments [Irifune, 1994; Kesson et al., 1998]. This is 
a limitation of the model, which does not allow solution 
of Na in ferropericlase or bridgmanite phases due to lack 
of experimental constraints. With this exception, lower 
mantle mineralogy predicted by the model agrees well 
with experimental observations.

A few major differences relative to the pyrolite assem­
blage are observed in phase assemblages formed from 
other mantle compositions. Due to higher Ca, Fe, Na, 
and Si content, MORB in the lower mantle exhibits a 
modal abundance of  bridgmanite only about half  that 
found in pyrolite as well as ~20% each of  calcium‐ ferrite‐
type aluminous phase, Ca­perovskite and stishovite 
(Figure 19.2b) [Ono et al., 2001; Hirose et al., 2005; Ohta 
et al., 2008; Grocholski et al., 2012]. Depleted harzbur­
gite, a mixture of  olivine and pyroxenes with very low Ca 
and Na, transforms in the lower mantle to bridgmanite 
and ferropericlase associated with only 1% Ca‐ perovskite 
and no calcium‐ferrite‐type phase (Figure 19.2c) [Irifune 
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and Ringwood, 1987; Nakagawa et al., 2010; Grocholski 
et  al., 2012; Zhang et  al., 2013]. These compositions 
give a sense of  the variability expected in phase assem­
blages in mantle heterogeneities associated with slab 
subduction.

Above 120 GPa on the 1600 K adiabat (2620 km depth), 
the bridgmanite component in pyrolite transforms to the 
post‐perovskite phase. This modeled transition pressure 
is a few gigapascals higher than the 113–116 GPa onset 
of the post‐perovskite transition observed by Murakami 
et al. [2005] and Ohta et al. [2008] but substantially lower 
and narrower than the broad transition observed by 

Grocholski et al. [2012] to begin at 139 GPa (below the 
CMB). The post‐perovskite transition is observed in 
the model at ~10 GPa lower pressures (180 km shallower 
depth) in MORB relative to pyrolite, in agreement with 
experimental observations [Hirose et  al., 2005; Ohta 
et al., 2008; Grocholski et al., 2012]. Harzburgite exhibits 
a post‐perovskite transition a few gigapascals higher than 
the modeled transition in pyrolite. The modeled sharp­
ness of the transition in these compositions is consistent 
with average observations of the D″ discontinuity, though 
the depth is too shallow in all compositions [Wysession 
et  al., 1998]. However, the geotherm used to compute 
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these phase diagrams is a simple adiabat without a ther­
mal boundary layer that may be present at the base of the 
mantle [Hernlund et al., 2005; Wookey et al., 2005]. Higher 
temperatures in the deep mantle deepen the post‐perovs­
kite transition due to its high positive Clapeyron slope 
[Catalli et  al., 2009] and improve consistency with the 
observed D″ discontinuity.

Differences between phase transitions computed in the 
pyrolite model and observations of lower mantle discon­
tinuities and properties may be due to uncertainty in both 
the temperature and composition of the lower mantle. 
The phase transitions of major mantle phases and 
assumption of an adiabatic temperature profile are the 
key constraints on the geotherm. Proposed adiabatic 
temperature profiles in the mantle differ by hundreds of 
kelvin [Brown and Shankland, 1981; Ono, 2008; Katsura 
et al., 2010], and greater differences are observed for pos­
sible superadiabatic profiles due to high thermal conduc­
tivity in the deep mantle or a thermal boundary layer at 
the CMB [da Silva et al., 2000]. Uncertainty in geochemi­
cal constraints on the bulk composition of the lower 
mantle may also be responsible for differences between 
computed phase diagrams and observed mantle proper­
ties. Lower mantle shear wave velocities have been sug­
gested to be more consistent with a higher proportion 
of bridgmanite relative to pyrolite and thus high Si con­
tent [Murakami et  al., 2012]. Recently some attempts 
have been made to produce compositional models for 
the  mantle directly from inversion of seismic data and 
 equations of state of mantle phases [e.g., Ishii and Tromp, 
2004; Mattern et al., 2005; Deschamps and Tackley, 2009]. 
The success of this approach will require further reduc­
tion of uncertainties in properties of the lower mantle 
phase assemblage, particularly at the highest pressures 
relevant to the CMB and D″ region.

19.5. conclusIons

Thermodynamic modeling demonstrates that direct 
measurements of phase transitions and measurements of 
physical properties can provide consistent constraints on 
lower mantle phase equilibria. In the MgSiO3­FeSiO3 
binary system, modeling of the stability of the bridgman­
ite phase is improved by experimental data on physical 
properties of Fe‐rich bridgmanite. However, experimen­
tal and theoretical studies have not reached consensus on 
the compositional dependence of post‐perovskite struc­
tures and transitions. Improved constraints of the effects 
of electronic spin transitions on the structures and prop­
erties of (Mg,Fe)O and (Mg,Fe)SiO3 phases will help to 
determine equilibria in this system.

For bulk lower mantle compositions, chemistry and 
physical properties are increasingly approached as linked 
problems. Most experiments and modeling agree on phase 

equilibria of proposed bulk silicate Earth composition, 
pyrolite. To match phase transition depths and physical 
properties of the pyrolite composition with  seismic dis­
continuities and wave speeds, superadiabatic temperatures 
may be required in the lowermost mantle. A combination 
of constraints from mineral physics experiments, theoreti­
cal modeling, and seismic observations will be needed to 
determine the major element  composition of the bulk 
lower mantle and its heterogeneities.
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20.1. IntroductIon

Earth’s core is made up primarily of iron, but experi-
mental constraints on the density of pure iron at core 
conditions indicate that it is ~8%–10% denser than the 
liquid outer core and ~3%–5% denser than the solid inner 
core [e.g., Dewaele et  al., 2006]. The incorporation of 
light elements is often suggested as a means for resolving 
this so‐called core density deficit (CDD), because the result-
ing alloy would have an expanded volume and reduced 
average atomic mass relative to pure iron. Constraining 
the identity and amount of light elements in the core is 
particularly important because alloying will also affect 
the sound velocities, conductivity, and melting behavior 

of iron and thus has important implications for existing 
models of the deep Earth. For example, the melting tem-
perature of core materials at the inner core boundary 
(ICB), where Earth’s liquid outer core and solid inner 
core are in contact, serves as an anchor point for the 
 thermal profile of the core. In turn, this light element 
component is intimately related to convection‐driven 
models for the generation of Earth’s geodynamo and the 
dynamics of Earth’s mantle via heat transport across the 
core‐mantle boundary (CMB).

The core most likely comprises a mixture of light ele-
ments, but the standard approach to this underdeter-
mined problem has been to explore the effects of alloying 
one light element at a time. In that spirit, the focus of this 
chapter will be on hydrogen, which is the most abundant 
element in the solar system (~104 × Si). During Earth 
 formation, hydrogen was likely introduced via chondrites 

Hydrogen in the Earth’s Core: Review of the Structural, Elastic, 
and Thermodynamic Properties of Iron‐Hydrogen Alloys
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AbstrAct

This chapter serves as a review of the properties of iron hydrides (FeHx). At high temperatures and pressures 
below 60 GPa, FeHx crystallizes in a face‐centered‐cubic (fcc) structure, similar to pure iron. However, the incor-
poration of hydrogen results in a complex melting curve shape at low pressures and a melting point depression 
of ~800 K relative to fcc Fe. At higher pressures, double hexagonal close‐packed (dhcp) FeH remains stable to 
at least 84 GPa and 2000 K, and its extrapolated sound velocities are faster than the seismically determined 
values for Earth’s core. Based on an inversion of available structural and elastic data for hcp-Fe and dhcp-FeH, 
an inner core composition of FeH0.14 produces reasonable agreement with seismic observations. However, this 
value is highly uncertain because the properties of Fe and FeH are not well constrained at core conditions, and 
the influence of hydrogen on the thermal profile of the core must be taken into account. In order to produce 
more accurate core composition models, suggested future research directions include experiments at higher pres-
sures and temperatures, new techniques for probing the hydrogen content in situ, and exploration of binary‐ and 
tertiary‐phase diagrams that include iron and hydrogen.
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and comets in the form of water and in sufficient amounts 
to explain the entire CDD. However, it is unclear whether 
hydrogen could have reached and maintained great 
enough depths to avoid volatilization during the sub-
sequent impacts and heating associated with Earth 
 accretion. Such a discussion is beyond the scope of this 
review, but qualitative models exist for retaining a signifi-
cant amount of water within a primitive magma ocean. 
In addition, the observed degassing of primordial noble 
gases from mid-ocean ridges and hotspots offers indirect 
evidence that water may also be stored deep in the Earth 
[see, e.g., Williams and Hemley, 2001].

Regardless of the retention mechanism, it is likely that 
any interaction between water and metallic iron below a 
depth of ~80 km would have resulted in the formation of 
an iron‐hydrogen alloy. X‐ray diffraction (XRD) experi-
ments have shown that Fe+H2O mixtures react to form 
FeO and FeHx at pressures as low as 2.2 GPa [Yagi and 
Hishinuma, 1995] and up to at least 84 GPa [Ohtani et al., 
2005]. Moreover, thermodynamic calculations  predict that 
this reaction will be increasingly favored at high‐pressure 
and high‐temperature (high-PT ) conditions [Badding 
et al., 1992]; if the same relationship holds for the liquid 
phase, then any hydride formed at relatively shallow depths 
should have remained stable during its gravitationally 
driven descent through the primitive mantle. It is worth 
noting that such a mechanism does not require hydrogen 
to be the major light element but instead demonstrates that 
some hydrogen was likely incorporated in the core.

This chapter will serve as a review of iron hydrides 
(FeHx) and their role in the core. First, the established PT 
phase diagram for FeHx and the fundamental material 
properties of the phases most relevant for Earth’s core 
will be presented (Section 20.2). Next, existing experi-
mental data for the pressure evolution of their structural 
and elastic properties will be reviewed and synthesized 
(Section 20.3), and will serve as input parameters for a 
core composition model (Section 20.4). Finally, gaps in 
our knowledge of the properties of iron‐hydrogen alloys 
and future research directions that will improve our abil-
ity to constrain the amount of hydrogen in Earth’s core 
will be discussed (Section 20.5).

20.2. stAble PhAses oF Iron‐hydrogen 
Alloys

The solubility of hydrogen in iron is extremely low (~10–5 
at %) at ambient conditions, but it increases dramatically 
at high hydrogen pressures [e.g., Antonov et al., 1980; Fukai, 
2005]. Under high‐PT conditions, multiple FeHx phases 
are formed, and the corresponding PT phase diagram 
has been constructed from a wide array of experimental 
techniques: quench texture [e.g., Okuchi, 1997, 1998], resis-
tivity [e.g., Antonov et al., 2002], Mössbauer spectroscopy 

[e.g., Choe et al., 1991; Mao et al., 2004; Narygina et al., 
2011; Schneider et  al., 1991], X‐ray magnetic circular 
dichroism [Ishimatsu et al., 2012], neutron powder diffrac-
tion (NPD) [Antonov et al., 1998, 2002], and XRD [e.g., 
Badding et al., 1991; Fukai, 2005; Hirao et al., 2004; Ohtani 
et al., 2005; Sakamaki et al., 2009; Saxena et al., 2004; Yagi 
and Hishinuma, 1995]. Moreover, the crystal structures of 
the stable hydrides have been determined in the aforemen-
tioned XRD studies and in NPD studies performed on 
samples that were synthesized under high‐PT conditions, 
cooled to liquid nitrogen temperature, and then decom-
pressed in order to retain the hydride at ambient pressure. 
Products of the latter synthesis technique will be referred to 
as “quenched samples” for the remainder of this chapter.

The resulting phase diagram for FeHx is presented 
with that of pure iron (Fe) [e.g., Anzellini et al., 2013] in 
Figure 20.1, where one can see that the major features are 
quite similar. For example, both Fe and FeHx crystallize in 
a face‐centered‐cubic (fcc) structure (γ) at high tempera-
tures and relatively low pressures. However, the dominant 
high‐pressure phase of FeHx has a double hexagonal close‐
packed (dhcp) structure (εʹ), compared to regular hcp (ε) 
for pure iron. Because γ‐FeHx and εʹ‐FeHx are thought to 
be the most relevant phases for discussions about hydrogen 
in Earth’s core, their fundamental material properties and 
how they were determined will be described.
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Figure 20.1 Pressure‐temperature phase diagrams of FeHx and 
Fe. Black solid lines show experimentally determined phase 
boundaries between bcc (α), fcc (γ), dhcp (ε’), and liquid FeHx 
(labeled on the figure); the dashed (dash‐dotted) black line 
reflects the extrapolated ε’-γ phase boundary (γ‐FeHx melting 
curve), as presented by Sakamaki et al. [2009]. Filled (open) sym-
bols show reports of ε’ (γ) stability fields: black squares [Ohtani 
et al., 2005], blue triangles [Narygina et al., 2011], and green 
diamond [Saxena et  al., 2004]; red circles, (Fe,Ni)Hx [Terasaki 
et  al., 2012]. Red x shows the melting point of (Fe,Ni)Hx at 
~20 GPa. Grey dotted lines depict representative literature phase 
boundaries from Liu and Basset [1986] and Anzellini et al. [2013]. 
Figure adapted with permission from Sakamaki et al. [2009].
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20.2.1. Double Hexagonal Close‐Packed FeH

At 300 K, solid iron and liquid hydrogen react to form 
εʹ‐FeHx at ~3.5 GPa and 300 K [e.g., Badding et al., 1991]. 
Experiments have shown that the kinetics of this reaction 
are sluggish at both ambient and elevated temperatures, 
as indicated by the coexistence of α‐Fe and εʹ‐FeHx in the 
presence of excess hydrogen up to ~15 GPa [Choe et al., 
1991; Sakamaki et  al., 2009]. However, the reaction is 
fully reversible, and the incorporated hydrogen escapes 
upon decompression at temperatures above ~150 K 
[Antonov et al., 1980; Badding et al., 1991].

The atomic‐scale structure of  εʹ‐FeHx has been 
 studied in detail with in situ XRD [e.g., Badding et al., 
1991] and NPD measurements of  quenched samples 
[e.g., Antonov et  al., 2002]. Close‐packed iron layers 
are  stacked along the c axis in an ABAC sequence 
(Figure 20.2), thus  producing two inequivalent iron sites 
(2a and 2c in the Wyckoff  representation). It is thought 
that there is a large concentration of  faults in this 
 stacking sequence— resulting in an unequal number of 
2a and 2c iron sites—based on a broadening of  the (102) 
diffraction peak [Antonov et  al., 2002; Badding et  al., 
1991; Hirao et  al., 2004]. The location of  hydrogen 

atoms can only be inferred with XRD, but Rietveld 
refinements of  NPD data for quenched samples suggest 
that hydrogen atoms occupy all available octahedral 
interstitial sites (4f in Figure 20.2) [Antonov et al., 1998]. 
These refinements also suggest a slight (0.06 Å) vertical 
displacement of  hydrogen atoms toward the 2a iron site 
(Figure  20.2), which results in an increased distance 
between nearest‐neighbor hydrogen atoms. Finally, the 
composition of  εʹ‐FeHx has been constrained by corre-
lating this structural information with complementary 
degassing experiments on quenched samples, which 
showed that εʹ‐FeHx is approximately stoichiometric 
(x = 1) [Schneider et al., 1991]. It is important to note 
that this is the most direct determination of  hydrogen 
content in εʹ‐FeHx to date and the foundation for nearly 
all subsequent estimates of  x. In particular, a volume 
increase per hydrogen atom (vH) of  ~2.6 Å3/H is often 
cited as confirmation that a sample is stoichiometric 
[see e.g., Fukai, 2005]: This value arises from a measured 
difference in unit cell volumes between εʹ‐FeHx and ε‐Fe 
of  ~10.4 Å3 at 3.5 GPa [e.g., Badding et al., 1991] and the 
assumption that x = 1.

An important consequence of the aforementioned 
 vertical displacement of hydrogen atoms is that it sub-
stantially alters the electron density of states near the 
Fermi level, thus inducing ferromagnetic (FM) ordering 
[Elsasser et al., 1998; Tsumuraya et al., 2012]. Mössbauer 
spectroscopy (MS) experiments have shown that εʹ‐FeH 
is indeed FM, with a magnetic moment that is ~80% that 
of α‐Fe [Choe et al., 1991]. In addition, the MS spectra 
show two overlapping magnetic patterns with similar 
 isomer shifts but different hyperfine fields [Choe et  al., 
1991; Narygina et al., 2011; Schneider et al., 1991], which 
is  consistent with the presence of two inequivalent iron 
sites. Finally, the relative intensities of the two magnetic 
patterns suggest that there may be ~20% more 2c iron 
sites than 2a sites [Schneider et al., 1991], which supports 
the prediction of stacking faults.

20.2.2. Face‐Centered Cubic FeH

At high temperatures and pressures below ~60 GPa,  
γ‐FeHx crystallizes with the same structure as high‐ 
temperature γ‐Fe, except with hydrogen atoms occupying 
the octahedral sites [Narygina et  al., 2011; Sakamaki 
et al., 2009; Skorodumova et al., 2004]. There are currently 
no published estimates for vH of γ‐FeH, so a value of 
1.9 Å3/H is usually adopted from degassing experiments 
of γ‐Fe0.65Mn0.29Ni0.06H0.95. Application of this vH often 
predicts superstoichiometric γ‐FeHx (x = 1.1 – 1.2) [e.g., 
Narygina et  al., 2011; Sakamaki et  al., 2009], which 
implies that either hydrogen atoms occupy some tetrahe-
dral sites or the true vH is slightly larger.
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Figure  20.2 High‐pressure equations of state for ε’‐FeHx. 
Experimentally determined EOS for ε’‐FeHx: solid black line 
[Badding et al., 1991]; dashed red line, the three compression 
regimes from Hirao et al. [2004]. Triangles reflect preliminary 
results for our ongoing NPD experiments on FeDx up to 31 GPa 
[Murphy et  al., 2013b]. Theoretical EOS: brown dash‐dotted 
line [Elsasser et al., 1998], with a FM-NM transition at 60 GPa; 
grey dash‐dot‐dotted line [Isaev et al., 2007], with a FM-NM 
transition near 80 GPa. The inset shows the stacking sequence 
for ε’: grey spheres, close‐packed Fe; blue spheres, H in octa-
hedral sites; blue arrows, the suggested vertical displacement 
of H. Note that the corresponding stacking sequence for ε (γ) 
is ABAB (ABCABC). Inset figure reproduced with permission 
from [Tsumuraya et al., 2012].
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The α-γ phase boundary (Figure  20.1) is somewhat 
unclear due to the formation of nonstoichiometric γ‐FeHx 
at low pressures [Yagi and Hishinuma, 1995] and an 
observed contraction of the γ‐FeHx unit cell with time 
below 5 GPa. This gradual volume reduction has been 
interpreted as the formation of superabundant vacancies, 
which are known to form in other group VI–VIII transi-
tion metal hydrides [Fukai, 2005]. Above 10 GPa, there 
have been no reports of superabundant vacancy forma-
tion in long‐duration heating experiments [Narygina 
et al., 2011; Sakamaki et al., 2009], which is likely due to 
the larger PΔV term in the vacancy formation enthalpy 
[Fukai, 2005].

The εʹ-γ transition for FeH has been explored with 
in situ XRD experiments, which reveal a phase boundary 
slope of  ~24 K/GPa and no abrupt change in volume 
[Sakamaki et al., 2009] (Figure 20.2). Theoretical calcu-
lations predict that γ‐FeH will also be stable above 83 
GPa at 300 K, with an intermediate ε‐FeH phase stabil-
ity field between 37 and 83 GPa. According to Isaev et al. 
[2007], the electronic term (total energy) determines the 
stabilization of  ε‐ and γ‐FeH, but such transitions have 
not been observed experimentally. This discrepancy may 
be due to the use of  ideal crystals with exact stoichiom-
etry in total energy calculations or perhaps the theory 
does not adequately describe the electronic properties of 
iron hydride.

Finally, ambient temperature MS measurements of 
γ-FeH synthesized at 57 GPa and 1700 K reveal that it is 
either nonmagnetic (NM) or anti‐FM, at least under 
these metastable conditions [Narygina et  al., 2011]. By 
contrast, ab initio calculations predict that γ‐FeH will be 
FM up to ~50 or 60 GPa [Elsasser et al., 1998; Isaev et al., 
2007; Skorodumova et al., 2004], where it will undergo a 
sudden magnetic collapse. This discrepancy has not been 
discussed in the literature, but if  the experimental sam-
ples were synthesized within the stability field of the NM 
phase, then perhaps the corresponding lack of magnetic 
ordering was quenched to room temperature, along with 
the crystal structure. Alternatively, it is possible that the 
magnetic state of γ‐FeH is not accurately predicted by 
ab initio calculations.

20.2.3. Liquid FeHx

The γ-liquid phase boundary for FeHx has been 
explored up to 20 GPa, but no experimental constraints 
exist for the melting behavior of εʹ‐FeH. Early in situ 
XRD and quench texture experiments demonstrated that 
the incorporation of even a small amount of hydrogen 
(x ~ 0.3–0.4) dramatically affects the melting behavior of 
iron, inducing a complex melting curve shape at low pres-
sures and a melting point depression (ΔTM) of ~600 K 
below 10 GPa [e.g., Okuchi, 1998; Yagi and Hishinuma, 

1995]. In addition, Sakamaki et al. [2009] determined the 
melting curve of γ‐FeH between 10 and 20 GPa using in 
situ XRD experiments and found that it has a Clapeyron 
slope of ~13 K/GPa. Combining this result with the pre-
viously described εʹ-γ phase boundary from the same 
study, the authors predict that the γ-εʹ-liquid triple point 
for FeHx will lie near 60 GPa and 2000 K. Finally, com-
parison with the melting curve of γ‐Fe recently deter-
mined using a similar technique [Anzellini et  al., 2013] 
suggests that the incorporation of hydrogen produces 
ΔTM ~ 600–800 K in stoichiometric γ‐FeH below 20 GPa 
(Figure 20.1).

Little is known about the physical properties of liquid 
FeHx, but quench texture experiments provide some 
insight into the relative solubility of hydrogen in solid 
and liquid FeHx. In particular, Okuchi [1997, 1998] 
induced melting in FeHx by pressurizing and heating the 
samples in a multianvil press and then rapidly decom-
pressing them in order to trap hydrogen bubbles upon 
phase separation. Previously molten and solid FeHx 
could be distinguished by their textural differences, and 
Okuchi [1997] estimated that the hydrogen concentration 
(i.e., volume of evacuated bubbles) in molten FeHx was 
enriched by 20% relative to solid FeHx at 7.5 GPa. This 
result is in qualitative agreement with thermodynamic 
calculations [Fukai, 2005] and suggests that hydrogen 
would preferentially remain in the liquid outer core 
 during crystallization of the inner core.

20.3. hIgh‐Pressure ProPertIes oF Feh

In order to construct accurate models for hydrogen in 
Earth’s core, one must have experimental constraints on 
the most relevant seismic properties of FeHx, namely its 
density and sound velocities. Unfortunately, there have 
been no reports of the elastic properties of γ‐FeH, and 
limited data exist for its structural evolution. The most 
comprehensive study was performed by Narygina et  al. 
[2011], who synthesized γ‐FeH at high‐PT conditions and 
measured its pressure‐volume (P‐V) relationship upon 
decompression at 300 K. By fitting an equation of state 
(EOS) to P‐V data over their experimental pressure range 
(54 – 12 GPa), the authors found K0 = 99 ± 5 GPa and 
K0ʹ = 11.7 ± 5, which correspond to the ambient pressure 
bulk modulus and its pressure derivative, respectively. 
These experimental EOS parameters indicate that γ‐FeH 
is more compressible than ε‐Fe at low pressures (K0 = 165 
GPa and K0ʹ = 4.97(4) from Dewaele et al. [2006]), but the 
former phase will have a larger K at core pressures; in 
turn, γ‐FeH in the core would likely have a larger volume 
(smaller density) and compressional sound velocity com-
pared to ε‐Fe. However, this result could be significantly 
altered by thermal effects, which were not considered, 
particularly because the EOS is based on data collected 



HyDRogEn In THE EARTH’S CoRE: REvIEw of THE STRuCTuRAl, ElASTIC, AnD THERmoDynAmIC PRoPERTIES 259

under metastable conditions (300 K) and upon decom-
pression. In addition, ab initio calculations produce a 
very different result: Bazhanova et al. [2012] and Elsasser 
et al. [1998] both predict larger K0 and much smaller K0ʹ 
for NM γ‐FeH, resulting in very similar K for γ‐FeH and 
ε‐Fe at inner core pressures. Theoretical EOSs for NM 
iron alloys typically overestimate K0 relative to experi-
ments, so it is also worth noting that a comparison with 
calculations for FM γ‐FeH indicate it has a smaller K 
than ε‐Fe at inner core pressures [Elsasser et al., 1998]. 
Finally, all of the previously discussed EOSs are based 
on a third‐order Birch‐Murnaghan equation; additional 
work is needed to constrain the second pressure deri-
vatives of K for FeH and Fe, which will be particularly 
important when extrapolating their elastic properties to 
core pressures.

The P‐V relationship for εʹ‐FeH has been studied in 
detail with experiments performed up to 80 GPa at 300 K 
[Badding et  al., 1991; Hirao et  al., 2004]. The available 
compression data show that εʹ‐FeH is more compressible 
than ε‐Fe at low pressures, and vH decreases with pressure 
from 2.4 Å3/H at 6 GPa to 1.7 Å3/H at 70 GPa. As in the 
case of γ‐FeH, theoretical calculations predict larger K0 
and smaller K0ʹ [Elsasser et  al., 1998; Tsumuraya et  al., 
2012] compared to experiments (Figure 20.2), resulting in 
similar K for ε‐Fe and NM εʹ‐FeH and a smaller K for 
FM εʹ‐FeH at inner core pressures.

The small pressure steps and wide pressure range 
(≤80 GPa) measured by Hirao et al. [2004] allowed them 
to  identify discontinuities in c/a near 30 and 50 GPa 
(Figure  20.2), resulting in three distinct compression 
regimes. For example, their EOS for compression data 
between 50 and 80 GPa indicates that εʹ‐FeH is distinctly 
less compressible, with K0 = 182 ± 45 GPa and K0ʹ = 
8.5 ± 2.9. The origin of this highest‐pressure regime is often 
interpreted through ab initio calculations that predict a 
FM–NM transition and sudden increase in K at 50–60 GPa 
[Elsasser et al., 1998; Tsumuraya et al., 2012]. It is worth 
noting that the more recent study’s calculation for the evo-
lution of c/a across the magnetic transition also agrees 
qualitatively with the observations of Hirao et al. [2004].

In contrast to theoretical predictions, multiple lines of 
experimental evidence indicate that the FM–NM transi-
tion occurs near 27 GPa at 300 K. Mao et al. [2004] first 
identified the magnetic collapse in εʹ‐FeH with MS, which 
revealed a weakened magnetic field at 22 GPa and a lack 
of magnetism at 30 GPa. This result was recently repro-
duced by Mitsui and Hirao [2010] and Narygina et  al. 
[2011], who place the FM–NM transition between 24.7 
and 27.6 GPa. Finally, Ishimatsu et al. [2012] found that 
εʹ‐FeH is still weakly magnetic at 27.5 GPa based on X‐
ray magnetic circular dichroism measurements but esti-
mated via  extrapolation that the FM state would no 
longer be stable above 29.5 GPa. The different FM–NM 

transition  pressures predicted by experimental (~27 GPa) 
and  theoretical (~50–60 GPa) studies may be due to tem-
perature effects and/or the use of ideal crystals with exact 
stoichiometry in total energy calculations or perhaps the 
existing theoretical treatment of the magnetic behavior 
of εʹ‐FeH is not adequate.

The effects of this magnetic collapse are evident not 
only in the discontinuous pressure‐volume (or density, ρ) 
behavior of εʹ‐FeH, but also in its compressional (vp) and 
shear (vs) sound velocities. For example, Shibazaki et al. 
[2012] observed a sudden increase and change in slope of 
vp(ρ,300 K) between 25 and 37 GPa, as measured by ine-
lastic X‐ray scattering (IXS) and in situ XRD experiments 
up to 70 GPa (Figure 20.3). This corresponds well with an 
increase in K across the FM-NM transition, but the sub-
sequent smooth evolution of vp(ρ) between 37 and 70 GPa 
is seemingly inconsistent with the second proposed dis-
continuity near 50 GPa [Hirao et al., 2004]. Further, Mao 
et al. [2004] probed the Debye sound velocity of εʹ‐FeH up 
to 52 GPa at 300 K using the nuclear resonant inelastic 
X‐ray scattering (NRIXS) technique, which provides a 
tight constraint on vs. The authors report discontinuities 
in their measured sound velocities at 22 and 40 GPa, 
which they attribute to the magnetic transition and a pos-
sible change in hydrogen solubility, respectively. However, 
based on the synthesis of all aforementioned experimental 
studies, an alternative interpretation of their vs(ρ) data set 
[Mao et al., 2004] is presented here, which involves a single 
discontinuity between 22 and 30 GPa corresponding to 
the FM-NM transition (Figure 20.3).
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Figure 20.3 Sound velocities of ε’‐FeH and ε‐Fe. Solid black 
symbols show the ambient temperature compressional (vp, 
 diamonds [Shibazaki et al., 2012]) and shear (vs, squares [Mao 
et al., 2004]) sound velocities of ε’‐FeH. Open symbols show 
representative vp (red triangles [Antonangeli et al., 2012]) and 
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sents the FM–NM transition.
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While these low‐pressure discontinuities may seem 
unrelated to discussions about Earth’s core, they can have 
a substantial impact on the extrapolation of vp(ρ) and vs(ρ) 
to core pressures. For example, by applying a Birch’s law 
model to their four highest‐pressure vp(ρ) data points, 
Shibazaki et al. [2012] found vp (km/s) = 0.71 + 0.92ρ (g/cm3). 
In turn, this relationship predicts sound velocities for 
εʹ‐FeH that are ~10% faster than those of ε‐Fe at the den-
sity of Earth’s ICB [Antonangeli et  al., 2012], where a 
 density anchor point is used to remove bias from the dif-
ferent EOSs. A similar fit including all vp(ρ) data points for 
εʹ‐FeH would increase this contrast to ~30% at the same 
conditions, thus indicating that a proper treatment of the 
magnetic transition is essential for accurately extending 
existing data to core conditions. Finally, a linear fit of the 
four available vs(ρ) data [Mao et al., 2004] above the mag-
netic transition produces a Birch’s law–like relationship of 
vs (km/s) = –0.51 + 0.56ρ (g/cm3), which predicts sound 
velocities that are ~30% faster than those of ε‐Fe at the 
density of Earth’s ICB [Murphy et al., 2013a].

In summary, multiple lines of experimental evidence 
suggest that a FM-NM transition in εʹ‐FeH occurs at a 
pressure near 27 GPa, which is much lower than that pre-
dicted by ab initio calculations. This magnetic collapse 
is  likely responsible for the anomalous P‐V behavior 
observed by Hirao et al. [2004] and produces discontinui-
ties in vp(ρ) and vs(ρ) that must be considered when 
extrapolating to core pressures. Finally, a smooth increase 
in vp(ρ) between 37 and 70 GPa is seemingly inconsistent 
with a second discontinuity in K near 50 GPa, which may 
indicate that the compression data measured by Hirao 
et  al. [2004] can be better explained with a single EOS 
that incorporates a magnetic transition near 30 GPa 
[e.g., Chen et al., 2012].

20.4. hydrogen In eArth’s core

Based on the aforementioned studies, similar results for 
ε‐Fe, and an assumption that hydrogen is the only light 
element in Earth’s solid inner core, a compositional 
model will now be constructed. It has already been men-
tioned that the primary component in the core is thought 
to be ε‐Fe, which is ~3%–5% denser than Earth’s solid 
inner core [e.g., Dewaele et  al., 2006]. Moreover, the 
sound velocities of ε‐Fe have been investigated to core 
pressures at 300 K using the same techniques described in 
the previous section [e.g., Antonangeli et al., 2012; Murphy 
et al., 2013a]. Minor discrepancies exist between studies, 
but there is a general consensus that at 300 K, vp for ε‐Fe 
at core pressures is similar to that of the core, while vs for 
ε‐Fe is significantly faster. Finally, a wide array of melt-
ing points have been reported for ε‐Fe at the pressure of 
Earth’s ICB; here we assign a value of 6000 K, which is 
consistent with many recent studies [Anzellini et al., 2013].

In the absence of  information about the high‐PT 
binary‐phase diagram for the iron‐hydrogen system, it is 
assumed that hydrogen will be incorporated into the 
inner core as εʹ‐FeH. The limited available data largely 
necessitates this choice, but some evidence exists for the 
stability of  an Fe‐FeH mixture at high pressures. In par-
ticular, Badding et al. [1991] found that in the presence of 
excess iron, a mixture of  iron and hydrogen would form 
εʹ-FeH+Fe at high hydrogen pressures, suggesting a fixed 
stoichiometry up to at least 62 GPa at 300 K. Moreover, 
recent density functional theory calculations explored 
the formation enthalpies of  FeHx—which crystallize in 
hcp structures with hydrogen atoms segregated into lay-
ers for x < 1—and found that they are slightly less stable 
than the isochemical mixture of  εʹ‐FeH+Fe [Bazhanova 
et al., 2012].

20.4.1 Two‐Phase Linear Mixing Model

The most common approach for assessing the seismic 
signature of a two‐phase solid in the core is to apply a 
linear mixing model. In particular, the average density of 
an ideal solid mixture of ε‐Fe and εʹ‐FeH can be approxi-
mated by

 ρ χρ χ ρ⊕ = + −( )Fe FeH1 . (20.1)

In theory, one can use this equation to solve for the 
 volume fraction of ε‐Fe (χ) that is required to match the 
density of the core (ρ⊕, taken from [Dziewonski and 
Anderson, 1981]) by applying the aforementioned EOS for 
ε‐Fe and εʹ‐FeH. However, while the existing  compression 
data for εʹ‐FeH are largely self‐consistent, differences in 
the reported EOSs are intensified upon extrapolation 
to densities relevant for the core (Figure 20.2). In particu-
lar, the EOS measured by Badding et al. [1991] indicates 
that the core should contain 0.45–1.32 wt % H (20–42.5 
at % H), while the EOS from the highest‐pressure regime 
reported by Hirao et al. [2004] (50 and 80 GPa) requires 
only 0.12–0.48 wt % H (6.24–21.09 at % H). Finally, for 
reference, the EOS reported for γ‐FeH by Narygina et al. 
[2011] suggests that 0.08–0.16 wt % H (4.25–8.16 at % H) 
is consistent with seismic observations.

To improve the accuracy of the predicted χ, one can use 
the previously discussed sound velocities for ε‐Fe and 
εʹ-FeH as an additional constraint in the ideal mixing 
model:

 
V

V V

V V⊕ = −( ) +
Fe FeH

Fe FeH1 χ χ
. (20.2)

Extrapolating the existing experimental data for NM 
εʹ‐FeH to core densities using vp(ρ) and vs(ρ) (Section 20.3), 
one finds that its vp and vs are ~10% and 80% faster 
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(respectively) than the core [Dziewonski and Anderson, 
1981; Mao et al., 2004; Shibazaki et al., 2012]. At first, this 
result may seem undesirable, because the experimentally 
determined vs for ε‐Fe at 300 K is already too fast. 
However, ab initio calculations for ε‐Fe have shown that vs 
is significantly reduced at core temperatures (by ~20% at 
4000 K and ~40% at 5500 K), while vp is slightly affected 
(<10%) [Vočadlo et al., 2009]. In the absence of  constraints 
on the thermal properties of εʹ‐FeH, the following discus-
sion assumes that they are similar to those predicted for 
ε‐Fe. However, confirmation of this assumption is needed.

Applying all of the aforementioned results for the 
 densities, sound velocities, and thermal properties of ε‐Fe 
and εʹ‐FeH to equations (20.1) and (20.2), a hydrogen 
content of ~0.2–0.3 wt % (13–14.3 at %) produces reason-
able agreement with seismic observations for the inner 
core. Considering the aforementioned prediction that 
hydrogen will preferentially remain in the liquid outer 
core (Section  20.2.3) [Okuchi, 1997], the corresponding 
total hydrogen content in the core would be ~30 at %. 
This value may seem unrealistically large based on the 
amount of hydrogen that would need to be retained dur-
ing Earth accretion, but recall that other light elements 
are likely present in the core and would also contribute to 
the resolution of the CDD. Moreover, this model is tem-
perature dependent, so the effects of hydrogen on the 
melting behavior of iron must also be considered.

No experimental constraints exist for the melting curve 
of εʹ‐FeH, so here a qualitative estimate of the hydrogen‐
induced ΔTM based on the extrapolated melting curve of 
γ‐FeH (Figure 20.1) is presented [Sakamaki et al., 2009]. 
Comparison with the melting curve of ε‐Fe reveals that 
ΔTM is ~1500 K at the pressure of Earth’s CMB (135 
GPa) and ~2700 K at the ICB (330 GPa) [Anzellini et al., 
2013]. These values are almost certainly overestimates of 
the true ΔTM because the melting curve of εʹ‐FeH should 
lie above that of γ‐FeH. To provide some insight into the 
magnitude of this overestimate, note that TM(330 GPa) 
for ε‐Fe is ~500 K higher than that of (hypothetical) γ‐Fe. 
In turn, a more appropriate ΔTM at the ICB may be ~2000 
K, which is still much higher than has been predicted in 
other light element alloys [e.g., Sakamaki et  al., 2009]. 
However, it is important to restate that this is purely a 
qualitative exercise, and the main conclusion to draw is 
that even minor concentrations of hydrogen would 
 significantly influence the thermal profile of the core.

20.4.2. Inherent Uncertainties and Possible Solutions

This model for the potential hydrogen content in 
Earth’s core is rooted in all available data, but it suffers 
from inherent uncertainties that can only be reduced 
through new experiments and calculations. First, the 
εʹ-FeH input parameters are derived from data collected 

below 84 GPa and at 300 K, while the melting behavior 
has only been constrained up to 20 GPa; significant 
uncertainties arise from extrapolations that are necessary 
to apply these experimental results to core conditions. 
Therefore, it is essential that the density, sound velocities, 
and melting behavior of iron hydrides be investigated to 
higher pressures and temperatures with both experimen-
tal and theoretical techniques. Alternatively, the existing 
experimental data could be applied more directly to dis-
cussions of smaller terrestrial bodies—such as Mercury, 
Mars, or the Moon—whose cores lie at lower pressures.

One possible explanation for the limited PT space 
explored thus far is the premature failure of high‐pressure  
experiments due to diffusion of hydrogen into the pres-
surizing diamonds of a diamond anvil cell (DAC). In an 
effort to minimize the diamonds’ exposure to H2, a better 
approach may be to utilize hydrogen sources that do not 
dissociate until higher pressures. For example, Terasaki 
et al. [2012] recently performed two in situ XRD experi-
ments in laser‐heated DACs above 100 GPa and up to 
2250 K (Figure 20.1) with natural diaspore (AlOOH) as a 
hydrogen source. It is possible that the use of diaspore 
helped to stabilize the sample chamber to such high‐PT 
conditions by “trapping” excess hydrogen in the solid 
source mineral, as evidenced by the observation of dia-
spore diffraction peaks beyond the hydride formation 
conditions.

Another fundamental uncertainty in the previously 
presented model is the assumption that hydrogen would 
be incorporated into the core as εʹ‐FeH. Little is known 
about the binary‐phase diagram of  an iron‐hydrogen 
mixture at core pressures, which ultimately determines 
what hydrogen‐bearing phase would exist in the core. 
For example, if  the iron‐hydrogen system adopts a 
eutectic phase diagram, then the overall hydrogen con-
tent would dictate whether it crystallizes as stoichiomet-
ric εʹ‐FeH (i.e., above the eutectic composition) or as 
a minor dissolved component in ε‐Fe. Moreover, there 
are currently no experimental constraints on the tem-
perature dependence of  hydrogen solubility in iron, so it 
is possible that a nonstoichiometric εʹ‐FeHx would be 
favored at high‐PT conditions [e.g., Bazhanova et  al., 
2012]. Finally, one cannot rule out the stabilization 
of  new phases at unexplored PT conditions: Theoretical 
calculations suggest that stoichiometric γ-FeH and 
select polyhydrides (FeH3 and FeH4) will be thermody-
namically stable at ICB pressures [Bazhanova et  al., 
2012; Isaev et al., 2007], which could dramatically alter 
the previous estimate for hydrogen in the core. In par-
ticular, the similar size and coordination of  Fe and H 
atoms in the predicted FeH3 and FeH4 structures 
[Bazhanova et al., 2012] would likely yield very different 
elastic and thermodynamic properties compared to the 
hydrides discussed here.
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Finally, in order to better constrain the stable phase(s) of 
FeHx at core conditions, it is necessary to not only extend 
existing experiments toward the conditions of Earth’s core 
but also to explore new approaches for determining hydro-
gen content in situ. High‐pressure NPD experiments above 
25 GPa are now becoming more widely available [Boehler 
et al., 2013] and represent a powerful technique for directly 
exploring the hydrogen sublattice in both FeH and substoi-
chiometric FeHx. However, NPD requires deuterized sam-
ples due to the negative scattering cross section of hydrogen, 
and a clear understanding of isotope effects at high pres-
sures is  currently lacking. For example, no explanation has 
been given for the increased fraction of unreacted α‐Fe and 
metastable ε‐FeDx in quenched deuterized samples [e.g., 
Antonov et  al., 2002]. In addition, high‐pressure NPD 
experiments on hydrogenated and deuterized brucite up to 
9 GPa reveal differences in their unit cell volumes and bulk 
moduli [Horita et al., 2010]. If such effects are present at 
higher pressures and in FeHx, then one must be careful to 
distinguish between isotope effects and intrinsic material 
properties. For example, preliminary refinements of our 
own high‐pressure NPD studies on εʹ‐FeDx up to 31 GPa 
(Figure 20.2) suggest that a minor amount of deuterium 
may occupy tetrahedral sites [Murphy et  al., 2013b]. In 
order to determine whether this site occupation is the result 
of isotope effects, complementary XRD experiments on 
the same material are underway, which will allow for direct 
comparison with previous EOS studies on hydrogen‐bear-
ing samples.

20.5. conclusIons And Future dIrectIons

This chapter has reviewed the available experimental 
data for the phase diagram, EOS, and sound velocities of 
FeHx. The high‐temperature phase below 60 GPa is non-
magnetic γ‐FeH, whose melting curve is complex at low 
pressures and lies at considerably reduced temperatures 
relative to that of γ‐Fe. The dominant high‐pressure phase 
is εʹ‐FeH, whose elastic properties are significantly influ-
enced by a ferromagnetic‐nonmagnetic transition near 
27  GPa. An inversion of available experimental data 
for εʹ-FeHx and ε‐Fe suggests that an iron alloy with 14 
at % H is consistent with seismic observations of Earth’s 
solid inner core. However, this prediction is rooted in sig-
nificant extrapolations and assumptions that must be 
reduced through higher‐pressure and higher‐temperature 
experiments, investigations of the iron‐hydrogen binary‐
phase diagram, and new experimental approaches for con-
straining the hydrogen content at high‐pressure conditions.

Beyond improving the accuracy of a two‐phase mixing 
model, the exploration of multicomponent systems is 
another important future research direction. The only com-
prehensive study of this type was published recently by 
Terasaki et al. [2012], who synthesized (Fe,Ni)Hx alloys using 

the aforementioned diaspore and iron‐nickel metal foils with 
5% or 10% Ni. The resulting phase behavior for (Fe,Ni)Hx is 
largely consistent with that of FeHx (Figure  20.1), but 
Terasaki et  al. [2012] report slightly shifted phase stability 
fields, different P‐V data points, and potentially lower hydro-
gen contents for εʹ‐(Fe,Ni)Hx compared to εʹ‐FeH (see 
Table 2 in Terasaki et al. [2012]). Additional experiments and 
calculations are needed to determine whether these differ-
ences reflect experimental scatter or if minor amounts of 
nickel influence the electronic structure and, in turn, the 
hydrogen content and structural properties of the alloy.

Finally, the interaction of hydrogen with other light 
element alloys represents an exciting future research 
direction. The only available information for such a system 
is the suggestion that hydrogen and carbon would be 
incompatible in the core because the reaction of iron car-
bides and hydrogen to form FeHx and diamond is favored 
at high‐PT conditions [Narygina et  al., 2011]. However, 
hydrogen is likely soluble to some extent in most iron‐
bearing alloys at high‐pressure conditions [Fukai, 2005] 
and could have a substantial influence on their melting 
behavior and structural properties. From an experimental 
perspective, an induced melting point depression could be 
a significant advantage, because it would allow for easier 
access to the liquid phase of an iron alloy containing 
hydrogen. In particular, minor amounts of hydrogen could 
help provide experimental constraints on the liquid outer 
core by lowering the temperatures necessary for XRD and 
long‐duration inelastic X‐ray scattering experiments on 
liquid iron alloys. Such experiments would be invaluable 
for constraining the thermal profile of Earth’s outer core, 
which is intimately related to the temperatures and phases 
found in the lowermost mantle [e.g., Nomura et al., 2014].

Acknowledgments

I would like to thank R. Hemley, Y. Fei, M. Guthrie, M. 
Ahart, G. Cody, W. L. Mao, J. Smyth, and two anonymous 
reviewers for helpful comments and suggestions. EFree, an 
Energy Frontier Research Center funded by the US 
Department of Energy (DOE), Office of Science, under 
Award No. DE-SC0001057, is acknowledged for supporting 
the author’s experiments. Research conducted at the SNS 
was supported by the Scientific User Facilities division, 
BES, DOE, under Contract No. DE-AC05-00OR22725 
with UT-Battelle, LLC, and salary was supported from the 
DOE/NNSA under Award No. DE-NA-0002006 to CDAC.

reFerences

Antonangeli, D., T. Komabayashi, F. Occelli, E. Borissenko, 
A. C. Walters, G. Fiquet, and Y. W. Fei (2012), Simultaneous 
sound velocity and density measurements of Hcp iron up to 



HyDRogEn In THE EARTH’S CoRE: REvIEw of THE STRuCTuRAl, ElASTIC, AnD THERmoDynAmIC PRoPERTIES 263

93 Gpa and 1100 K: An experimental test of the Birch’s law 
at high temperature, Earth Planet. Sci. Lett., 331, 210–214.

Antonov, V. E., I. T. Belash, V. F. Degtiareva, E. G. Poniatovskii, 
and V. I. Shiriaev (1980), Synthesis of iron hydride under 
high hydrogen pressure, Doklady Akad. Nauk Sssr, 252(6), 
1384–1387.

Antonov, V. E., K. Cornell, V. K. Fedotov, A. I. Kolesnikov, 
E. G. Ponyatovsky, V. I. Shiry, and H. Wipf (1998), Neutron 
diffraction investigation of the Dhcp and Hcp iron hydrides 
and deuterides, J. Alloys Comp., 264(1–2), 214–222.

Antonov, V. E., M. Baier, B. Dorner, V. K. Fedotov, G. Grosse, 
A. I. Kolesnikov, E. G. Ponyatovsky, G. Schneider, and F. E. 
Wagner (2002), High‐pressure hydrides of iron and its alloys, 
J. Phys. Condens. Matter, 14(25), 6427–6445.

Anzellini, S., A. Dewaele, M. Mezouar, P. Loubeyre, and 
G.  Morard (2013), Melting of iron at Earth’s inner core 
boundary based on fast X‐ray diffraction, Science, 340(6131), 
464–466.

Badding, J. V., R. J. Hemley, and H. K. Mao (1991), High‐ 
pressure chemistry of hydrogen in metals—In situ study of 
iron hydride, Science, 253(5018), 421–424.

Badding, J. V., H. K. Mao, and R. J. Hemley (1992), High‐ 
pressure crystal structure and equation of state of iron 
hydride: Implications for the Earth’s core, in High‐Pressure 
Research: Application to Earth and Planetary Sciences, edited 
by Y. Syono and M. H. Manghnani, pp. 363–371, AGU, 
Washington, D.C.

Bazhanova, Z. G., A. R. Oganov, and O. Gianola (2012), Fe‐C 
and Fe‐H systems at pressures of the Earth’s inner core, Phys. 
Uspekhi, 55(5), 489–497.

Boehler, R., M. Guthrie, J. J. Molaison, A. M. dos Santos, 
S.  Sinogeikin, S. Machida, N. Pradhan, and C. A. Tulk 
(2013), Large‐volume diamond cells for neutron diffraction 
above 90gpa, High Press. Res., 33(3), 546–554.

Chen, B., J. M. Jackson, W. Sturhahn, D. Zhang, J. Zhao, 
J. K. Wicks, and C. A. Murphy (2012), Spin crossover  equation 
of state and sound velocities of (Mg0.65fe0.35)O ferroperi-
clase to 140 Gpa, J. Geophys. Res. Solid Earth, 117, B08208.

Choe, I., R. Ingalls, J. M. Brown, Y. Satosorensen, and R. Mills 
(1991), Mossbauer studies of iron hydride at high‐pressure, 
Phys. Rev. B, 44(1), 1–4.

Dewaele, A., P. Loubeyre, F. Occelli, M. Mezouar, P. I. 
Dorogokupets, and M. Torrent (2006), Quasihydrostatic 
equation of state of iron above 2 Mbar, Phys. Rev. Lett., 
97(21), 4.

Dziewonski, A. M., and D. L. Anderson (1981), Preliminary 
reference Earth model, Phys. Earth Planet. Inter., 25(4), 
297–356.

Elsasser, C., J. Zhu, S. G. Louie, B. Meyer, M. Fahnle, and 
C. T. Chan (1998), Ab initio study of iron and iron hydride: 
Ii. Structural and magnetic properties of close‐packed Fe and 
Feh, J. Phys. Condens. Matter, 10(23), 5113–5129.

Fukai, Y. (2005), The Metal‐Hydrogen System: Basic Bulk 
Properties, 2nd ed., Springer, Berlin.

Hirao, N., T. Kondo, E. Ohtani, K. Takemura, and T. Kikegawa 
(2004), Compression of iron hydride to 80 Gpa and hydrogen 
in the Earth’s inner core, Geophys. Res. Lett., 31(6), 4.

Horita, J., A. M. dos Santos, C. A. Tulk, B. C. Chakoumakos, 
and V. B. Polyakov (2010), High‐pressure neutron diffraction 

study on H‐D isotope effects in brucite, Phys. Chem. Minerals, 
37(10), 741–749.

Isaev, E. I., N. V. Skorodumova, R. Ahuja, Y. K. Vekilov, and 
B. Johansson (2007), Dynamical stability of Fe‐H in the Earth’s 
mantle and core regions, Proc. Nat. Acad. Sci. USA, 104(22), 
9168–9171.

Ishimatsu, N., et  al. (2012), Hydrogen‐induced modification 
of the electronic structure and magnetic states in Fe, Co, and 
Ni monohydrides, Phys. Rev. B, 86(10), 9.

Liu, L.‐G., and W. A. Basset (1986), High‐Pressure Phases with 
Implications for the Earth’s Interior, Oxford Univ. Press, 
New York.

Mao, W. L., W. Sturhahn, D. L. Heinz, H. K. Mao, J. F. Shu, and 
R. J. Hemley (2004), Nuclear resonant X‐ray scattering of 
iron hydride at high pressure, Geophys. Res. Lett., 31(15), 4.

Mitsui, T., and N. Hirao (2010), Ultrahigh‐pressure study on 
the magnetic state of iron hydride using an energy domain 
synchrotron radiation 57fe Mössbauer spectrometer, MRS 
Proceedings, 1262, 1262-W06-09.

Murphy, C. A., J. M. Jackson, and W. Sturhahn (2013a), 
Experimental constraints on the thermodynamics and sound 
velocities of Hcp‐Fe to core pressures, J. Geophys. Res. Solid 
Earth, 118(5), 1999–2016.

Murphy, C. A., M. Guthrie, R. Boehler, M. Somayazulu, Y. W. 
Fei, J. J. Molaison, and A. M. dos Santos (2013b), Probing 
the hydrogen sublattice of Fehx with high‐pressure neutron 
diffraction, edited, Abstract MR12A‐08 presented at 2013 
Fall Meeting, AGU, San Francisco, Calif.

Narygina, O., L. S. Dubrovinsky, C. A. McCammon, A. Kurnosov, 
I. Y. Kantor, V. B. Prakapenka, and N. A. Dubrovinskaia 
(2011), X‐ray diffraction and Mossbauer spectroscopy study of 
Fcc iron hydride Feh at high pressures and implications for 
the composition of the Earth’s core, Earth Planet. Sci. Lett., 
307(3–4), 409–414.

Nomura, R., K. Hirose, K. Uesugi, Y. Ohishi, A. Tsuchiyama, 
A. Miyake, and Y. Ueno (2014), Low core‐mantle boundary 
temperature inferred from the solidus of pyrolite, Science, 
343(6170), 522–525.

Ohtani, E., N. Hirao, T. Kondo, M. Ito, and T. Kikegawa (2005), 
Iron‐water reaction at high pressure and temperature, and 
hydrogen transport into the core, Phys. Chem. Minerals, 
32(1), 77–82.

Okuchi, T. (1997), Hydrogen partitioning into molten iron at 
high pressure: Implications for Earth’s core, Science, 
278(5344), 1781–1784.

Okuchi, T. (1998), The melting temperature of iron hydride 
at  high pressures and its implications for the temperature 
of  the Earth’s core, J. Phys. Condens. Matter, 10(49), 
11,595–11,598.

Sakamaki, K., E. Takahashi, Y. Nakajima, Y. Nishihara, 
K. Funakoshi, T. Suzuki, and Y. Fukai (2009), Melting phase 
relation of Fehx up to 20 Gpa: Implication for the tempera-
ture of the Earth’s core, Phys. Earth Planet. Inter., 174(1–4), 
192–201.

Saxena, S. K., H. P. Liermann, and G. Y. Shen (2004), Formation 
of iron hydride and high‐magnetite at high pressure and 
 temperature, Phys. Earth Planet. Inter., 146(1–2), 313–317.

Schneider, G., M. Baier, R. Wordel, F. E. Wagner, V. E. Antonov, 
E. G. Ponyatovsky, Y. Kopilovskii, and E. Makarov (1991), 



264 DEEP EARTH

Mossbauer study of hydrides and deuterides of iron and 
cobalt, J. Less‐Common Metals, 172, 333–342.

Shibazaki, Y., et  al. (2012), Sound velocity measurements in 
Dhcp‐Feh up to 70 Gpa with inelastic X‐ray scattering: 
Implications for the composition of the Earth’s core, Earth 
Planet. Sci. Lett., 313, 79–85.

Skorodumova, N. V., R. Ahuja, and B. Johansson (2004), 
Influence of hydrogen on the stability of iron phases under 
pressure, Geophys. Res. Lett., 31(8), 3.

Terasaki, H., et al. (2012), Stability of Fe‐Ni hydride after the 
reaction between Fe‐Ni alloy and hydrous phase (Delta‐
Alooh) up to 1.2 Mbar: Possibility of H contribution to the 
core density deficit, Phys. Earth Planet. Inter., 194, 18–24.

Tsumuraya, T., Y. Matsuura, T. Shishidou, and T. Oguchi 
(2012), First‐principles study on the structural and magnetic 
properties of iron hydride, J. Phys. Soc. Jpn., 81(6), 6.

Vočadlo, L., D. P. Dobson, and I. G. Wood (2009), Ab initio 
calculations of the elasticity of Hcp‐Fe as a function of 
 temperature at inner‐core pressure, Earth Planet. Sci. Lett., 
288(3–4), 534–538.

Williams, Q., and R. J. Hemley (2001), Hydrogen in the deep 
Earth, Annu. Rev. Earth Planet. Sci., 29, 365–418.

Yagi, T., and T. Hishinuma (1995), Iron hydride formed by the 
reaction of iron, silicate, and water—Implications for the 
light‐element of the Earth’s core, Geophys. Res. Lett., 22(14), 
1933–1936.



265

Deep Earth: Physics and Chemistry of the Lower Mantle and Core, Geophysical Monograph 217, First Edition. 
Edited by Hidenori Terasaki and Rebecca A. Fischer. 
© 2016 American Geophysical Union. Published 2016 by John Wiley & Sons, Inc.

21.1. IntroductIon

The mantle is composed almost entirely of oxide and 
silicate minerals so small amounts of H included as 
hydroxyl in the nominally anhydrous as well as nominally 
hydrous minerals could constitute the bulk of the planet’s 
water. Recent seismic tomography studies indicate that 
subducting slabs penetrate into the lower mantle and pos-
sibly accumulate at the mantle‐core boundary [e.g., Fukao 
et  al., 2001; Grand, 2002]. These observations suggest 
that water trapped in the slabs may be transported to the 
core‐mantle boundary (CMB) region. The water transport 

capability of different slabs may vary depending on their 
thermal structures. Hot and young slabs generally trans-
port little water into the deep mantle, whereas colder and 
older slabs may transport significant amounts of water 
into the deep mantle, although their water transport 
capability is still a matter of debate [e.g., Poli and Schmidt 
2002; van Keken et  al., 2011]. Recent estimation of the 
global water cycle by van Keken et al. [2011] suggests that 
7–10×1011 kg/year of water can penetrate by slab subduc-
tion, and two thirds of this water has been lost by dehy-
dration in the slab, whereas one third of bound water in 
the slab, i.e., 3×1011 kg/year, penetrates to depths over 
240 km. The deep mantle might contain more water than 
that estimated by these previous authors. The hydrous 
10  Å phase reported by Fumagalli et  al. [2001], which 
is  essential to transport water into the transition zone, 
is sometimes ignored to account for the water transport 
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AbstrAct

Water storage capacities in hydrous phases and nominally anhydrous minerals in the deep mantle are summa-
rized. There are several controversies on the water contents in the lower mantle minerals, such as periclase, 
 stishovite, and MgSiO3 perovskite, and we need more studies to clarify the effect of pressure, temperature, and 
compositions on the H2O activity of  these high-pressure minerals. The transition zone has a water storage 
capacity of approximately 0.5–1 wt % due to a high water solubility of about 1–3 wt % in wadsleyite and ring-
woodite, which are the major constituents in the transition zone. Water has significant effects on the phase 
boundaries of the phase transformations of the mantle minerals and can explain some topography of the 410 
and 660 km seismic discontinuities. Recent discovery of hydrous ringwoodite and phase Egg as inclusions in 
diamond strongly suggests existence of the hydrous transition zone, a major water reservoir in the Earth’s 
 interior. Discovery of a new hydrous phase H, MgSiO2(OH)2 and its solid solution with isostructural phase  
δ‐AlOOH suggests that water can be stored in this phase in the lower mantle. Water may be transported into the 
bottom of the lower mantle by this phase in descending slabs.
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into the transition zone [e.g., van Keken et  al., 2011]. 
Additionally, some amount of water in the deep mantle 
might be originated from the primitive mantle reservoirs. 
In spite of these uncertainties, it is very important to 
 consider the potential water reservoir in the deep mantle 
because water significantly modifies the physical proper-
ties of minerals and magmas.

There are several electrical conductivity studies of wad-
sleyite and ringwoodite to determine the water content in 
the mantle transition zone, since electrical conductivity 
is  very sensitive to the hydrogen contents in minerals 
[e.g., Yoshino et al., 2008; Karato and Dai, 2009]. These 
mineral physics data combined with the geophysical 
observations indicate that there are significant heteroge-
neities in the water content in the mantle transition zone, and 
water is localized in the mantle transition zone beneath 
subduction zones [e.g., Koyama et al., 2006; Utada et al., 
2009]. Khan and Shankland [2012] argued that the upper 
mantle is essentially dry, whereas the transition zone is 
highly  heterogeneous in water content; i.e., the transition 
zone beneath the United States and Northeast China is 
wet whereas that beneath Europe is dry, supporting ear-
lier conclusions by Utada et  al. [2009]. There are some 
studies to determine the water content in the transition 
zone based on the topography of the 410 and 660 km 
 discontinuities and seismic tomography data [e.g., Suetsugu 
et al., 2010]. Analyses of the attenuation of seismic shear 
waves revealed a large low‐Qμ region in the shallow lower 
mantle beneath eastern Asia, suggesting the possible 
existence of a wide region of hydrogen enrichment 
[Lawrence and Wysession, 2006].

Additional strong evidence for existence of water in the 
mantle transition zone and the lower mantle is observed 
as hydrous mineral inclusions in diamond from the deep 
mantle. Wirth et al. [2007] discovered hydrous phase Egg 
(AlSiO3OH) in diamond. Pearson et al. [2014] discovered 
hydrous ringwoodite containing 1 wt % water in  diamond. 
These observations from deep‐seated diamond crystals 
imply that the transition zone, where the deep diamond 
crystals captured the high‐pressure minerals as inclusions 
during their growth, contains a large amount of water 
indicating the wet nature of the transition zone.

Water plays an important role in the dynamics of 
Earth’s interior because water changes the physical prop-
erties of mantle materials, including the melting tempera-
ture, viscosity, diffusivity, and strain rates. Hot plumes 
under wet conditions may be partially molten due to 
depression of melting temperature [e.g., Litasov and 
Ohtani, 2003; Ohtani et al., 2004]. Water also affects man-
tle convection and the dynamics of ascending plumes 
because a trace amount of water lowers the viscosity of 
the mantle minerals [e.g., Mei and Kohlstedt, 2000]. Water 
also enhances the diffusion of elements and the kinetics 
of phase transformations [Kubo et  al., 1998]. Water 
affects the position of phase boundaries such as the α‐β 

transformation and decomposition of ringwoodite into 
ferroperioclase and Mg‐perovskite [e.g., Higo et al., 2001; 
Chen et al., 2002; Litasov et al., 2005; Frost and Dolejs, 
2007; Ghosh et al., 2013a,b]. In this work, recent studies 
on the stability and physical properties of hydrous miner-
als are reviewed, and potential water reservoirs in the 
deep mantle are discussed.

21.2. Hydrous MInerAls And noMInAlly 
AnHydrous MInerAls

21.2.1. Water in Nominally Anhydrous Minerals 
in Transition Zone and Lower Mantle

It has been reported that the transition zone minerals, 
such as wadsleyite and ringwoodite, can accommodate 
a large amount of water up to 2–3 wt % in their crystal 
structures [Inoue et  al., 1995; Koholstedt et  al., 1996; 
Ye et al., 2010], and the water solubility of these phases 
decreases with increasing temperature to 0.1–0.5 wt % 
along the normal mantle geotherm [Ohtani et al., 2004]. 
Therefore, the mantle transition zone can be the most 
important water reservoir in the earth interior. Recent 
discovery of hydrous ringwoodite containing 1 wt % 
water as an inclusion in diamond [Pearson et  al., 2014] 
provided direct evidence for the wet mantle transition 
zone, at least locally, as suggested by several authors 
[e.g., Ohtani et al., 2004]. Akimotoite (MgSiO3 ilmenite) 
can exist in the harzburgite layer of subducting slabs in 
the mantle transition zone. Water solubility in akimotoi-
ite was reported to be 350–440 ppm at 19–24 GPa and 
1300–1600°C [Bolfan‐Casanova et al., 2000].

There are contradictory results on the water solubility 
of the lower mantle minerals. Periclase and ferropericlase 
show very limited amount of water solubility; i.e., Bolfan‐
Casanova et al. [2002] reported that they contain 60 ppm 
water at 25  GPa, whereas Litasov and Ohtani [2003] 
showed the similar amount of water in alumina‐bearing 
periclase and ferropericlase. On the other hand, Murakami 
et  al. [2002] reported that periclase contains 2000 ppm 
water.

There are also contradictory reports on the solubility 
of water in MgSiO3 perovskite and stishovite. The water 
contents in these minerals are summarized in Table 21.1. 
More detailed studies of the silica activity dependency on 
water solubility in perovskite are needed to explain the 
discrepancy since the silica activity affects the amount of 
the oxygen vacancy where hydrogen can be accommo-
dated. A recent first‐principles study on water incorpo-
ration into MgSiO3 perovskite indicated that water can 
be partitioned preferentially into ringwoodite compared 
to perovskite with partition coefficient DH2O around 
10–13, whereas that between MgSiO3 perovskite and 
periclase is 90, with strong water preference in perovskite 
[Hernandez et  al., 2013]. This theoretical calculation is 
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consistent with recent experimental results [Inoue et al., 
2010a]. There is no report on the water solubility of post‐
perovskite, MgSiO3, which exists stable at the base of the 
lower mantle.

The solubility of water in stishovite has been studied 
experimentally by several authors. The water solubility in 
pure stishovite was measured to be 72 ppm at 10–24 GPa 
by Bolfan‐Casanova et  al. [2000]. Recent hydrothermal 
synthesis experiments with starting materials of silica 
glass and coesite at 350–550°C near 10  GPa have pro-
duced stishovite with significant amounts of H2O, 1.3 ± 
0.2 wt %, in its structure [Spektor et al., 2011]. The pri-
mary mechanism for H2O accommodation is a direct 
hydrogarnet‐like substitution of Si4+ by 4H+, with pro-
tons clustered as hydroxyls around a silicon vacancy 
[Spektor et al., 2011]. These results strongly indicated that 
the water solubility in pure stishovite can vary with 
temperature.

Water contents in stishovite are also strongly related 
to  the aluminum content in this phase by substitution 
of Si4+ by Al3++H+. Chung and Kagi [2002] reported that 
alumina‐bearing stishovite in the midocean ridge basalt 
(MORB) system contains up to 844 ppm water at 
10–15 GPa, whereas Litasov et al. [2007] showed that alu-
minous stishovite can contain more than 2500 ppm water 
at 20  GPa and above 1400 K. Although Panero et  al. 
[2003] reported that aluminous stishovite contains up to 
480 ppm water at 60 GPa and above 2600 K, this alumi-
nous silica phase could be the post‐stishovite phase, 
CaCl2‐type SiO2, due to its high‐pressure and high‐ 
temperature stability [Lakshtanov et al., 2007]. There are 
no reports on water solubility of post‐stishovite phases 
such as α‐PbO2 type and pyrite type of SiO2. Further 
studies are needed for determination of the solubility of 
water in these phases.

21.2.2. Effect of Water on Phase Boundaries in Mantle 
Transition Zone and Lower Mantle

Water can affect the pressure of the boundaries of phase 
transformations in the mantle. The phase boundary 
between olivine and wadsleyite and that of ringwoodite 
and Mg‐perovskite + periclase shift toward low and high 
pressures [e.g., Higo et  al., 2001; Litasov et  al., 2005], 
respectively, in the presence of H2O due to the different 
H2O solubility in coexisting minerals. The shift of the 
phase boundaries in Mg2SiO4 under wet conditions at dif-
ferent temperatures is schematically shown in Figure 21.1 
although we need to quantify the shift of the phase 
boundaries for given water contents in olivine, wadsleyite, 
ringwoodite, periclase, and perovskite. Experiments [e.g., 
Chen et al., 2002; Litasov and Ohtani, 2003] showed a clear 
shift of the olivine‐wadsleyite phase transition boundary 
to a lower pressure by 1–2  GPa if  we add water in the 

 system. The post‐spinel transformation boundary in 
hydrous peridotite shifts to higher pressure by about 
0.6  GPa relative to anhydrous peridotite [Litasov et  al., 
2005] at 1473 K, whereas there is no obvious shift of this 
boundary at higher temperatures (1773–1873 K). The 
resulting linear equation for appearance of Mg‐perovskite 
may be expressed as P (GPa) = −0.002T (K) + 26.3 and is 
applicable for the temperature range 1000–1800 K. 
However, we should note a possibility that the small shift 
of the phase boundary at higher temperatures of 1773–
1873 K may be caused by the low solubility of water in 
 ringwoodite at high temperature [Ohtani et  al., 2004]. 
Inoue et al. [2010b] showed a small shift, approximately 
0.8 GPa, of the wadsleyite−ringwoodite phase boundary 
of (Mg0.9Fe0.1)2SiO4 with 1 wt % toward higher pressure. 
The shift of the phase boundaries in the mantle minerals 
such as olivine and garnet under the dry and wet condi-
tions is shown in Figure 21.2.

These data can be used to estimate the water contents 
in the mantle transition zone from the depths of the 410 
and 660 km discontinuities, especially in the regions close 
to subduction zones. A large elevation of the 410 km dis-
continuity to 60−70 km in a Izu‐Bonin slab was observed 
by Collier et al. [2001]. They argued that the discontinuity 
can be explained by the equilibrium boundary of the 
 olivine‐wadsleyite transformation in the cold slab, and a 
large elevation of the 410 km discontinuity corresponds 
to the temperature difference of about 1000°C compared 
to the surrounding normal mantle. This indicates the 
temperature of the 410 km discontinuity is around 500°C. 
Recent studies on the phase transformation kinetics 
[e.g., Rubie and Ross, 1994] indicate that a very low tem-
perature transformation, such as that proposed by Collier 
et al. [2001], would be kinetically inhibited and therefore 
unlikely to occur in the dry slabs. A small amount of 
water, about 0.12–0.5 wt %, dramatically enhances the 
olivine‐wadsleyite phase transformation kinetics, which 
corresponds to a temperature elevation of about 150°C 
[Kubo et al., 1998; Ohtani et al., 2004]. The elevation of 
the 410 km discontinuity of the Izu‐Bonin slab reported 
by Collier et al. [2001] may be explained as the equilib-
rium phase boundary under the hydrous conditions. 
Koper et al. [1998] also observed no evidence for depres-
sion of the 410 km discontinuity of the coldest Tonga 
slab originating from a metastable olivine wedge in the 
slab. In some slabs, on the other hand, a strong depres-
sion of the 410 km discontinuity, i.e., the low‐velocity 
anomaly around the 410 km discontinuity, suggests the 
existence of a metastable olivine wedge in a cold and dry 
slab descending into the transition zone [Jiang et  al., 
2008]. This metastable olivine wedge of the cold stabs in 
the transition zone is not always observed in the slabs, 
indicating that the slab may also be locally dry and is 
highly heterogeneous in terms of the water distribution. 
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This is consistent with a slow diffusion rate of hydrogen 
in mantle minerals.

The depression of the 660 km discontinuity may be 
caused by the hydrated transition zone [Litasov et  al., 
2005]. Recent in situ X‐ray diffraction studies of the 
phase boundary of the decomposition of ringwoodite 
[Katsura et al., 2003; Fei et al., 2004] under the dry con-
dition indicate that the slope of the boundary, dP/dT, 
is  around –0.4 to −1.3 MPa/K, which is significantly 
smaller than that determined previously (−2.5 MPa/K 
[Irifune et al., 1998]). A temperature decrease of 1500 K 
is needed to account for the depression of the discontinu-
ity of about 40 km observed in some subduction zones 
[e.g., Collier et al., 2001] indicating unusually cold sub-
ducting slabs. Higo et al. [2001], Litasov et al. [2005], and 
Ghosh et  al. [2014] showed that the phase boundary 
moves toward higher pressure due to the high water con-
tent in ringwoodite. Thus, a large depression of the 660 
km discontinuity beneath some subduction zones is con-
sistent with the wet subducting slab.

21.2.3. Dense Hydrous Magnesium Silicates 
and Alphabet Phases

Various high‐pressure hydrous minerals have been 
 synthesized at high pressure [e.g., Ohtani, 2005]. The 
high‐pressure hydrous phases in the MgO‐SiO2‐H2O 
 system are called dense hydrous magnesium silicates 
[Ringwood and Major, 1967]. Pioneering studies of  the 
stability of  high‐pressure hydrous phases led to the dis-
covery of  several high‐pressure alphabet phases such as 
hydrous phases A, B, C [e.g., Ringwood and Major, 1967] 
and phase D [Liu et al., 1987], although the X‐ray data 
were not sufficient at that time to identify the structures 
of  these phases and thus some confusion was introduced 
in the identification of  the phases. Pacalo and Parise 
[1992] reported a hydrous phase with a composition of 
Mg10Si3O14(OH)4 and named it superhydrous phase B. 
However, later detailed analyses of  its crystal structure 
revealed that this new phase is identical to hydrous phase 
C reported by Ringwood and Major [1967]. Kanzaki et al. 
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[1991] reported new hydrous phases E and F at around 
13–17 GPa. Ohtani et al. [1997] and Kudoh et al. [1997] 
reported a new hydrous phase and named it phase G. 
At  the same time, Yang et al. [1997] reported a similar 
hydrous phase and called it hydrous phase D because of 
its similarity of  X‐ray diffraction profile with phase D 
reported by Liu et  al. [1987]. After detailed crystallo-
graphic analyses, we recognized that phase D by Yang 
et al. [1997], phase G by Ohtani et al. [1997] and Kudoh 

et al. [1997], and phase F by Kanzaki [1991] are all the 
same and now are all usually called phase D. The com-
plicated terminology of  the alphabet phases are summa-
rized in Table 21.2.

The major hydrous phases in the peridotite layer of the 
slab change continuously from chlorite to serpentine and 
to the 10 Å phase [Fumagalli et  al., 2001] in the upper 
mantle. At higher pressures, water can be transported by 
phase A, the stability field of which overlaps with that of 

Table 21.2 Definition of the alphabet phases.

Mineral names Formula Density (g/cm3) Mg/Si H2O (wt %) Referencesa

Phase A Mg7Si2O8(OH)6 2.96 3.5 12 1
Phase B Mg12Si4O19(OH)2 3.38 3 2.4 1
Superhydrous phase B= phase C Mg10Si3O12(OH)4 3.327 3.3 5.8 1,2
Phase D= phase F= phase G Mg1.14Si1.73H2.81O6 3.5 0.66 14.5–18 3
Phase E Mg2.3Si1.25H2.4O6 2.88 1.84 11.4 4

Phase H MgSiO2(OH)2 3.466 1 15 5,6

a References: 1. Ringwood and Major [1967]; 2. Gasparik et al. [1993]; 3. Liu [1987], Yang et al. [1997], Ohtani et al. 
[1997]; 4. Kanzaki [1991]; 5. Nishi et al. [2014]; 6. Tsuchiya [2013].
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serpentine and/or the 10 Å phase in cold slabs [e.g., Poli 
and Schmidt, 2002]. The stability field of the 10 Å phase 
is very important for water transport into the deep upper 
mantle because this phase provides a higher temperature 
bound for hydrogen transport into the deep mantle. Phase 
A breaks down to hydroxyl‐chondrodite and then to 
hydroxyl‐clinohumite, which are both stable to near‐ 
geotherm temperatures at depths of 300–410 km.

Superhydrous phase B (phase C) can also serve as a 
water reservoir at the base of the transition zone depend-
ing on the water content in the slab. This phase is formed 
by decomposition of hydrous ringwoodite at the base of 
the transition zone. Superhydrous phase B is stable to the 
top of the lower mantle at a pressure of approximately 
30 GPa [Ohtani et al., 2003]. It decomposes into periclase, 
Mg‐perovskite, and phase D at around 45  GPa [Shieh 
et al., 1998]. Phase Egg (AlSiO3OH) is also stable in the 
transition zone and the top of the lower mantle [Schmidt 
et al., 1998]. This phase was discovered as an inclusion in 
diamond [Wirth et al., 2007], indicating the existence of 
the wet transition zone. Phase Egg decomposes to stisho-
vite and phase δ‐AlOOH at the top of the lower mantle 
[Sano et al., 2004].

21.3. exIstence of new Hydrous PHAse, 
Mgsio2(oH)2 (PHAse H) And Its 

relAtIon to δ‐AlooH

21.3.1. Discovery of New Hydrous Phase H

The Mg‐ and Si‐bearing δ‐AlOOH phase has been 
reported by Suzuki et al. [2000]. The importance of this 
phase as a water carrier in the lower mantle has been 
 discussed by Ohtani [2005, 2014], Sano et al. [2008], and 
Terasaki et al. [2012]. The stability of phase D has been 
studied by Shieh et  al. [1998] up to 50 GPa. They sug-
gested a decomposition of phase D to Mg‐perovskite, 
periclase, and unknown phase(s) at around 50 GPa. They 
suggested that the unknown phase(s) might be a possible 
high‐pressure phase(s) as the decomposition product of 
phase D. However, detailed crystallographic studies were 
not possible at that time due to the lack of quality of the 
X‐ray diffraction data. Recently, Tsuchiya [2013] pre-
dicted by abinitio calculation a new hydrous phase with 
an MgSiO2(OH)2 formula which has a similar structure as 
the hydrous phase δ‐AlOOH. More recently, this hydrous 
phase was synthesized by Nishi et al. [2014] using the sin-
tered diamond multianvil press and they named the phase 
hydrous phase H. They synthesized this phase at pres-
sures from 30 to 50 GPa at 1273 K. They recovered this 
phase and made a crystallographic analysis [Bindi et al., 
2014]. Nishi et  al. [2014] reported that phase H has an 
orthorhombic structure with space group P21nm, which is 
the same as that of δ‐phase AlOOH, whereas Bindi et al. 

[2014] reported that it has space group Pnnm at an ambi-
ent condition. The typical structure of δ‐phase AlOOH 
is shown in Figure 21.3. Ohtani et al. [2014] revealed that 
phase H decomposes at pressure around 60 GPa, and it 
has a narrow stability field which is consistent with the 
theoretical calculation by Tsuchiya [2013]. The stability 
field of phase H MgSiO2(OH)2 in the lower mantle 
[Tsuchiya, 2013; Nishi et al., 2014; Ohtani et al., 2014] is 
shown in Figure 21.4.

The δ‐phase was reported first as a reaction product of 
pyropic garnet and water at around 20 GPa and 1500 K 

a

b

c

Figure 21.3 Typical structure of δ‐phase AlOOH. Large open 
spheres are aluminum ions; green spheres are hydrogen ions. 
The structure is similar to CaCl2‐type SiO2.
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[Suzuki et al., 2000], and the δ‐AlOOH phase synthesized 
at that time contained a significant amount of Mg and Si 
together with Al, and it has a composition (Mg,Si,Al2)
O2(OH)2. Thus a solid solution between phase H and 
phase δ‐AlOOH, i.e., aluminous phase H, (Mg,Si,Al2)
O2(OH)2, can exist stably under the transition zone and 
lower mantle conditions. Ohira et al. [2014] reported that 
this phase coexists with MgSiO3 perouskite (Pv) and 
post‐perouskite (PPv) in the lower mantle.

21.3.2. Stability of Hydrous Phase H, δ‐phase AlOOH, 
and Aluminous Phase H Solid Solution in 
MgSiO2(OH)2‐AlOOH System

Several hydrous minerals in subducting slabs work as 
water carriers under the conditions of the upper mantle 
and transition zone. Some hydrous phases, such as hydrous 
phase D (=phase F=phase G), superhydrous B (phase C), 
phase Egg (AlSiO3OH), and hydrous phase H, and nomi-
nal anhydrous minerals such as aluminous stishovite in 
subducting slabs can transport water into the lower man-
tle. These hydrous minerals, except hydrous aluminous 
phase H, decompose and dehydrate at pressures around 
30–50 GPa and high temperature. Among these high‐
pressure  hydrous minerals, hydrous ringwoodite containing 
about 1 wt % H2O and hydrous phase Egg were discovered 
in nature as inclusions in diamond [Pearson et al., 2014; 
Wirth et  al., 2007]. Existence of these hydrous minerals 
strongly suggests that the mantle transition zone at least 
locally is wet, and water can be transported further into 
the lower mantle by collapse of the stagnant slabs in the 
transition zone. Sano et al. [2008] revealed that δ‐AlOOH 
is stable up to the base of the lower mantle. The stability of 
hydrous phase δ‐AlOOH is shown in Figure 21.5 together 
with the stability of phase H.

Ohira et  al. [2014] reported a reaction of aluminous 
perovskite and water into alumina‐depleted perovskite/
post‐perovskite and aluminous phase H, Thus, alumi-
nous phase H can coexist with major lower mantle miner-
als such as Mg‐perovskite and post‐perovskite, indicating 
that the hydrous phase is an important water reservoir 
in  the lower mantle. Hydrous aluminous phase H, 
(Mg,Si,Al2)O2(OH)2, can coexist with the alumina‐
depleted MgSiO3 perovskite along the slab and mantle 
geotherms, i.e., aluminous phase H, containing 50 mol % 
of the MgSiO2(OH)2 component under the lower mantle 
conditions of approximate 55–87 GPa and 1700–2400 K. 
Hydrous aluminous phase H coexisting with Mg‐post‐
perovskite at 120 GPa and 2200 K contains 20 mol % of 
the MgSiO2(OH)2 component. The stability fields of alu-
minous phase H solid solutions are shown in Figure 21.5.

Ohira et  al. [2014] revealed that aqueous fluid gener-
ated by dehydration of the hydrous minerals at the top of 
the lower mantle can react with aluminous perovskite to 

form‐alumina depleted perovskite and aluminous phase 
H. Thus, this phase transports water to the CMB region.

21.3.3. Physical Properties of Hydrous Phase δ 
and Hydrous Phase H

The effect of hydrogen bond symmetrization on elastic 
properties has been experimentally studied on ice. 
Wolanin et al. [1997] and Pruzan et al. [2003] reported an 
inflection in compression curve at 66  GPa in H2O and 
84 GPa in D2O using the Vinet equation of state [Vinet 
et al., 1986]. This inflection is interpreted as disordering 
of proton which is a signature of hydrogen bond sym-
metrization, resulting in increase in bulk modulus from 
K=97(4) GPa to K=260(20) GPa.

The elastic hardening due to hydrogen bond symmetri-
zation is also observed in other hydrous phases such as 
hydrous phase D [Tsuchiya et  al., 2005, Hushur et  al., 
2011]. These authors revealed remarkable hardening at 
around 40 GPa with an increase of the bulk modulus of 
phase D from K0 = 173(2) to K0 = 212(15) GPa [Hushur 
et al., 2011] due to the hydrogen bonding symmetrization. 
On the other hand, the study on the equation of state of 
phase D using a single crystal by Rosa et  al. [2013] 
reported KT = 151.4 (1.2)  GPa and K′T = 4.89(0.08) up to 
65 GPa at ambient temperature, suggesting the absence 
of such hardening.

Sano‐Furukawa et al. [2009] reported a similar inflec-
tion and increase in bulk modulus of δ‐AlOOH at around 
10  GPa, suggesting hydrogen bond symmetrization at 
this pressure. The high sound velocity of hydrous phase 
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δ‐AlOOH [Tsuchiya et al., 2008] is consistent with its high 
bulk modulus and is likely to be accounted for by a hydro-
gen bond symmetrization at high pressure. Phase H, 
MgSiO2(OH)2, and aluminous phase H likely have similar 
high sound velocities because of the similarity of their 
structures. The elastic hardening of high‐pressure hydrous 
phases due to hydrogen bond symmetrization has impor-
tant implications for the role of water in the lower mantle. 
Water stored in aluminous phase H (phase δ–phase Η 
solid solution) in the lower mantle does not decrease the 
seismic velocity in the lower mantle because of its high 
bulk modulus and thus its high sound velocity.

Tsuchiya and Tsuchiya [2011] explored the phase trans-
formation of δ‐AlOOH by ab inito calculation. They 
reported that δ‐AlOOH transforms to a pyrite type of 
AlOOH at 170  GPa, which is analogous to the phase 
transition of InOOH. They also calculated that this 
pyrite-type phase dissociates into the CaIrO3‐type phase 
of Al2O3 and ice X at 300 GPa.

In summary, water can be stored in hydrous and nomi-
nally anhydrous minerals in the deep mantle. The mantle 
transition zone has a high water storage capacity due to 
high water solubility in its major constituents, wadsleyite 
and ringwoodite, and stores significant amount of water 
at least locally. Hydrous phase H, MgSiO2(OH)2, and its 
solid solution with isostructural phase δ‐AlOOH store 
water in the lower mantle, and they transport water into 
the bottom of the lower mantle by slab subduction.
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22.1. IntroductIon

Carbon occupies a rather unique position in the periodic 
table of elements. As the skeleton for almost all known life 
on Earth, it plays a central and indispensable role in the 
existence of life and habitable environment on Earth’s 
 surface. Engaging in the extraordinary range of chemical 
bonding environments, carbon can form numerous mate‑
rials with distinct physical and chemical properties—
from  diamond, the hardest mineral found in nature, to 
graphite, one of the softest materials, and to steel, having 

 revolutionized human society. The global carbon cycle is 
generally referred to as the exchange and cycle of carbon 
in subsurface environments of Earth. These parts of the 
carbon cycle have been extensively studied from multi‑
disciplinary efforts in the last decades. In contrast, our 
knowledge of the carbon cycle in the deep Earth is rela‑
tively limited, although the deep interior may contain 
orders of magnitude more carbon than is present at the 
surface. The nature and extent of carbon reservoirs in 
Earth’s deep interior are central aspects of the carbon cycle 
in the deep Earth. Of the many carbon reservoirs in Earth’s 
deep interior, the core may be the largest one [e.g., Wood, 
1993; Dasgupta and Walker, 2008; Wood et al., 2013]. The 
mineralogy of carbon‐bearing compounds, its concentra‑
tion and chemical bonding environments, in the core 
is  thus of significant importance to understanding the 
 carbon reservoirs and cycle in the deep Earth.

Carbon in the Core

Bin Chen1 and Jie Li2

22

1Hawaii Institute of Geophysics and Planetology, School 
of  Ocean and Earth Science and Technology, University of 
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AbstrAct

Carbon is one of the principal candidates for the light elements in Earth’s core. The content and chemical bond‑
ing environments of carbon in the core are essential for understanding the nature and dynamics of the core. 
Cosmochemical and geochemical studies suggested that the depletion of carbon in the bulk silicate Earth (BSE) 
in comparison with the Sun and carbonaceous chondrites might have resulted from the evaporative loss of vola‑
tiles to the space and the core formation. The segregation of a carbon‐containing core may also lead to the 
observed enrichment of 13C in the BSE. Furthermore, petrological experiments indicate that carbon is fairly 
soluble in iron‐nickel liquids under high pressures, allowing the descending liquids to carry carbon to the core. 
We focus our discussion on mineral physics investigations of density and sound velocities of candidate iron 
carbides and assess the role of carbon in accounting for the core density deficit and sound velocity discrepancies. 
Based on exisiting data, the seismological models of the inner core could be adequately explained by the pres‑
ence of carbides. The carbon‐rich core composition model makes the core the largest carbon reservoirs in Earth’s 
interior and could have significant implications for the deep carbon cycle.
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Since the discovery of Earth’s core in 1906 [Oldham, 
1906], tremendous efforts have been expended to con‑
strain the core composition from seismological, geo‑
chemical, and cosmochemical constraints as well as 
high‑pressure and high‐temperature investigations on 
candidate materials for the core. The core, consisting of a 
liquid outer core and a solid inner core, is predominantly 
iron (Fe) diluted with ~5–8% nickel (Ni) [McDonough 
and Sun, 1995] and considerable amount of  lighter 
 elements [Birch, 1952, 1964; Ahrens, 1980; Poirier, 1994]. 
Almost unmistakably, the Fe‐Ni in the core is alloyed 
with nearly all other elements to a certain degree 
[Stevenson, 1981; Jeanloz, 1990]. Notwithstanding, it is 
pivotal to identify the most abundant alloying lighter 
constituents in the core, as the nature of the light alloying 
elements is crucial for understanding the origin and 
dynamics of the core [Newsom and Sims, 1991].

Sulfur (S), silicon (Si), carbon (C), oxygen (O), and 
hydrogen (H) have been suggested as leading candidates 
for the alloying light elements in the core [Anderson, 1977, 
1982; Stevenson, 1981; Jeanloz, 1990; Li and Fei, 2014], as 
required to explain the density deficit and sound velocity 
discrepancies between Fe and reference Earth models 
such as the preliminary reference Earth model (PREM) 
[Dziewonski and Anderson, 1981]. The estimated density 
deficit varies between 6% and 10% relative to liquid Fe 
for the outer core [e.g., Anderson and Ahrens, 1994; 
Anderson and Isaak, 2002] and between 1% and 3% 
 relative to solid Fe for the inner core [Shearer and Masters, 
1990; Stixrude et  al., 1997]. With respect to the sound 
velocity discrepancies, the measured compressional (P‐
wave) velocity (vP) of liquid Fe by shockwave experiments 
is lower than that of the outer core [Anderson and Ahrens, 
1994], and both vP and the S‐wave velocity (vS) of solid Fe 
are significantly higher than those of the inner core even 
after correcting for the anticipated velocity depression 
from high temperatures [Mao et al., 1999; Badro et al., 
2007; Antonangeli et al., 2012; Murphy et al., 2013; Ohtani 
et al., 2013].

To assess the candidacy of certain light alloying 
element(s) in the core, a simple but effective approach is 
to compare the density and sound velocities of candidate 
Fe–lightelement alloys or liquids with seismically deter‑
mined values of the core. Establishing a self‐consistent 
model and thermochemical state of the core requires 
accurate and precise phase relation, equation‐of‐state 
(EOS), and sound velocities of various Fe‐rich alloys 
under the high‐pressure and high‐temperature conditions 
found in the core. Of the many candidate light elements 
considered for the principal light element in the core, 
 carbon has been suggested as one of the most plausible 
elements, largely due to its cosmochemical abundance, 
occurrence of Fe carbide phases in meteorites, and high 

affinity and solubility to Fe‐Ni liquids during core‐ mantle 
differentiation [Wood, 1993; Wood et al., 2013].

The remainder of this chapter on carbon in the core is 
outlined as follows. We first briefly review cosmochemical 
and geochemical constraints on carbon in the deep Earth 
from the compositions of meteorite and terrestrial sam‑
ples, followed by experimental results on the solubility of 
carbon in Fe‐Ni liquids and the processes of transporting 
carbon to the core during the coreformation differentia‑
tion in the early history of Earth. The chapter will focus 
on experimental investigations of the density and sound 
velocities of candidate Fe carbides and assess the role of 
carbon in accounting for the density deficit and sound 
velocity discrepancies of the inner core. Finally we will 
discuss the carbon inventory in Earth’s core and the impli‑
cations for the deep carbon cycle in Earth’s interior.

22.2. cosmochemIcAl And GeochemIcAl 
constrAInts on eArth’s cArbon budGet

The concentration of carbon in the bulk Earth is poorly 
constrained because the volatile inventories of Earth’s 
building blocks are uncertain and the extent of volatile 
loss during the planet’s history of  accretion and evolu‑
tion is a subject of active research [Hirschmann, 2012; 
Halliday, 2013; Wood et  al., 2013; e.g. Carlson et  al., 
2014]. Current models of planet formation postulate that 
Earth accreted from planetesimals by energetic impacts, 
some of which probably led to global magma oceans and 
outgassing of volatiles, as well as blow‐off of an atmos‑
phere that likely contained a considerable amount of 
 carbon [e.g., Chambers, 2004]. Despite considerable 
uncertainties, a number of constraints have been derived 
from investigating the elemental and isotopic composi‑
tions of terrestrial and meteoritic samples.

Compared with the Sun and carbonaceous chondrites, 
Earth is certainly depleted in carbon (Figure  22.1) 
[McDonough and Sun, 1995]. In the Sun, carbon is the 
fourth most abundant element, after hydrogen, helium, 
and oxygen [Anders and Grevesse, 1989]. The CI carbona‑
ceous chondrites, named after Ivuna meteorites, contain 
3.2–3.5 wt% carbon in the form of graphite and organic 
carbon, which are the most volatilerich among primitive 
carbonaceous chondrites [Anders et  al., 1964]. From 
 carbon‐to‐argon ratios of basalts and the carbon concen‑
tration in the atmosphere, hydrosphere, and crust, the 
carbon concentration of bulk silicate Earth (BSE) has 
been estimated at 120 ppm with a factor of uncertainty 
[Zhang and Zindler, 1993; McDonough and Sun, 1995]. 
The C/Si atomic ratio of the BSE is four orders of magni‑
tude smaller than that of the Sun, at about 7, which is 10 
times that of the CI chondrites, at 0.7 [McDonough and 
Sun, 1995; Lodders, 2003]. This depletion of carbon with 
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respect to silicon probably resulted from a combination 
of evaporative volatile loss and core formation. In the 
silicate Earth, moderately volatile and lithophile elements 
such as sodium, potassium, and fluorine are depleted to 
different degrees depending on their volatility, forming a 
nearly linear correlation on a plot of logarithmic relative 
abundance versus half‐mass condensation temperature, 
known as the volatility trend (Figure 22.1) [McDonough 
and Sun, 1995]. If  we assume that highly volatile elements 
follow the same trend, then BSE carbon content can be 
estimated at 2% of the CI chondrite value, or ~600 ppm, 
using a half‐mass condensation temperature of 40 K 
[Lodders, 2003], or 8% of the CI chondrite value, which is 
0.2 wt% using 500 K [Wasson, 1985]. By mass balance 
calculation, these estimates correspond to 0.2–0.6 wt% 
carbon in the core, assuming 120 ppm in the BSE 
[McDonough and Sun, 1995].

The 107Ag/109Ag ratio of the silicate Earth has provided 
an important constraint on the planet’s history of volatile 
accretion [Carlson et al., 2010]. The stable isotope 107Ag is 
a decay product of short‐lived radionuclide 107Pd with a 
half‐life of 6.5 Ma. If  all the Ag were delivered prior to 
the main phase, the core segregation by about 30 Ma 
when the Earth was 90% accreted, then a subchondritic 

107Ag/109Ag would be expected because of strong deple‑
tion of siderophile element Pd in the silicate Earth. The 
107Ag/109Ag ratio of the silicate Earth was found to resem‑
ble that of CI chondrite, suggesting that a significant por‑
tion of the Earth’s volatiles, including carbon, were 
delivered during the late stage of the accretion in the form 
of volatile rich materials. Using the C/S mass ratio of car‑
bonaceous chondrite (0.65) and the sulfur content of 
0.6 wt% in the bulk Earth [McDonough and Sun, 1995], 
the carbon concentration of the core is estimated at 
1.2 wt%. This is considered an upper limit because the 
C/S ratio of carbonaceous chondrite is the highest among 
the potential building blocks [Jarosewich, 1990].

The carbon isotopic compositions of mantle xenoliths 
show a bimodal distribution in δ13C values with one peak 
at –5‰, which was thought to represent the signature of 
the primitive mantle [Deines, 2002]. In contrast, the δ13C 
values of chondrites, Vesta, and Mars are considerably 
lighter at –20 ± 5‰. The more negative value was inter‑
preted as representing the signature of the bulk Earth, 
and the enrichment of 13C in the BSE can be explained by 
the segregation of an Fe‐rich core containing carbon [e.g., 
Satish‐Kumar et al., 2011]. To generate the observed frac‑
tionation in 13C, the carbon content of the core was inferred 
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to be 0.5–2 wt% carbon for an estimate mantle abundance 
of 120 ppm and as much as 15 wt% if the mantle abun‑
dance is 756 ± 300 ppm [Marty, 2012; Dasgupta, 2013].

22.3. cArbon content of core from 
solubIlIty And PArtItIonInG exPerIments

During the accretion and early differentiation of Earth, 
what is undoubtedly expected to occur is the redistri‑
bution of carbon among different reservoirs—space, the 
Earth’s surface, and its deep interiors. The formation of 
the metallic core is considered one of the most significant 
events in Earth’s early history, giving rise to the mass 
redistribution of elements in Earth’s interiors. On the 
premise that the proto‐Earth formed from chondritic 
building blocks, a considerable amount of carbon could 
have entered the metallic core during the processes that 
liquid metallic Fe alloys segregated from the silicate part 
of the planet to form the Fe‐rich core. In addition to the 
cosmochemical and geochemical constraints as discussed 
in the previous section, the solubility of carbon in metal‑
lic liquids and partitioning of carbon between metallic 
liquids and silicates during core formation need to be 
studied to understand carbon in the core.

The question of whether carbon can readily dissolve in 
metallic liquids has received much attention in the past 
decades. Some recent experimental studies focused on the 
equilibrium partitioning between the silicate and metallic 
melts [Hirayama et al., 1993; Wood, 1993; Dasgupta and 
Walker, 2008]. At ambient pressure, carbon strongly 
 partitions into Fe liquids compared to silicate, and the 
carbon solubility in Fe liquids at 1673 K was found to be 
~5 wt% and decrease with increasing Ni content, reach‑
ing a minimum of ~2 wt% carbon in Fe‐Ni liquids with 
80 wt% Ni [Tsymbulov and Tsemekhman, 2001]. At 2 GPa, 
carbon was found to be readily soluble in Fe  liquids, with 
the solubility reaching 5.8 wt% at 2273 K, 6.7 wt% at 
2473 K, and 7.4 wt% at 2683 K, whereas  adding 5.2 wt% 
Ni to Fe liquids only slightly decreases the solubility of 
carbon by ~0.2–0.3 wt% [Dasgupta and Walker, 2008]. 
More recently, the carbon solubility at 2273 K in molten 
Fe was found to reach 8.5 wt% at 5 GPa and 7 wt% at 
10–14 GPa [Nakajima et al., 2009]. To date, there is how‑
ever no carbon solubility measurement at magma ocean 
conditions (~50  GPa) [Li and Agee, 1996], which is 
required to further understand the carbon distribution 
between mantle and core. Nevertheless, for shallow 
magma ocean scenario during Earth’s early history and 
based on the low‐pressure carbon partitioning and solu‑
bility data, carbon could readily enter the core during 
core formation [Dasgupta and Walker, 2008]. If  the high 
solubility of carbon remains under the deep magma 
ocean conditions, the descending Fe liquids during the 
formation of the core might be able to transport consid‑
erable amounts of carbon to the core.

22.4. mInerAl PhysIcs constrAInts 
on cArbon In core

Mineral physicists have reported scores of static and 
dynamic studies for determining high‐pressure density 
and sound velocities of numerous solid Fe–light‑element 
alloys as candidates for the inner core. In contrast, for 
most of the core––the liquid outer core—such investiga‑
tions and discussions are still significantly lacking, largely 
due to the huge gap in the P‐T ranges between experi‑
mental and actual core conditions and the very limited 
experimental data the thermoelastic properties of Fe‐rich 
liquids. Only a handful of studies have involved the struc‑
ture, density, or sound velocities of Fe, Fe‐Si, Fe‐S, and 
Fe‐C liquids [Anderson and Ahrens, 1994; Sanloup et al., 
2000, 2011; Chen et al., 2005; Yu and Secco, 2008; Terasaki 
et  al., 2010; Huang et  al., 2011; Tateyama et  al., 2011; 
Morard et al., 2013; Jing et al., 2014]. The candidacy of 
certain light elements in the core is often assessed by its 
competence in accounting for the core density deficit and 
explaining the sound velocity discrepancies. For practical 
reasons, such comparisons are often made for the solid 
inner core, rarely for the outer core, except for a few shock 
wave experiments [e.g., Huang et al., 2011].

The thermochemistry and high‐pressure phase rela‑
tions in the Fe‐C system under high pressures are essen‑
tial for understanding the role of carbon in the core. 
Despite limited data of the phase relations in the Fe‐C 
system at high pressures, existing experimental investiga‑
tions consistently indicated the formation of a new Fe 
carbide compound, Fe7C3 from the incongruent melting 
of Fe3C at pressures >6 GPa [Tsuzuki et al., 1984; Lord 
et al., 2009; Nakajima et al., 2009; Bazhanova et al., 2012; 
Fei and Brosh, 2014]. The liquidus field of Fe7C3 at high 
temperature was found to exist at least up to 25  GPa 
[Nakajima et  al., 2009; Fei and Brosh, 2014]. Based on 
knowledge of the thermochemistry of the Fe‐C binary 
system at moderate pressures, Fei and Brosh [2014] estab‑
lished a comprehensive thermodynamic model for the 
Fe‐C system and provided predications of the phase rela‑
tions at 136 and 330 GPa. The predicted phase diagram 
showed that Fe7C3 might be the liquidus phase in the 
Fe‐C system under inner core conditions and implied that 
Fe7C3 would replace Fe3C as the crystalline phase soli‑
difying from the carbon‐containing liquid outer core. A 
recent theoretical study at 0 K suggested that Fe2C might 
be the most stable Fe carbide phase at the inner core 
 pressures [Bazhanova et al., 2012], the stability of which, 
however, awaits further experimental verification.

22.4.1. Density Deficit Considerations

The phase stability, thermal EOS, and sound velocities 
of relevant Fe carbides and Fe‐C liquids at high pressures 
have recently been investigated to test the carbon‐rich 
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core composition model (see Table 22.1). In the past dec‑
ade, many high‐pressure experiments on the compressi‑
bility of Fe carbides, Fe3C and Fe7C3, have been conducted 
to test the hypothesis of Fe3C as an inner core compo‑
nent, focusing on whether it and its mixture with Fe could 
account for the density deficit of the inner core [e.g., 

Scott et  al., 2001; Li et  al., 2002; Ono and Mibe, 2010; 
Sata et al., 2010; Nakajima et al., 2011; Chen et al., 2012].

Under experimentally investigated P‐T conditions up to 
core pressures, no structural change has been found in 
Fe3C. Li et al. [2002] and Scott et al. [2001] determined the 
EOS of Fe3C at 300 K up to 30 and 73 GPa, respectively, 

Table 22.1 Existing studies on the Fe‐C system.

Source Composition P‐T range Method Results

Density
Jimbo et al. [1993] Fe–(0–4 wt%) C 

(liquid)
0 GPa, 1523−1823 K Sessile drop 

profile
ρ (g/cm3) = [7.10−0.0732 C  
(wt%)]–[8.28–0.874 C (wt%)]× 
10–4[T (K)–1823]

Terasaki et al. [2010] Fe3C (liquid) ⩽10 GPa, 1973 K X‐ray absorption K0 = 50±7 GPa at 1973 K
Sanloup et al. [2011] Fe–5.7 wt% C 

(liquid)
⩽7.8 GPa, 2273 K X‐ray absorption P<5.4 GPa: similar to liquid Fe3C 

[Terasaki et al., 2010]; P> 5.4 GPa: 
higher compressibility possibly due 
to structural change in liquid

Scott et al. [2001] Fe3C (solid) ⩽73 GPa, 300 K PXD K0 = 175 ± 4 GPa,
K’ = 5.2 ± 0.3

Li et al. [2002] Fe3C (solid) ⩽30 GPa, 300 K PXD K0 = 174 ± 6 GPa,
K’ = 4.8 ± 0.8

Sata et al. [2010] Fe3C (solid) ⩽187 GPa, 300 K PXD K0 = 290 ± 13 GPa,
K’ = 3.76 ± 0.18

Ono and Mibe [2010] Fe3C (solid) ⩽67 GPa, 300 K PXD Ferromagnetic phase (P⩽35 GPa):
K0 = 167 GPa,
K’ = 6.7

Litasov et al. [2013] Fe3C (solid) ⩽31 GPa, 1473 K PXD Paramagnetic phase:
K0 = 192 ± 3 GPa,
K’ = 4.5 ± 0.1,
γ0 = 2.09 ± 0.04,
θ0 = 490 ± 120 K,
q = –0.1 ± 0.3

Prescher et al. [2012] Fe3C (solid) ⩽50 GPa, 300 K SXD K0 = 161 ± 2 GPa,
K’ = 5.9 ± 0.2

Nakajima et al. [2011] Fe7C3 (solid) ⩽72 GPa, 300−1973 K PXD Paramagnetic phase:
K0 = 253 ± 7 GPa,
K’ = 3.6 ± 0.2,
γ0 = 2.57 ± 0.05,
θ0 = 920 ± 140 K,
q = 2.2 ± 0.5

Chen et al. [2012] Fe7C3 (solid) ⩽170 GPa, 300 K SXD Nonmagnetic phase:
K0 = 307 ± 6 GPa,
K’ = 3.2 ± 0.1

Sound velocity
Gao et al. [2008] Fe3C (solid) ⩽50 GPa, 300 K NRIXS vP (m/s) = −3990 + 1290 ρ (g/cm3);  

vS (m/s) = 1450 + 240 ρ (g/cm3)
Gao et al. [2011] Fe3C (solid) ⩽50 GPa, 300−1450 K NRIXS High‐T vS does not follow Birch’s 

law
Fiquet et al. [2009] Fe3C (solid) ⩽68 GPa, 300 K IXS vP (m/s) = −8671 + 1900ρ (g/cm3)

Chen et al. [2014] Fe7C3 (solid) ⩽154 GPa, 300 K NRIXS Nonmagnetic phase (>70 GPa):
vP (m/s) = 2160 + 660ρ (g/cm3),
vS (m/s) = 843 + 242ρ (g/cm3)

Note: NIRXS, nuclear resonant inelastic X‐ray scattering; PXD, powder X‐ray diffraction; SXD, single‐crystal X‐ray 
 diffraction; IXS, inelastic X‐ray scattering.
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and found no phase transition up to the highest pressures 
studied. Similarly, no structural change in Fe3C was 
observed from more recent X‐ray diffraction measure‑
ments up to 187 GPa [Sata et al., 2010]. Despite that no 
structural change was observed in Fe3C, magnetic transi‑
tions in Fe3C may have significant effect on its thermoelas‑
tic properties [Vočadlo et al., 2002]. Previous high‐pressure 
studies on magnetic transitions in Fe3C from the ferro‑
magnetic (FM) to paramagnetic (PM) or nonmagnetic 
(NM) state often gave contradictory results in the transi‑
tion pressures. First‐principles calculations predicted a 
pressure‐induced magnetic transition at ~60 GPa and 0 K 
and found the NM phase less compressible than the low‐
pressure magnetic counterpart [Vočadlo et  al., 2002]. 
Within experimental uncertainties, earlier X‐ray diffrac‑
tion measurements at 300 K did not show any discontinu‑
ity in the compression curve of Fe3C up to 73 GPa [Scott 
et al., 2001; Li et al., 2002]. Nevertheless, recent experi‑
mental investigations for Fe3C at 300 K confirmed the 
occurrence of magnetic transitions but showed a wide 
range of transition pressures of, i.e., ~5 GPa by synchro‑
tron Mössbauer spectroscopy (SMS) [Gao et  al., 2008], 
~10 GPa by X‐ray magnetic circular dichroism (XMCD) 
[Duman et al., 2005], ~25 GPa by X‐ray emission spec‑
troscopy [Lin et  al., 2004], ~55  GPa as indicated by a 
 significant reduction in baxis from X‐ray diffraction meas‑
urements [Ono and Mibe, 2010], 68–83  GPa from the 
observed anomalous behaviors of the inelastic X‐ray scat‑
tering dispersion curve [Fiquet et al., 2009], ~8–10 GPa for 
the FM‐PM transition and 22 GPa for the spin transition 
from a Mössbauer spectroscopic study [Prescher et  al., 
2012], and 7–9  GPa for the FM‐NM transition from a 
thermal EOS study to 31 GPa and 1473 K [Litasov et al., 
2013] (Figure 22.2). The magnetic transition at <10 GPa is 
probably an FM‐PM transition, as the FM‐PM transition 
pressures determined from different studies are quite con‑
sistent, ranging from ~5 to 10 GPa [Duman et al., 2005; 
Gao et al., 2008; Prescher et al., 2012; Litasov et al., 2013]. 
However, experimental studies on the PM‐NM transition 
or spin transition in Fe3C showed inconsistent results: 
The  PM‐NM transition pressures from different studies 
spanned a large range of 22 to >68 GPa. Therefore, the 
nature and occurrence of the PM‐NM transition in Fe3C 
still await further experimental investigations.

Due to the nonnegligible effect from magnetic transi‑
tions on the thermoelastic properties [Vočadlo et  al., 
2002], the extrapolation of density of low‐pressure data 
to inner core pressures may be misleading. Indeed, Ono 
et al. [2010] found significant volume change in Fe3C at 
55 GPa and attributed the change to an FM‐NM transi‑
tion (Figure 22.2). According to the magnetic diagram, 
Fe3C should be well within the NM (low‐spin) stability 
field under inner core pressures of 329–364  GPa. 
Therefore, the density of Fe3C should be determined 

from the EOS of the NM phase. Litasov et  al. [2013] 
determined the thermal EOS of Fe3C up to 31 GPa and 
1473 K, extrapolated the density of NM‐Fe3C to inner 
core pressures using their thermal EOS parameters for 
the PM phase combined with the compressibility data of 
the NM phase at 50–187 GPa from Sata et al. [2010], and 
then suggested that 2–3 wt% carbon in the inner core can 
explain the density of the inner core (Figure 22.2).

An Fe7C3 inner core composition model has also been 
tested by comparing the density of Fe7C3 with that of the 
inner core [Nakajima et  al., 2011; Chen et  al., 2012]. No 
structural change was observed in an experimental investi‑
gation of Fe7C3 up to 71.5  GPa and 1973 K [Nakajima 
et al., 2011]. Likewise, recent single‐crystal X‐ray diffrac‑
tion measurements up to 167 GPa at 300 K and synchro‑
tron Mössbauer studies suggested no structural change 
in Fe7C3 [Chen et al., 2012]. Similar to Fe3C, the magnetic 
transitions in Fe7C3 may have significant effects on its ther‑
moelastic properties [Mookherjee et  al., 2011]. Ab initio 
calculations suggested that Fe7C3 undergoes a high spin to 
low spin transition near 67 GPa and 0 K with associated 
elastic softening [Mookherjee et  al., 2011]. Experimental 
investigations of  the magnetic transitions showed incon‑
sistent results. A  pressure‐induced FM‐PM transition at 
18 GPa in Fe7C3 was inferred from anomalies in isothermal 
compression and thermal expansion behavior [Nakajima 
et al., 2011]. On the contrary, Chen et al. [2012] revealed two 
magnetic transitions in Fe7C3 at 300 K up to 167 GPa, first 
of which corresponds to an FM‐PM transition and mani‑
fests as the disappearance of fast oscillations in the syn‑
chrotron Mössbauer spectra of Fe7C3 at 5.5–7.5 GPa. Near 
53 GPa, Fe7C3 softens after the second discontinuity, pre‑
sumably caused by a PM‐NM (high‑spin to low‑spin) tran‑
sition [Chen et al., 2012], later confirmed by X‐ray emission 
spectroscopy (XES) measurements [Chen et al., 2014].

On the basis of the EOS of the NM (low‐spin) Fe7C3 
[Chen et al., 2012] and existing thermoelastic parameters 
[Mao et  al., 1990; Seagle et  al., 2006; Nakajima et  al., 
2011], the volume fraction of Fe7C3 with Fe in the inner 
core is estimated at 62–95% in order to match the inner 
core density, corresponding to a carbon content of  
5.1–8.0 wt%. Likewise, Nakajima et al. [2011] suggested 
that and Fe7C3‐dominant inner core composition model 
provides a good explanation for the density of the inner 
core. An Fe7C3 inner core model would make the core by 
far the largest reservoir of carbon in Earth, accounting 
for more than 90% of the planet’s total carbon budget 
[Dasgupta and Hirschmann, 2010].

22.4.2. Sound Velocity Discrepancies Considerations

In addition to the phase stability and density of light‐
element‐bearing Fe‐rich alloys, their sound velocities 
could further provide critical constraints on the core 
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composition. In particular, the vS of  the inner core  
(3.5–3.7 km/s) is lower than that of Fe and Fe‐Ni alloys at 
corresponding pressures at 300 K [Mao et al., 1999, 2001; 
Lin et al., 2003, 2005; Antonangeli et al., 2004] by 1–3 km/s 
(Figure 22.3). The mismatch may reflect the effect of tem‑
perature and/or the presence of light elements such as 
carbon. Numerous efforts have been made to determine 
the sound velocities of Fe carbides, as a candidate com‑
ponent for the inner core, under high pressures (Table 22.1 
and Figure  22.3) [Gao et  al., 2008, 2009, 2011; Fiquet 
et  al., 2009; Chen et  al., 2014]. To date, there is no 

 experimental data on the sound velocities of Fe‐C liquids 
at high pressures (Table 22.1). Therefore, in this chapter, 
we only focus our discussion on the sound velocities of 
Fe  carbides with implications onto the carbon in the 
inner core.

Previous studies on the sound velocities of Fe3C by 
nuclear resonant inelastic X‐ray scattering (NRIXS) 
measurements up to 50  GPa at 300 K showed that the 
addition of carbon to Fe reduces vS by ~1 km/s at relevant 
pressures, thus bringing the vS closer to seismic values 
[Gao et al., 2008] (Figure 22.3). A similar conclusion was 
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reached by Fiquet et al. [2009], who measured the vP of  
Fe3C up to 68 GPa by inelastic X‐ray scattering (IXS) and 
found that Fe3C has relatively low vP among other Fe 
alloys. The effects of temperature on the sound velocities 
of Fe3C were also investigated: From the NRIXS experi‑
ments of Fe3C up to 47 GPa and 1450 K, vS decreases 
with increasing temperature in a nonlinear fashion and 
its relationship with density deviates from Birch’s law 
behavior towards smaller values [Gao et al., 2011], sup‑
porting Fe3C as a major component of the inner core.

Magnetic transitions in Fe3C may have significant 
effects on the sound velocities [Lin et al., 2004; Gao et al., 
2008]. It is found that vP of  Fe3C significantly softens at 
pressures >68  GPa [Fiquet et  al., 2009], possibly corre‑
sponding to a predicted magnetic transition from the PM 
to the NM state at ~60 GPa and 0 K by theoretical calcu‑
lations [Vočadlo et al., 2002]. The FM‐PM transition as 
revealed by the SMS experiments may have an apparent 
effect on both vP and vS of  Fe3C: The sound velocities of 
the FM phase fall below the linear trend of the NM phase 
[Gao et al., 2008]. Nevertheless, due to the limited pres‑
sure range investigated, there is no clear evidence of the 
effect of the PM‐NM transition on Fe3C’s vP and vS.

Recent NRIXS measurements on the sound velocities 
of Fe7C3 revealed significant shear softening in Fe7C3 at 
40–50 GPa, coincident with the spin transition at 50 GPa, 

as revealed by XES measurements [Chen et  al., 2014]. 
Accompanying the spin transition are pronounced 
 reductions in both the absolute value of the bulk sound 
velocity vD and the rate at which it increases with density. 
Because vD weighs heavily toward vS (3/v3

D =1/v3
P +2/v3

S, and 
hence vD ~ 0.84 vS if  vS ~1/2 vP), similar reductions in vS 
(see Figure 22.3) and shear modulus G occurred in the 
same pressure range, indicating shear softening [Chen 
et al., 2014]. Extrapolating the exceptionally small pres‑
sure dependence of the low‐spin Fe7C3 to the inner core 
pressure of 330–360 GPa, a vS at 300 K that is only ~14% 
above the observed values at the inner core boundary 
pressures was determined [Chen et al., 2014]. In compari‑
son, pure Fe exceeds the observation by more than 65% 
[Mao et al., 2001; Antonangeli et al., 2012; Murphy et al., 
2013; Ohtani et al., 2013; Badro et al., 2014]. The FM‐PM 
transition at 7.0–7.5 GPa [Chen et al., 2012; 2014], how‑
ever, does not demonstrate a significant effect on sound 
velocities. As suggested by the experimental data, the 
presence of Fe7C3 in the inner core could lower its vS suf‑
ficiently low to a level comparable to the PREM values 
[Chen et al., 2014]. The actual volume fraction of Fe7C3 is, 
however, dependent on the effect of high temperature on 
sound velocities, which ranges from ~20% to 100%, corre‑
sponding to ~2–8 wt% carbon in the inner core. The pres‑
ence of Fe7C3 in the inner core, likely in a large volume 
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fraction explaining the anomalously low vS of  the inner 
core, could make the core potentially the largest carbon 
reservoir in Earth’s deep interior.

22.5. concludInG remArks 
And ImPlIcAtIons

A critical and practical test for any compositional 
model for the core is that it must reproduce the density 
and sound velocities constrained by seismic and other 
geophysical observations such as the PREM model 
[Dziewonski and Anderson, 1981]. This chapter has 
reviewed carbon as a light element in the core from the 
perspectives of cosmochemical, geochemical, petrologi‑
cal, and mineral physics considerations. As an abundant 
element in the chondritic building blocks of the proto‐
Earth, carbon is also readily soluble in Fe‐Ni liquids 
under the magma ocean conditions, indicating a consid‑
erable amount of carbon could have descended together 
with Fe‐rich liquids to the core. This process might also 
enrich the core with 12C on the basis of the existing exper‑
imental investigations of carbon isotope fractionation 
between Fe carbide liquid and graphite/diamond at high 
pressures, as manifested by the observed relatively high δ 
13C values of the BSE in comparison with those of Mars, 
Vesta, and carbonaceous chondrites. Mineral physics 
studies on the density and sound velocities of Fe carbides 
provide critical constraints on the concentration of car‑
bon in the inner core, by matching the density and sound 
velocities of a Fe‐carbide‐containing inner core composi‑
tion model with seismological models. Both Fe carbide 
phases, Fe3C and Fe7C3, are FM at 1 bar and undergo 
pressure‑induced magnetic transitions. The FM‐PM tran‑
sitions of both Fe carbides most likely occur at <10 GPa, 
with the exception of the study by Nakajima et al. [2011] 
indicating an FM‐PM transition pressure of 18 GPa for 
Fe7C3. For Fe3C, a wide range of PM‐NM (or highspin–
lowspin) transition pressures have been proposed, from 
22 to >68  GPa (Figure  22.2). For Fe7C3, the PM‐NM 
transition has been proposed to occur at ~53  GPa 
(Figure  22.2), comparable to the predicted transition 
pressure of ~67 GPa [Mookherjee et al., 2011]. The mag‑
netic transitions in the Fe‐carbide phases, particularly the 
PM‐NM transition, have significant effects on their den‑
sities and sound velocities. Anomalous behaviors in the 
compressibility and sound velocities at high pressures 
have been observed for both Fe3C and Fe7C3 due to the 
PM‐NM transitions at ~50 GPa (Figure 22.2). An inner 
core composition model containing Fe carbide, Fe3C or 
Fe7C3, has been proposed to account for the density defi‑
cit and sound velocity discrepancies of the inner core, thus 
making it unnecessary to invoke partial melting in the 
inner core to explain the anomalously low shear vS of  the 
inner core, as suggested previously [Singh, 2000]. A totally 

solid inner core may have unique seismic anisotropy and 
attenuation and viscosity, which affects the evolution 
and dynamics of the inner core [Jeanloz and Wenk, 1988; 
Deguen et al., 2013].

Other light elements, such as sulfur, may also exist in 
the core. For example, for the Fe–C–S outer core compo‑
sition model, Fe carbides would be the liquidus phase at 
core pressures and would form the solid inner core, even 
for carbon concentration as low as 0.3 wt% in the outer 
core [Wood, 1993]. During the solidification of solid Fe 
and/or Fe carbides from the carbon‐containing liquid 
outer core, carbon would become more depleted in the 
outer core, which could enhance the transport of carbon 
from the mantle to the core. Such transport might occur 
rapidly through grain boundary diffusion and is facili‑
tated by solid‐state convection in the mantle [Hayden and 
Watson, 2007]. This process could, in turn, have profound 
effects on the outgassing and recycling of CO2 in Earth’s 
interior [Zhang and Zindler, 1993].
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issues with deep

core-mantle mass exchange, 156
primordial differentiation of BSE, 155–56

mass exchange between core and, 156
melt in evolution of deep, 50–51
mineral assemblage, 153–54, 229
radiative heat flow in, 35–38, 36f, 37f
siderophile elements in segregation between core and, 

161–63, 162f
surface heat loss with convection of, 44
surface heat with viscosity of, 44
thermal conductivity properties of, 34–38, 36f, 37f
thermal evolution of, 43–51

Mantle transition zone, effect of water on phase boundaries in, 
268–69, 269f, 270f

MD method. See Molecular dynamics method
Melting. See also Iron melting

determination of, 4
Metallic liquid composition, 165–67, 166f
Metal-silicate partitioning

core-mantle reactions with, 203–5
light elements, 168

siderophile elements behavior in, 163–67
oxygen fugacity, 164–65, 164f
pressures effects, 165
silicate melt composition, 165, 166f
temperatures effects, 165

siderophile elements groups in
highly siderophile elements, 167–68
moderately siderophile elements, 167
volatile siderophile elements, 168

Metal-silicate segregation mechanisms
fluid dynamical model, 184f
grain-scale percolation, 182–83
magma oceans, 183–84, 184f
summary of possible mechanisms, 182f

Meteorites, chondritic, 146, 149f
Mg-Fe alloys, crystal structures of, 64
(Mg,Fe)O (Ferropericlase)

core-mantle boundary with, 73
crystallographic parameters for, 71t
crystal structures of, 70f, 71t, 73, 73f
deformation of, 92–94, 93f
equilibrium with bridgmanite, 230
Fe-Mg exchange coefficient, 233f
fractions of mantle phases from thermodynamics, 248f
lower mantle with, 229–34, 232f, 233f
mantle compositional model with, 153–54, 154f
primitive Earth’s mantle composition with, 227t
radiative thermal conductivity of, 37f, 38
volume fraction in lower mantle of, 70f

(Mg,Fe)SiO
3 (Bridgmanite). See Perovskite

Mg-endmember
adiabatic temperature profiles calculated for, 18t

CMB heat flow with, 23–24, 24f, 25f
diabatic temperature profiles for, 18f
LM thermal conductivity model with, 24–25, 25t
vibrational entropy of, 18f

oxidation state, Fe, 233f, 234–36, 234f, 235f
oxidation state of iron, 233f, 234–36, 234f, 235f
perovskite-structured MgSiO3, 36f
primitive Earth’s mantle composition with, 227t
radiative thermal conductivity of, 37f, 38
solubility of Fe2+ in, 72
spin-pairing crossover of Fe in, 72
structural diversity introduced for, 70
thermal conductivity values of, 36f
trivalent cation substitution mechanisms in, 234f
volume fraction in lower mantle of, 70f

MgO
CMB heat flow with, 22–23, 23f
lattice thermal conductivity of, 23f
LM thermal conductivity model with, 24–25, 25t

Midocean ridge basalt (MORB) composition, 21–22
depletion of, 226
lower mantle minerals in model abundances for, 70f,  

246–48, 248f
melting temperature of, 218
PPv transition in, 216
SiO2 polymorphs, 74

Mie-Grüneisen equation, 15
Moderately siderophile elements (MSEs), 162.162f

metal-silicate partitioning with, 167
Molecular dynamics (MD) method, 15–16

entropy of crystalline and liquid phases calculated with, 18
finite-temperature elastic constants computations with, 17

MORB composition. See Midocean ridge basalt  
composition

Morse-Rydberg equation, 15
MSEs. See Moderately siderophile elements
Multianvil press, 4
Multistage core formation model, 185–86

New aluminous phase (NAL), 70f, 76–77, 78t
Newton equation of motion (EoM), 14
Nickel, iron-rich alloys melting with, 8
Nominally anhydrous minerals, 266–71, 267t, 269f, 270f, 270t
Nonmagnetic (NM) state, 282
Nuclear resonant inelastic X-ray scattering (NRIXS) 

technique, 259, 283–84
Numerical modeling, 91

of defect interaction, 89
of defect properties, 91–92

OC. See Outer core
Ocean island basalts (OIBs), 226
OIBs. See Ocean island basalts
Olivine, 231

dry and wet phase boundaries for, 271f
Fe-Mg exchange coefficient in experiments using, 230f
primitive Earth’s mantle composition with, 227t

Olivine-spinel transition, 13
Olivine-wadsleyite transition, 270f
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Outer core (OC), 46
analogs materials in understanding, 102–3
constraints on composition of

density and sound velocity relationship, 135–37, 
136f, 137f

possible composition, 138, 139t
density and compressibility of liquid Fe alloys in, 129–33

compressibility in, 133, 133f
density in, 130–32, 132f
effect of S, Si, and C on, 130, 131t
liquid structure in, 133, 133f

light elements in, 151
physical properties of, 129–40
seismological properties of liquid, 117–18
sound velocity of liquid Fe alloys in, 133–35

effect of S, Si, and C on, 134–35
measured P-wave velocities, 134t

transport properties of liquid Fe alloys in, 138–40, 139f, 139t

Paramagnetic (PM) state, 282
Peierls-Nabarro-Galerkin (PNG) method, 92
Peierls-Nabarro (PN) model, 92
Perovskite

Bridgmanite (Mg,Fe)SiO
3

BM EOS in phase diagram computation with, 246t
CMB chemistry with, 203
crystallographic parameters for, 71t
crystal structures of, 70–73, 70f, 71f, 71t, 72f
cubic perovskite structure, 71f
deformation of, 93f, 94–95
dry and wet boundaries for, 271f
equilibrium with ferropericlase, 230
Fe-Mg exchange coefficient between, 233f
fractions of mantle phases from thermodynamics, 248f
garnet-perovskite transition, 270f
incorporation of aluminum into, 71–72
lower mantle understood through, 106–8
lower mantle with, 229–34, 232f, 233f
mantle compositional model with, 153–54, 154f
Mg-endmember

adiabatic temperature profiles calculated for, 18t
CMB heat flow with, 23–24, 24f, 25f
diabatic temperature profiles for, 18f
LM thermal conductivity model with, 24–25, 25t
vibrational entropy of, 18f

oxidation state, Fe, 233f, 234–36, 234f, 235f
oxidation state of iron, 233f, 234–36, 234f, 235f
perovskite-structured MgSiO

3, 36f
primitive Earth’s mantle composition with, 227t
radiative thermal conductivity of, 37f, 38
solubility of Fe2+ in, 72
spin-pairing crossover of Fe in, 72
structural diversity introduced for, 70
thermal conductivity values of, 36f
trivalent cation substitution mechanisms in, 234f
volume fraction in lower mantle of, 70f

calcium silicate (CaSiO3, Ca-Pv)
crystallographic parameters for, 71f
crystal structures of, 70f, 71f, 71t, 73–74

deformation of, 93f, 95
fractions of mantle phases from thermodynamics, 248f
mantle compositional model with, 153–54, 154f
primitive Earth’s mantle composition with, 227t
volume fraction in lower mantle of, 70f

Perovskite (Pv) transition, 13, 20
Phase A, 269, 270t
Phase B, 269, 270t
Phase C, 269, 270t, 272
Phase D, 269–72, 270t

MgSi2H2O6, 77–79, 78f, 78t, 79f
Phase diagrams

core materials analyzed using, 191–97
experimental melting temperatures in, 193–95, 194f
phase relations at ICB conditions in, 195–97, 196f
thermodynamic basis for, 192–93

for Fe-FeO, Fe-Fe3C, and Fe-Fe3S, 194f
LM materials analyzed using, 241–49

ab initio computational modeling, 243
compositional models in, 246–49, 247f, 248f
determining phase equilibria, 242–43
experimental synthesis, 242–43
MgSiO3-FeSiO3 system in, 245–46, 246t, 247f
thermodynamics and stability with, 243–45

progress needed for, 192
ternary diagrams of Fe-rich alloys, 196f

Phase E, 270t
Phase F, 270t, 272
Phase G, 270, 270t, 272
Phase H

δ-AlOOH phase in relation to, 271–73, 271f, 272f
discovery of, 271–72, 271f
MgSiH2O4, 78t, 79–80, 80f, 270t, 272
physical properties of, 272–73
stability in MgSiO2(OH)2-AlOOH system of, 272, 272f

Phonon and crystal thermodynamics, 14–15
Photons, radiative heat flow in mantle with, 35–38, 36f, 37f
Plastic deformation

analytical methods
average polycrystalline properties, 91
deformation mechanisms, 91
numerical modeling, 91
numerical modeling of defect interaction, 89
numerical modeling of defect properties, 91–92
PNG method, 92
PN model, 92
single crystals to polycrystals, 92
transmission electron microscopy, 91
X-ray line profile analysis, 91

diffusion creep in, 90
dislocation creep in, 90
D″ layer, 95
experimental deformation in study of

deformation-DIA, 90
deformation T-Cup, 90
diamond anvil cell, 90
large-volume presses, 90
rotational Drickamer apparatus, 90

grain boundary processes in, 90
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inner core, 95–96
lower mantle materials

bridgmanite, 93f, 94–95
CaSiO3 perovskite, 93f, 95
ferropericlase, 92–94, 93f

mechanisms of, 89–90
PM state. See Paramagnetic state
PNG method. See Peierls-Nabarro-Galerkin method
Pnma structure, 59–60, 60f
PN model. See Peierls-Nabarro model
Post-garnet transition, 270f
Post-perovskite, CaIrO3-type (Mg,Fe)SiO3

analogs for, 105–6
crystallographic parameters for, 71t
crystal structures of, 70f, 71t, 74, 74f
volume fraction in lower mantle of, 70f

Post-perovskite (PPv) transition, 13, 20
D″ layer with

depleted mantle in, 215–16
experimental difficulty in, 210, 211f
MORB material in, 216
pure MgSiO3 ppv in, 211–14, 213f
pyrolitic mantle in, 214–15
Soret diffusion in, 210–11, 212f

global occurrence of, 219–20
lower mantle understood through, 105–6

Post-spinel transition, 13, 270f
PPv transition. See Post-perovskite transition
Preliminary reference Earth model (PREM), 113, 114

core composition in model to match, 192
core wave speed in, 116, 116f, 118
inner core's physical properties in, 121–23, 122f, 123f, 124f

Primitive upper mantle (PUM), 161
Pv transition. See Perovskite transition
Pyrolitic mantle

melting in, 216–18, 217f
PPv transition in, 214–15
Pyrolite model, 152

Quasi-harmonic approximation (QHA), 15
Quasi-harmonic Debye model, 16

Radiative heat flow, in mantle, 35–38, 36f, 37f
Radiogenic heat production models

cosmochemical models, 154
geochemical models, 154–55
geodynamic models, 155

Radiogenic heat production rate, 44
Rayleigh number, 44
RDA. See Rotational Drickamer apparatus
Rosseland mean approximation, 36
Rotational Drickamer apparatus (RDA), 90

Scattering coefficients, 37
Schrödinger equation, 14
Seifertite, SiO

2, 75t, 76
Shape-preferred orientation (SPO), 117
Shear energy density, 115f
Shock wave studies, 5

Siderophile elements
accretion models linked to

accretion with predictive D(metal/silicate) expressions, 
170–71, 171f

continuous accretion and heterogeneous accretion, 170
continuous core formation, 170

core-mantle segregation with, 161–63, 162f
coupling isotopic and experimental studies with, 172
future with, 171–73
gaps in experimental data at high T and P for, 172
limited experimental data with, 171–72
metal-silicate partitioning with, 163–67

highly siderophile elements, 167–68
metallic liquid composition, 165–67, 166f
moderately siderophile elements, 167
oxygen fugacity, 164–65, 164f
pressures effects, 165
silicate melt composition, 165, 166f
temperatures effects, 165
volatile siderophile elements, 168

modeling of
accretion models, 170
history of core formation models, 168
magma ocean, 168–69
P, T, f

O2, and silicate and metallic melt effects, 169–70
oxidation state during accretion in model with, 172
planetary differentiation with, 161–63, 162f

Single-stage core formation model, 185
SiO2 polymorphs

CaCl2-type SiO2, 75, 75f, 75t
crystal structures of, 74–76, 75t
MORB with, 74
seifertite, 75t, 76
stishovite, 75, 75f, 75t

SMS. See Synchrotron Mössbauer spectroscopy
Soret diffusion, 210–11, 212f
Sound velocity

composition of outer core constrained by, 135–37, 
136f, 137f

density and relationship to, 135–37, 136f, 137f
discrepancy with carbon in core and, 282–85, 284f
inner core, 122–25, 122f, 124f
in liquid Fe alloys, 133–35

effect of S, Si, and C on, 134–35
measured P-wave velocities, 134t

in solid Fe alloys, 122–25, 124f
S-wave velocity

in inner core, 122–25, 122f, 124f
LLSVP, 21–22
in TBL, 21f
temperature profiles with, 20–21, 21f

SPO. See Shape-preferred orientation
Stishovite, SiO

2, 75, 75f, 75t
solubility of water in, 267t, 268

Stokes–Einstein relation, 139
Subducted crustal materials, melting in, 218
Summation process, 17
Superadiabatic temperature deviation, 20
Superhydrous phase B, 269, 270t
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Surface heat loss, mantle convection with, 44
Synchrotron Mössbauer spectroscopy (SMS), 282

TBL. See Thermal boundary layer
TDoS. See Temperature-dependent two-phonon density of 

states
TEM. See Transmission electron microscopy
Temperature-dependent two-phonon density of states 

(TDoS), 17
Terrestrial planets

chondrites as building blocks of, 146–50, 147f, 148t, 
149f, 150t

composition of, 148–49, 149f
mantle and core compositions predictions in, 188
metallic cores of, 181
volatiles relative to gas giants, 152

Thermal boundary layer (TBL), 146
CMB with, 13, 20, 21f, 22
dynamical perturbations of, 38
S-wave velocity profiles in, 21f
temperature profiles in, 21f

Thermal conduction equation, 20
Thermal conductivity

alloy content with decrease of, 34
calculation of, 32
across CMB, 38–40, 39f, 40f
CMB heat flow effected by, 48f, 49
of core, 32–34, 33f
diamond anvil cell experiments measuring, 34
electron-electron scattering governing, 32
geodynamo generation with, 32
Grüneisen parameter with, 32, 33f
mantle, 34–38, 36f, 37f
in metals, 32
MgSiO

3 bridgmanite, 36f
radiative contribution to, 36
Wiedemann-Franz law in computation of, 48

Thermal convection in core, 3
Thermal evolution, 43–51

classical “chondritic” model of, 49–50
CMB heat flow in, 50
energy and entropy equations for, 46–47
equations for core and mantle temperatures in, 49
heat flow in time-backward calculation, 45f
historical perspective on, 44
implications for, 49–51
melt in deep mantle, 50–51
modified Urey number with, 49–50
thermodynamics of, 45–46
time evolution equation, 44

Thermal structure of core
ab initio mineral physics data, 13–26
D″ layer, 19–22, 21f
Fe-alloys melting in, 3–10, 8t, 9f
heat transfer, 31–40
phase transitions associated with, 13
temperature profile calculation for, 9
thermal conductivity, 32–34, 33f

thermal convection in, 3
thermal evolution with, 43–51

Thermodynamics
core materials analyzed with, 191–97

basis for, 192–93
experimental melting temperatures in, 193–95, 194f
phase relations at ICB conditions in, 195–97, 196f

fractions of mantle phases derived from, 248f
LM materials analyzed using, 241–49

ab initio computational modeling, 243
compositional models in, 246–49, 247f, 248f
determining phase equilibria, 242–43
experimental synthesis, 242–43
MgSiO

3-FeSiO3 system in, 245–46, 246t, 247f
stability and, 243–45

energy of mixing, 244–45
energy of pure phases, 244

Thermoelasticity, 16–17
Transmission electron microscopy (TEM), 91, 243

Ultra low-velocity zones (ULVZs), 20, 146
origin of, 220–21

Ultrasonic pulse-echo overlap method, 134, 134t
ULVZs. See Ultra low-velocity zones
Urey-Craig diagram, 149f
Urey number, 45

dimensionless, 44
thermal evolution and modified, 49–50

Vibrational entropy, 15
Vinet (Morse-Rydberg) equation, 15
Viscoplastic self-consistent (VPSC) implementation, 92
Viscosity

CMB, 215
effect of water on, 266
liquid Fe alloys, 138–40, 139f, 139t
lower mantle, 94, 226
magma ocean, 183–84
thermal evolution, 44–45

Volatile siderophile elements (VSE), 162, 162f
metal-silicate partitioning with, 168

VPSC implementation. See Viscoplastic self-consistent 
implementation

VSE. See Volatile siderophile elements

Weakly siderophile elements (WSEs), 162.162f
Wiedemann-Franz law, 48
WSEs. See Weakly siderophile elements

XLPA. See X-ray line profile analysis
XMCD. See X-ray magnetic circular dichroism
X-ray diffraction (XRD)

Fe-H system in, 256–59, 261
lower mantle and core materials in, 91
pyrolitic material, 214–15

X-ray line profile analysis (XLPA), 91
X-ray magnetic circular dichroism (XMCD), 282
XRD. See X-ray diffraction


