
�

� �

�

Advanced Multicarrier Technologies for
Future Radio Communication

5G and Beyond

Hanna Bogucka

Adrian Kliks

Paweł Kryszkiewicz



�

� �

�

This edition first published 2017
© 2017 John Wiley & Sons, Inc.

All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted,
in any form or by any means, electronic, mechanical, photocopying, recording or otherwise, except as
permitted by law. Advice on how to obtain permission to reuse material from this title is available at
http://www.wiley.com/go/permissions.

The right of Hanna Bogucka, Adrian Kliks, and Paweł Kryszkiewicz to be identified as the author(s) of this work
has been asserted in accordance with law.

Registered Offices
John Wiley & Sons, Inc., 111 River Street, Hoboken, NJ 07030, USA

Editorial Office
111 River Street, Hoboken, NJ 07030, USA

For details of our global editorial offices, customer services, and more information about Wiley products visit
us at www.wiley.com.

Wiley also publishes its books in a variety of electronic formats and by print-on-demand. Some content that
appears in standard print versions of this book may not be available in other formats.

Limit of Liability/Disclaimer of Warranty
The publisher and the authors make no representations or warranties with respect to the accuracy or
completeness of the contents of this work and specifically disclaim all warranties; including without limitation
any implied warranties of fitness for a particular purpose. This work is sold with the understanding that the
publisher is not engaged in rendering professional services. The advice and strategies contained herein may not
be suitable for every situation. In view of on-going research, equipment modifications, changes in governmental
regulations, and the constant flow of information relating to the use of experimental reagents, equipment, and
devices, the reader is urged to review and evaluate the information provided in the package insert or
instructions for each chemical, piece of equipment, reagent, or device for, among other things, any changes in
the instructions or indication of usage and for added warnings and precautions. The fact that an organization or
website is referred to in this work as a citation and/or potential source of further information does not mean
that the author or the publisher endorses the information the organization or website may provide or
recommendations it may make. Further, readers should be aware that websites listed in this work may have
changed or disappeared between when this works was written and when it is read. No warranty may be created
or extended by any promotional statements for this work. Neither the publisher nor the author shall be liable
for any damages arising here from.

Library of Congress Cataloging-in-Publication Data
Names: Bogucka, Hanna, author. | Kliks, Adrian, author. | Kryszkiewicz,

Paweł, author.
Title: Advanced multicarrier technologies for future radio communication : 5G

and beyond / by Hanna Bogucka, Adrian Kliks, Paweł Kryszkiewicz.
Description: Hoboken, NJ, USA : Wiley, 2017. | Includes bibliographical

references and index. |
Identifiers: LCCN 2017016847 (print) | LCCN 2017030272 (ebook) | ISBN

9781119168911 (pdf) | ISBN 9781119168928 (epub) | ISBN 9781119168898
(hardback)

Subjects: LCSH: Wireless communication systems–Technological innovations. |
Multiplexing. | Carrier waves. | BISAC: TECHNOLOGY & ENGINEERING /
Electrical.

Classification: LCC TK5103.2 (ebook) | LCC TK5103.2 .B64 2017 (print) | DDC
621.3845/6–dc23

LC record available at https://lccn.loc.gov/2017016847

Cover image: (Main image) © saicle/Gettyimages; (Inset) © nopporn/Shutterstock
Cover design by Wiley

Set in 10/12pt WarnockPro by SPi Global, Chennai, India

Printed in the United States of America

10 9 8 7 6 5 4 3 2 1



�

� �

�

To our families.



�

� �

�

v

Contents

Preface ix
List of Abbreviations xiii

1 Introduction 1
1.1 5G Radio Communications 2
1.2 Challenges for Future Radio Communications 6
1.3 Initiatives for the Future Radio Interface Definition 8

2 Multicarrier Technologies in Radio Communication
Systems 11

2.1 The Principles of OFDM 15
2.2 Nonlinear Distortions in Multicarrier Systems 18
2.2.1 Power Amplifier Models 22
2.3 PAPR Reduction Methods 25
2.4 Link Adaptation in Multicarrier Systems 31
2.5 Reception Techniques and CFO Sensitivity 35
2.5.1 Synchronization 35
2.5.2 Channel Estimation and Equalization 40

3 Noncontiguous OFDM for Future Radio
Communications 45

3.1 Enhanced NC-OFDM with Cancellation Carriers 54
3.1.1 Reception Quality Improvement for Cancellation Carrier

Method 57
3.1.2 Reduced-Complexity Reduced-Power Combination of CCs and

Windowing 63
3.1.3 Rate and Power Issues with the CC Method 64
3.2 Reduction of Subcarrier Spectrum Sidelobes by Flexible

Quasi-Systematic Precoding 69
3.2.1 Precoder Design 70



�

� �

�

vi Contents

3.2.2 Reception Quality Improvement for NC-OFDM with
Quasi-Systematic Precoding 72

3.3 Optimized Cancellation Carriers Selection 77
3.3.1 Computational Complexity 80
3.3.2 Heuristic Approach to OCCS 80
3.4 Reduction of Nonlinear Effects in NC-OFDM 85
3.4.1 Sequential PAPR and OOB Power Reduction 88
3.4.2 Joint Non-linear Effects Reduction with Extra Carriers 91
3.5 NC-OFDM Receiver Design 101
3.5.1 NC-OFDM Receiver Synchronization 103
3.5.2 In-Band-Interference Robust Synchronization Algorithm for an

NC-OFDM System 106
3.5.3 Performance Evaluation 119
3.5.4 Computational Complexity 126
3.6 Summary: Potentials and Challenges of NC-OFDM 127

4 Generalized Multicarrier Techniques for 5G Radio 131
4.1 The Principles of GMC 132
4.1.1 FrameTheory and Gabor Transform 135
4.1.2 Short-Time Fourier Transform and Gabor Transform 140
4.1.3 Calculation of the Dual Pulse 141
4.1.4 GMC Transceiver Design Using Polyphase Filters 143
4.2 Peak-to-Average Power Ratio Reduction in GMC Transmitters 145
4.2.1 Optimization of the Synthesis Pulse Shape for Minimization of

Nonlinear Distortions 145
4.2.2 Active Constellation Extension for GMC Signals 150
4.3 Link Adaptation in GMC Systems 159
4.3.1 Two-Dimensional Water-Filling 159
4.3.2 Adaptive Modulation in GMC Transmitters 165
4.3.3 Application of the Modified Hughes–Hartogs Algorithm in GMC

Systems 167
4.3.4 Remarks on Link Adaptation in the GMC Transmission 170
4.4 GMC Receiver Issues 173
4.4.1 Received Signal Analysis 174
4.4.2 Successive Interference Cancellation (SIC) 177
4.4.3 Parallel Interference Cancellation (PIC) 179
4.4.4 Hybrid Interference Cancellation (HIC) 181
4.5 Summary 190

5 Filter-Bank-Based Multicarrier Technologies 193
5.1 The Principles of FBMC Transmission 194
5.2 FBMC Transceiver Design 196
5.3 Pulse Design 199



�

� �

�

Contents vii

5.3.1 Nyquist Filters and Ambiguity Function 199
5.3.2 IOTA Function 200
5.3.3 PHYDYAS Pulse 203
5.3.4 Other Pulse-Shape Proposals for FBMC 205
5.4 Practical FBMC System Design Issues 207
5.4.1 Self-Interference Problem in the FBMC Systems 207
5.4.2 Computational Complexity 209
5.4.3 Limitations of FBMC in Burst Transmission Schemes 211
5.4.4 MIMO technique for FBMC Transmission 211
5.5 Filter-bank-Based Multicarrier Systems Revisited 213
5.6 Summary 218

6 Multicarrier Technologies for Flexible Spectrum Usage 219
6.1 Cognitive Radio 219
6.2 Spectrum Sharing and Licensing Schemes 223
6.2.1 Exclusive Use of Spectrum 225
6.2.2 License Exempt Rules 225
6.2.3 Licensed Shared Access and Authorized Shared Access 226
6.2.4 Citizen Broadband Radio Service and Spectrum Access System 226
6.2.5 Pluralistic Licensing 227
6.2.6 Licensed Assisted Access 227
6.2.7 Co-Primary Shared Access 228
6.3 Dynamic Spectrum Access Based on Multicarrier

Technologies 228
6.3.1 DSA Based on Spectrum Pricing 229
6.3.2 DSA Based on Coopetition 231
6.4 Dynamic Spectrum Aggregation 231
6.4.1 Complexity and Aggregation Dynamics 236
6.4.2 Transmitter Issues 237
6.4.3 Receiver Issues 239
6.4.4 Throughput Maximization 241
6.5 Summary 245

7 Conclusions and Future Outlook 247

References 251

Index 283



�

� �

�

ix

Preface

Increasing demand bymobile radio customers (persons and devices) for higher
data rates, multimedia services, and more bandwidth, as well as anticipated
traffic related to the Internet of Things, creates unprecedented challenges for
future mobile communication systems. There seems to be the general consen-
sus on the future Fifth Generation (5G) wireless communication directions
and expected key performance indicators to meet these challenges, that is,
to aim at achieving significantly higher system capacity, connectivity, energy
and spectral efficiencies, while lowering the end-to-end latency for some
mission-critical applications. Concerning the network capacity and spectrum
usage enhancement, they result from network densification and spectrum
aggregation [1]. Spectrum aggregation refers to making use of possibly
discontinuous frequency bands and, thus, larger amounts of electromagnetic
spectrum. It is known to be possible through a technique called Carrier
Aggregation (CA), which has been proposed for the Long Term Evolution
Advanced (LTE-A) standard in order to achieve the throughput of 1 Gbps in
the downlink for the Fourth Generation (4G) systems in a 20 MHz channel
[2]. Although CA applied in LTE-A is a step toward spectrum aggregation, its
flexibility in aggregating any kind of spectrum fragments is limited, and the
proposed protocols do not allow for dynamic spectrum access and aggregation.
New multicarrier transmission techniques using noncontiguous subcarriers

are known to be capable of flexible spectrum aggregation [3, 4] and allow for
flexibility of various kinds, specially at adaptive physical and medium access
control layers. By applying cognitive spectrum sharing using these techniques
in both licensed and unlicensed frequency bands of the future heterogeneous
networks, more spectrum can be effectively used, and interference among cells
and nodes can be avoided. Dynamic aggregation of potentially noncontiguous
fragments of bands in a wide frequency range poses a number of challenges
for the baseband processing, antenna and Radio Frequency (RF) transceiver
design, particularly in the dynamically changing radio environment. In our
book, we present these promising technologies and answer how to meet the
mentioned 5G challenges with noncontiguous multicarrier technologies and
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novel algorithms enhancing spectral efficiency, interference robustness, and
reception performance. It is apparent that the deployment of future flexible
radios and spectrally agile waveforms has received and is still receiving the
necessary scientific recognition.
Multicarrier modulation and multiplexing are a form of Frequency-Division

Multiplexing (FDM), where data are transmitted across several narrowband
streams using different carrier frequencies. The most known example is the
Orthogonal Frequency-Division Multiplexing (OFDM). In the recent years,
however, increasing research effort has been focused on some other forms of
multicarrier modulation and multiplexing, which enhance the properties of
OFDM or employ nonorthogonal subcarriers, use discontinuous frequency
bands, and apply subcarrier shaping. In our book, we focus on new mul-
ticarrier transmission techniques using noncontiguous subcarriers such as
PNon-contiguous Orthogonal Frequency-DivisionMultiplexing (NC-OFDM),
its enhanced version, GeneralizedMulticarrier (GMC)multiplexing, or its spe-
cial case, namely the Non-contiguous Filter-Bank Multi-Carrier (NC-FBMC)
technique.These are techniques capable of flexible spectrum aggregation, flex-
ible transmission and reception methods achieving high spectral efficiency or
energy efficiency toward meeting the 5G radio system challenges. We believe
that in the coming years, the work on novel multicarrier technologies will be at
a height of culmination for application in future radio communication systems
(5G and beyond).
In Chapter 1, we discuss the challenges and bottlenecks of the future and 5G

radio communication technology based on the spectral agility of waveforms
and on the flexibility and efficiency of spectrum usage. The need for practical
solutions and implementation based on novel multicarrier technologies are
emphasized.
Chapter 2 entitled Multicarrier technologies in radio communication systems

presents the state of the art in multicarrier technologies for radio communi-
cation. We present the principles of multicarrier schemes, OFDM, as well as
other known multicarrier techniques. In that chapter, we also address the key
advantages and issues in designing multicarrier systems, such as nonlinear
distortions, Peak-to-Average Power Ratio (PAPR) reduction techniques, trans-
mission parameter adaptation, reception techniques, and synchronization.
In Chapter 3 on Noncontiguous OFDM for future radio communications, we

introduce the principles of NC-OFDM as a well-suited technique for future
5G radio communications, able to aggregate discontinuous spectrum bands.
Efficient NC-OFDM transmitter and receiver designs are discussed. Moreover,
key techniques for enhanced NC-OFDM communications are addressed:
reduction of the Out-of-Band (OOB) power to aggregate the fragmented
spectrum and to limit and control interference generated to the adjacent
frequency bands, spectrum aggregation dynamics, PAPR reduction, signal
reception, and the particularly difficult problem of synchronization in the face
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of the reduced number of used subcarriers and possible interference from
frequency-adjacent systems.
In Chapter 4 on Generalized multicarrier techniques for 5G radio, we intro-

duce the idea of Generalized Multicarrier (GMC) modulation. It is shown that
it encompasses all existing multicarrier techniques, as well as all theoretically
imaginable multi- and single-carrier waveforms. Some interesting features of
this flexible and generalized waveform description are discussed, showing its
potential for the application in future 5G (and beyond) radio communications
and flexible programmable transceivers. Moreover, key issues for GMC com-
munications are addressed, such as higher PAPR and increased complexity
of the GMC transceivers, including adaptive transmission and reception
algorithms.
Chapter 5 entitled Filter-bank-based multicarrier technologies presents

the principles of Filter-BankMulti-Carrier (FBMC) modulation, which has
been recently heavily researched worldwide and is being proposed for some
of the 5G radio interfaces. In this technique, the OOB power is filtered on
the per-subcarrier basis. Efficient Offset Quadrature Amplitude Modulation
(OQAM)-based FBMC transmitter and receiver design with reduced com-
putational complexity is discussed. The prototype-filter design and related
receiver techniques are addressed. Other challenges of this technique are
also covered, as well as other filter-bank-based techniques recently proposed:
filtered OFDM, Cosine-Modulated Multitone signaling, Filtered Multi-Tone
(FMT), Universal Filtered Multicarrier (UFMC), or Generalized Frequency
Division Multiplexing (GFDM).
Chapter 6 on Multicarrier technologies for flexible spectrum usage discusses

Dynamic Spectrum Access (DSA) and sharing options for the future mul-
ticarrier technologies meeting the desired features of 5G communications.
Some interesting DSA methods based on game theory, spectrum pricing, and
the so-called coopetition are discussed. The issue of the required information
signaling is confronted against the required spectral efficiency. Coexistence of
the new cognitive radio technologies with the incumbent (licensed) systems
is considered. In particular, spectrum aggregation using NC-OFDM and
NC-FBMC in the real-world scenarios in the presence of Global System for
Mobile Communications (GSM) and Universal Mobile Telecommunications
System (UMTS) system base stations and terminals is discussed and evaluated.
Finally, the book is summarized in Chapter 7, presenting Conclusions and

Future Outlook. This chapter summarizes the key observations obtained from
the totality of the presented work. The chapter also includes the discussion
of the future outlook for presented technologies in terms of their greater
industrial realization, hardware practicality, and other challenges.

Poznań
April 10, 2017
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Introduction

Intensive development of mobile radio communication systems can be
observed since the deployment of cellular telephone systems, which revo-
lutionized communication in modern society. The pioneer working cellular
system was the analog First Generation (1G) Nordic Mobile Telephony (NMT)
system deployed in 1981, first in Scandinavia, and then, in some European
and Asian countries [5]. In the following years, there have been other analog,
and then digital, Second Generation (2G) cellular systems introduced with
increasing continental coverage, that is, European Global System for Mobile
Communications (GSM) and American IS-95, followed by the global Third
Generation (3G) systems, that is, Universal Mobile Telecommunications Sys-
tem (UMTS) and IMT-2000 [6]. For these systems, a number of high-data-rate
transmission schemes and improvements have been implemented, leading to
the Fourth Generation (4G) standards, significantly increasing the 3G-systems’
capacity, coverage, and mobility. Apart from the mobile radio communication
standards, the local Wireless Local Area Networks (WLANs) are constantly
improving to support very high data rates, for example, the IEEE 802.11.n
standard using the Multiple Input, Multiple Output (MIMO) technology
allows transmission from 54 to 600 Mbit/s (at a maximum net data rate) [7].
Future wireless networks are challenged with keeping up with the constantly

increasing demand by mobile devices for higher data rates, multimedia ser-
vices support, and ever more bandwidth. In Figure 1.1, contemporary wireless
communication standards are presented, reflecting the dependence of their
achievable data rates and mobility.
Note that the upper-right corner of the picture in Figure 1.1 remains empty.

This is because high mobility usually means high velocity and high dynamics
of the radio communication channel. This entails limitations on the possible
data rates. At the same time, it is visible that subsequent generations of mobile
communication systems have been aiming at higher mobility and higher data
rates. The trend toward Fifth Generation (5G) (and beyond 5G) mobile com-
munication seems to have even more demanding assumptions.

Advanced Multicarrier Technologies for Future Radio Communication: 5G and Beyond, First Edition.
Hanna Bogucka, Adrian Kliks, and Paweł Kryszkiewicz.
© 2017 John Wiley & Sons, Inc. Published 2017 by John Wiley & Sons, Inc.
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Figure 1.1 Contemporary wireless standards. (Based on [8].)

1.1 5G Radio Communications

According to the Cisco predictions, “annual global IP traffic will surpass the
zettabyte (1000 exabytes) threshold in 2016, and the two zettabyte threshold
in 2019. (…) By 2019, global IP traffic will pass a new milestone figure of 2.0
zettabytes per year. (…) Traffic from wireless and mobile devices will exceed
traffic from wired devices by 2019. (…) Globally, mobile data traffic will
increase 10-fold between 2014 and 2019” [9]. According to the recent Ericsson
Mobility Report [10], the number of mobile subscriptions at the beginning of
2016 totaled 7.3 billion, while it is predicted that in 2019, this number will be
9.3 billion. Moreover, communication of billions of machines and devices that
are expected to comprise the Internet of Things poses even greater challenges,
never encountered before.That is why 5G wireless communication is the focus
of research and industry interest, aiming at achieving 1000 times the system
capacity, 10 times the energy efficiency, data rate, and spectral efficiency, 25
times the average mobile cell throughput, and significantly lower latency com-
pared with today’s 4G [11]. The paradigms for future 5G systems provided in
[12] are ultrahigh capacity (1000 times higher per square-kilometer), ultralow
latency (lower than 1 ms), massive connectivity (100 times higher), ultrahigh
rate (up to 10 Gbps), ultralow energy consumption. Although these perfor-
mance targets do not need to be met simultaneously, they provide the basis
for the Gbps user experience for 5G networks [12]. In the practical real-world
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scenarios, 5G networks should support data rates exceeding 10 Gbps in the
indoor and dense outdoor environments, and several 100 Mbps in urban and
suburban environments, while 10 Mbps should be accessible almost every-
where, including rural areas in both developed and developing countries [13].
It is also anticipated in [13] that 5G networks will not be based on one

specific radio-access technology. Rather, 5G communication system will
consist of a portfolio of access and connectivity solutions addressing the
demands and requirements of mobile communication beyond 2020. The
specification of 5G will include the development of a new flexible air interface,
which will be directed to extreme mobile broadband deployments, and target
high-bandwidth and high-traffic-usage scenarios, as well as new scenarios that
involve mission-critical and real-time communications with extreme require-
ments in terms of latency and reliability [13]. Apart from the extended mobile
broadband and mission-critical communication, other use cases considered
for 5G radio are massive machine-type communication, broadcast/multicast
services, and vehicular communication.
Similar vision on 5G capabilities is presented by the European experts of 5G

Infrastructure Association in [14]. According to this vision, by increasing key
performance indicators (data rates, data volume, reliability, mobility, energy
efficiency, density of served devices, inverse of the end-to-end latency, and
service development time) indicated in the radar diagram in Figure 1.2, the
5G communication technologies will be an economy booster, paving new
ways to organize the business sector of service providers, as well as fostering
new business models supported by advanced information and communication
technologies. They will provide user-experience continuity, the Internet of
Things (machine type of communication), and mission-critical (low-latency)
services.
To support these 5G radio communication system requirements, in partic-

ular for the mobile broadband use case, new spectrum is required. The World
Radiocommunication Conference (WRC) in 2015 took a key decision that it
will provide enhanced capacity for these kind of systems, that is, to allocate the
694–790 MHz frequency band in ITU Region-1 (Europe, Africa, the Middle
East, and Central Asia) for the mobile broadband radio services. Full protec-
tion has been given to the incumbent systems operating in this frequency band
(e.g., digital television broadcasting). Moreover, WRC-15 decided to include
studies in the agenda for the next WRC in 2019 for the identification of bands
above 6GHz. Higher frequency ranges in themillimeter-wave frequency bands
are also studied widely to use there unlicensed bands for 5G transmission, as
well as cognitive radio technologies that allow for spectrum sharing and, thus,
higher efficiency of frequency-band utilization.
Technologies that look promising for 5G include massive MIMO antenna

systems, energy-efficient communications, cognitive radio networks, and
small cells (pico- and femtocells) including extremely small, mobile femtocells.
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Figure 1.2 5G disruptive capabilities. (Based on [14].)

In part, these technologies will tackle the problem of the relatively poor
wireless service inside buildings. Wireless devices are used indoors about
80% of the time, yet today’s cellular architecture relies mostly on outdoor
base stations. Such indoor wireless communications will increase the energy
efficiency of wireless systems, because by separating indoor traffic from
outdoor traffic, the base station would face less pressure in allocating radio
spectrum and could transmit with lower power. For mobile users in cars,
trains, and buses, mobile femtocells can also improve service quality [11].
There is the general consensus on the forecast that the increased traffic will
be handled by heterogeneous networks, which will use different types of
network nodes equipped to handle various transmission power levels and data
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processing capabilities and support different radio-access technologies [15].
These technologies are supported by different types of backhaul links. Thus,
their interoperability is understood more broadly than the interworking of
wireless local area networks and cellular networks.
Low-power micro nodes (base stations and mobile terminals) and

high-power macro nodes can be maintained under the management of
the same operator, sharing the same frequency band.Thus, joint radio resource
and interference management needs to be provided to ensure the coverage of
low-power nodes.Moreover, the nodes can use discontinuous bands and aggre-
gate fragmented spectrum. For this purpose, new transmission techniques are
being considered for future heterogeneous communications [3, 4]. Enhanced
Orthogonal Frequency-Division Multiplexing (OFDM) and Filter-Bank
Multi-Carrier (FBMC) are multicarrier technologies that can be mentioned
as examples of application in the future 5G radio interfaces. By applying
intelligent spectrum sharing methods, strong interference among cells can be
avoided, as well as interference originating from coexisting systems.The objec-
tive of heterogeneous networks targets the improvement of overall capacity as
well as cost-effective coverage extension and green radio solution by deploying
additional network nodes within the local area range, such as low-power nodes
in micro-, picocells, home-evolved Node-Bs (HeNBs), femto nodes, and relay
nodes. Moreover, future 5G networks will support device-to-device (D2D)
communications omitting intermediary base station, allowing devices at close
distance to each other to communicate without going through the main net-
work infrastructure.This kind of communication is viewed as very effective for
traffic offloading and for improving spectrum reuse in densely populated areas.
The topic of 5G heterogeneous networks has gainedmuchmomentum in the

industry and research community very recently. The 3rd Generation Partner-
ship Project (3GPP) Long Term Evolution Advanced (LTE-A) has started a new
study item to investigate heterogeneous network deployments as an efficient
way to improve system capacity as well as effectively enhance network coverage
[16]. It has attracted the attention of IEEE 802.16j standardization. There have
been a number of special issues in leading scientific journals and magazines
focused on 5G communications and heterogeneous network key issues and
prospective performance (e.g., Refs [17–20]), as well as dedicated events and
workshops at major scientific conferences. Undoubtedly, a need is still recog-
nized by both industry and academia to better understand and elaborate more
on the technical details and performance gains that can be made possible by
future heterogeneous networks. To support the heterogeneity of radio-access
technologies and networks, radio resource sharing, and infrastructure sharing
in the 5G communication context, virtualization of networks and their control
is intensively researched.
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1.2 Challenges for Future Radio Communications

Future heterogeneous networks come with the challenges, and there are
important technical issues that still need to be addressed for successful
deployment and operation of these networks. In theory, the overall capacity
scales with the number of small cells deployed in a unit area. By reducing each
cell’s radius and by introducing more cells in a given area, more capacity can
be offered, and spectrum reuse can be increased. However, as cells get closer,
the hyperdensification of networks is challenged in many ways. Let us consider
the following equation based on the capacity of an additive white Gaussian
noise (AWGN) channel. The throughput R of a user in a cellular system is
upper-bounded by [21]:

R < C = m B
n
log2

(
1 + P

𝜎
2
I + 𝜎

2
N

)
, (1.1)

where C denotes capacity, B denotes the base station signal bandwidth, n
(load factor) denotes the number of users sharing the given base station, m
(spatial multiplexing factor) denotes the number of spatial streams between a
base station and a user device, and P denotes the desired signal power, while
𝜎
2
I and 𝜎

2
N denote the interference and noise power, respectively, observed

at the receiver. The signal bandwidth B can be increased by using additional
spectrum, if it is available. The load factor n (≥ 1) can be decreased through
cell splitting, which involves deploying a larger number of base stations and
ensuring that user traffic is distributed as evenly as possible among all the base
stations. Spatial multiplexing factor m can be increased using a larger number
of antennas (with suitable correlation characteristics) at the base station and
user devices.
Cell splitting has the favorable side effect of reducing the path loss between

a user device and base stations, which increases both desired and interfering
signal levels P and 𝜎

2
I , effectively lowering the impact of thermal noise 𝜎2

N. As
a result, interference mitigation is paramount for link efficiency improvement
in modern cellular systems. This requires a combination of adaptive resource
coordination among transmitters and advanced signal processing at the
receivers. The aforementioned parameters for wireless capacity enhancement
may be viewed under a common umbrella of network densification. Network
densification is a combination of spatial densification (which increases the ratio
m∕n) and spectrum aggregation (which increases B) [21]. Spectral aggregation
refers to using larger amounts of electromagnetic spectrum, spanning from
500MHz to the millimeter-wave bands (30–300 GHz). Aggregating potentially
noncontiguous fragments of bandwidth across such disparate frequency bands
poses numerous challenges for antenna and Radio Frequency (RF) transceiver
design, which need to be overcome in order to support spectral aggregation.
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Overall, noncontiguous multicarrier techniques, such as Non-contiguous
Orthogonal Frequency-Division Multiplexing (NC-OFDM) Non-contiguous
Filter-Bank Multi-Carrier (NC-FBMC), have been recognized as suitable
candidates for 5G transmission due to their potential for achieving spectrally
efficient communications by aggregating and exploiting fragmented unoc-
cupied spectrum while simultaneously achieving high data rates [3]. Both
these techniques possess the ability to efficiently use fragmented spectrum
opportunities as well as perform spectrum shaping in order to suppress
interference that may affect nearby wireless transmissions. To counteract the
potential for significant interference resulting from NC-OFDM Out-of-Band
(OOB) power emission, several techniques have been proposed in the litera-
ture, which are designed to significantly suppress these sidelobes in order to
make coexistence between systems utilizing adjacent spectrum feasible [4].
On the other hand, NC-FBMC, which applies subcarriers filtering, handles
the OOB power emission at the required level. This comes at the expense of
increased computational complexity. One can envision that the OOB level
can be adjusted by adaptively modifying the filter characteristics, that is,
by adaptive waveform design. However, so far, there has been no published
work on this kind of pulse-shape adaptation. Given the possible constraints
of limited computational and energy resources available via a user equipment
and other elements of the radio-environment context, a practical approach to
this problem that achieves a balance between the OOB interference mitigation
efficiency and its associated costs is needed. Moreover, there are many issues
of such spectrum aggregating, noncontiguous multicarrier signal reception.
One of them is synchronization in the presence of self-interference (among
subcarriers) and external in-band (especially narrowband) interference, the
other being reception/detection quality.
As shown earlier, in a hyperdense deployment, not only desired signal

strength but also interference from other cells increases. Increasing other-cell
interference needs to be mitigated, and mobility management mechanism is
required as the mobile users see cell edges more frequently. Furthermore, as
some privately owned small cells implement restricted access schemes, they
can generate/receive strong uncoordinated interference to/from external cells
sharing the same radio resources [22]. The deployment of small cells is mostly
unplanned, so a network self-organizing mechanism needs to be developed.
The self-organizing features of small cells can be generally classified into three
processes: (i) self-configuration, where cells are automatically configured by
downloaded software; (ii) self-healing, where cells can automatically perform
failure recovery; (iii) self-optimization, where cells constantly monitor the
network status and optimize their settings to improve coverage and reduce
interference [23].The promising performance gain by deploying more cells can
only be achieved by successfully addressing these problems. It can be noted
that there have been some achievements in recent years, in the development of
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enhanced intercell interference coordination in 3GPP LTE-Advanced systems
[24]. Still, intelligent incentive schemes are needed tomotivate privately owned
small cells to open up for wider access.
Besides the issue of meeting the overwhelming traffic demands, network

operators around the world now realize the importance of managing their
cellular networks in an energy efficient manner and reducing the amount
of CO2 emission levels [25]. As a result, the terminology of “green cellular
network” has become very popular recently, showing that the energy efficiency
as one of the key performance indicators for cellular network design [26, 27].
Although the deployment of small-cell networks is seen to be a promising way
of catering to increasing traffic demands, the dense and random deployment
of small cells and their uncoordinated operation raise important questions
about the implication of energy efficiency in such multitier networks. Besides
introducing small cells into existing macrocell networks, another effective
technique is to introduce sleep mode in macrocell base stations and offload
the traffic to smaller or more energy-efficient cells [28, 29]. Moreover, in
some cases of dense small-cell deployment, sleep mode can also be possible
and advantageous for open-access picocells to reduce energy consumption in
the area [30]. Proper traffic balancing between cells of diverse coverage and
networks will also result in higher Quality of Experience (QoE) for the end
users by lowering the probability of blocked calls [31].
In the 5G Era, networks, systems, and nodes will need to be context-aware,

utilizing context information in a real-time manner based on networks,
devices, applications, and the user and his/her environment. This context
awareness will allow improvements in the efficiency of existing services and
help provide more user-centric and personalized services. For example, net-
works will need to be more aware of application requirements, QoE metrics,
and specific ways to adapt the application flows to meet the QoE needs of
the user. The context-based adaptations of various transmission and network
parameters will have to take into account the following context information:
device-level context, application context, user context, environment context,
and network context [32, 33]. This context information itself consists of
different parts/components, each of which affects the individual steps of the
decision-making process in a different way, as shown in [34]. There are two
important performance aspects related to the use of context information:
signaling overhead and information reliability. They directly relate to key
performance metrics such as network capacity and energy efficiency.

1.3 Initiatives for the Future Radio Interface Definition

The common understanding of future 5G communication and considered
frequency bands of hundred of GHz implies that using one radio interface to
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address this wide range of frequency bands is not a good approach. This is
because propagation characteristics, implementation aspects, and compati-
bility issues are different for different frequency ranges. Therefore, the overall
5G wireless-access solution will most likely consist of multiple well-integrated
radio-interface solutions [13]. Nevertheless, suitable signal waveforms to meet
5G communication requirements have been researched, especially the ones
possessing parametric definition (and, thus, design flexibility) and potentials
for spectral agility for dynamic spectrum access, spectrum aggregation, and
spectrum sharing. For example, the EU Horizon 2020 project FANTSTIC-5G
studies flexible air interfaces for 5G systems operating in the frequency bands
below 6 GHz [35]. Moreover, a new common radio interface is envisioned in
the millimeter-wave band. The vision presented in [13] is that 5G networks
will incorporate LTE access (based on OFDM)along with new air interfaces in
a transparent manner toward both the service layer and users.
OFDM is already a mature technique, successfully applied in a number of

wireless standards. Therefore, there are many propositions to use similar tech-
niques for the future radio interface. Many of them originate from the telecom
industry and are serious candidates for 5G waveforms. For example in [12],
the so-called filtered OFDM is proposed as flexible waveform technology to
support multiple access schemes, frame structures, application scenarios, and
service requirements. It can also facilitate the coexistence of different systems
efficiently. In this approach, groups of OFDM subcarriers are filtered. These
groups may have different subcarrier spacings, symbol durations, and guard
times. According to our categorization in Chapter 5, this proposedmethod can
be viewed as a number of independent filtered OFDM waveforms or a more
flexible version of Universal Filtered Multicarrier (UFMC).
To avoid filtering in theDynamic SpectrumAccess (DSA) networks, allowing

for the dynamic spectrum aggregation, enhanced OFDMwaveforms have been
studied, for example, in [3, 4, 36–43]. The enhancement bases on some signal
processing and optimization methods for required spectrum shaping, where
the design (and redesign) of spectrum shaping filters in the dynamically chang-
ing radio communication environment is not possible. Details of this group of
multicarrier transmission schemes are given in Chapter 3.
FBMC waveforms have also been intensively studied for the application in

the future radio-access networks. They have some prominent features result-
ing from per-subcarrier filtering. Since the subcarriers spectra are shaped
individually, FBMC transmitter still possesses a good degree of flexibility in
theoretically aggregating any kinds of fragmented frequency resources and,
thus, the spectrum sharing. A number of European 6th and 7th Framework
Programme projects have focused on this type of waveform design with the
objective of physical layer design for the future DSA and cognitive radio net-
works, for example, URANUS, PHYDYAS, EMPhAtiC, METIS, or 5GNOW.
Chapter 4 presents details on the generalization of multicarrier waveforms
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based on filter banks for per-subcarrier filtering, while Chapter 5 is focused on
FBMC systems as they are more commonly understood.
Let us also mention the recent proposition for 5G Radio Access Technology

(RAT) based on Generalized Frequency Division Multiplexing (GFDM) being
considered to be a flexible version of OFDM, with the option of the subcarri-
ers to be not orthogonal to each other.This RAT has been described in [44–47].
GFDM, FBMC, aswell as two othermulticarrierwaveforms, namelyUFMCand
Biorthogonal Frequency Division Multiplexing (BFDM), have been the subject
of investigation in the EU 7th Framework Programme project 5GNOW [48].
Some less-detailed description of these schemes can be found in Chapter 5,
where some categorization of the contemporary proposed filter-bank-based
transceiver structures is provided. However, in fact, GFDM scheme is close to
the Generalized Multicarrier (GMC) scheme, which has been proposed earlier
in [49, 50] and researched within the EU 6th Framework Programme project
URANUS [51, 52]. We devote Chapter 4 to this kind of generalized waveform.
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Multicarrier Technologies in Radio Communication
Systems

Multicarrier modulation is a form of Frequency-Division Multiplexing (FDM)
[6, 53], where data are transmitted across several narrowband channels located
at different carrier frequencies. As opposed to conventional FDM systems,
where narrowband subcarrier signals are separated by guard bands in the
frequency domain, multicarrier modulation allows for a potential overlapping
of adjacent subcarriers under a certain set of operating conditions, thusmaking
this form of data transmission spectrally efficient. The parallelization of data
symbols across several simultaneous subcarriers yields relatively long symbol
duration when compared with the encountered duration of a time-dispersive
channel impulse response. As a result, communication systems employing
multicarrier modulation can efficiently handle the effects of intersymbol
interference due to multipath propagation.
Multicarrier modulation implementations have been approached in a num-

ber of manners, depending on how the data is demultiplexed to substreams
modulating parallel subcarriers. In general, these approaches can be catego-
rized into two classes of multicarrier modulation, namely [3, 53]:

• Discrete Fourier Transform (DFT)-based multicarrier modulation: applies
DFT and harmonic basis functions for subcarrier modulation; It can be effi-
ciently implemented using the Fast Fourier Transform (FFT) algorithm, for
example, radix-2 FFT with N log 2(N) complexity (in terms of the number
of operations) for N subcarriers (for N being the integer power of 2).
Numerous commercial network standards employing it include Orthogonal
Frequency-Division Multiplexing (OFDM) and Discrete MutliTone (DMT)
modulation [7, 54–61].

• Filter-Bank Multi-Carrier (FBMC) modulation: applies band-pass filters
at the transmitter to shape the spectra of modulated subcarriers prior to
combining them in the multicarrier transmit signal. At the receiver, the
bank of band-pass filters is applied in order to separate the received data
for distinct subcarriers [49, 62–64]. Several examples of FBMC include [3]:
(i) complex-exponentially modulated filter banks and cosine-modulated

Advanced Multicarrier Technologies for Future Radio Communication: 5G and Beyond, First Edition.
Hanna Bogucka, Adrian Kliks, and Paweł Kryszkiewicz.
© 2017 John Wiley & Sons, Inc. Published 2017 by John Wiley & Sons, Inc.
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filter banks that modulate a prototype low-pass filter using complex
exponentials and cosines, respectively; (ii) transmultiplexers that can be
considered to be the functional dual of subband coders; (iii) perfect recon-
struction filter banks designed to eliminate Inter-Carrier Interference (ICI)
under ideal channel conditions; (iv) oversampled filter banks that employ a
sampling factor higher than the total number of subcarriers; or (v) modified
DFT filter banks with offset-QAMmapping that delays either the real or the
imaginary components of each subcarrier signal with respect to each other
to minimize ICI.

Thus, there exists a wide range of multicarrier signals that can be classified
based on several characteristics, including whether the subcarriers are filtered
or nonfiltered, orthogonal or nonorthogonal, and precoded or nonprecoded.
All multicarrier signals can be described by the so-called Generalized Multi-
carrier (GMC) representation, which will be discussed in Chapter 4.
The popularity of the multicarrier transmission utilizing orthogonal wave-

forms (subcarriers), as in OFDM, is caused by its excellent properties. First, if
the coherence bandwidth of the considered channel is significantly larger than
the inverse of the orthogonality time of the OFDM signal, then the channel
can be treated as flat-fading in a subchannel defined around each subcarrier
frequency. This, in consequence, allows for relatively straightforward and
simple equalization of the received symbol and correction of the influence of
the transmission channel distortions. Moreover, in practical designs, the dura-
tion of each OFDM symbol is much smaller than the coherence time of the
channel; thus, the channel characteristic does not change within one symbol.
In order to mitigate the influence of the intersymbol interference, the guard
period is added in front of each data block. The price paid for the lack of
intersymbol interference is the degradation of the spectral efficiency. To deal
with these limitations, and to improve the properties of the OFDM-like signals,
various additional techniques have been proposed for application in orthog-
onal multicarrier systems, just to mention, adaptive modulation and coding
methods [53, 65–68] or efficient resource management techniques [69–73].
Furthermore, OFDM technique is already applied in Fourth Generation (4G)
systems [58, 59] and recommended for application in Fifth Generation (5G)
radio communications. It is also widely considered for the cognitive-radio
scenarios, mainly in its noncontinuous form [74–77].
Besides the indisputable advantages of OFDM-based systems, this kind of

multicarrier modulation suffers from two serious disadvantages, mainly:

• high out-of-band signal emission caused by the processing of high-amplitude
samples in the nonlinear devices (such as power amplifiers), corresponding
to a high peak-to-average power ratio [6, 53, 78, 79],
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• high sensitivity to frequency offsets and synchronization errors, due to the
fact that the orthogonality between the subcarriers is lost in a mobile radio
channel [53].

Apart from these disadvantages, it is worth mentioning that the spectral
efficiency of the OFDM is limited [80–82] due to the existence of the Cyclic
Prefix (CP) and the orthogonality requirement between the transmit pulses,
which determines the frequency distance between subcarriers. Such a limita-
tion together with other drawbacks of multicarrier systems using orthogonal
subcarrier waveforms has led toward implementation of new sophisticated
ways of signal modulation. These in particular allow for even strong overlap-
ping between the neighboring pulses on the time–frequency plane [81, 82],
thus increasing the total number of bits that can be transmitted in a certain
time slot and frequency band. Moreover, modification of the time–frequency
characteristic of the basic transmit pulse (waveform) enables higher spectrum
utilization in the context of cognitive networks, due to the possibilities of,
first, out-of-band emission control and second, efficient subcarrier allocation
within the given frequency band [75].
There have been several attempts to generalize the structure of a multicarrier

transceiver [49, 51, 52, 83]. Consequently, a class of data transmission signals
can be defined that is based on a GMC waveform characterized by two generic
requirements [3]:

• the number of subcarriers is greater than 1, and
• all transmit waveforms are created (i.e., translated in time and modulated

in the frequency domain) based on the unique, predefined pulse (called also
mother function or prototype pulse shape); such waveforms can constitute
both complete or overcomplete basis set [49, 84, 85].

Based on these assumptions, each transmission scheme can be defined by
proper selection of the set of parameters such as the following: the shape of
the transmit pulse, the FFT size, the number of subcarriers, the length of CP
. Such generic description of the transmit signal has been proposed in the
literature (mainly in the work by Giannakis et al. [49, 83, 86, 87]), where it
has been assumed that the subcarriers modulated by the signal pulses are
mutually orthogonal. However, a more generalized approach to multicarrier
signals can be considered, that is, when the assumption of orthogonality does
not have to be fulfilled. Such an option has also been investigated in the past
years [81, 82, 84].
As it has already been mentioned, although the idea of proper shaping of the

transmit and receive pulses is not new, the renaissance of this technique has
been observed in the last few years. The reason for this interest is its potential
application in future radio communication systems, for example, in cognitive
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radio or future 5G communication systems. Various international European
research projects have addressed this issue, just to mention a few: URANUS
(Universal RAdio-liNk platform for efficient User-centric accesS) [84], NEW-
COM, NEWCOM++, and NEWCOM# (Network of Excellence in Wireless
Communications) [88], PHYDYAS (Physical Layer For Dynamic Spectrum
Access and Cognitive Radio) [89], ACROPOLIS (Advanced coexistence
technologies for radio optimization in licensed and unlicensed spectrum)
[90], EMPhAtiC (Enhanced Multicarrier Techniques for Professional Ad-Hoc
and Cell-Based Communications) [91], or COST ACTION IC0902 (Cogni-
tive Radio and Networking for Cooperative Coexistence of Heterogeneous
Wireless Networks) [92].
A number of papers that show the possibilities of the application of the

nonorthogonal signals for multicarrier transmission [80–82, 85, 93] have been
published. They provide the analysis of various modulation cases including
biorthogonal basis and the so-called Weyl–Heisenberg frames. Application
of these modulation schemes in real-world scenarios has also been addressed
[3, 4, 37, 94]. Moreover, some of these papers deal with advanced trans-
mission techniques in the context of the Weyl–Heisenberg-based waveform
transmission. It is worth highlighting that as in the existing multicarrier
systems (e.g., OFDM, Filtered Multi-Tone (FMT), DMT), the GMC signals
suffer from high variation of the time-domain signal envelope (measured by
means of the Peak-to-Average Power Ratio (PAPR) metric). However, due to
the specific features of the GMC signal, the typical (existing) algorithms for
PAPRminimization cannot be applied in a straightforward manner. Moreover,
the spectral efficiency in the case of GMC transmission can be improved by
application of link adaptation techniques. Furthermore, the signal reception
methods should also be adapted for the generic, in particular nonorthogonal
transmission case. Finally, it is also worth mentioning that from the imple-
mentation point of view, the parameters of the GMC transmission scheme
influence not only on the link-level but also on the system-level simulations of
the considered systems [95]. All of these aspects can improve the overall system
performance, and that is the reasonwhy these issues are addressed in this book.
In consequence, based on the indicated advantages of various multicarrier

modulation schemes, we are motivated to present various forms of multicar-
rier technologies for their application in future 5G wireless communications
with an opportunistic access to radio resources, flexibility and interoperabil-
ity, and aiming at high spectral efficiency at the reasonable computational cost.
We focus on newmethods of transmission and reception of the advanced mul-
ticarrier signals that can improve the performance of thewireless systemswhen
compared with the existing solutions.
Here, we start the discussion with themost popular one, namely OFDM, that

is already applied in many wireless standards and is also considered as a good
candidate waveform for the future 5G radio communication systems.
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2.1 The Principles of OFDM

Asmentioned earlier, OFDM technique allows for parallel transmission ofmul-
tiple data streams using orthogonal subcarriers. It has a number of advantages
that makes it well suited for radio communication, as well as some flaws and
challenges that need to be addressed in the telecommunication-system design
process. This is why it has been described in thousands of scientific papers and
tens of books, for example, in [96–102], just to name the examples of related
comprehensive works on OFDM in wireless systems.
The multicarrier signal resulting from modulation of N subcarriers of fn fre-

quencies (where n = 0,… ,N − 1) by the data symbols can be expressed as

s̃(t) =
N−1∑
n=0

[
ℜ

{
d(p)

n

}
cos(2𝜋fnt) +ℑ

{
d(p)

n

}
sin(2𝜋fnt)

]
(2.1)

for pTB ≤ t < (p + 1)TB, where ℜ{d(p)
n } and ℑ{d(p)

n } are the in-phase and
quadrature component, respectively, of the n-th data symbol modulating the
n-th subcarrier at the p-th modulation interval, while TB is the time duration
of this interval. Let us note that s̃(t) is the real part of the s(t) signal:

s̃(t) = ℜ{s(t)} = ℜ

{N−1∑
n=0

[d(p)
n exp (𝚥2𝜋fnt)]

}
, (2.2)

where 𝚥 =
√
−1, d(p)

n = ℜ{d(p)
n } + 𝚥 ⋅ℑ{d(p)

n } is the complex data symbol, and
exp (𝚥2𝜋fnt) = cos(2𝜋fnt) + 𝚥 ⋅ sin(2𝜋fnt) is the complex subcarrier of frequency
fn. The orthogonality of subcarriers is ensured, if the distance between neigh-
boring subcarrier frequencies equals

Δf = 1
T
, (2.3)

where T = NΔt is the orthogonality period, and Δt is the sampling interval of
signal s̃(t). Assuming that f0 = 0, the modulated subcarrier frequencies equal
fn = nΔf . If the sampling frequency equals 1∕Δt = NΔf , the m-th sample of an
p-th OFDM symbol resulting from modulation of the n-th subcarrier equals

s(p)n,m = d(p)
n exp (𝚥2𝜋fnmΔt) = d(p)

n exp
(
𝚥2𝜋nm

N

)
. (2.4)

The OFDM digital signal samples are composed of s(p)n,m:

s(p)m = 1√
N

N−1∑
n=0

[
d(p)

n exp
(
𝚥2𝜋nm

N

)]
(2.5)

for m = 0,… ,N − 1. Note that (2.5) is the formula for the Inverse Discrete
Fourier Transform (IDFT)multiplied by

√
N . (The scaling by

√
N is introduced
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in order to obtain the same power of the signal at the output of the modula-
tor as that at its input.) The major conclusion from these formulas is that the
bank of modulators and summation necessary to form an OFDM signal can be
implemented as IDFT, in particular, using its fast (low-complexity) algorithms
IFFT. Moreover, demodulation at the receiver can be implemented using DFT
and its low-complexity algorithm (FFT scaled by

√
N in order to maintain the

same input and output power).
It is right that the fast IFFT and FFT algorithms as well as the progress in

the design and production of the Very Large-Scale Integration (VLSI) chips
implementing them that made the OFDM commercial application in the
telecommunication systems possible. The terminology used for signals and
their processing in an OFDM system reflects the application of Inverse Fast
Fourier Transform (IFFT) in the OFDM transmitter (and FFT in a receiver).
Digital data symbols processed before IFFT at the transmitter and appearing
at its inputs are called frequency-domain symbols, while the signals at its
output – time-domain samples.
Let us now describe the signal processing at the OFDM transmitter. Because

of the presence of the frequency-selective fading and noise, in a radio commu-
nication channel, error-correcting coding and interleaving are usually applied
in the OFDM transmitter. (Coded OFDM (COFDM) has been described in
many papers, e.g., in Refs [103–105].) Before modulating the subcarriers, the
sequence of Forward Error-Correction (FEC)-coded data is usually extended by
the pilot symbols and control symbols, which are used for channel estimation
and carry information related to transmission parameters. A set of some prede-
fined symbols may be transmitted periodically as preamble symbols in order to
be used at the receiver for synchronization algorithm. The zeroed guard sym-
bols are often added at the edges of the utilized band in order to adjust the
sampling frequency and obtain the sequence adjusted to the used IFFT order.
The IFFT block is the central element of the OFDM transmitter implementing
multicarrier modulation using orthogonal subcarriers.
The sequence of OFDM signal samples at the output of IFFT is extended by

the CP in front of the sequence, which consists of a number of the repeated
samples taken from the end of the sequence.This CP is introduced at the trans-
mitter and omitted at the receiver for the received signal at the input of the FFT
to be a cyclic (not linear) convolution of the transmitted signal and the channel
impulse response. Therefore, this results also in the Inter-Symbol Interference
(ISI) removal (there is no overlapping of the received symbols), although the
symbols can be still distorted by the channel. Thus, the CP duration (in sam-
ples) should be equal to the channel impulse response (in samples) minus one
sample. Additionally, it is possible to apply a cyclic postfix and windowing to
the transmitted sequence of samples in order to limit the power of the OOB
spectrum components.
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Finally, the transmit signal is Digital-to-Analog (D/A) converted and fed to
the Radio Frequency (RF) stage, which may include signal filtering in order to
satisfy the Spectrum Emission Mask (SEM) requirements. The block diagram
of a typical OFDM transmitter is presented in Figure 2.1.
The OFDM receiver is presented in Figure 2.2. Reception of an analog signal

involves RF filtering, low-noise amplification, demodulation to the Base-Band
(BB) (RF/BB conversion), and Analog-to-Digital (A/D) conversion.TheOFDM
signal samples together with CP are used for time and frequency synchroniza-
tion algorithms. Next, the CP is discarded, and the time-domain samples of
the received signal are demodulated in the FFT block. Due to the application
of the CP at the transmitter and its removal at the receiver, ISI is eliminated,
and the OFDM equalizer consists of N one-tap equalizers that are supposed to
equalize the distortions introduced by the frequency-selective channel to dis-
tinct subcarriers. Further signal processing consists in demapping of symbols,
deinterleaving of bits, and FEC decoding.
The major effect of the application of multiple carriers to parallel data

streams is the extended duration of an OFDM symbol. In the appropriately
designed OFDM system, the duration of the channel impulse response is
significantly shorter than the OFDM symbol duration, so that the multipath
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signal components (echoes) appear within the guard interval consisting of CP.
As mentioned earlier, omitting the CP at the receiver has the effect of the linear
convolution of the transmitted block of samples (OFDM symbol) with the
channel impulse response being equivalent to the cyclic convolution of the two
vectors of samples and makes the channel equalization much less complex at
the receiver than in case of single-carrier transmission.
The OFDM transmission has higher spectral efficiency than single-carrier

transmission without any spectrum shaping. However, in practical applica-
tions, it is usually required to apply some spectrum shaping methods, either
to protect a single-carrier system from extensive ISI or to respect the SEM
requirements. Such practical systems, providing the same data rates, have
comparable spectral efficiencies.

2.2 Nonlinear Distortions in Multicarrier Systems

One of the fundamental problems of Multi-Carrier (MC) systems is the occur-
rence of high-amplitude samples that can be present in Time Domain (TD)
signal at the output of the modulator, resulting in a high value of the PAPR.The
high value of PAPR in connection with the presence of nonlinear elements in
the transmission chain, for example, power amplifiers, results in the in-band
and out-of-band distortions, as well as in Bit Error Rate (BER) degradation at
the receiver. Thus, efficient methods to minimize the PAPR value are required.
The problem of high PAPR value concerns MC signals rather than

single-carrier ones. The vector of data symbols (in frequency domain, i.e., at
the input of the IFFT at the transmitter) d consists of random variables (data
symbols) that are usually assumed as mutually independent and identically
distributed, so a time-domain signal sample can be treated as a weighted sum
of independent variables. Based on the central limit theorem [106], when the
length of the input vector d is high, the real and imaginary parts of the output
samples after IFFT block can be approximated as the Gaussian distributed
random variables. Thus, the envelope of the output samples has the Rayleigh
distribution with the mean value equal to 𝜎

√
𝜋

2
and variance equal to 4−𝜋

2
⋅ 𝜎2,

that is, the probability density function of variable s being the signal sample at
any sampling moment equals

fs(s) =
s
𝜎2 ⋅ exp

(
−s2
𝜎2

)
, (2.6)

where 𝜎 is the standard deviation of the Gaussian distribution.The real and the
imaginary parts of the TD samples are assumed to have their mean value equal
to zero and the variance of 𝜎2. The instantaneous signal power is chi-squared
distributed with two degrees of freedom [107–110]. It can be concluded that
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the most probable absolute values of the complex output samples are rather
low, but very high peaks may also occur with lower probability.
When the PAPR value is high, some adverse phenomena can come into play

that distort the transmitted signal. If a nonlinear element is placed in the trans-
mit processing chain (i.e., a power amplifier or a digital-to-analog converter),
high-amplitude samples are severely distorted or even clipped. The resulting
in-band distortion and the rotation of the signal constellation cause the increase
of the BER at the receiver. The example tests show [103] that for the coded
OFDM case applied in the DVB-T, clipping of around 0.1% of the time leads to
BER degradation of around 0.1–0.2 dB in terms of related value of Eb

N0
, where Eb

and N0 are the energy per bit in a transmit signal and the noise power spectral
density (PSD), respectively. At 1% of clipping, BER degradation is 0.5–0.6 dB.
However, BER degradation may not be a decisive factor of system performance
in the presence of nonlinear distortions. Notably, clipping, as a nonlinear oper-
ation, is the source of out-of-band radiation. The emission of energy outside
the nominal transmission band (illustrated in Figure 2.3 as the signal) causes
distortion to the neighboring wireless systems and reduces the spectral effi-
ciency. In Figure 2.3, the Clipping Ratio is defined as the ratio between the
clipping-threshold value and the square root of the average signal power [111].
In a Digital-to-Analog Converter (DAC), clipping noise occurs due to the lim-
ited dynamic range of the converter. However, the problem of high samples
already appears in the IFFT block because of the round-off errors and clip-
ping in fixed-point computations. Finally, high-power amplifier is a source of
clipping due to its nonlinear input–output characteristic.
Many PAPR definitions can be found in the literature depending on the con-

ditions if the considered signal is finite or infinite and if it is continuous or
discrete [112]. Here, let us adopt the PAPR definition as the ratio of the max-
imum squared absolute value to the mean squared value of the amplitude of
TD samples. Thus, PAPR for any vector of signal samples, for example, for
OFDM-symbol samples, is defined as

PAPR =
||s||2∞

𝔼{||s||22} , (2.7)

where s is the vector of TD samples, 𝔼{⋅} denotes the expectation. More-
over, two mathematic norms that occur in (2.7) are the infinite norm and
second-order (Euclidean) norm and denote the maximum absolute value of
vector s and the power of vector s, respectively:

||s||∞ = max
m

|sm|, (2.8)

||s||2 = √∑
m

|sm|2. (2.9)
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Figure 2.3 The PSD plot of clipped OFDM signal (the effect of out-of-band radiation is also
presented).

The PAPR metric defined by (2.7) gives information of how many times the
maximal instantaneous power observed in the transmitted data block is higher
than the average transmitted power. When the average power is normalized to
unity, the PAPR metric is equal to the maximal amplitude of the transmitted
sample. Moreover, in the case of normalized power, it is easy to calculate the
maximal value of the PAPR metric for the OFDM signal with N subcarriers. In
such a case, ||s||22 = 1, and

PAPR =||s||2∞ = max
m

||||||
1√
N

⋅
N−1∑
n=0

dn ⋅ exp
(
𝚥2𝜋nm

N

)||||||
2

≤
1
N

max
m

||||||
N−1∑
n=0

dn ⋅ exp
(
𝚥2𝜋nm

N

)||||||
2

≤
1
N

⋅ N2 = N

(2.10)

where dn is the Frequency Domain (FD) symbol at the n-th input of the MC
modulator (IFFT block).
It is often useful to consider the Complementary Cumulative Distribution

Function (CCDF) of PAPR, that is, the probability that PAPR of any p-th trans-
mitted symbol is equal or exceeds a certain value – the argument of CCDF:

CCDF(PAPR0) = Pr (PAPR ≥ PAPR0) (2.11)
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as well as the maximal value of PAPR, which can occur in multiple considered
blocks of samples:

PAPRmax = max
p

PAPRp, (2.12)

where PAPRp, p ∈ (0, 1,… ,∞) is the PAPR value in the p-th block of samples.
The PAPR metric is one of the most frequently used metrics in defining the

system sensitivity to nonlinear distortions. However, when interpreting the
actual PAPR value or its CCDF, one cannot extract any information concerning
peaks occurring in the transmitted signal that have high amplitudes, that is,
above some predefined threshold, but yet below the amplitude of the highest
peak. Thus, PAPR metric reflects possible distortions caused by the highest
peak only and ignores consequences of the appearance of other peaks. Such an
approach can be the reason of drawing wrong conclusions concerning the level
of the occurred nonlinear distortions. However, one can find another metric
proposition for defining the system sensitivity to nonlinear distortions. The
3GPP forum promotes the CubicMetric (CM) as a better indication of possible
distortions caused by a nonlinear Power Amplifier (PA) than is provided by
the PAPR metric [107, 113–115]. It has been observed that the PA voltage gain
characteristic can be approximated by means of the third-order polynomial
f (t):

f (t) = G1 ⋅ s(t) + G3 ⋅ s3(t), (2.13)

where the G1 and G3 are the power amplifier model parameters and s(t) is the
amplifier input signal. The third-order of the polynomial guarantees the incor-
poration of the nonlinear terms (i.e., third-order nonlinearities) in the simula-
tion process. To assess this kind of nonlinearities, the CM has also the cubic
exponent in their definition:

CM =
RCM − RCMref

Kemp
, (2.14)

where Kemp is a real value that should be empirically defined for each wire-
less systems (e.g., for Wideband CDMA (WCDMA), it is equal to 1.85, and
for the Long Term Evolution (LTE) signal – as a representative of multicarrier
signals – it is equal to 1.56 [113]), and RCM is the so-called Raw Cubic Metric,
defined as follows:

RCM = 20 ⋅ log 10

(
rms

(( |s|
rms(|s|)

)3
))

, (2.15)

while

rms (s) =
√

1
N

∑
m

|sm|2. (2.16)
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The RCMref in (2.14) is the reference value of the RCM defined for WCDMA
voice signal equal to 1.52 dB. In the CM definition, all peaks of the transmitted
signal that have their amplitudes appropriately high are taken into account.
The higher the amplitude of the sample, the higher its impact on the CM
value. Let us stress, however, that the RCM incorporates all TD samples in
its definition. Thus, to underline the influence of the high samples and to
approximate the presence of the third-order nonlinear distortions (resulting
due to the processing in the High Power Amplifier (HPA)), the amplitude of
the input samples is cubed.
Another metric proposition can be found in [116], where the Instantaneous

Normalized signal Power (INP) is used to reflect the nonlinear distortions
caused by the PA. It reflects possible distortions caused by a number of samples
of the power exceeding the predefined threshold. Finally, the performance
of each system, where some algorithms to avoid nonlinear distortions have
been applied, can be quantified by means of the so-called Total Degradation
(TD) metric. This metric measures the degradation of the signal due to the
processing through the nonlinear device such as PA. It is then possible to find
the optimal value of Input Back-Off (IBO) to minimize the total distortions of
the transmit signal.

2.2.1 Power Amplifier Models

An ideal power amplifier should amplify any input signal in linearmannerwith-
out modifying its phase and without causing any other distortions. In practice,
however, the processing characteristic of a PA and especially HPA is not linear.
(The processing characteristic of HPA is the relation between the input sig-
nal amplitude and the output signal amplitude or output signal phase, denoted
as AM/AM and AM/PM, respectively.) Typically, it can be divided into three
regions with regard to the value of the amplitude of an input signal Ain: the lin-
ear region (in which the input signal is amplified ideally with the full gain), the
suppression region (in which the input signal gets distorted and the signal gain
is not maximal), and the compression region (in which all of the input signal
values are clipped to the certain level Asat). The exemplary input–output char-
acteristic of a PA is illustrated in Figure 2.4; also the characteristic of the ideal
linear amplifier is presented as the reference. In order to increase the energy
efficiency of the PA, its operating point should be as close to the compression
region as possible.
Since nonlinear devices (mainly PA) have significant impact on the trans-

mitted signal, efficient and accurate approximation of their input–output
characteristic is of high importance. One of the applied models is the so-called
soft limiter or ideal clipper that does not change the phase of the amplified
signal and ideally amplifies the input samples if their amplitudes fall within a
certain range. If the amplitude of the input sample is higher than the upper
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Sdist Sclip Sdist Sclip

Asat Asat

Figure 2.4 Typical AM/AM characteristic of a power amplifier.

bound of this range, the sample will be ideally clipped. In other words, there
is no compression region in the soft limiter. Its AM/AM characteristic is
presented in Figure 2.5. The soft limiter does not approximate the practical
PA because the true characteristic of a PA is not linear even in the range
below the saturation level. One of the most common models of practical PA
is the so-called Traveling Wave Tube Amplifier (TWTA) [117]. Its example
input/output characteristics is illustrated in Figure 2.6. Although the TWTA
is widely applied in satellite communications, its practical usage in wireless
terminals is limited, mainly due to the nonlinear AM/PM characteristic.
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Figure 2.5 The AM/AM characteristic of the soft-limiter power amplifier.
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Figure 2.6 The AM/AM and AM/PM characteristic of TWTA.

Usually, another class of PAs are used in wireless terminals, that is, Solid
State Power Amplifier (SSPA), whose AM/AM characteristic is almost linear
and whose influence on the phase of input data is negligible. In the considera-
tions and experiments discussed later in this book, the Rapp model [118, 119]
of the SSPAmodel has been used, whose AM/AM and AM/PM characteristics
are defined as follows:

gAM−AM(s) = 𝜈
s(

1 +
(

𝜈|s|
Asat

)2p
) 1

2p

, (2.17)

gAM−PM(s) ≅ 0, (2.18)

where Asat is the saturation level of the PA, 𝜈 is the gain of the considered PA,
and p is the Rapp-model parameter. Often, p is equal to 2.TheAM/AM charac-
teristic of the SSPA for p = 2 is presented in Fig. 2.7. When p → ∞, SSPA tends
to the ideal clipper. The comparison between various PA classes is presented
in [120]
It is worth mentioning here that the PA are often characterized by the

so-called IBO parameter, defined as [110]:

IBO =
A2
sat

Pin
, (2.19)

where Pin is the power of the input signal to the PA. Interpretation of this value
is as follows: if IBO is high, the nonlinear distortions are negligible (input power
is far below the saturation level squared). This also means that the operating
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Figure 2.7 The AM/AM characteristic of SSPA using the Rapp model; p = 2.

point is far from the optimum and the power efficiency of the PA is low. Con-
trarily, when the PA operates close to its suppression region, the power effi-
ciency is high; however, the IBO value is low, and the degradation of the signal
can be significant.

2.3 PAPR Reduction Methods

Many PAPR reduction methods can be found in the literature [78, 111,
121–123]. Most of them have been designed specifically for OFDM systems.
From all of the well-known PAPR reductionmethods, some of these techniques
can be considered as preferable ones, because they do not require transmission
of the so-called side information, containing the information necessary to
restore the original data signal intentionally distorted at the transmitter by a
PAPR reduction algorithm. Another preference for a PAPR reduction method
is to choose the scheme that should not require any modifications in the
reception algorithm. These constrains are the consequences of the following
pragmatic approach: future multistandard terminals should operate correctly
with the legacy standards. This means that the signal received by any wireless
standard receiver must be processed as if the standard transmitter generated
the transmit signal waveform.There are also other constraints upon the choice
of the PAPR reduction scheme, for example, minimization of the computation
complexity or the energy consumption. Obviously, any PAPR reduction
method can be applied in a multistandard terminal if the application of such a



�

� �

�

26 2 Multicarrier Technologies in Radio Communication Systems

method is explicitly indicated in the standard. Hence, let us focus on solutions
that do not require any modifications of the receiver structure. The following
methods seem to have potential for the application in future 5G systems:

• Clipping and Filtering (C–F) [110, 124–126],
• Peak Windowing (PW) [127–129],
• Reference Signal Subtraction (RSS) [121]
• Active Constellation Extension (ACE) [79, 108, 109, 130, 131],

In what follows, these methods are shortly described and compared. Addi-
tionally, the Selective Mapping (SLM) method has also been presented as a
representative method from another group of PAPR reduction techniques
(requiring the side information) in order to compare its efficiency with the
multistandard suited methods.

Clipping and Filtering

C–F is a very effective technique of PAPR and CM reduction, since very large
peaks occur with relatively low probability.The idea of clipping is very simple –
all TD samples that have their amplitude higher than some predefined thresh-
old 𝜉tr are clipped. This operation can be mathematically described as follows
[110, 125, 126]:

ŝm =

{
𝜉tr ⋅ exp (𝚥𝜙sm

) for |sm| ≥ 𝜉tr

sm for |sm| < 𝜉tr,
(2.20)

where 𝜙sm
is the phase of the complex sample sm. One can see that the

phase of the time-domain sample remains unchanged during the clipping
operation – only the amplitude is decreased. The process of clipping can be
illustrated as multiplication of the original signal by one or a sequence of
narrow (spanning over one sample) rectangular pulses. However, clipping of
the analog signal is a nonlinear operation that causes the broadening of the
signal spectrum [110, 126]. This is because multiplication of signals in the
time domain is equivalent to the convolution of their spectra in the frequency
domain. Since the rectangular pulse has a very wide spectrum, the result of the
aforementioned spectra convolution is much broader than the spectrum of the
original transmit signal. The Out-of-Band (OOB) frequency components of
the clipped signal aremuch stronger than those of the original signal.The effect
of the OOB radiation should be minimized in order to satisfy the standard
requirements concerning the allowed level of signal power in the adjacent
frequency bands. One can consider application of clipping in the frequency
domain, which preserves the bandwidth of the original signal after clipping.
But in such an attempt, the clipping noise would distort the transmitted signal
in its nominal band and could not be removed or reduced [111, 132, 133]. To
alleviate the distortions introduced by the clipping operation, filtering of the
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clipped signal is introduced. The FD signal has to be upsampled (additional
zero samples are added in the middle of the data block before IFFT) to
approximate the analog signal. The upsampling rate should be at least four.
After the upsampled signal is clipped, the OOB distortions are filtered (either
in the time [126] or in the frequency domain [132]).
Unfortunately, C–F method has some significant drawbacks. First, it

degrades the transmitted signal because some of the frequency-domain
symbols are shifted on the constellation plane, deteriorating the system per-
formance. Moreover, filtering after clipping can cause peak regrowth, which
decreases the efficiency of this method in PAPR reduction.This is why clipping
and filtering should be repeated until the required PAPR level is reached.
Finally, filtering, especially in the time domain, is relatively computationally
complex.

PeakWindowing

To avoid the effects of clipping in a nonlinear device and the out-of-band
distortions, another PAPR reduction method has been proposed called PW
[127–129]. This technique has relatively low computational complexity.
Whereas in the C–F method, the signal is multiplied by narrow (spanning over
one sample) rectangular windows in the high peak locations, the main idea
of PW is to multiply TD peaks by specially predefined function, for example,
Gaussian function. In the peak windowing method, the window shape is
selected in such a way that its bandwidth is as narrow as possible to reduce
the broadening of the transmitted signal spectrum. The major drawback of
this method is its strong influence on the BER characteristics at the receiver.
Regardless of this adverse property, this method is often used in commercial
systems, for example, in WiFi.

Reference Signal Subtraction

The idea of RSS is to subtract a predefined reference function from the trans-
mitted signal [121]. Because the subtraction operation executed in the TD is
equivalent to subtraction of spectra in the FD, the transmit signal spectrum is
not broader as in peak clipping and windowing, where multiplication of signals
is equivalent to the convolution of their spectra. The amplitude of the sub-
tracted signal is one of the parameters describing the method. The shape of
the reference function should be chosen in such a way as to minimize the BER
augmentation. One of the possible pulse shapes is the raised cosine function
multiplied by the sinc function.

Active Constellation Extension

The ACE method originally proposed for OFDM systems is based on the
amplitude predistortion of some selected data symbols at the input of IFFT to
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Active constellation point Fixed constellation point

Figure 2.8 The illustration
of predistorting
capabilities for 16QAM
constellation diagram.

decrease the PAPR at its output. In this method, only the outer constellation
points can be predistorted in order to maintain fixed minimum distance
between the constellation points (see Figure 2.8).
In order to find a set of data symbols to be predistorted, the special vector

of metrics 𝜇nm has to be calculated. The value of metric 𝜇nm reflects the con-
tribution of the data symbol dn at the input of the IFFT to the output sample
sm, which has the amplitude higher than the predefined threshold. The thresh-
old level depends on the PA characteristic and should be chosen to minimize
the nonlinear distortions introduced by the selected PA and computational
complexity of the PAPR reduction method. The algorithm of ACE is the fol-
lowing [108] :

1) Find the setB of output samples that have amplitudes higher than the thresh-
old 𝜉tr and the set I of indices of these samples sm.

2) For every input data symbol dn, 0 ≤ n ≤ N − 1 and every sample from the
set B, compute the metric 𝜇n = −

∑
m∈I𝜇nm, where 𝜇nm = cos(𝜙nm) ⋅ |sm|pACE ,

where 𝜙nm is the angle between the sample sm (m ∈ I), and the nth
input symbol contribution to the output sample value: dn ⋅ exp ( 𝚥2𝜋nm

N
) .

Moreover, |sm|pACE is the weighting function, and pACE is the parameter of
the ACE method.
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3) Find SACE input symbols that have the highest values of the computed met-
rics (these symbolswhenpredistorted have the strongest influence on reduc-
ing the amplitudes of the samples from set B), and multiply them by the
scaling parameter 𝛼 (𝛼 must be greater than 1).

4) Compute IFFT of the input vector including predistorted symbols to obtain
the TD signal waveform with lower PAPR.

In summary, the algorithm finds samples, which after the IFFT operation, are
in the opposite phase related to the samples from set B. The optimal number
of predistorted symbols can be determined with numerical methods.
The drawback of the ACE method is a small increase of the transmit power,

so energy effectiveness is decreased, although this power can be easily con-
trolled by the number of distorted symbols SACE and parameter 𝛼. On the other
hand, the ACE method has very strong advantage – it does not negatively dis-
tort the transmitted signal. Moreover, if the minimum distance between the
inner constellation symbols is maintained constant, the predistorted symbols
are less sensitive to the channel disturbances (e.g., noise), because the Euclidean
distance between them and their neighboring symbols is increased, so BER
is lower when compared with the regular OFDM transmission, even in the
absence of nonlinear distortions.This, of course, occurs at the expense of power
increase.
In order to increase the accuracy and efficiency of the ACE method, the pro-

cedure described earlier can be iteratively repeated. Typically, however, only
one iteration is assumed. It is worthmentioning that the ACEmethod has been
proposed for application in the new DVB-T2 standard, released in 2009 [55].

Selective Mapping

Finally, let us also briefly describe the SLM technique [134–136]. Its main idea
is to represent the same transmitted block in U different forms and choose the
representation with the lowest PAPR value for the transmission. In the SLM
method, different representations of the same block of data are obtained by
multiplication of the transmitted block (before the IFFT operation) by a num-
ber of specially defined sequences that usually distort only the phase of the
symbols maintaining their amplitudes unchanged. As a result of this opera-
tion, different U representations of the same block are created that differ in the
phase values of the FD symbols.The SLMmethod requires transmission of the
side information to the receiver about the chosen data representation. It also
requiresmodification of data processing at the receiver. Based on the side infor-
mation, the received data block is multiplied by the appropriate sequence (the
one that has been chosen at the transmitter). The process of SLM is shown in
Figure 2.9.
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Figure 2.9 The diagram of the Selective Mapping method.

Example Results

Let us examine these standard PAPR reduction methods applied to the OFDM
transmission signal. For this purpose, the Rappmodel with p = 2 of SSPA [118]
has been assumed, and the transmission of an OFDM signal with N = 128 and
QPSK modulation, upsampled four times and interpolated in order to better
approximate the analog signal. The results presented in Figures 2.10 and 2.11
show the CCDF of PAPR and of the CM for a number of discussed PAPR reduc-
tion methods. For the ACE method, the number of predistorted symbols SACE
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Figure 2.10 The comparative plot of CCDFs for different PAPR reduction methods for PAPR
metric.
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Figure 2.11 The comparative plot of CCDFs for different PAPR reduction methods for Cubic
Metric.

has been optimized (SACE has been equal to around 15%–20% of N).The results
indicate that the effectiveness of each method is different with regard to either
CCDF of PAPR or CCDF of CM.
Here again, let us stress that the first four presented methods (C–F, PW, RSS,

ACE) do not require sending additional information as well as anymodification
at the receiver, while the SLM method does, and this is why it cannot be con-
sidered as particularly suitable for the future generic multistandard terminals
that will possibly use the generalizedmulticarrier waveforms. All the presented
PAPR reductionmethods, as well as many other ones, have been well described
in the literature. The advantages and drawbacks of the presented methods are
summarized in Table 2.1.

2.4 Link Adaptation in Multicarrier Systems

Adaptive techniques are being applied in wireless communications to improve
the broadly understood efficiency of a telecommunication system. They serve
better utilization of available resources (time, frequency, or power) while
guaranteeing the Quality of Service (QoS). Some of these techniques are suc-
cessfully applied in wireless systems, for example, Hybrid Automatic Repeat
Request (HARQ) inHigh SpeedDownlink Packet Access (HSDPA) or Adaptive
Modulation and Coding (AMC) in LTE, HSDPA, IEEE 802.11 [7], WiMAX
[58], or TETRA2 [137, 138]. Adaptive modulation in single-carrier systems
is based on the optimal allocation of transmitted power and modulation
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Table 2.1 The summary of the selected PAPR reduction method.

Method
Distortion
less

Power
maintaining

Throughput
maintaining

Additional
operations
in the
transmitter

Additional
operations
in the
receiver

Clipping &
filtering

× ✓ ✓ clipping &
filtering

×

Peak
windowing

× ✓ ✓ Peak windowing ×

Reference
signal
subtraction

× ✓ ✓ Peak detection
and subtraction

×

Active constel.
Extension

✓ × ✓ IFFT ×

Selective
mapping

✓ ✓ × U × IFFT Side info.
processing

constellation to maximize the transmission data rate, given the instantaneous
channel gain and the total transmit power constraint. In general, the optimal
bit and power assignment should optimize at least one figure of merit such
as the link throughput, bit error rate, energy consumption, or fairness figure.
The solution of this classical constraint-optimization problem for independent
subbands defined within a given frequency band (e.g., for the OFDM subcar-
riers) can be found in many books on the information theory, for example,
in [66].
Adaptive modulation for frequency-selective channels, originally proposed

and applied in OFDM systems, is based on the adaptation of the number of bits
assigned to each frequency bin (OFDM subcarrier) with regard to the instanta-
neous channel characteristic and to the constraint of the total transmit power
Ptot. In order to find the optimal bit assignment, the available power has to
be appropriately distributed over all subcarriers. The solution of this problem
leads to the well-known water pouring (or water filling) principle [66]. In such
an approach, the power P( fn) assigned to the n-th frequency bin in the sig-
nal frequency band is equal to the difference between the so-called water-line
(water level) Wlevel and the ratio of the noise PSD (which for the AdditiveWhite
GaussianNoise (AWGN) equals ( fn) = N0∕2 for any subcarrier frequency fn)
to the squared absolute value of the channel characteristic at each nth subcar-
rier:  ( fn)|H( fn)|2 . If this difference is negative, the assigned power is set to zero. The
water-filling principle of power loading in the frequency domain is illustrated
in Figure 2.12.
Let us stress that for bit-and-power loading scheme, with a defined target

Bit Error Probability (BEP), the appropriate power assignment should be found
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fn fB

Figure 2.12 Illustration of the idea of water pouring (water filling).

as the difference between the computed water-line Wlevel and the ratio of the
noise PSD over the absolute value of the channel characteristic squared and
multiplied by the coefficient 𝜌:  ( fn)

𝜌|H( fn)|2 , where 𝜌 accounts for the assumed BEP.
After finding the optimal power distribution over the available frequency

band, the number of assigned bits per each subcarrier (bit loading) has to be
calculated according to the following formula:

log 2 [( fn)] = log 2

[
1 +

𝜌P( fn)|H( fn)|2
 ( fn)

]
(2.21)

where ( fn) is the constellation order adopted to the n-th subcarrier (of fre-
quency fn), 𝜌 can be determined for a given constellation scheme, for example,
𝜌 = −1.5∕ ln (5Prb) for the QAM constellations, >∈ and 0 < SNR < 30 dB,
and Prb is the BEP [66].
The aforementioned adaptive technique is called fast adaptive modulation.

Note that, in this case, the receivermust reliably and rapidly estimate the instan-
taneous Signal-to-Noise Ratio (SNR), and the appropriate feedback must be
sent to the transmitter. To reduce this feedback, model-based channel predic-
tion algorithms can be adopted [139]; however, the model parameters need
to be frequently recomputed in the dynamically changing mobile radio chan-
nel. This is often impossible in highly mobile environment, and therefore, the
pilot symbols are usually transmitted to allow for the Channel State Informa-
tion (CSI) estimation. On the other hand, the number of transmitted pilots and
their energy are limited, which has an impact on the accuracy of the chan-
nel estimation (and thus, the quality of CSI and the signal-detection perfor-
mance).Thus, in practical systems, when the channel gains are estimated based
on transmitted pilots, link adaptation schemes are based on incomplete and
imperfect CSI. The imperfect CSI is often used for the purpose of the adaptive
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transmission due to the fact that there is no means to remove an error from its
estimation.
As an alternative to the mentioned fast adaptation, slow adaptive modulation

scheme has been analyzed [140], where modulation parameters are adapted
based on the BER performance averaged over a longer period of time.With this
technique, the constellation size is changed, tracking the slow variations of the
channel, mainly related to the propagation shadowing. Therefore, it requires a
slower feedback rate. In [141], the slow QAM adaptation is considered in the
mobile scenarios, in which the reception diversity, ambiguous CSI, and energy
constraints have to be taken into account.
The choice of the transmission parameters is usually not limited to the

symbol-constellation order. In practical systems, the most popular and advan-
tageous adaptation scheme is the AMC. There, apart from the modulation,
the error-correcting coding schemes and parameters (rates) are adaptively
chosen. The values of parameters representing the options for adaptivity are
usually derived off-line from the theoretical analysis of the given transmission
scheme performance, and assemble the look-up table called the code-book.
(Less practical solution, sometimes considered in the literature, would be to
define the goal function and to implement the optimization procedure every
symbol period.) The code-book constitutes a finite countable set of vectors
of the adaptation parameters values. In the conventional AMC scheme, for
instance, the code-book consists of pairs of parameters, namely the code rate
and the constellation order that satisfy the required target BEP, and maximize
the transmission bit rate. These schemes maximizing the bit rate for the
constrained transmission power are called rate-adaptive. In other considered
practical AMC schemes called margin-adaptive, the required bit rate and
BER are constraints, and the total transmission power is the subject of mini-
mization [66]. This strategy choice is often made for the energy-constrained
wireless networks, and the motivations for this approach are as follows: to
extend the battery life, to minimize the electromagnetic radiation in populated
areas, to reduce the cost in infrastructure-based networks, and to reduce the
interference [142].
It is up to the system designers to decide the adaptation strategy of a partic-

ular system. Note that in many standardized systems, the available flexibility is
limited to the choice of one power level and one coding scheme for a group of
subcarriers. The reason for choosing one coding scheme for a group of subcar-
riers is that the applied code should support robustness to subcarrier fading.
Moreover, the code word should be long enough for the coding scheme to be
useful within the channel coherence time.
The AMC schemes for multicarrier systems have been studied for various

types of digital modulations, codes, pilot patterns, feedback channels, and so
on. Moreover, these schemes have been considered for multiuser adaptive
Orthogonal Frequency-DivisionMultiple Access (OFDMA) (e.g., in Ref. [143])
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and extended to the multicarrier Multiple Input, Multiple Output (MIMO)
transmission schemes (e.g., in Ref. [144]). The literature on multicarrier AMC
is extremely rich; let us just mention an interesting paper on the trends in
AMC [142] and a comprehensive book on this topic [100].

2.5 Reception Techniques and CFO Sensitivity

One of the advantages of OFDM systems is simple, yet efficient channel equal-
ization in the frequency domain as visible in Figure 2.2. However, in order to
allow for successful signal detection, a number of issues have to be solved,
for example, efficient receiver front-end design in order to provide sufficient
SINR, synchronization algorithms achieving sufficient alignment in time and in
frequency and accurate channel estimation. Additionally, the OFDM receiver
design should account for the effects of fixed-point arithmetic that provides
another source of distortions and errors [145].
The reception starts in the analog front end where RF band of interest

is observed, amplified, and down-converted to the BB. There are various
receiver front-end architectures proposed in the literature [119]. Apart from
the radio-channel distortions, two effects are expected in the OFDM received
signal: (i) nonlinear distortion caused by high PAPR and nonlinear amplifier
characteristic (as explained in the previous sections) and (ii) white noise power
increase caused by nonzero Noise Figure. The mixers used for frequency con-
version can introduce the so-called In-Phase and Quadrature (IQ) imbalance
as well as the Local Oscillator (LO) leakage. As the LO leakage is observed at
the 0-th subcarrier, it is a common approach to keep this carrier unmodulated
at the transmitter and reject all the interference at this subcarrier at the
receiver. However, there are some algorithms for removing these distortions
in digital postprocessing [146]. A very important issue is the appropriate A/D
selection and the input-signal level adjustment. High resolution of A/D is
required in order to reliably represent the wanted signal of high dynamic range.
This should prevent clipping of peak samples and maintain the quantization
noise below the expected thermal noise floor. The A/D resolution should
additionally digitalize the signal in the presence of other, high-power signals
(e.g., NBI or adjacent channel signals not perfectly filtered out at the preceding
reception stages). On the other hand, high resolution of A/D results in higher
power consumption and higher cost. It is therefore essential to control the
analog signal power level in order to use optimal A/D working point.

2.5.1 Synchronization

The synchronization algorithms have to detect an OFDM symbol/frame begin-
ning sample (time synchronization) and CFO (frequency synchronization)
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in order to allow for reliable signal detection. In order to show the
effect of time/frequency misalignment on received symbols, let us con-
sider a single transmitted OFDM symbol consisting of samples sm for
m ∈ {−NCP,… ,N − 1} (the OFDM-symbol index p from (2.5) is omitted for
simplicity). It can be calculated using IDFT transform as

sm = 1√
N

N−1∑
n=0

dne
𝚥2𝜋 nm

N , (2.22)

where dn is QAM/PSK symbol transmitted at subcarrier indexed n. Such
a time-domain signal passes through the multipath channel of L taps with
impulse response h(l) for l ∈ {0,… , L − 1}. Assuming that Carrier Frequency
Offset (CFO) equals 𝜈 (normalized to subcarrier spacing), the received
signal is

rm =
L−1∑
l=0

h(l)sm−le
𝚥2𝜋 m𝜈

N . (2.23)

For clarity, temporarily the white noise influence is neglected. Let us denote the
time instant of the receiver DFT window beginning as m̂. The optimal timing
point m̂ = 0 is a time instant when the CP ends and N-samples of themain part
of an OFDM symbol are aligned with the receiver DFT window (as shown in
Figure 2.13 a)). Because of the use of CP of NCP samples, the ISI is not expected
to deteriorate the OFDM symbol reception for m̂ ∈ ⟨−NCP + L − 1, 0⟩.
Otherwise, that is, when m̂ ∉ ⟨−NCP + L − 1, 0⟩, the reception window spans
partially the preceding or the following OFDM symbol samples. In this later
case, interference is expected of the power proportional to the power of
adjacent symbol samples observed within the reception window.This problem
is shown in Figure 2.13 b.

(a)
DFT window (N samples) L

Time

Time

(b)

NCP

Figure 2.13 Illustration of time synchronization error effect: a) ideal time synchronization,
b) ISI from previous OFDM symbol.
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The DFT result at subcarrier n′ can be formally presented as

Rn′ = 1√
N

N−1∑
m=0

rm+m̂e
−𝚥2𝜋 mn′

N . (2.24)

For the ISI-free region, that is, for m̂ ∈ ⟨−NCP + L − 1, 0⟩, formula (2.22) and
(2.23) can be substituted in (2.24) giving

Rn′ = 1√
N

N−1∑
m=0

L−1∑
l=0

h(l) 1√
N

N−1∑
n=0

dne
𝚥2𝜋 (m−l+m̂)n

N e𝚥2𝜋
(m+m̂)𝜈

N e−𝚥2𝜋
mn′

N

= 1
N

N−1∑
n=0

dne
𝚥2𝜋 m̂(n+𝜈)

N Hne
𝚥𝜋

(
1− 1

N

)
(n+𝜈−n′) sin(𝜋(n + 𝜈 − n′))

sin
(
𝜋

n+𝜈−n′

N

) , (2.25)

where

Hn =
L−1∑
l=0

h(l)e−𝚥2𝜋
ln
N (2.26)

is DFT of the channel impulse response, that is, channel frequency response.
Assuming no CFO, that is, for 𝜈 = 0, the aforementioned formula simplifies to

Rn′ = dn′e𝚥2𝜋
m̂n′

N Hn′ . (2.27)

It is visible that for m̂ ∈ ⟨−NCP + L − 1, 0⟩, a phase change proportional to the
subcarrier index occurs. From the receiver perspective, this phase change is
estimated together with the channel frequency response, that is, Ĥn = e𝚥2𝜋

m̂n
N Hn,

and reversed by the channel equalizer. Thus, no degradation of the reception
performance should be observed. Interestingly, m̂ is not limited to integer
values, that is, time misalignment of a fraction of sampling period is also
acceptable.
If we neglect the timing offset, that is, m̂ = 0, (2.25) simplifies to

Rn′ = 1
N

N−1∑
n=0

dnHne
𝚥𝜋

(
1− 1

N

)
(n+𝜈−n′) sin(𝜋(n + 𝜈 − n′))

sin
(
𝜋

n+𝜈−n′

N

) . (2.28)

In this case, Rn′ is dependent not only on dn′ but also on all other active subcar-
riers, that is, ICI occurs. Observe that sin

(
𝜋

n+𝜈−n′

N

)
for small arguments (that

is typical case) can be approximated by 𝜋 n+𝜈−n′

N
giving

Rn′ ≈
N−1∑
n=0

dnHne
𝚥𝜋

(
1− 1

N

)
(n+𝜈−n′)Sinc(𝜋(n + 𝜈 − n′)). (2.29)

For a relatively small CFO value 𝜈, for example, |𝜈| < 1, a wanted symbol dn
is mostly interfered by adjacent symbols: dn−1, dn+1. Additionally, considering
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n = n′, the wanted signals (on all subcarriers) are rotated by a common phase
𝜋(1 − 1

N
)𝜈.

The considerations presented earlier show that OFDM reception perfor-
mance is dependent on precise synchronization both in time and in frequency.
There is a number of synchronization algorithms proposed in the literature
[147]. The two most commonly used approaches use a special OFDM symbol
called preamble (e.g., the Scmidl&Cox algorithm presented in [148]) or CP in
each OFDM symbol (e.g., the one presented in [149]).
Thepreamble-based synchronization can be exemplified by awell-established

Schmidl&Cox (S&C) algorithm [148]. It uses a preamble generated by mod-
ulating only even-indexed subcarriers by nonzero symbols (other subcarriers
are modulated by zeroes). In the time domain, it results in two equal sequences
of samples to be transmitted, that is,

sm = sm+ N
2
, (2.30)

for m =
{
−NCP,… ,

N
2
− 1

}
. Observe that because of the CP utilization, there

are NCP +
N
2
pairs of identical samples distanced by N

2
sampling periods. Most

importantly, the CP utilization preserves this repetition after passingmultipath
channel. To show this, let us temporarily assume noCFO (𝜈 = 0). In such a case,
(2.23) simplifies to

rm =
L−1∑
l=0

h(l)sm−l. (2.31)

Observation of samples rm+ N
2
with the assumption given in (2.30) results in

rm+ N
2
=

L−1∑
l=0

h(l)sm+ N
2
−l =

L−1∑
l=0

h(l)sm−l = rm, (2.32)

for m − l =
{
−NCP,… ,

N
2
− 1

}
. Obviously, this range is dependent on the

value of l. The range of m values for which this repetition is maintained, for
all channel taps, is m =

{
−NCP + L − 1,… ,

N
2
− 1

}
. In case of the presence of

CFO, and still considering the no-noise condition, we can write

rm+ N
2
= rme𝚥𝜋𝜈 (2.33)

for m =
{
−NCP + L − 1,… ,

N
2
− 1

}
.

The S&C algorithm requires the autocorrelation to be calculated according
to the following formula:

Am =

N
2
−1∑

m′=0
r∗m+m′rm+ N

2
+m′ . (2.34)
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Figure 2.14 Timing synchronization metric of the S&C algorithm. Median (solid line) and
the 10th and the 90th percentiles (dashed lines) are shown.

For m =
{
−NCP + L − 1,… ,

N
2
− 1

}
all components add in-phase, giving

Am = e𝚥𝜋𝜈
N
2
−1∑

m′=0
|rm+m′ |2. (2.35)

Additionally, the received energy over the correlation window is

m =

N
2
−1∑

m′=0
|rm+m′ |2. (2.36)

Finally, the timing synchronization metric is

m̂ = arg max
m

||||
Am

m

||||
2

. (2.37)

The nominator in (2.37) is maximized for m =
{
−NCP + L − 1,… ,

N
2
− 1

}
when all summed components add in phase as shown in (2.35). In the absence
of preamble within autocorrelation window, all components should add with
random phases. An example of timing synchronization metric for a random
CFO value and random symbols modulating preamble is shown in Figure 2.14.
The frequency synchronization is achieved by estimating the phase

of Am̂:

�̂� = 1
𝜋
arg {Am̂}. (2.38)

An important advantage of the S&C synchronization is its low computational
complexity. Both functions in the nominator and denominator of the timing



�

� �

�

40 2 Multicarrier Technologies in Radio Communication Systems

metric can be obtained iteratively as
Am = Am−1 − r∗m−1rm+ N

2
−1 + r∗

m+ N
2
−1

rm+N−1, (2.39)

m = m−1 − |rm−1|2 + |rm+ N
2
−1|2. (2.40)

The CP-based synchronization algorithm [149] does not require a pream-
ble to be present in the transmitted OFDM frame. It utilizes the fact that CP
conveys repeated samples of the end of an OFDM symbol. The timing and fre-
quency offsets estimates are obtained as follows [147]:

m̂ = arg max
m

|ACPm|, (2.41)

�̂� = 1
2𝜋

arg {ACPm̂}, (2.42)

where

ACPm =
NCP−1∑
m′=0

r∗m+m′−NCP
rm+m′−NCP+N . (2.43)

Performance of this metric is better, the longer is CP (the higher NCP) in com-
parison to the multipath channel delay spread in samples. Additionally, it can
be improved by averaging ACPm over a number of consecutive OFDM symbols,
that is, delayed by N + NCP samples.

2.5.2 Channel Estimation and Equalization

One of the advantages of OFDM is relatively simple detection using N one-tap
equalizers (one per subcarrier) in the properly designed system, in which appli-
cation of CP at the transmitter and its omission at the receiver eliminate ISI.
In a properly designed OFDM system, a single-subcarrier bandwidth should
be a few times smaller than the channel coherence bandwidth, duration of the
OFDM symbol should be shorter than the channel coherence time, and the CP
duration should be at least as long as the channel delay spread spread minus
one sample period.These conditions simplify the channel estimation and sym-
bol detection. Similar requirements are stated when designing the reference
symbols (e.g., pilots or preambles).
Let us assume transmission of data symbols dn of variance 𝜎

2 according to
(2.22), flat fading in each subchannel defined around each subcarrier n with
the frequency response Hn, and the presence of AWGN. In case of perfect time
and frequency synchronization, (2.25) changes to

Rn = dnHn + Wn, (2.44)
whereWn is the value of AWGN transformed to the frequency domain (byDFT
applied at the receiver) at subcarrier n and of variance 𝜎2

W.The aforementioned
equation can be written in the vector form as

R = diag(d)H + W, (2.45)
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where R = [R0,… ,RN−1]T, H = [H0,… ,HN−1]T, W = [W0,… ,WN−1]T, and
diag(d) denotes diagonal matrix with elements of vector d = [d0,… , dN−1]T
on its main diagonal.
The simplest approach to channel estimation is to transmit symbols dn

known at the receiver, that is, pilot symbols. Usually, a subset of subcarriers
is devoted to transmit the pilots and their position subcarriers repeatedly
change in each OFDM symbol. This way, the channel can be estimated after
reception of a number of symbols. Because of the channel dynamics, this is
a continuous process. For now, let us assume that at a certain point of time,
all pilot symbols are known at the receiver. The Least-Squares approach [150]
can be used to estimate the channel frequency response Ĥ by the following
optimization:

Ĥ = arg min
H

||R − diag(d)H||2, (2.46)

where H is any considered channel frequency response estimation vector. The
result of the aforementioned optimization is the following:

Ĥ = diag(d)−1R. (2.47)

In the scalar form, it is

Ĥn =
Rn

dn
. (2.48)

This estimate can be further improved by means of utilizing the knowledge
on the maximal length of the channel impulse response (L ≤ NCP) [150]. Let
us define a truncated DFT N × L matrix FL as FLn,l = e−𝚥2𝜋

nl
N for l = 0,… , L − 1

and n = 0,… ,N − 1. The channel impulse response h = [h0,… , hL−1]T can be
mapped to the frequency response as

H = FLh. (2.49)

The Least-Squares estimate of h is

ĥ = (diag(d)FL)†R = (F

L diag(d)diag(d)FL)−1 F

L diag(d)R, (2.50)

whereX† denotes pseudoinverse ofmatrixX, andX denotes Hermitian trans-
position of matrix X. It can be mapped to frequency domain as

Ĥ = FLĥ = FL(F

L diag(d)diag(d)FL)−1 F

L diag(d)R. (2.51)

Observe that for L = N , this equation simplifies to (2.49). The considered
Least-Squares approximation does not utilize information on the long-term
channel statistics. For improved performance, the MMSE channel estimator
can be used [150].
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Equalization of the received signal is performed in the frequency domain,
typically with a single-tap equalizer for each subcarrier defined by Gn coeffi-
cients. The estimated data symbol d̂n is obtained as

d̂n = GnRn. (2.52)

The simplest approach is to use Zero Forcing (ZF) equalizer defined as

Gn = 1
Ĥn

. (2.53)

By combining two aforementioned equations with (2.44), we obtain

d̂n =
Hn

Ĥn
dn +

Wn

Ĥn
. (2.54)

Even for perfect channel estimation, that is, Hn = Ĥn, the noise power can be
significantly increased for a given faded subcarrier, that is, when |Ĥn| ≈ 0. An
approach to find Gn that is more suitable for low SNR values is the Minimum
Mean Square Error (MMSE) approach optimizing

Gn = arg min
Gn

𝔼[|GnRn − dn|2] = arg min
Gn

𝔼[|GnHn − 1|2|dn|2 (2.55)

+ 2ℜ{(GnHn − 1)dnG
∗
nW ∗

n } + |Gn|2|Wn|2], (2.56)

where Gn is any equalizer coefficient value at subcarrier n considered in the
optimization process, and (⋅)∗ denotes complex conjugate. Assuming that
𝔼[|Wn|2] = 𝜎

2
W, 𝔼[|dn|2] = 𝜎

2 and 𝔼[dnW ∗
n ] = 0 the optimization problem

simplifies to

Gn = min
Gn

[|GnRn − 1|2𝜎2 + |Gn|2𝜎2
W]. (2.57)

The solution can be obtained by calculating the derivative of the function to be
minimized and finding its root (for simplicity, separate derivatives over the real
and imaginary parts of Gn can be calculated). The result is

Gn =
H∗

n

|Hn|2 + 𝜎
2
W

𝜎2

. (2.58)

For high SNR (SNR = 𝜎
2

𝜎
2
W
), the MMSE equalizer coefficients approach those of

the ZF equalizer.
Apart from the most popular ZF and MMSE equalizers, there are other

ideas for channel equalization in multicarrier systems, for example, such
as controlled equalization [151], partial equalization [152], or maximal
ratio combining [153] considered for multicarrier Code-Division Multiple
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Access (CDMA). The literature on channel estimation and equalization for
multicarrier systems is really vast. In the books dedicated to multicarrier
systems [98–102], an interested reader can find chapters devoted to chan-
nel estimators and equalizers, including their practical implementation,
complexity, and issues specific to multicarrier technologies.
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Noncontiguous OFDM for Future Radio Communications

The Non-contiguous Orthogonal Frequency-Division Multiplexing (NC-
OFDM) technique is considered as a strong candidate for air-interface
definition in the future communication systems with cognitive capabilities.
It possesses sufficient spectral agility in order to facilitate the transmission
of data from unlicensed-system users (Secondary Users (SUs)) across sev-
eral fragmented frequency bands simultaneously even in the presence of
licensed-system users (Primary Users (PUs)) signals, thus, resulting in an
increase of spectrum utilization [3, 4, 36–38]. In particular, SCs located
in the frequency vicinity of unoccupied wireless spectrum can be used for
transmitting data while those subcarriers that could potentially interfere with
nearby PU signals can be deactivated or nulled. However, simply deactivating
the subcarriers for the purposes of Out-of-Band (OOB) interferencemitigation
may not be sufficient for the neighboring PU interference tolerance level. In
addition to achieving a required level of OOB emission power within a given
spectrum mask, an SU transmitter must be capable of tailoring its spectral
characteristics dynamically in order to avoid interference with the dynamically
changing incumbent PU transmissions [4].
In order to the evaluate spectrum properties of the NC-OFDMwaveform, let

us consider the NC-OFDM transmitter diagram in Figure 3.1. The input data
bits are mapped into 𝛼 complex Quadrature Amplitude Modulation (QAM)
symbols for each NC-OFDM symbol denoted as vector dDC.These symbols are
Serial-to-Parallel (S/P) converted and fed to appropriate inputs of Inverse Fast
Fourier Transform (IFFT) block of size N (within NC-OFDM subcarrier (SC)
selection block). This block implements multicarrier modulation. Although
the set of all possible SC indices is {− N∕2,… ,N∕2 − 1}, only SC of indices
in IDC = {IDCj} (where j = 1,… , 𝛼) are modulated by nonzero symbols. After
IFFT, NCP samples of the Cyclic Prefix (CP) are inserted, and symbol samples
sm (m = −NCP,… ,N − 1) can be described as

sm =

N
2
−1∑

n=− N
2

d̃ne 𝚥2𝜋 nm
N , (3.1)

Advanced Multicarrier Technologies for Future Radio Communication: 5G and Beyond, First Edition.
Hanna Bogucka, Adrian Kliks, and Paweł Kryszkiewicz.
© 2017 John Wiley & Sons, Inc. Published 2017 by John Wiley & Sons, Inc.
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Figure 3.1 The diagram of basic NC-OFDM modulator.

where d̃n is the value of a data symbol for n ∈ IDC and otherwise equals zero.
These samples are subject to theDigital-to-Analog (D/A) conversion (withD/A
converter modeled as low-pass filter of impulse response hDAC(t)) providing
continuous-time representation

s(t) =
N−1∑

m=−NCP

smhDAC(t − mTs), (3.2)

where Ts is the sampling period. This signal is up-converted to carrier fre-
quency fc, and only its real part can be transmitted via antenna port giving

sRF(t) = ℜ{s(t)e 𝚥2𝜋fct}, (3.3)

where ℜ denotes real part of a complex number. The spectrum of the
continuous-time-domain signal x(t) can be obtained by means of Fourier
transform, that is,

S( f ) = {s(t)} = 

{[ N−1∑
m=−NCP

sm𝛿(t − mTs)

]
∗ hDAC(t)

}
=



{ N−1∑
m=−NCP

sm𝛿(t − mTs)

}
HDAC( f ) =

= HDAC( f )
∫

∞

−∞

N−1∑
m=−NCP

N
2
−1∑

n=− N
2

d̃ne 𝚥2𝜋 nm
N 𝛿(t − mTs)e−𝚥2𝜋ftdt =

= HDAC( f )

N
2
−1∑

n=− N
2

d̃n

N−1∑
m=−NCP

e 𝚥2𝜋
(

nm
N
−fmTs

)
, (3.4)

where  denotes Fourier transform, ∗ denotes convolution, HDAC( f ) is the
frequency response of the DAC-modeling low-pass filter, and 𝛿(t) denotes
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the Dirac delta function. Essentially, the second factor is the digital-domain
NC-OFDM symbol spectrum, infinitive in frequency and periodic with period
1∕Ts. The spectrum of a single nth subcarrier S(n, 𝜈) can be calculated at
normalized frequency 𝜈 by substitution of f = 𝜈

NTs
, giving [43]

S(n, 𝜈) =
N−1∑

m=−NCP

e 𝚥2𝜋 n−𝜈
N

m = e 𝚥2𝜋 n−𝜈
N

(−NCP) − e 𝚥2𝜋(n−𝜈)

1 − e 𝚥2𝜋 n−𝜈
N

=

e 𝚥𝜋(n−𝜈)
(
1− 1+NCP

N

)
⋅
sin

(
𝜋(n − 𝜈)

(
1 + NCP

N

))
sin

(
𝜋

n−𝜈
N

) (3.5)

which was simplified by the means of summing the geometric sequence and
trigonometric identities. Now formula (3.4) can be rewritten as

S( f ) = HDAC( f )S(𝜈) = HDAC( f )

N
2
−1∑

n=− N
2

d̃nS(n, 𝜈), (3.6)

where S(𝜈) = S(fNTs) is the spectrum of all modulated subcarriers in a single
NC-OFDM symbol observed at frequency 𝜈 in the digital domain. Although
function S(n, 𝜈) is infinitive in frequency, the D/A converter should attenuate
the components outside the frequency range from −1∕(2Ts) to −1∕(2Ts) and
cause negligible distortion to in-band components. From this perspective,
further investigations can be limited to the in-band frequencies, and HDAC can
be omitted.
Essentially, the single-subcarrier spectrum model given in (3.5) assumes

digital realization of the OFDM modulation (by means of IFFT) and as such
is different than commonly considered Sinc-like spectrum, for example, in
[154–157]. The Sinc-like spectrum is an approximation of the one provided in
(3.5) for large N and |n − 𝜈| ≈ 0. In [158], this simplification was used on pur-
pose to simplify optimization. As shown in [159], the Power Spectral Density
(PSD) of a signal can be estimated by its periodogram. Assuming that dn has
zeromean and unitary power, the PSD of a single subcarrier can be estimated as

|S(n, 𝜈)|2 =
|||||||
sin

(
𝜋(n − 𝜈)

(
1 + NCP

N

))
sin

(
𝜋

n−𝜈
N

)
|||||||
2

≈
|||||||
sin

(
𝜋(n − 𝜈)

(
1 + NCP

N

))
𝜋

n−𝜈
N

|||||||
2

, (3.7)

while the approximation is valid for |𝜋 n−𝜈
N

| ≈ 0. The maximum is observed
at 𝜈 = n, and the region (n − 𝜈) ∈ (−0.5; 0.5) is called the main lobe, while
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the components at other frequencies are called sidelobes. It is visible that the
envelope of PSD equals approximately 1

(𝜋(n−𝜈)∕N)2
, so the sidelobes decrease by

20 dB per decade.
To counteract the potential for significant OOB interference resulting from

theNC-OFDM transmission, which can negatively affect the neighboring wire-
less signals, several techniques have been proposed in the literature that are
designed to significantly suppress these sidelobes in order to make coexistence
between PUs and SUs feasible. On the other hand, the OOB power reduc-
tion process can potentially increase the computational complexity and energy
(power) utilization. Given the possible constraints of limited computational
and energy resources available at a user equipment, a practical approach to
this problem that achieves a balance between the OOB interference mitigation
efficiency and its associated costs is needed. Next, a short overview of such
practical approaches is presented. (Fragments of this overview have been pub-
lished by us in [4].)

Digital Filtering (DF)

Themost straightforward approach is to filter out the OOB components. How-
ever, this approach does not use the properties of an NC-OFDM modulator
and causes major practical issues. The filter has to be adjusted to the occupied
band and has to be redesigned as the allocated frequency resources change.
Moreover, low-order filters can distort the useful signal, without providing suf-
ficient OOB radiation reduction, while high-order filters have high complex-
ity and can contribute to the time-domain signal dispersion, so that the joint
channel-filter impulse response spans beyond the CP [160]. As exemplified in
[39], to obtain the spectrum notch of 24 dB, the power consumption of a Finite
Impulse Response (FIR) filter is 300mW. Such suppression achieved by Cancel-
lation Carrier (CC) method (described as follows) needs only 2 mW of power.

Guard Subcarriers (GS)

AsimpleOOB interference reductionmethod is used to reserve a number of SU
subcarriers lying closest to the PU frequencies to serve as a spectral buffer [161],
that is, deactivation of those subcarriers decreases OOB power as described
by formula (3.5) because |n − 𝜈| increases assuming that n represents utilized
SU NC-OFDM subcarrier and 𝜈 is within the PU band. This is called the GS
method. Although simple to implement, this method significantly decreases
the spectral efficiency and does not provide sufficient OOB power reduction in
most scenarios [4].

Windowing (WIN)

WIN is a method usually applied to the Orthogonal Frequency-Division Mul-
tiplexing (OFDM) symbol time-domain samples containing CP [161, 162].The
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Figure 3.2 Windowed OFDM symbols diagram; dashed lines denote the preceding and the
following OFDM symbol. (Based on [4].)

concept of windowing is shown in Figure 3.2 [4]. There, one can see that the
time-domain OFDM symbol of duration N + NCP samples is extended cycli-
cally with NW samples at each end of the considered symbol. Let us denote
the time-domain signal of a single OFDM symbol as vector s = {s−NW−NCP

,…,
sN−1+NW

}. In such a case, the OFDM-symbol time-domain samples after win-
dowing are defined by vector yWIN = {yWINm}, which results from the multipli-
cation of the vector s = {sm} by the window shape w = {𝑤m} [4], namely

ym = 𝑤msm , (3.8)

where m ∈ { − NW − NCP,… ,N − 1 + NW}. In [162], it has been shown that
the largest sidelobe suppression is achieved when the Hanning window is
applied. In such a case, w = {𝑤n} has the following form [4]:

𝑤m =
⎧⎪⎨⎪⎩
0.5 + 0.5 cos

(
𝜋

m+NCP

NW

)
, m ∈ { − NW − NCP,… ,−1 − NCP}

1, m ∈ { − NCP,… ,N − 1}
0.5 + 0.5 cos

(
𝜋

m−N
NW

)
, m ∈ {N ,… ,N − 1 + NW}

.

(3.9)

As visible in Figure 3.2, consecutive symbols overlap each other by NW sam-
ples, which results in an effective OFDM symbol duration of N + NCP + NW
samples. Although, it was shown in [163] that windowing can be applied with-
out prolonging an NC-OFDM symbol, such an approach causes an increase of
Inter-Carrier Interference (ICI) and Bit Error Rate (BER).
The advantages of windowing as the OOB reduction method are as follows:

relatively low computational complexity, independence of the modulated
data, and suitability for noncontiguous multicarrier transmission, for example
NC-OFDM. In [164], the performance of WIN in OOB power reduction has
been confirmed in Software-Defined Radio (SDR) implementation. When
employed by a Cognitive Radio (CR) communication system attempting to
access the available spectrum in a dynamically varying radio environment, it
is also important that the length and shape of the applied window can also
be altered dynamically. This method is the most suitable for minimizing the
interference in the PU transmission that is relatively distant in frequency
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from SU transmission band [4, 161, 162]. The main drawback of this method
is the decrease of throughput caused by increased duration of a single
OFDM symbol.

Adaptive Symbol Transition (AST)

In the AST method [4, 165], similarly to WIN, the time-domain samples in the
transition region between consecutive symbols are chosen in order tominimize
the OOB power by smoothing the transition between consecutive symbols. For
the AST algorithm, the information about symbols mapped to each subcarrier
is needed in order to assess the amount of OOB interference in the neighbor-
ing frequency bands. The Mean Squared Error (MSE) minimization method is
used to determine dynamically, that is, independently for each OFDM symbol,
the values of the time-domain samples in the transition region. The primary
drawbacks of this method are as follows: high computational complexity and
reduced throughput (by prolonging the NC-OFDM symbol) [4].

Constellation Expansion (CE)

Another method, called CE [4, 166], adjusts themodulated data symbols trans-
mitted per subcarrier so that the OOB power can be reduced while simultane-
ously not losing any data information or causing distortion.This is achieved by
enlarging themodulation constellation and by allowing data symbols to be rep-
resented by any one of the two constellation points. As a result, the minimum
distance between the constellation points is reduced, and the BER performance
decreases [4]. Moreover, the optimization is computationally complex, and the
resultant OOB power reduction is limited.

Subcarrier Weighting (SW)

Another method, called SW [4, 167, 168], minimizes the signal OOB power
level by multiplying the data subcarriers by optimized real, positive weighting
coefficients [4]. At the receiver, data symbols transmitted using the weighted
subcarriers can be viewed as distorted, particularly for the high or low values
of the weighting coefficients. Consequently, the authors in [167, 168] suggest
to impose a constraint on the weighting coefficients’ values. Simulation results
exhibit moderate OOB power suppression and the BER increase while opti-
mization is quite computationally complex.

Multiple-Choice Sequences (MCS)

In the MCS [4, 169] method, for each sequence of data symbols to be transmit-
ted in an OFDM symbol, a set of corresponding sequences representing it is
calculated. The sequence yielding the lowest interference to adjacent bands is
then chosen from this set and transmitted. To retrieve the initial data sequence
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at the receiver, the identification number of the selected sequence has to be pro-
vided, which requires an additional control channel for this side information.
The authors presented three variants of MCS generation: by changing constel-
lation symbols, by symbol interleaving, and symbol phase rotation. Variants
of theMCSmethod with reduced computational complexity are the Constella-
tionAdjustmentmethod [170] and the Phase Shiftmethod [156]. As theOFDM
edge subcarriers have the strongest influence on the OOB radiation, only con-
stellation points or symbol phase of those subcarriers are altered. This limits
the number of possible sets of sequences to be examined in order to choose
the optimum one [4]. Another variant of theMCSmethod involves its merging
with other spectrum shaping algorithms, that is, SW or Cancellation Carriers
(CCs) as shown in [171].

Polynomial Cancellation Coding (PCC)

ThePCC has been proposed in [4, 172] and revisited in [173, 174].Thismethod
not only reduces the OOB power but also lowers the OFDM signal sensitiv-
ity to phase and frequency errors [4]. As neighboring subcarriers have firmly
aligned spectra, the adjacent subcarriers are modulated by the same, appropri-
ately scaled data symbol in order to reduce the sidelobe power. This is usually
done for the groups of two or three subcarriers. Although this method reduces
the system throughput, the coding redundancy can be used to increase the
Signal-to-Noise Ratio (SNR). Although PCC has very low computational com-
plexity requirements, the OOB power is mostly reduced when CP is not used.

Active Set (AS)

In [175], the AS method has been proposed. It allows each data symbol to be
modified by an additive complex symbol calculated in order to decrease the
OOB radiation power. As this modification, from the receiver point of view,
results in noise-like distortion, its power has to be limited. All the QAM sym-
bols after spectrum shaping belong to the same decision region as that before
shaping. The optimization process is computationally complex, and strong
OOB power attenuation requires serious degradation of BER in the receiver.

Spectrum Precoding (SP)

Recently, many authors have proposed to use different kinds of SP. While all
these methods provide strong OOB power reduction, typically they all involve
relatively high computational complexity [176]. In this method, the correla-
tion between the data symbols transmitted on subcarriers is introduced by
complex-field block coding. The approach in [177] not only reduces the OOB
power but also decreases BER. However, it requires some redundancy tones to
be used; thus, lower bit rate is obtained. Additionally, computationally complex
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reception is required. All precodingmatrixes derived in [157, 158, 178–181] are
based on orthogonal projection operation.While [158] can have quite low com-
putational complexity, it works best in zero-padded OFDM. While the recep-
tion performance in [178] is the same as in a typical OFDM system, the OOB
power reduction performance is steered by the number of redundancy tones
(for the code rate equal to 1, no OOB radiation reduction is observed). In the
case presented in [157], the code rate is equal to 1, and the stronger the OOB
power reduction, the more spectrum-sampling points in the OOB region are
defined. However, the BER floor is observed for high SNR values.The improved
orthogonal projection operation proposed in [180] was used for multiuser sys-
tem in [179]. Moreover, the authors propose iterative approach to precoding
matrix designed in order to make the resultant spectrum obey the given SEM.
While [179] requires computationally complex reception, the precoder in [181]
is suitable for a standardNC-OFDMreceiver. It is done by limiting Error Vector
Magnitude (EVM) introduced by precoding. In this approach, the OOB power
is most reduced at the frequencies mostly distanced (in frequency) from the
occupied band. It might be therefore not suitable for the creation of deep and
narrowband spectrum notch.

N-continuous OFDM (N-OFDM)

Another approach similar to SP but very distinctive and commonly cited is
N-OFDM method [182]. It has been observed that the OOB power compo-
nents are the result of the time-domain noncontinuity between subsequent
OFDM symbols. The proposed method aims at forcing consecutive symbols
to be continuous in time. The continuity of the 0th to the NN−OFDMth-order
derivatives at the ends of the OFDM symbols is achieved by adding low
power, complex-valued quantities to each active data subcarrier at the input
of an IFFT block . The stronger the OOB radiation attenuation, the higher
derivative order is maintained continuous. The main difficulty here is the
memory-based precoder that makes precoding computationally complex
and reliable signal reception difficult. Moreover, the strongest OOB power
attenuation is observed at the frequencies more distanced from the occupied
frequencies band. It makes this method not suitable when narrow and deep
PSD notches are required. Recently, in [183], an improved version of the
N-OFDM precoder and the adequate reception method have been proposed,
which improve BER to the level of a typical OFDM signal reception, but at the
cost of reduced bit rate, that is, the coding rate is below 1. The N-OFDM tech-
nique also has the potential to be implemented with reduced computational
complexity by precoding in time domain [184]. While computational com-
plexity of the standard N-OFDM signal generation is (𝛼2), the time-domain
approach typically requires (N ⋅ NN−OFDM). As typically NN−OFDM is small,
the proposed method allows its implementation in real-time transmitters. The
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computational complexity of signal reception is the same as in the standard
approach. Moreover, N-OFDM has been designed based on continuity of
continuous-time OFDM representation. The implementation utilizing the
Field Programmable Gate Array (FPGA) reported in [185] suggests that the
N-OFDM transmitter requires high oversampling factor of the signal to obtain
low OOB power.

Cancellation Carriers (CCs)

The CC method [4, 41] takes advantage of the spectrum shape of each subcar-
rier and applies some additional, specifically modulated subcarriers (CCs) in
order to reduce the resulting OOB power level [4]. This method has particu-
larly promising capabilities in OOB power reduction and is discussed in the
next section in greater detail.

Extended Active Interference Cancellation (EAIC)

Another method for reducing OOB power is called the EAIC [186, 187].
Similarly to Active Interference Cancellation (AIC), it is based on the insertion
of special carriers that are designed to negatively combine with high-power
sidelobes caused by the data subcarriers. While the AIC method utilizes only
subcarriers orthogonal to the DC, EAIC uses nonorthogonal frequencies as
well.Themain drawback of this method results from this lack of orthogonality,
that is, data-symbol distortion occurs. A variant of the EAIC method has
been presented in [188], where the sidelobe-power suppression approach
is improved by using a long time-domain cancellation signal spanning over
a number of consecutive OFDM symbols [4]. indexOFDM This method
results in an increase of BER due to increased interference relative to the
method presented in [186]. In [187] improvement of the EAIC method is pre-
sented, which bases on the constraint optimization when fixing the allowable
self-interference power. Although the obtained OOB power attenuation is
significant, it requires a high number of EAIC subcarriers, which is the reason
for high computational complexity.

Filter-BankMulti-Carrier (FBMC)

In contrast to the previously mentioned algorithms, the Filter-Bank Mult-
icarrier (FBMC) technique is a multicarrier modulation scheme that is a com-
petitor to the NC-OFDM. It is commonly considered a successor to OFDM
for the future wireless communication systems [3, 37, 42]. Its transmitter can
be efficiently implemented by means of an IFFT block that is appended with
filtering. Because of the precise design of filters, each subcarrier introduces
a very low level of interference into its OOB region. Additionally, CP is not
needed in this scheme that rapidly increases the throughput in comparison to
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NC-OFDM. The drawback of this scheme is high computational complexity
of signal generation and reception, because of filtering, as well as a multitap
equalizer needed for each subcarrier. Additionally, PAPR in a FBMC system
may be higher than for OFDM systems, depending on the applied filters. (In the
best case, Peak-to-Average Power Ratio (PAPR) can be the same as for OFDM.)

3.1 Enhanced NC-OFDM with Cancellation Carriers

An OFDM symbol has limited time duration, and therefore, this can be inter-
preted as cutting out a part of an infinitely long OFDM symbol by a rectangular
window [4]. Thus, each subcarrier spectrum is convolved with a Sinc function,
which results in widening the spectral overlapping regions with the other sub-
carrier spectra as shown in (3.5). Although this is generally the primary reason
for the existence of high OOB power, this phenomenon can be used positively
by the CC method, where a subset of active subcarriers are selected for the
sole purpose of canceling the OOB interference of the adjacent subcarriers [4].
It is typically assumed that the subcarriers closest to the spectrum edge have
the strongest influence on the OOB power; therefore, they are usually cho-
sen to be modulated by the canceling signal values, which are not independent
data symbols to be transmitted.The sidelobes of these subcarriers are intended
to negatively combine with the sum of the sidelobes resulting from the active
data-bearing subcarriers, thus, potentially reducing the overallOOBpower lev-
els as shown in Figure 3.3 [4].
The values of the cancellation subcarriers have to be calculated for each

OFDM symbol separately since the independent modulated data symbols
cause different OOB power levels. Thus, several frequency-sampling points
are defined in order to determine the values of the OOB signal spectrum at the
corresponding frequencies. These 𝛾 frequency-sampling points describe the
optimization region in which the estimates of the spectrum values resulting
from the spectral superposition of the Data Carriers (DCs) and the CC have to
be calculated. The optimization problem to be solved for each OFDM symbol
can be defined as follows [4]:

d⋆

CC = argmin
dCC

||PCCdCC + PDCdDC||22, (3.10)

where PCC is the matrix of dimensions (𝛾 × 𝛽) transforming the vector of the
CC values dCC of length 𝛽 to the spectrum estimates. For DCs, the matrix PDC
of dimensions (𝛾 × 𝛼) and vector dDC of length 𝛼 have the same role. However,
as the inventors of thismethod have found, such an optimization approachmay
result in a higher power level for the CCs relative to mean DC power. Conse-
quently, the additional constraint has been introduced to limit this effect [4]:

||dCC||22 ≤ ΠCC, (3.11)
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Figure 3.3 The simplified diagram of spectrum resulting from superposition of data
subcarriers spectrum and the cancellation subcarrier spectrum for a single OFDM symbol;
no CP used. (Based on [4].)

where ΠCC is the maximum allowable power for CCs. Although the solution of
(3.10) is widely known, and has been presented in [4, 39, 40], that is,

d⋆

CC = −P†
CCPDCdDC, (3.12)

whereA† denotes pseudoinverse ofmatrixA, the constraint (3.11) increases the
computational complexity of the optimization problem significantly, requiring
to solve the Lagrange inequality for each OFDM symbol, which might become
infeasible for wideband transmissions possessing a large number of subcarriers
[4]. In [189], an algorithm for solving this problem is provided in the chapter
LS Minimization over a Sphere.
Another drawback of the CC method, apart from the computational com-

plexity, is the link-performance deterioration, that is, an increase of BER. This
is due to the fact that an OFDM system usually operates under the total power
constraint. If part of an OFDM symbol energy is sacrificed to the cancellation
carriers, the remaining energy that can be used for data transmission is
reduced, and this naturally results in an SNR loss and corresponding BER
degradation [4]. It is important to mention that the increased number of
subcarriers used by the OFDM system causes increase of PAPR. However, in
practice, this is rather acceptable, for example, about 0.2 dB for 10−2 of PAPR
Complementary Cumulative Distribution Function (CCDF) [154].
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The CC algorithm has been extensively investigated, and a number of
modifications and combinations of the CC algorithm with other methods
has been presented in the literature [4]. For example, AIC [39] is a method
similar to CC, where in addition to the OFDM edge subcarriers, several other
subcarriers inside the PU transmission band are also used to minimize the
OOB radiation. However, as shown in the aforementioned paper, the AIC
subcarriers inside the PU transmission band have a negligible influence on the
OOB interference.Moreover, they can significantly increase the computational
complexity of the resulting implementation [4].
Another approach to optimization, based on Genetic Algorithm, was pre-

sented in [190]. This method is highly computationally complex, that is, the
execution timemeasured during simulation is more than 100 times longer than
that with standard solution and enables less than 1 dB improvement in theOOB
power level.
Far less computationally complex is the method proposed in [191]. The

complexity is reduced over the standard approach [154] via simplifying the
most laborious steps of the CC method. First of all, spectrum value caused
at a given frequency-sampling point 𝜈 by DCs is established by taking into
account only the most contributing subcarriers. To further reduce the sys-
tem complexity, each CC is supposed to nullify the interference in just one
frequency-sampling point. Thus, optimization is reduced to seeking for a CC
coefficient that guarantees that its sidelobe has the same value as the DC-based
spectrum value but with opposite sign for the given frequency-sampling point.
It is expected that the OOB power is much less reduced than in the case of
a standard optimization approach. A number of different approaches to AIC
calculation are provided in [192]. The authors utilize statistical dependency
between subcarriers in the OOB region to reduce complexity. Additionally,
min–max optimization problem is solved, which aims at reducing the max-
imum OOB power over all defined frequencies in the optimization range
rather than summarized OOB power value. Moreover, the AIC algorithm
has been extended with limitation of the CC power as in (3.11). Although
advanced math tools were used, the improvement in the system performance
in comparison to [39, 154] is rather modest.
In case of very deep spectrum notches requirement, it is possible to com-

bine the CC method with WIN as presented in [40, 154]. The basic OFDM
system is equipped additionally with a CC insertion unit placed after map-
ping symbols to subcarriers and windowing applied to an extended OFDM
symbol in time domain. While there is no change needed in the case of the
windowing method, the CC insertion block has to take into account the shape
of single-subcarrier spectrum changed by the window. Dependent on the used
window type and its length, the formula (3.5) has to be changed appropriately.
Simulation results show that the combination of CC and WIN methods leads
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to a significant decrease of the OOB radiation power compared to windowing
or CC method used separately.
Another method, proposed in [193], is low computationally complex

combination of the CC algorithm and the CE method. The obtained OOB
power attenuation is quite weak, that is, about 5 dB in the simulated cases.
Strong OOB power attenuation, especially in narrow notches, can be achieved
by combination of the CC and AST methods [194]. The combination of the
CC method with digital filtering has been considered in [155]. It uses the
fact that CC can very effectively reduce the OOB power components lying
close in frequency to the occupied subcarriers band. The components lying
further away in frequency can be effectively reduced by relatively low-order
raised-cosine filtering. Although strong OOB power attenuation is achieved,
this approach is still quite computationally complex, and BER degradation
caused by filtering is observed.

3.1.1 Reception Quality Improvement for Cancellation Carrier Method

As mentioned in the previous section, one of the drawbacks of the CC method
is the BER increase in the NC-OFDM receiver. If considering a given transmit
power, introduction of CC requires lower amount of power to be utilized for
DC. However, it can be observed that complex symbols transmitted on CC are
calculated based on the DC values in a given NC-OFDM symbol. From this
perspective, complex values on CC can be treated as redundancy introduced
by complex-field block coding [195]. In order to utilize this fact, we start with
derivation of the coding matrix used in the transmitter that allows for calcula-
tion of decoding matrix to be used in the receiver [196].
The transmitter considered here consists of a modified NC-OFDMmodula-

tor as shown in Figure 3.4. The “CCs calculation” unit calculates the CC values
for each NC-OFDM symbol separately (for each data symbol vector dDC) and
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is employed prior to the N-size IFFT block. The output of an IFFT block is
extended with NCP samples of CP in the time domain. Essentially, now the total
number of occupied subcarriers is 𝛼 + 𝛽. As defined previously, DC occupy
subcarriers indexed by the elements of vector IDC = {IDCj} for j ∈ {1,… , 𝛼},
and CCs occupy subcarriers indexed by the elements of vector ICC = {ICCj} for
j ∈ {1,… , 𝛽}. Both IDCj and ICCj belong to the set { −N∕2,… ,N∕2 − 1}.
It is required to estimate the influence of each DC and CC on the resultant

spectrum in a number of spectrum-sampling points. The CC complex sym-
bols are to be chosen in order to make their sidelobes add negatively to the
sidelobes caused by DC at these frequencies. For a set of frequency-sampling
points V = {Vl} for l ∈ {1,… , 𝛾} defined in the optimization region, and for
j ∈ {1,… , 𝛼}, the elements of the 𝛾 × 𝛼 matrix PDC can be defined as PDCl,j =
S(IDCj,Vl), where S(n, 𝜈) is defined in (3.5). Similarly, for the cancellation carri-
ers, when j ∈ {1,… , 𝛽}, the elements of the 𝛾 × 𝛽 matrix PCC can be defined as
PCCl,j = S(ICCj,Vl) and can be calculated off-line.
Recall that the aim of CCs is tominimize theOOB power level, which implies

solving the following optimization problem [4]:

d⋆

CC = argmin
dCC

||PCCdCC + PDCdDC||22. (3.13)

The solution of this problem yields the values of cancellation carriers dCC,
namely

d⋆

CC = −P†
CCPDCdDC, (3.14)

which is the same as in (3.12). Although such a solution is relatively fast with
respect to computational complexity, since the multiplication of vector dDC by
a precalculated matrix is performed for each NC-OFDM symbol, the power of
CCs is not limited, which can cause serious BER increase in the NC-OFDM
receiver. As shown in [41], the decrease of the SNR value can be defined as

SNRloss = 10 log10
(||dCC||22 + ||dDC||22||dDC||22

)
. (3.15)

The reference system in this case is the one that employs the guard subcarriers
on the subcarriers used by the CC method in the proposed system.
As the CC are correlated with data symbols, these additional subcarriers can

be used in the signal reception that might not only regain the power devoted
to these subcarriers in the first place but also make use of the frequency
diversity for achieving a higher degree of robustness with respect to the
frequency-selective fading. It is possible, thanks to maintaining the matrix
W constant for a given set of system parameters [4]. Let us consider (3.14)
as a process of generating redundancy symbols dCC transmitted in parallel to
data symbols dDC. This operation is conducted on the complex symbols, thus
allowing us to employ the theory of complex-field block codes [195] for this
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problem formulation. To do so, let us rewrite (3.14) in order to determine the
systematic code generation matrix G of size (𝛽 + 𝛼) × 𝛼:(

dDC
dCC

)
=

(
I

W

)
dDC = GdDC. (3.16)

By changing the row order of the presented matrix, the order of data and can-
cellation symbols can be unchanged, but for simplicity’s sake, this operationwill
be omitted. A simple receptionmechanism designed for such codes is based on
the ZF criterion [195], for which the reception matrix is defined as [4]

RZF = (HG)†, (3.17)

where H is (𝛽 + 𝛼) × (𝛽 + 𝛼) diagonal matrix with channel coefficients for each
of the used subcarriers on its diagonal. Although more advanced reception
schemes are proposed in [195], they introduce additional computational com-
plexity with no significant improvement in BER in comparison to reception
using RZF matrix. This matrix should be used in the receiver after the Fast
Fourier Transform (FFT) processing instead of an equalizer used in standard
reception chain [4]. The estimate of the data symbols d̂DC is achieved by the
following operation:

d̂DC = RZF

(
rDC
rCC

)
, (3.18)

where rDC and rCC are the received vertical vectors at the output of FFT block
containing distorted and noisy values of data and cancellation subcarriers,
respectively. Although the calculation of matrix RZF can be quite complex, it
needs to be performed only once for each channel instance and subcarrier
pattern. Moreover, with a systematic code implementation, this method may
be treated as optional, reserved only for high-performance, high-quality
reception [4].

Example Results

The evaluation of the system performance improvement caused by the recep-
tion technique utilizing CC discussed earlier has been carried out via computer
simulations.The system that has been considered is based on FFT/IFFT of size
N = 256. It operates in the multipath Rayleigh fading channel with maximal
path delay equal to 62 samples, so CP of length N∕4 is used. The channel con-
sists of four paths whose relative gains are as follows: 0, –3, –6 and –9 dB. If
not stated differently, the system spans 𝛼 = 11 DC modulated by Quadrature
Phase-Shift Keying (QPSK) symbols and 2 CC at each side of the used band,
that is, 𝛽 = 4. The CC optimization is based on 𝛾 = 76 sampling points (38 for
each side of occupied band) spanned evenly in the band of 20 subcarriers next
to the used spectrum (10 for each band side).



�

� �

�

60 3 Noncontiguous OFDM for Future Radio Communications

100

0 5 10 15 20 25

10–1

10–2

10–3

10–4

Eb/N0 (dB)

B
E

R

CCs−decoding using matrix G
CCs−standard decoding

Reference NC-OFDM

Figure 3.5 BER vs Eb∕N0 obtained in multipath Rayleigh fading channel without CCs
(reference), with CCs and standard detection, and with CCs utilizing coding matrix for
symbol detection.

The BER curves are shown in Figure 3.5, for three different systems based on
the one described earlier.
The simulation has been carried out for 1 100 000 random input bits for each

of 2000 randomly generated channel instances. The reference curve relates to
the system performance that uses all 11 DCs, but the CCs always equal to zero,
so that a system with guard subcarriers is obtained. Although such a system
does not provide sufficient OOB power reduction, it has the whole OFDM
symbol energy devoted to DCs, so it is a kind of a lower limit for the BER per-
formance of a system with CCs. The figure presents the results of the standard
ZF equalization technique, that is, when the complex symbols received on CCs
are omitted in the receiver, for the systemapplying complex-field code decoding
according to (3.18).
The results show that, while standard decoding of CCs loses for BER = 10−3

about 1.8 dB in SNR values in comparison to the reference system, the new
decoding provides 7.2 dB SNR improvement in comparison to standard CC
decoding leading to 5.4 dB enhancement of SNR in reference to the system
with guard subcarriers. The frequency diversity provided by CCs used as
complex-field code improves the performance for high SNR values that is
similar to the results shown in [195]. In the low-SNR region (SNR < 7 dB), the
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Figure 3.6 BER vs. subcarrier index obtained in multipath Rayleigh fading channel without
CCs (reference), with CCs and standard detection, and with CCs and proposed detection.
Eb∕N0 = 15 dB.

performance of the system with proposed decoding, as expected, is a bit worse
than for the reference one.
Some information on the mechanism of the observed quality improvement

is given by Figure 3.6, where separate BERs for each of used DCs are drawn.
The simulation parameters are as follows: 550 000 input bits for each of
6000 randomly generated channels. The Eb∕N0 value chosen for this figure
is 15 dB. There are two additional plots for standard decoding of CC and the
reference system that are aimed at the comparison. Although the standard
CC decoding and the reference system have both flat BER characteristics, the
new CC reception technique improves the quality of data tones placed near
the occupied spectrum edges, that is, closest to CC location, more than those
located in the middle. This is caused by the highest influence of these tones on
the OOB power so that most power of CC is correlated with them and then
recovered in the receiver.
Next, the system has been evaluated for varying number of DC. Computer

simulations have been carried out for a system similar to the one previously
used. The only difference is in the number of DC that changes from 1 to 30
for Eb∕N0 = 15 dB. The results are shown for the transmission of 5000 OFDM
symbols over 1000 random instances of Rayleigh fading channel. The results
for the obtained BER are shown in Figure 3.7a. Although the curve for the ref-
erence system is flat in the whole observed range (as expected), the standard
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Figure 3.7 (a) BER versus the number of DCs (𝛼) obtained in multipath Rayleigh fading
channel without CCs (reference), with CCs and standard detection, and with CCs utilizing
coding matrix for detection. (b) SNR loss caused by CCs according to (3.15). Eb∕N0 = 15 dB.

decoding of OFDM symbol carrying CCs has high values when there are just a
few DCs. It is the situation whenmost of the symbol’s energy is devoted to CCs
and none of it is used for the reception. It is confirmed by Figure 3.7b show-
ing the loss in SNR caused by the introduction of CCs. For the same reason,
the decoding used in data detection for the CC method achieves the highest
BER improvements for a small number of used data carriers as it utilizes the
information from CC. For an increasing number of DCs, the curves for both
reception methods in CC-employing systems approach the quality of the refer-
ence system.This effect is caused by a relatively small amount of power devoted
to CC in comparison to the power of DC when there are many DCs employed.
This can be also explained observing Figure 3.7b. When the number of DCs
increases, the SNRloss decreases.
It can be concluded that the proposed method of reception quality improve-

ment can boost reception performance in an NC-OFDM system where spec-
trum shaping is obtained by using CCs. In the considered scenario, Eb∕N0 can
be reduced by 7.2 dB for BER = 10−3 in comparison to the system utilizing
standard decoding. The requirement for the method to be feasible is constant
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codingmatrix known at the receiver.The cost of thismethod is in terms of some
extra processing power at the receiver.

3.1.2 Reduced-Complexity Reduced-Power Combination of CCs
andWindowing

The combination of CC with windowing (CC&WIN) seems to be a promising
spectrum shaping mechanism. While the windowing method provides higher
OOB power reduction for spectrum components more distant from the occu-
pied NC-OFDM band on the frequency axis, the CC method reduces mostly
the PSD components located closer to the NC-OFDM nominal band as shown
in [40]. Thus, the combination of both methods provides additional degrees
of freedom as the number of cancellation carriers and window shapes can be
altered to fulfill the transmission requirements [4]. It has been presented in [40,
154]. In [40], the power sacrificed for CC is not upper-bounded.While in [154],
theCCs power is limited, and the optimization process is computationally com-
plex. Let us discuss several enhancements to this combined approach, yielding
reduction of the computational complexity, reduction of the energy loss, and
an improvement of the BER performance that has been presented in [4].
The transmitter now consists of a modified NC-OFDM modulator. The dif-

ference between its structure and the one presented in Figure 3.4 is the intro-
duction of windowing. Windowing is applied to the time-domain signal after
extending it with the cyclic prefix and suffix (NW samples, additionally to NCP
samples of CP). The size of IFFT and sets of DCs and CCs are the same as
described in the previous section. However, introduction of windowing oper-
ation changes the single-subcarrier spectrum so that “CC calculation” block
has to be redesigned. The CC optimization formula must be designed for the
time-domain windowed signal𝑤msm, where𝑤m is the window shape, and m ∈
{ −NCP − NW,… ,N − 1 + NW}. In this case, the single-subcarrier spectrum is
different than the one defined in (3.5). The frequency response of subcarrier
n ∈ { −N∕2,… ,N∕2 − 1} at normalized frequency 𝜈 can now be calculated as

S(n, 𝜈) =
N−1+NW∑

m=−NCP−NW

𝑤me 𝚥2𝜋 n−𝜈
N

m
. (3.19)

Now, matrices PDC and PCC defined in the previous section can be obtained
using the aforementioned equation.The simplest approach to find CC values is
to solve the following optimization problem:

d⋆

CC = argmin
dCC

||PCCdCC + PDCdDC||22 (3.20)

which is similar to (3.13) (althoughmatrixesPDC andPCC are different). A com-
putationally simple solution is

d⋆

CC = −P†
CCPDCdDC. (3.21)
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3.1.3 Rate and Power Issues with the CCMethod

As mentioned previously, CC can use a significant part of the NC-OFDM
symbol power causing the SNR loss defined by (3.15). Although the reception
method proposed in the previous section can be utilized to mitigate this effect,
it sets some additional requirements on the NC-OFDM receiver. Thus, an
important phenomenon when applying the CC method for the OOB power
reduction is the occurrence of frequency-domain power peaks for frequencies
assigned to the CCs. This is due to the fact that the CCs have to compensate
for a number of DC sidelobes. A large power increase at the edges of the
NC-OFDM frequency spectrum (where CCs are located) may be unacceptable
according to the existing regulations that impose constraints on the Spectrum
Emission Masks (SEMs). In order to provide some metric reflecting this
problem, let us define the Spectrum Overshooting Ratio (SOR) for a given
probability p

𝜚
of exceeding level 𝜚 of the spectrum mask by the cancellation

carrier power [4]:

SOR = 10 log10
⎛⎜⎜⎝
arg

𝜚
[Pr(S(fCC) > 𝜚) = p

𝜚
]

1
B−CC

∫B−CC
S( f ) df

⎞⎟⎟⎠ , (3.22)

where S( f ) is the continuous PSD function of the consideredNC-OFDMsignal,
B−CC is the useful transmission bandwidth (the bandwidth used by the data sub-
carriers excluding cancellation subcarriers frequency bands), and fCC is any one
of the frequencies belonging to CCs bands.This definition of SOR can be inter-
preted as the logarithm of the PSD peaks of cancellation carriers with respect
to the mean power level in data-carrier band. The occurrence of these peaks is
measured with the probability p

𝜚
[4].

To overcome the aforementioned problem of an unacceptable power
increase, it has been proposed in [4] to supplement the optimization problem
described by (3.20) with an additional, indirect constraint whose aim is to limit
the CC power. The optimization problem is now defined as to find the optimal
vector d⋆

CC:

d⋆

CC = argmin
dCC

{||PCCdCC + PDCdDC||22 + 𝜇||dCC||22}, (3.23)

where 𝜇 factor is used to balance between the CC power and the resulting
OOB power reduction. Essentially, the value of 𝜇 is assumed to be constant
for a given system configuration, that is, constant over a number of consecu-
tive NC-OFDM symbols when system parameters do not change.The solution
of this problem can be derived by merging both conditions into block-matrix
optimization problem, that is, to find

d⋆

CC = argmin
dCC

|||||
|||||
(

PCC√
𝜇 I

)
dCC +

(
PDC
𝟎

)
dDC

|||||
|||||
2

2

, (3.24)



�

� �

�

3.1 Enhanced NC-OFDM with Cancellation Carriers 65

where I is an identity matrix, here of size 𝛽 × 𝛽. It results in the following opti-
mal vector CC:

d⋆

CC = −
(

PCC√
𝜇 I

)† ( PDC
0

)
dDC = WdDC, (3.25)

where W results from multiplication of the first two matrices in the aforemen-
tioned equation. Such an optimization has similar computational complexity
to the optimization problem of (3.20), because the optimization (calculation
of matrix W) is implemented only once for a given spectrum mask and after
the indices of DC and CC are determined. Then, for each NC-OFDM symbol,
matrix-by-vector multiplication is carried out with precalculated matrix W.
The optimization procedure described earlier significantly reduces the SNR

loss typically encountered when a CC method is applied. This is obtained by
imposing a constraint on the power assigned toCCs, which results in decreased
SOR and higher power reserved for the DCs. Nevertheless, the reduced power
available for data subcarriers still causes some deterioration of the reception
quality [4].Therefore, the reception technique defined by formula (3.18) can be
applied to this system as well.
Finally, following the idea discussed in [4], let us derive ametric that indicates

the potential throughput loss caused by the introduction of CC, windowing,
or the combination of both. This throughput loss can be assessed in compar-
ison to a system not employing any OOB power reduction method, in which
all subcarriers, that is, 𝛼 + 𝛽, are occupied by DC. Note that the actual system
throughput depends not only on the number of data subcarriers but also on the
power assigned to these subcarriers and the channel characteristic observed.
Therefore, this proposed metric indicates only the potential throughput loss
that results from the information-signal bandwidth reduction due to introduc-
tion of the cancellation carriers and window duration extension, thus assuming
the same transmit power and channel quality at each subcarrier. It is defined by
the following expression [4]:

Rloss =
⎛⎜⎜⎝1 −

1 − 𝛽

𝛽+𝛼

1 + NW

N+NCP

⎞⎟⎟⎠ ⋅ 100%. (3.26)

Note that the reference system for this definition, employing all subcarriers
for data transmission, is prohibited from operating in the considered scenario,
where the PU transmission may be in place in the frequency proximity and its
protection is required by the SU signal OOB power reduction.
Finally, a drawback of standard CC is a substantial increase of PAPR that is

caused by the high-power values modulating CCs and being correlated with
the DC. Apart from the PAPR value, usually the probability of peaks occur-
rence is also taken into account since it is conceivable that the time-domain
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peaks having moderate instantaneous power can cause nonlinear distortions
and performance deterioration that can prove to be much worse than the high
power (strong) peaks occurring relatively infrequently.

Example Results [4]

Some example results of the reduced-complexity reduced-power com-
bination of Cancellation Carriers and Windowing methods are pre-
sented as follows. (Some of these results and their discussion have been
published by us in [4].)The results show that the introduced modifi-
cations of the combined CC and WIN methods improve the overall
performance of the NC-OFDM system in several ways. In the experi-
ments, N = 256 subcarriers have been adopted, where the subcarriers
of indices in IDC = { −100,… ,−62} ∪ { −41,… ,−11} ∪ {10,… , 40}
∪ {61,… , 101} are occupied by the QPSK data symbols (𝛼 = 142), and there
are three cancellation carriers placed on each side of the data carrier blocks,
that is, ICC = { −103,−102,−101} ∪ { −61,−60,−59} ∪ { −44,−43,−42} ∪
{ −10,−9,−8} ∪ {7, 8, 9} ∪ {41, 42, 43} ∪ {58, 59, 60} ∪ {102,103, 104}. The
subcarrier pattern of four data subcarrier blocks is separated by narrowband
PU spectrum.The duration of CP equalsNCP = 16 samples, but 𝛽 = 16 samples
of the Hanning window extension (equal to the cyclic suffix) are also used on
each side of an OFDM symbol. The number of CCs and the shaping window
duration have been chosen in such a way that the mean OOB interference
power level is achieved at least 40 dB below the mean in-band power level
for the reasonable value of 𝜇, that is, 𝜇 = 0.01. This OOB power attenuation
is sufficient in order to respect several regulatory SEMs, e.g., defined for
IEEE802.11g [197] or Long Term Evolution (LTE) user equipment [198].
First, Figure 3.8 shows the results of the OOB power reduction obtained

for the following four methods under consideration: GS method, CC method,
windowing, and combined CC and WIN scheme. The comparison has been
performed for the schemes that present the same potential throughput loss
metric, which for the evaluated system equals Rloss = 19.2%. Such a potential
throughput loss is obtained either from the GS or CC method with four guard
or cancellation subcarriers per edge of the DC band, from the WIN method
with Hanning window extension of 𝛽 = 65 samples, or from the combined
CCs and WIN method with three CCs per edge and NW = 16, that is, the
scenario described earlier. The PSD plots have been obtained for the signal
before High Power Amplifier (HPA) using Welch’s method for 10 000 random
NC-OFDM transmitted symbols. The spectrum has been estimated in 4N
frequency-sampling points using 3N-length Hanning windows.
It can be observed that the GS method provides the highest OOB power

levels among other compared methods. Note that the windowing method
achieves a high OOB power attenuation, but it requires several frequency
guard bands for the OOB attenuation slope. Thus, it is potentially unsuitable



�

� �

�

3.1 Enhanced NC-OFDM with Cancellation Carriers 67

30 40 50 60 70 80 90 100 110 120
−80

−70

−60

−50

−40

−30

−20

−10

0

10

Subcarrier index

N
o
rm

a
liz

e
d
 p

o
w

e
r 

s
p
e
c
tr

a
l 
d
e
n
s
it
y
 (

d
B

)

3 CCs per edge & windowing NW =16

4 CCs per edge, no windowing

Windowing NW = 65, no CCs

4 GSs per edge

Figure 3.8 A fragment of the normalized PSD of the NC-OFDM transmission signal in the
experimental scenario in the case of the application of GS, CC, WIN, and combined CC and
WIN methods. (Based on [4].)

for protecting narrowband PU signals from unintentional secondary OOB
interference. Conversely, the CC method alone results in a relatively steep
OOB power reduction, but the resulting OOB attenuation is not very high
for the assumed number of applied CCs. The combination of both methods
achieves decent performance in terms of high and steep OOB attenuation,
thus confirming that such a combination of methods possesses the potential
for protecting both wideband and narrowband PU signals employing strict
requirements with respect to the Signal-to-Interference Ratio (SIR). According
to the other experiments for QAM schemes and to their results not presented
here, the normalized PSD plots are very similar.
In Figure 3.9, several of the system performance metrics, such as the SOR

for p
𝜚
= 10−1, PAPR increase for Pr(PAPR > PAPR0) = 10−3, SNR loss for

BER = 10−4, and mean OOB power level, are presented in relation to the
optimization constraint parameter 𝜇 ∈ ⟨10−6, 100⟩. Thus, the optimization
procedure is considered in the range of 𝜇, defining scenarios from a weak
constraint on the CCs power, close to no power constraint, to a constraint
on the strictly limited CC power maintaining the result close to the GS
approach. For these performance metrics under consideration, measurements
have been obtained after the transmission of 2 ⋅ 105 NC-OFDM symbols.
The SNR loss has been calculated at the receiver, for example, four-path
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Figure 3.9 Simulation results for the NC-OFDM system versus the optimization factor 𝜇;
SNRloss calculated for BER = 10−4. (Kryszkiewicz et al., 2012 [4]. Reproduced with the
permission of Springer.)

Rayleigh fading channel defined in Case 3 test scenario for Universal Mobile
Telecommunications System (UMTS) user equipment [199]. Averaging of the
results has been performed using 104 channel realizations.
It can be observed in Figure 3.9 that the OOB power attenuation decreases

slowly with an increase of 𝜇 for small values of 𝜇. Thus, when 𝜇 is low, there is
no use in spending additional power on CC since the spurious OOB emissions
remain the same. On the other hand, low-power CC (for high 𝜇 values) do not
achieve improvement in OOB power over the results obtained for windowing
method without the application of CC. However, the other metrics improve
when 𝜇 increases. For example, the fluctuation of SOR ranges from 13.7
to −3.9 dB. It is worth mentioning that the rest of the system performance
metrics are calculated with respect to the reference system, which does not use
windowing and CCs for OOB power reduction. Instead, the CCs are replaced
with zeros. A significant improvement is observed in the PAPR-increase value
that approaches zero, when 𝜇 becomes high. Both the new optimization goal
defined by (3.23) and the proposed reception algorithm have influence on the
values of an SNR loss with standard detection and with the proposed detection
making use of the CC redundancy.The stronger the limit on the CC power (the
higher 𝜇), the more power is assigned to DC.Thus, the SNR loss changes from
4.8 dB for 𝜇 = 10−6 to nearly 0 dB for 𝜇 = 100. The results after employing the
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proposed CC-decoding detection method show that not only is the DC power
recovered, but also an additional improvement is achieved thanks (in part) to
the frequency diversity introduced by cancellation carriers treated as parity
symbols of the block code. It can be observed that the coding gain for BER =
10−4 (with respect to system without CCs) varies from 6.42 dB for 𝜇 = 4 ⋅ 10−6
to 0.7 dB for 𝜇 = 1. For very low values of 𝜇 (𝜇 < 4 ⋅ 10−6), the SNR loss caused
by the introduction of CCs becomes higher than can be compensated even
by using high-power CCs, which yields a decrease in coding gain. The results
presented in Figure 3.9 show that the detection algorithm making use of the
CC redundancy yields decent performance even in the assumed case of large
fragmentation of the available (not occupied by the PUs) frequency bands.
The proposed combination of CC and WIN methods allows to significantly

reduce the OOB power, while maintaining high NC-OFDM throughput. It out-
performs the CC orWINmethod when used separately.The used optimization
method decreases computational complexity at the transmitter in comparison
to the standard CC method and allows to control the OOB power attenuation,
the power assigned to CC, and the PAPR increase. Additionally, the CCmethod
can be used for reception quality improvement at the receiver.

3.2 Reduction of Subcarrier Spectrum Sidelobes
by Flexible Quasi-Systematic Precoding1

The combination of CC and windowing methods allows for relatively strong
attenuation of the OOB power while the computational complexity of the
NC-OFDM transmitter and receiver is maintained at an acceptable level. How-
ever, if the transmitter and receiver have some extra processing power, some
more sophisticated methods can be used. Spectral precoding methods achieve
the strongest OOB power reduction among other techniques. However, it has
been shown that some of these methods have a number of flaws, for example,
BER degradation, throughput decrease, and computational complexity of
detection at the receiver.
A flexible Quasi-Systematic Precoding (QSP) method for OOB power

reduction in the NC-OFDM transmission has been proposed in [200]. It is
called quasi-systematic because each information data symbol appears at the
output of the precoder almost the same as in its input, only slightly distorted
in a noise-like manner. Contrary to the methods presented in [157] and
[181], the coding rate is allowed to be lower than 1, that is, it allows for the
redundancy values modulating edge SC that are used exclusively for the OOB
power suppression (similarly to the CC method). This in turn reduces the
interference introduced to data and pilot SC and decreases BER. Moreover,

1 © 2012 IEEE. Fragments of this section reprinted, with permission, from Ref. [200].
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Figure 3.10 Diagram of an NC-OFDM transmitter with QSP. (Based on [200].)

seamless detection of the data symbols (i.e., without decoding) is possible at
the receiver, significantly decreasing its computational complexity. This mech-
anism also has some flexibility embedded in a parametrically defined number,
position, and weight of the sampling points in the OOB optimization region
and in the degree of protection of the pilot SC. The method supports flexible
NC-OFDM spectrum shaping of the SU transmission, meeting dynamically
varying spectrum-mask requirements in a CR network.
The NC-OFDM transmitter employing QSP is depicted in Figure 3.10. The

data bits are mapped to symbols that, after the S/P conversion, are fed to the
QSP block, which operates on 𝛼 complex data symbols in the vertical vector
dDC (as previously defined). The QSP coding matrix WQSP of size (𝛼 + 𝛽) × 𝛼 is
used to obtain the output 𝛼 + 𝛽-length vertical vector of coded symbol values
dQSP = [dQSP1

, dQSP2
,… , dQSP

𝛼+𝛽
]:

dQSP = WQSPdDC. (3.27)

As mentioned in the previous section, the total number of modulated subcar-
riers equals 𝛼 + 𝛽. Note that the elements of vector dQSP are from the finite
set of complex values. That is why they are called symbols although they are
not complex integers and not from the same set of digital symbols as the ele-
ments of dDC. Vector dDC is used to modulate SC indexed IQSP = {IQSPj

} for
j ∈ {1,… , 𝛼 + 𝛽} and IQSPj

∈ { −N∕2,… ,N∕2 − 1}.

3.2.1 Precoder Design

Matrix WQSP should be designed in such a way that the spectrum of a resul-
tant NC-OFDM symbol is properly shaped with the required power level of
the OOB radiation attaining sufficient data and pilot SC quality. For this pur-
pose, let us consider sampling the spectrum of each occupied subcarrier in the
OOB frequency range. For the set of spectrum-sampling points V = {Vl} (l ∈
{1,… , 𝛾}) and indices of occupied SC IQSP = {IQSPj

}, the 𝛾-by-(𝛼 + 𝛽) matrix
PQSP = {PQSPl,j

} can be defined. It can be calculated using formula (3.5) for
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PQSPl,j
= S(IQSPj

,Vl). Consequently, multiplication ofmatrixPQSP by vector dQSP
results in a vector of the transmit signal spectrum values at the sampling points
V. The goal is to minimize the signal energy in this range.
Let us consider vector sres defined in the following way:

sres(dQSP) =
(

A𝟏PQSP
A𝟐

)
dQSP −

(
𝟎

A𝟑

)
dDC , (3.28)

which will be the residual of the optimization problem, that is, the first 𝛾
elements of this vector are the weighted OOB spectrum samples, while the
following 𝛼 + 𝛽 elements are differences between the precoder weighted
quasi-systematic output and related input symbols, with the assumption that
the redundant QSP output symbols are related to a fictitious input zero-valued
symbol. The idea behind such a definition of the residual is to minimize the
OOB power, control the power of the redundancy symbols, and minimize
the difference between the original data symbols and their quasi-systematic
representation.
In the aforementioned formula, A𝟏 is a 𝛾 × 𝛾 diagonal matrix that contains

the weighting factors on the diagonal that value the OOB power suppression
level at the sampling points, that is, element A1l,l

(l ∈ {1,… , 𝛾}) having high
value indicates that the OOB spectrum at pulsation Vl should be suppressed
to a higher degree. The null matrix 𝟎 of size 𝛾 × 𝛼 is used to drive the target
value of zero for the first 𝛾 elements of sres (the OOB spectrum samples). The
real nonnegative diagonal matrix A𝟐 of size (𝛼 + 𝛽) × (𝛼 + 𝛽) and real nonneg-
ative matrix A𝟑 are used to control the power of redundancy tones and the
self-interference generated byQSP to the data and pilot symbols at the precoder
output.The higher the coefficient in the same row of bothmatrices correspond-
ing to the quasi-systematic symbols, the lower the self-interference. The rows
of these matrices corresponding to the redundancy SC are to limit the power
of these tones. These rows in A𝟑 consist of zeros. In case of A𝟐, the respective
diagonal entries are nonnegative real coefficients.The higher these coefficients,
the lower the power of the redundancy tones.
The optimization goal is now defined as finding the optimum vector dQSP that

minimizes the norm of vector sres(dQSP defined by (3.28):

d⋆

QSP = argmin
dQSP

||sres(dQSP)||22. (3.29)

Note that (3.29) defines unconstrained optimization problem, which is eas-
ier to solve than the constraint optimization. The constraints (limits) on the
redundancy tone power and self-interference power are introduced indirectly
by the design of matrices A𝟐 and A𝟑. The problem (3.29) can be solved in the
least squares sense by pseudoinverse operation, that is,

d⋆

QSP =
(

A𝟏PQSP
A𝟐

)† ( 𝟎
A𝟑

)
dDC , (3.30)
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and thus, the optimal coding matrix is specified as

WQSP =
(

A𝟏PQSP
A𝟐

)† ( 𝟎
A𝟑

)
. (3.31)

The matrices A𝟏, A𝟐, A𝟑 can be adjusted to fit different requirements. They
can be summarized as follows:

• Nonunitary coding rate. As mentioned before, in order to decrease the
power of in-band self-interference, 𝛽 SC on the edges (or in the middle) of
the occupied SC block can be used exclusively for the OOB power attenua-
tion. For the j-th SC in vector dQSP to act as CC, the j-th row of matrix A𝟑
must be all zeros. Moreover, these tones usually have high power [41], which
may be considered as wasted on the redundant transmission of the CCs, and
may exceed the power level allowable in the spectrum mask. Therefore, the
jth diagonal entry of matrix A𝟐 should be determined to control the power of
these SC; that is, if it is equal to zero, no power constraint is placed on redun-
dant SC, andwhen it has a higher positive value, the power of the redundancy
tone is limited.

• Protection of data and pilot carriers. Definition of the sres and optimiza-
tion (3.29) implies that the proposed precoding is quasi-systematic thanks to
minimization of the square error between the weighted precoder input and
related weighted output symbol. Definition of constraint matrices A𝟐 and A𝟑
gives us another degree of freedom to control the relative quality of DC (their
power to self-interference ratio) (see [200] for more datails).

• Adjustment of OOB power reduction level. The degree of the OOB power
reduction is achieved by defining the number of sampledOOB spectrumpul-
sation points 𝛾 . The higher the 𝛾 value, the more flat OOB spectrum of the
precoded transmit signal. Note that the OOB spectrum-sampling points do
not have to be equally spaced but can be freely chosen to define vectorV. Fur-
thermore, the A𝟏 matrix is used to balance the achieved sidelobe attenuation
against the self-interference power. For a simple case, when the same attenu-
ation is required at all pulsation sampling points, A𝟏 has a single value at the
diagonal, that is, A1l,l

= 𝜇QSP, where l ∈ {1,… , 𝛾} and 𝜇QSP ≥ 0. The higher
the 𝜇QSP value, the higher the OOB power attenuation. For a more compli-
cated scenario, when different PUs operating in adjacent bands have different
allowed interference levels, the A𝟏 matrix can have different elements on its
diagonal, weighting each row of the PQSP matrix.

3.2.2 Reception Quality Improvement for NC-OFDMwith
Quasi-Systematic Precoding

Let us first consider seamless reception of the quasi-systematically precoded
NC-OFDM signal that suffers from self-interference added to data symbols
due to applied QSP. This self-interference acts as an additional noise, and
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in seemless-reception scheme, the receiver does not try to remove it in any
decoding algorithm. As this reception method is also the least computationally
complex, it can be used by low-power devices at the expense of deteriorated
reception quality.
In the considered scenario, the transmitter has to control the self-interference

introduced by QSP to data symbols; therefore, it has to estimate the lower
bound of BER based on the Signal-to-Self Interference Ratio (SSIR). It can
be shown that the central limit theorem allows for approximation of this
self-interference by the AWGN. Thus, the lower-bound BER performance of
the proposed QSP NC-OFDM scheme with QAM mapping for the n-th DC
can be approximated as [201]:

BERn ≈
√

MQAM − 1√
MQAM log2

√
MQAM

erfc

(√
3 ⋅ SSIRn

2(MQAM − 1)

)
, (3.32)

where MQAM =  is the number of QAM constellation points (symbols), and
SSIRn is the SSIR at data subcarrier n, which can be calculated knowing the
matrix WQSP [200]. The actual BER for seamless reception in a noisy fading
channel is always be higher than the overall BER lower bound averaging BERn
for all DCs.
The reception performance can be improved if the precoding matrix is

known at the receiver (similarly as for the CCs in Section 3.1.1). Decoding of a
complex-field code defined by WQSP can follow general reception rules defined
in [195].The wireless multipath fading channel characteristic can be defined as
in Section 3.1.1, that is, as a diagonal matrix H containing frequency-domain
channel coefficients for 𝛼 + 𝛽 occupied SC on its diagonal. The QSPMinimum
Mean Square Error (MMSE) reception matrix has the following form:

RMMSE = (HWQSP) ⋅ (𝜎2
nI + HWQSP(HWQSP))−1, (3.33)

where X denotes the Hermitian transposition of matrix X, 𝜎2
n is the AWGN

power observed at each subcarrier, and I is the (𝛼 + 𝛽)-by-(𝛼 + 𝛽) identity
matrix. For the vertical vector rQSP = [rQSP 1,… , rQSP 𝛼+𝛽]T of the received
symbol values at the output of FFT, the estimate of dDC is vector d̂DC:

d̂DC = RMMSErQSP. (3.34)
Reception quality can be improved by a Decision Directed (DD) receiver as it

performs nonlinear decision operation using the knowledge of limited symbols
alphabet with relatively low computational complexity increase [195].
Moreover, an iterative receiver can be considered, as in [182] and [157].

Because the code used therein does not utilize redundancy symbols, for
the proposed QSP NC-OFDM signal detection, let us use truncated 𝛼 × 𝛼

coding matrix W̃QSP resulting from the selection of rows of matrix WQSP
corresponding to data and pilot SC (redundancy tones are neglected). In
the same way, by discarding 𝛽 rows and 𝛽 columns, H̃ is obtained from H.
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In the ith iteration, the estimate of the data symbol vector is calculated in the
following way:

d̂(i)
DC = W̃QSP(H̃DC)−1rQSP + (I − W̃QSP)ď

(i−1)
DC , (3.35)

where ď(i−1)
DC is the decision vector after demapping andmapping in the (i − 1)th

iteration.

Example Results

Let us discuss some example results of the QSP method for the NC-OFDM
spectrum shaping and signal reception. An LTE-like system has been con-
sidered with the maximum of N = 512 SC spaced by 15 kHz. The channel
model is the Extended Vehicular A channel with nine taps and the tap delay
spread of 2510 ns [198]. The duration of the cyclic prefix is one-sixteenth of
the orthogonality period in the OFDM symbol. The indices of the occupied
SC are IQSP = { −100,−99,… ,−1, 1,… , 16, 33,… , 100}. The notch from
the 17-th to the 32-nd subcarrier can accommodate a PU transmission,
whose bandwidth is 200 kHz (e.g., wireless microphone). There are 17 pilots
spaced by about 10 SC. The SSIR for the pilot subcarriers equals 12.04 dB.
Subcarriers { −100,−99, 14, 15, 16, 33, 34, 35, 99, 100} are devoted only to
sidelobe suppression with their power-limiting coefficient (on the diagonal of
matrix A𝟐) equal to 0.2.
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Figure 3.11 Normalized PSD for different suppression scalars 𝜇QSP of QSP. (© 2013 IEEE.
Reprinted, with permission, from [200].)
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In Figure 3.11, the normalized PSDs are shown for various suppression
parameter values 𝜇QSP, which is same as the value of all diagonal entries of
A𝟏 when the same attenuation is required at all sampling points in the OOB
region. There are 𝛾 = 249 sampling points defined, whose location is shown
above the PSD plots. This number allows for proper spectrum flattening,
and though it results in some computational complexity for the calculation
of the precoding matrix WQSP, it does not influence the runtime precoding
complexity at all. An important observation is that alteration of QAM con-
stellation order has no visible influence on the PSD plots. The reference curve
in Figure 3.11 is obtained for the standard NC-OFDM transmission without
QSP, in which all SCs indexed by IQSP are used by data symbols. Let us note
that QSP results in the steep OOB power suppression close to the occupied
band. Moreover, the level of spurious emission can be flexibly adjusted by
the choice of 𝜇QSP. The level of sidelobe suppression has a direct impact on
self-interference that can be evaluated by determining the BER lower limit in
case of seamless reception, which is presented in Table 3.1.
For further simulations, 𝜇QSP = 8 has been used, which provides more than

−40 dB PSD level in OOB region. In this case, 𝛾 = 220 sampling points have
been defined. In Figure 3.12, complex plain plots for QPSK constellation after
coding for this example are shown for two subcarriers with SSIRn = 11.2 dB
and SSIRn = 32.7 dB. It is shown to confirm the AWGN-like character of
self-interference.
In Figure 3.13, BER performance of a system employing QPSK modulation

is presented. Now, the reference system is the NC-OFDM system without pre-
coding, where 𝛼 SC are occupied by the QPSK data symbols, and with MMSE
reception. The other 𝛽 subcarriers are those used as redundancy symbols in
QSP, but for the reference system, they are modulated by zeros, that is, Guard
Subcarriers (GS) spectrum shaping method is employed. In both systems, the
same QPSK symbol rate is obtained. There have been 10 000 OFDM symbols
transmitted in each of 1000 independent Rayleigh channel instances to obtain
the presented BER results.
It can be observed that BER for seamless reception approaches its lower

limit of 4 ⋅ 10−5. Although the simulated BER lower bound is slightly below the
theoretical lower bound, the difference is quite small. It is caused by the usage
of QPSK modulation for which the self-interference does not deteriorate the

Table 3.1 Lower bound of BER for seamless reception after QSP in NC-OFDM.

𝝁QSP 1 10 100 1000 10 000

BPSK 1.4 ⋅ 10−263 4.3 ⋅ 10−11 5.4 ⋅ 10−6 1.1 ⋅ 10−4 8.7 ⋅ 10−4

QPSK 4.3 ⋅ 10−134 5.7 ⋅ 10−7 3.4 ⋅ 10−4 2.3 ⋅ 10−3 6.9 ⋅ 10−3

16-QAM 2.5 ⋅ 10−30 2.6 ⋅ 10−3 2.3 ⋅ 10−2 4.9 ⋅ 10−2 7.4 ⋅ 10−2
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signal exactly as if it was AWGN.The reference system’s performance is similar
to the QSP signal reception with iterative detector. MMSE detection defined by
formula (3.34) or DD significantly detection improves the QSP signal reception
performance for SNR > 20 dB. For the BER of 10−5, MMSE and DD reception
gain by about 5.7 and 7.3 dB, respectively, in comparison to the reference
system. This result is quite impressive as the coding rate is about 0.95.
To summarize, the QSP scheme allows for significant OOB power reduction

in the secondary NC-OFDM transmission. Contrary to the other precoding
methods, the QSP is nearly systematic with adjustable coding rate (lower than
or equal to 1). Increasing the number of the redundancy SCs used exclusively
for theOOBpower suppression results in the reduction of the self-interference.
Analytical and simulation results show that the QSP method is very efficient
in the NC-OFDM sidelobe reduction also in narrowband spectrum notches.
By the proper choice of the parameters defining the coding matrix, a number
of features can be controlled: the OOB power, reception quality, and balance
between the computational complexity of the method and the throughput loss
due to the use of the redundant tones.

3.3 Optimized Cancellation Carriers Selection2

Let us now discuss a method of the CC calculation based on stochastic
approach, which dynamically adjusts to the subcarrier pattern. The mean CC
power is now directly constrained (in contrast to indirect approach proposed
in Section 3.1.2). Moreover, the location of CC is also revised. Typically, an
equal number of CCs are placed on each side of the data-occupied subcarrier
blocks [39, 41]. In [43], the Optimized Cancellation Carriers Selection (OCCS)
is proposed, which is the heuristic approach to choose CC locations iteratively.
This method significantly outperforms the traditional approach in terms of
the OOB power reduction for a given number of CCs, which is obtained at the
only cost of the iterative off-line low computationally complex design of the
CC calculation matrix.
The NC-OFDM system model considered in this section is the same as that

shown in Figure 3.4.
The optimization problem for the calculation of CC with direct power

constraint [41] can be rewritten using notation from Section 3.1.1. The aim
is to find vector d⋆

CC resulting in the minimization of the OOB power with
limited CC power:

d⋆

CC = argmin
dCC

||PCCdCC + PDCdDC||22
s.t. ||dCC||22 ≤ 𝛽 , (3.36)

2 © 2013 IEEE. Fragments of this section reprinted, with permission, from Ref. [43].
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where || ⋅ ||2 is the Euclidean vector norm. Here, it is assumed that the power
of CC should be equal to or lower than 𝛽, making the mean CC power equal to
or lower than the normalized data symbol power, which is assumed to be 1.
Let us study the Lagrange function for problem (3.36):

f (dCC, 𝜃) =∥ PCCdCC + PDCdDC ∥22 +𝜃(∥ dCC ∥22 −𝛽) =
= d

CCP

CCPCCdCC + d

CCP

CCPDCdDC + d

DCP

DCPCCdCC

+ d

DCP

DCPDCdDC + 𝜃(d

CCdCC − 𝛽), (3.37)

where 𝜃 is the active Lagrange multiplier, that is, taking a value higher than
zero, when the CC power is to be limited and 0 otherwise, according to the
Karush–Kuhn–Tucker conditions. The solution of (3.36) can be obtained by
finding dCC and 𝜃 that meet

⎧⎪⎨⎪⎩
𝜕f (dCC ,𝜃)
𝜕dCC

= 0

𝜕f (dCC ,𝜃)
𝜕𝜃

= 0.
(3.38)

After calculation of the partial derivative of (3.37), this can be rewritten as{
2P

CCPCCdCC + 2P

CCPDCdDC + 2𝜃dCC = 0

d

CCdCC − 𝛽 = 0.
(3.39)

Solution of the first equation in (3.39) gives

d⋆

CC = −(P

CCPCC + 𝜃I)−1P

CCPDCdDC = WdDC, (3.40)

where W is the new CC calculation matrix. If the problem (3.36) is to be solved
directly, 𝜃 has to be found to satisfy the second equation from (3.39) for each
NC-OFDM symbol separately. As shown in [189] (in section LS Minimization
over a Sphere), the algorithm for solving this problem exists although running
it for every NC-OFDM symbol will be computationally unfeasible.
Here, the focus is on satisfying the condition of themeanCCpower assuming

that random symbols in dDC are independentwith zeromean and unit variance.
This mean CC power equals

𝔼[||dCC||22] = trace
(
𝔼
[
d

DCWWdDC
])

= trace
(
𝔼
[
dDCd

DC
]

WW
)

= trace
(

WW
)
= trace

(
P

DCPCC
(

P

CCPCC + 𝜃I
)−2P

CCPDC

)
. (3.41)

Expression (3.41) is obtained due to the linearity of trace and expectation opera-
tors and cyclic property of trace. As this equation is nonlinear, finding the value
of 𝜃, for which 𝔼[d

CCdCC] ≤ 𝛽 requires the use of the Newton method, where
calculation ofmatrix inverse and a number ofmatrix-by-matrixmultiplications
is performed in each iteration.
Decreased computational complexity of the CC value calculation (without

accuracy deterioration) can be obtained by replacing PCC by its Singular Value
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Decomposition (SVD), that is, PCC = U1𝚺U

2 , where U1 and U2 are unitary
matrices, and 𝚺 is 𝛾 × 𝛽 diagonal matrix with 𝛿 singular values on its diagonal
(𝛿 being the minimum of 𝛽 and 𝛾). We can also assume full-rank PCC. By using
the properties of trace, unitary matrix, and matrix inversion, we can obtain the
following result [43]:

𝔼[||dCC||22] =
𝛿∑

i=1

Ai,i|Σi,i|2
(𝜃 + |Σi,i|2)2 ≤ 𝛽 , (3.42)

where Ai,i is the element of the positive semidefinite Hermitian matrix A
defined as A = U

1 PDCP

DCU1. Note that for a given set of CC and DC, only
three matrix operations (one SVD and two matrix-by-matrix multiplications)
and a few scalar-based Newton algorithm iterations have to be performed to
find 𝜃.
Additionally, matrices U1, 𝚺, U2, and A can be used for calculation of the

mean OOB power and for the final CC calculation matrix. The OOB power
minimization problem (3.36) can be reformulated by using (3.40) as follows:

d⋆

CC = argmin
dCC

||GdDC||22 , (3.43)

where

G = PCCW + PDC =
(

I − PCC
(

P

CCPCC + 𝜃I
)−1P

CC

)
PDC. (3.44)

The mean OOB radiation power

OOB = 1
𝛾(N + NCP)2

𝔼[||GdDC||22] (3.45)

can be found by averaging the norm over all possible dDC vectors (by repeating
operations presented in (3.41)) for the number of spectrum-sampling points 𝛾 .
Again, using the properties of diagonal matrices and trace as in [43], the final
formula can be obtained:

OOB = 1
𝛾(N + NCP)2

(
𝛾∑

i=𝛿+1
Ai,i +

𝛿∑
i=1

Ai,i

(
𝜃

𝜃 + |Σi,i|2
)2

)
. (3.46)

Note that for a basic OFDM system not using CC, the OOB power equals
OOB = 1

𝛾(N+NCP)2
||PDC||22. Finally, CC calculation matrix can be obtained as

W = −U2(𝚺𝚺 + 𝜃I)−1𝚺U

1 PDC =

−U2𝛿diag

(
Σ

1,1

𝜃 + |Σ1,1|2 ,… ,

Σ

𝛿,𝛿

𝜃 + |Σ
𝛿,𝛿
|2
)

U

1𝛿PDC , (3.47)

where U2𝛿 and U1𝛿 are submatrices containing only first 𝛿 columns of matrices
U2 and U1, respectively. The optimum dCC vector can be now easily calculated
using this matrix W as in formula (3.40).
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3.3.1 Computational Complexity

The computational complexity of the original CC algorithm is relatively high.
According to [189], for each NC-OFDM symbol, about 𝛼𝛾 + 𝛿𝛽 + 2𝛿MN oper-
ations are needed for the calculation of the CC symbols, where MN is the num-
ber of steps in the Newton method. In the OCCS method, after calculation of
matrix W, the number of operations needed for each NC-OFDM symbol is
relatively low. Matrix W can be used directly or with precalculation of PDCdDC
(PDC decomposed from W for 𝛾 ≪ 𝛽), which requires 𝛼𝛽 or 𝛼𝛾 + 𝛽𝛾 opera-
tions, respectively. The computational complexity of the proposed method in
any case is significantly lower than the original one from [41].
The computational speed-up on the stage of multiplier 𝜃 determination

should also be estimated. For this purpose, a number of operations needed
for the calculation of 𝔼[||dCC||22] can be compared when using (3.41) or (3.42).
In the first case, the order of the number of computations is 𝛽3 + 𝛼𝛽 + 𝛼𝛽𝛾

(assuming matrix inversion using Gauss–Jordan elimination), while in the
second, it is only 𝛿. In both cases, precomputation of matrices independent
from 𝜃 is assumed.

3.3.2 Heuristic Approach to OCCS

Let us note that matrix G defined in (3.44) projects data symbols dDC onto
spectrum samples in the normalized frequencies V with the CC insertion. As
data symbols are independent random variables with zeromean and unit mean
power, coefficient |Gl,j|2 is the mean normalized OOB radiation power caused
at frequency-sampling point Vl by data subcarrier indexed by IDCj. Matrix G
can be partitioned into vertical vectors gj, that is, G = [g1, g2,… , g

𝛼
], the mean

OOB power over all spectrum-sampling points caused by IDCj-th data subcar-
rier equals:

||gj||22 =
𝛾∑

l=1
|Gl,j|2. (3.48)

It is obvious that the data subcarrier causing the highest OOB power has the
biggest influence on the OOB region. As such, it has the highest potential to
be used as a CC to be added in the counterphase to strong OOB components
caused by other subcarriers, that is, to cancel them. If it is used as CC, it should
reduce some |Gl,j|2 components, that is, decrease theOOB radiation power.The
OCCS criterion for finding index ĵ of the DC to be used as CC is the following:

ĵ = argmax
j

||gj||22. (3.49)

The CC selection has to be performed iteratively, that is, after the introduc-
tion of each CC, matrix G has to be recalculated. Single CC selection changes
matrix W, also changing the correlation properties between subcarriers. Typi-
cally, selection of a single CC is such that the other DCs in its neighborhood are
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Figure 3.14 Flow diagram of the heuristic OCCS algorithm. (Based on [43].)

not chosen to be the CCs in the next step because their influence on the OOB
radiation is similar (highly correlated).The algorithm stopswhen theOOB radi-
ation power achieves the required level OOBreq (see the flow diagram of the
OCCS in Figure 3.14).
Finally, note that the OCCS can be combined with the time-domain window-

ing similarly to the standard CC method [4].

Example Results

For the heuristic OCCS algorithm evaluation, an example NC-OFDM system
has been considered with N = 256 subcarriers spaced by 15 kHz (as in the LTE
system [198]) and a set of occupied subcarriers indexed by IDC = { −80,… ,

16} ∪ {49,… , 80}. Notch-spanning subcarriers from 17 to 48 (480 kHz) can
be occupied by a narrowband licensed system. The subcarrier indexed 0 is
unoccupied. The algorithm uses 𝛾 = 485 spectrum-sampling points (in vector
V) distributed equally in the normalized frequency region ⟨−125.75; −81⟩ ∪⟨17; 48⟩ ∪ ⟨81; 125.75⟩. Matrix W is calculated for a number of CCs varying
from 0 to 40, for various CP durations, for both the standard CC selection
method and heuristic OCCS.For OCCS, the heuristic algorithm has been
used. For the standard selection of CC, index ĵ indicates a data subcarrier lying
closest to the NC-OFDM band edges (not (3.49)).
The resulting mean OOB power versus CP duration and 𝛽 is presented in

Figure 3.15. Note that while the standard CC selection needs different num-
ber of CCs to obtain a given mean OOB power, the OCCS method is nearly
independent from NCP. Moreover, for each number of CCs, the OCCS method
is not worse (in terms of the mean OOB power) than the standard method
while significantly outperforming it as the requiredOOBpower level decreases.
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Figure 3.15 The comparison of the mean OOB power for standard CC selection and OCCS
scheme for various CP durations at the PA input. (© 2013 IEEE. Reprinted, with permission,
from [43].)

Additionally, the shorter theCP, the higher the saving in the number of required
CCs. For example, if the requiredmeanOOBpower is−40 dB, forNCP = N∕32,
the saving is about 44% of CCs (the decrease from 34 to 19 in the number of
CCs). These saved subcarriers can be used as DCs, which increase the bit rate.
The remaining results are presented for the system with a fixed number of

CC 𝛽 = 19, NCP = N∕16, and Gray-mapped QPSK symbols. The comparison
is performed among the NC-OFDM reference system I, i.e., without any
spectrum shaping mechanism where all 𝛼 + 𝛽 subcarriers are DC, the systems
applying standard CC, the heuristic OCCS method and OCCS combined with
time-domain windowing with 𝛽 = 15, and window cyclic suffix NW = 10, that
is, the parameters resulting in the same bit rate as systems using CC only.
In Figure 3.16, the PSD of the NC-OFDM signal can be observed. The loca-

tions of the selected CCs are also marked. It is visible that subcarriers used as
CCs are distributed over awider band in theOCCSmethod.While the standard
selection of CC decreases the OOB power by 12 dB in comparison to reference
system I, the proposed OCCS method provides additional 6 dB of the OOB
power reduction. Moreover, the OCCS method lowers the peaks rising in the
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Figure 3.16 PSDs of signals in reference system I, the system with standard CCs, OCCS
(𝛽 = 19, NCP = N∕16), and OCCS combined with windowing (𝛽 = 15, NW = 10).

in-band region, which helps the issue of satisfying the SEM. Additionally, it can
be observed that the OCCS can be effectively combined with the windowing
scheme. Considering the constant bit rate, it can be observed that combina-
tion of OCCS and windowing lowers the mean OOB radiation power by about
8 dB in comparison to the OCCS method. Interestingly, the OCCS method
also results in lower values of the Complementary Cumulative Distribution
Function (CCDF) of PAPR compared to the standard CC selection scheme, for
example, by 0.4 dB for Pr(PAPR > PAPR0) = 10−4.
In Figure 3.17, the BER curves are shown for both CC selection schemes con-

sidered with the option of matrix W being available and not being available
at the receiver. Both schemes are compared with reference system II, in which
subcarriers that could be used as standard CCs (at the edges of the used band)
are instead modulated by zeros and become simply the so-called guard subcar-
riers. This is assumed for the sake of fair comparison of systems with equal
bit rate. Matrix W can be used at the receiver to improve the performance
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Figure 3.17 BER versus SNR for reference system II, the system with standard CCs allocation
and OCCS; 𝛽 = 19, NCP = N∕16. (© 2013 IEEE. Reprinted, with permission, from [43].)

making use of the redundancy symbols modulating CC as shown in [4]. Here,
the nine-path Rayleigh channel model recommended for LTE [198] has been
considered.There have been 50 000 channel instances simulatedwith 1000 ran-
dom NC-OFDM symbols in each of them.
Note that the SNR loss with respect to the reference system II is the same for

both CC selection methods when the W matrix is not known in the receiver.
This is due to sacrificing some transmission power to the CC. This SNR loss
equals 10 log10(1 + 𝛽∕𝛼), that is, about 0.7 dB in the considered scenario. The
knowledge of matrix W allows the receiver to decrease the BER and obtain
the SNR gain even over reference system II (of 0.8 dB for BER = 10−3). The
OCCS scheme outperforms the standard approach to CC selection, although
the improvement of BER performance is relatively small (0.15 dB for BER =
10−3). As the CCs improve mostly the reception quality of data subcarriers in
their frequency neighborhood, the OCCS providing sparse CC pattern causes
more DCs to be positively influenced.
The OCCS algorithm presented in this section allows lower computational

complexity, lower OOB power, and lower PAPR in comparison with the
standard CC algorithm.Moreover, the OCCS approach increases the SNR gain
at the receiver if the decoder makes use of the known CC calculation (coding)
matrix.
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3.4 Reduction of Nonlinear Effects in NC-OFDM

In the previous chapter, flexible PSD shaping methods of the NC-OFDM signal
have been discussed and evaluated (by the means of computer simulations)
assuming ideal radio front end. Implementation of the spectrum shaping
methods on a practical platform reveals the OOB power attenuation floor
independent of the subcarrier spectrum sidelobe suppression parameters.This
floor is caused by nonlinear effects of the radio front end, mostly nonlinear
input–output characteristic of the power amplifier [119]. Although some
distortions, for example, IQ imbalance, harmonics, or LO leakage, can be
introduced by other front-end elements, the nonlinearity of HPA is seen to be
the most severe problem.
Example PSDs are shown in Figure 3.18 for the same simulation setup as

assumed for Figure 3.16 with additional curves for the NC-OFDM PSD at the
output of HPA [43]. The HPA model used to obtain these curves is the Rapp
model with nonlinearity hardness parameter p = 10. First, it can be seen that
OOB power is always lower while observing the signal at the input of HPA.
Unfortunately, nonlinear HPA causes the rise of the observed PSD floor in the
OOB region. Interestingly, for the relatively low values of Input Back-Off (IBO),
that is, 6 dB, the OOB floor in PSD is nearly the same for both OCCS and
OCCS combined with WIN spectrum shaping methods, even though at the
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Figure 3.18 Comparison of NC-OFDM waveform PSD at the input and at the output of the
Rapp-modeled HPA.
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HPA input, the difference is quite substantial. It can be observed, at both ends
of the observed NC-OFDM band, that spectrum shaping provides hardly any
improvement in PSD over the reference system when relatively low IBO values
are used. The conclusion is that reduction of OOB power in practical systems
requires both methods for subcarriers-spectrum-sidelobe power reduction in
the OOB region and measures to combat nonlinear effects in the analog RF
front end. In the case of an NC-OFDM signal passing through highly non-
linear HPA, application of spectrum sidelobe reduction techniques may not
bring the required effects in limiting the generated interference in the adjacent
frequency bands.
The nature of nonlinear distortion in a multicarrier system could be revealed

by removing the subcarrier spectrum sidelobe effects from the PSD plot, so
that only nonlinear effects would result in the OOB power radiation.In order
to do so, the NC-OFDM symbols can be prolonged cyclically in time. From
the frequency-domain point of view, this is equivalent to changing the spec-
trum of each subcarrier from the Sinc-like shape to the Dirac delta. In case of
a lack of nonlinear distortion, the comb of Dirac deltas should be observed at
the frequencies of the occupied NC-OFDM subcarriers. An example of PSD
when such a comb passes through a practical radio front end (Universal Soft-
ware Radio Peripheral (USRP) N210 withWBX daughterboard [202]) is shown
in Figure 3.19 [94]. On the left, the comb signal is observed over the band of
10 MHz in gray. The black curve is obtained by placing only zeros at the USRP
input; that is, it depicts the spectrum analyzer noise floor and the USRP local
oscillator leakage.On the right plot, the spectrumnotch is zoomed.Thenonlin-
ear distortion floor is nothing else but a low-power comb of complex sinusoids
separated by the same subcarrier spacing as used inNC-OFDM.TheOOB radi-
ation caused by nonlinear distortion of multicarrier waveform can be therefore
explained by the Intermodulation Distortion (IMD) phenomenon.
An HPA can be modeled in a more suitable way in order to obtain the

described comb. The memoryless polynomial model can be applied to
complex baseband input signal s̃BB(t) giving the HPA output signal:

sBB(t) =
K∑

k=1
bk|s̃BB(t)|2(k−1)s̃BB(t), (3.50)

where bk are the model coefficients, real-valued for a memoryless model
or complex-valued for a quasi-memoryless model, that is, when the output
phase is changed according to the input amplitude. The Rapp model can be
approximated with the aforementioned memoryless polynomial. In the afore-
mentioned equation, only uneven powers of s̃BB(t) are used, which is the effect
of complex baseband representation [119]. A single NC-OFDM symbol as in
(3.1) can be analyzed using the memoryless polynomial model. For simplicity,
K = 2, and (3.50), as the memoryless model, is considered over the discrete
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Figure 3.19 PSD of a comb of complex sinusoids after passing a practical radio front end. Result observed at a spectrum analyzer.
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time domain. For the input signal sample s̃BB n, the output sample sBB n is

sBB n = b1s̃BB n + b2|s̃BB n|2s̃BB n (3.51)

for n ∈ { − NCP,… ,N − 1} and

s̃BB n =
𝛼∑

j=1
dDC j exp

(
𝚥2𝜋

IDC jn
N

)
. (3.52)

The OOB components are complex sinusoids at frequencies being linear
combinations of the occupied subcarrier frequencies. For higher order of
nonlinearity considered, that is, K > 2, the linear combination of frequencies
has higher order as well.

3.4.1 Sequential PAPR and OOB Power Reduction

The IMD reduction can be achieved by utilization of highly linear HPA or lin-
earization of existing HPA characteristic (bymeans of predistortion). However,
in practical HPA, there is always the saturation region in the input–output
characteristic, that is, the signal clipping occurs for the input signal amplitude
exceeding the saturation voltage Vsat. Even if the IBO value is higher than 0 dB,
that is, the mean signal power is in the linear part of the HPA characteristic,
occasionally, a sample amplitude can exceed Vsat, resulting in signal clipping. It
is therefore essential to reduce the probability of high-power signal peaks, that
is, to reduce the PAPR.
A number of various PAPR reduction methods can be found in the literature

[121]. Some of these techniques can be considered as preferable ones for a num-
ber of practical reasons. For example, the PAPR methods that do not require
transmission of the side information necessary to restore the original data sig-
nal (distorted intentionally at the transmitter by the PAPR reducing algorithm)
may be considered for their basically costless development. Another prefer-
ence for a PAPR reduction method could be to choose a scheme that does not
require any modifications in the reception algorithm, ensuring backward com-
patibility with the standard receivers. In the context of preferable methods, the
Active Constellation Extension (ACE) method [108] is considered to be very
practical in the OFDM-based wireless transmission [203] and has been pro-
posed for the new Digital Video Broadcasting-Terrestrial (DVB-T)2 standard,
released in 2009 [204]. The principle of the ACE method is the amplitude dis-
tortion (increase or expansion) of some selected data symbols at the input of
IFFT. The symbols to be distorted are selected so as to decrease PAPR at the
IFFT output. As discussed in Section 2.3, in this method, only the outer con-
stellation points can be predistorted (expanded) in order to maintain a fixed
minimum distance between the constellation points. The optimization prob-
lem defined for ACE is to find a set of data symbols to be distorted to minimize
the infinite norm of the IFFT-output signal samples [203]. A detailed analysis
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of this optimization problem for the ACEmethod can be found in [131]. Finally
note that, when PAPR is low in comparison to IBO, themain source of theOOB
power leakage is the shape of the subcarrier spectrum, while when PAPR is rel-
atively high, reduction of the spectrum sidelobes is not sufficient, and the PAPR
reduction is of higher importance.
In the literature, one can find various approaches to the problem of the

baseband signal OOB power and the PAPR reduction. For example, [205, 206]
present the combination of PAPR and OOB reduction algorithms. In most
cases, however, there do not exist optimal solutions that jointly optimize all
cost functions targeting optimal bit and power loading, OOB power reduction
and PAPR reduction [205]. Some works propose the joint PAPR-OOB opti-
mization problem, where the weighted impact of the specific criterion (i.e.,
PAPR or OOB power) on the goal function is considered, for example, paper
[205]. Other works promote the sequential application of the OOB and PAPR
reduction algorithms, that is, to implement respective PAPR and OOB power
reduction procedures in a consecutive manner.

Example Results

Let us first evaluate the effectiveness of the ACEmethod (used for PAPR reduc-
tion), implemented as in [108], combined with the CC algorithm described
before in Section 3.1.2. Let us consider the following example system setup (as
in [203]): the IFFT order is set toN = 256, the cyclic prefix ofNCP = N∕16 sam-
ples is used, and the utilized data subcarriers, modulated by theQPSK symbols,
have indices IDC = { − 100,… ,−1, 1, 2, 3, 46,… , 100}, that is, the frequency
notch of center frequency 24.5 is placed inside the NC-OFDM system band.
Moreover, the considered ACE algorithm has the following parameters: the
scaling parameter of the method (introduced in Section 2.3) is flexible and can
be modified in the range from 1 to 3, the number of predistorted symbols is
set to 25% of all data subcarriers, the samples to be attenuated must have their
amplitude at least 1.4 times higher than themean amplitude of all time-domain
samples in one NC-OFDM symbol.
The number of CCs on each edge of the occupied subcarrier block is 4, that is,

ICC = { − 104,… ,−101, 4,… , 7, 42,… , 45}, and the factor used for limitation
of CC power in (3.25) equals

√
𝜇 = 0.04.There are 𝛾 = 152 spectrum-sampling

points defined in the OOB region. It was also assumed that the ACE method
cannotmodify the values carried on the CC.The results have been obtained for
the transmission of 105 randomly modulated NC-OFDM symbols.
Similarly, as in [203], the CCDFs of PAPR for five cases have been

investigated. The first case does not encompass any PAPR nor OOB power
reduction method, that is, the original unmodified NC-OFDM signal has been
considered. For the next two cases, the application of CC without ACE and the
application of ACEwithout the CCmethod have been considered, respectively.
For the last two cases, both methods have been implemented in the following
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Figure 3.20 PAPR distribution (CCDF of PAPR) for the considered scenarios of joint approach
to PAPR and OOB power reduction. (Based on [203].)

configurations: the ACE method performed before the CC method and the
CC algorithm preceding the ACE. The results in terms of CCDF of PAPR are
presented in Figure 3.20 for these five cases.
Note that an increase of CCDF of PAPR can be observed with respect to

the reference signal when the CC method is applied alone. This means that
the power back-off of HPA should be increased if the aim is to maintain the
OOB level unchanged. However, this leads to lower energy efficiency of the
power amplifier. Meaningful PAPR decrease (by more than 1 dB at the level
of 10−3) can be observed when both OOB power reduction and ACE meth-
ods are applied; however, it seems that the better choice of the joint PAPR and
OOB-power reduction methods combination is for the case when the OOB
power reduction is applied first. In such a case, PAPR is only minimally higher
than that for the reference signal with the ACE method applied.
The impact of both the sidelobes of the subcarrier spectrum and nonlinear-

ities of HPA on the signal spectrum shape, particularly in the adjacent bands
at the output of HPA, can be observed in Figure 3.21 for the IBO parameter
equal to 7 dB [203]. The HPA is Rapp-modeled with parameter p = 4. For this
IBO parameter value, the most advantageous, in terms of the OOB radiation
level at the output of HPA, is the combination of CCmethod, followed by PAPR
reduction using ACEmethod.Use of only PAPR reduction or sidelobe suppres-
sion provides worse results. However, it is visible that the lowest PSD OOB
radiation level before HPA is obtained for CC only or ACE followed by the CC
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Figure 3.21 PSDs observed at the input and at the output of HPA (p=4) for IBO=7 dB.

methods.Thismeans that for a sufficiently linearHPA, these setupswill achieve
the lowest OOB radiation level at the HPA output.

3.4.2 Joint Non-linear Effects Reduction with Extra Carriers3

As shown earlier in this chapter, the OOB radiation phenomenon can be
seen as a sum of high-power Subcarrier Spectrum Sidelobes (SSSs) and IMD
at HPA. Both problems are usually solved separately. The most promising
solutions assume that some dedicated subcarriers can be sacrificed in the
NC-OFDM signal to reduce either IMD or SSS power. In the context of the
PAPR reduction, such an approach is known as the TR technique [208],
while for IMD power reduction, these tones are called CC [41]. It is therefore
reasonable to combine both approaches to minimize the resultant OOB power
regardless of its source [207]. Although a combination of both methods has
already been proposed in [209], different subcarriers were used for CC and
Tone Reservation (TR) algorithms, resulting in a relatively weak OOB power
attenuation. Furthermore, both algorithms have been used separately, that is,
the TR method followed by the CC algorithm.
In [4], it has been shown that unwanted PAPR increase caused by the CC

insertion can be observed. An advanced solution for this problem has been
proposed in [205] where the same subcarriers are used for both PAPR and

3 © 2013 IEEE. Fragments of this subsection reprinted, with permission, from Ref. [207].
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SSS mitigation.The optimization formula showed therein is based on a convex
function being aweighted sumof infinitive norm for PAPRand secondnorm for
subcarriers sidelobe power. In this case, the resultant OOB power attenuation
depends on the weighting factor and the HPA characteristic. A closed-form
solution of this problem is not provided, and the solution is obtained using
computationally complex method from CVX package [210], impractical in a
real hardware implementation.
A low-complexity algorithm for reduction of the OOB power observed at

the output of the power amplifier regardless of its origin has been presented
in [207]. There, the dedicated tones reserved to reduce the OOB radiation
are called Extra Carriers (ECs).The proposed algorithm is based on com-
putationally efficient implementations of CC [4, 43] and the gradient TR
method described in [211]. The advantage of this solution comparing to the
optimal one presented in [205] is the possibility of relatively simple hardware
implementation of the proposed algorithm at the expense of slightly lower
OOB power reduction at the output of HPA. Moreover, in this solution, the
gradient TR method is used to reduce the power of IMD, not PAPR. The set
of EC is used for the purpose of joint IMD and SSS power reduction at the
same time. The main concept is to partially cancel the Sinc-shaped sidelobes
at each iteration of the gradient TR method not allowing the TR algorithm to
increase the SSS power. The side effect of the proposed method is a decreased
value of the PAPR metric that can be used to increase the energy efficiency of
the power amplifier [207].
In the considered NC-OFDM system, the block of 𝛼 complex data sym-

bols (e.g., QAM symbols) is delivered to the IFFT block of the size N > 𝛼.
These data symbols constitute vector dDC while the indexes of 𝛼 useful DC
are represented by vector IDC. The entries of IDC are taken from the set
{ − N∕2,… ,−1, 1,… ,N∕2 − 1}. The dDC vector is also delivered to the ded-
icated module used for the EC generation.The complex symbols modulating
EC constitute vector dEC of 𝛽 elements whose indexes are in vector IEC. The
DC and EC sets are disjoint –the subcarriers used to accommodate EC are
different from those used for DC. After the transformation from the frequency
domain to the time domain, the CP of NCP samples is added to the vector at
the output of the IFFT block. Next, the digital time-domain signal is converted
to the analog form in the D/A converter and then amplified and modulated to
a certain radio-frequency band by means of dedicated RF front end.
The m-th sample of the time-domain NC-OFDM symbol s after CP insertion

can be described as

sm =
𝛼∑

j=1
dDCje

𝚥2𝜋
mIDCj

N +
𝛽∑

j=1
dECje

𝚥2𝜋
mIECj

N (3.53)
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for m ∈ { − NCP,… ,N − 1}. The aforementioned formula can be presented in
the matrix form as

s = FDCdDC + FECdEC, (3.54)
where FDC and FDC denote the Fourier transform matrices with each column
corresponding to one entry of IDC and IEC, respectively. In order to minimize
the SSS power, the spectrum values outside the nominal band (i.e., in the OOB
region) have to be evaluated, for a given NC-OFDM symbol. Vector V of length
𝛾 containing the normalized OOB spectrum-sampling points taken from the
normalized frequency range ⟨−N∕2,N∕2⟩ can be defined as in the previous
section. Utilizing the formula for a single subcarrier spectrum derived in (3.5),
the vector S of Fourier spectrum samples at frequencies V can be defined as

S = PDCdDC + PECdEC, (3.55)
where the (l, j)-th element of matrices PDC and PEC represents S(IDCj,Vl) and
S(IECj,Vl), respectively. For simplicity, in all the described algorithms (e.g., TR
or CC) used for comparison, the same vector notation will be used.

Tone Reservation (TR)

The basic approach to PAPR reduction that utilizes additional dedicated tones
is to minimize the peak power while maintaining the mean power of each EC
not higher than the limit (equal to 1 when power normalization is assumed).
Thus, the MinMax optimization problem can be presented as [207]:

d⋆

EC = argmin
dEC

max|FDCdDC + FECdEC|
s.t. ||dEC||22 ≤ 𝛽. (3.56)

Details on such an approach including mathematical analysis of the problem
have been presented in [211]. One can observe that the inner maximum can
also be written as an infinitive norm, that is,

d⋆

EC = argmin
dEC

||FDCdDC + FECdEC||∞
s.t. ||dEC||22 ≤ 𝛽, (3.57)

where || ⋅ ||∞ denotes the infinity norm.

Cancellation Carriers (CC) Method

Similarly, as for the TR method, the CC values are calculated to minimize the
mean power of the SSS in the frequency-sampling points V while maintaining
the mean CC power equal to or below 1. Thus, the optimization problem is
formulated analogously to the TR method , as shown earlier in Section 3.1 by
(3.10), that is,

d⋆

EC = argmin
dEC

||PDCdDC + PECdEC||22
s.t. ||dEC||22 ≤ 𝛽. (3.58)
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Thecomputationally efficient solution of this problem, limitingmean ensemble
power of CC, instead of instantaneous, has been shown earlier.Thus, following
the derivation presented in Section 3.1, the exact solution can be obtained by
simple matrix-vector multiplication

d⋆

EC = −
(

P

ECPEC + 𝜃I
)−1P

ECPDCdDC = WdDC. (3.59)
The aforementioned scalar 𝜃, representing the constant value for a given sub-
carrier pattern, is chosen in order to hold the EC power constraint. Matrix W
can be directly used to calculate d⋆

EC from vector dDC.

Combination of CC and TR

In order to combine both PAPR and SSS reduction, a simple weighting of (3.57)
and (3.58) can be used as proposed in [205]:

d⋆

EC = argmin
dEC

𝜆𝜉||PDCdDC + PECdEC||22
+ (1 − 𝜆)||FDCdDC + FECdEC||∞
s.t. ||dEC||22 ≤ 𝛽, (3.60)

where 𝜆 ∈ ⟨0; 1⟩ is a factor for finding balance between PAPR and SSS reduc-
tion and factor 𝜉 = ||FDCdDC||∞∕||PDCdDC||22 is used to equalize the impact of
both norms on minimized function for 𝜆 = 0.5. Although the optimization
problem is convex, its solution (e.g., using the CVX package [210]) is highly
computationally complex. Additionally, there is no method provided in [205]
for adjusting 𝜆 for a given HPA characteristic to obtain the minimum OOB
radiation power coming from both IMD and SSS [207].

Reduced-Complexity ECMethod

The EC method makes use of computationally efficient implementation of TR
method for PAPR reduction (the gradientmethod presented in [211]) and of the
OCCS algorithm for SSS minimization described in the previous section and
in [43].The gradient TRmethod is iterative, so is the EC algorithm presented in
Figure 3.22. It is worth mentioning that the solution of the optimization prob-
lem is not a trivial serial combination of both algorithms. Let us discuss it step
by step.
The first approximation of the EC symbols, represented hereafter by vector

dEC0, is nothing else but CC calculated according to (3.59). Afterward, IFFT
of both DC and EC approximation is calculated. As in the original gradient TR
algorithm [211], the time-domain signal is clippedwith a soft limiter of clipping
threshold PAPR0. Here, PAPR0 is the ratio of themaximum allowed peak power
value to the mean signal power that is close to the IBO value characterizing
the HPA operating point for a given mean power of the input signal. In conse-
quence, PAPR0 value can be more easily adjusted to the given HPA parameters
than the value of 𝜆 parameter used in (3.60). In the next step, the original signal
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Figure 3.22 The block diagram of the EC calculation algorithm. (© 2013 IEEE. Reprinted,
with permission, from [207].)

is subtracted from the signal generated by the clipper giving the time-domain
representation (with the minus sign) of the original signal above the clipping
level. After transformation of this signal to the frequency domain (FFT block
shown in Figure 3.22), the auxiliary vector ofN values is created fromwhich the
set of 𝛽 EC of indices IEC is selected in the EC Selectionmodule.These identified
ECs are appropriately scaled by a positive real value, which is the parameter of
the TR gradient method used therein for its convergence tuning [207].
Let us denote the vector of 𝛽 EC correction factors after the EC selection

block in the i-th iteration as Δd̃ECi. These correction factors are subject of SSS
canceling in the Cancel sidelobe block. Before describing its functionality, let
us observe that vector dECn obtained after n iterations, and defined as [207]

dECn = dEC0 +
n∑

i=1
Δd̃ECi (3.61)

is the combination of CC (the first component of the sum) and Δd̃ECi for
i = 1,… , n obtained in the TRgradient method (the other elements of the
sum) occupying the same subcarriers. The problem is that although dEC0
cancels the DC sidelobes at the first stage, the added component

∑n
i=1 Δd̃ECi

causes subcarrier sidelobe power regrowth (to the relatively high level||PEC
∑n

i=1 Δd̃EC i||22), which is caused by the EC sidelobes. It can be stressed
that this regrowth is not caused by a data carrier whose sidelobes have been
substantially reduced by dEC0. Thus, only the sidelobes of

∑n
i=1 Δd̃ECi are to be

reduced. Moreover, the optimization problem (3.58) can be modified in order
to minimize the spectrum sidelobes of EC(with the same power constraint):

Δd̂ECi = argmin
Δd̂ECi

||PECΔd̂ECi + PECΔd̃ECi||22, (3.62)
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where Δd̂ECi is an update of EC to reduce their spectrum sidelobes. The
solution of this problem is obtained similarly as in (3.59), that is,

Δd̂EC i = −
(

P

ECPEC + 𝜃I
)−1P

ECPECΔd̃ECi = W𝟐Δd̃ECi, (3.63)

where, again, 𝜃 is chosen to maintain the power constraint. Finally, the values
modulating EC are obtained at the nth iteration [207]:

dEC = dECn = dEC0 +
n∑

i=1
ΔdECi, (3.64)

where

ΔdECi = Δd̃ECi + Δd̂ECi = (I + W𝟐)Δd̃ECi. (3.65)

Although high improvement in the OOB power attenuation is achieved in
comparison to the straightforward combination of CC followed by the TR
method, the computational complexity increase is relatively small. In each
iteration, one additional matrix-vector multiplication needs to be performed.
After n iterations, the EC method needs about n𝛽2 operations. Although the
performance of the EC method could be expected to be worse in the PAPR
reduction compared to the optimal solution proposed in [205], the iterative
suboptimal approach has tracktable computational complexity, making the
solution more practical. Moreover, the implemented gradient method takes
into account all samples exceeding PAPR0, not just the highest one. From
this perspective, the iterative EC algorithm should perform better in IMD
reduction compared to the one presented in [205].

Example Results

Similarly, as in [207], let us evaluate the proposed methods in the following
system setup. The simulated system uses N = 256 subcarriers with 𝛼 + 𝛽 =
144 occupied subcarriers (data and EC) of indexes IDC ∪ IEC = { − 80,−1, 1,
16, 33, 80}. The system is noncontiguous as it uses two sets of subcarriers for
data transmission, whose indexes vary from −80 to 16, without zero subcar-
rier, and from 33 to 80. If ECs are used, 5 subcarriers per subcarrier block
edge are reserved (thus, 20 in total), that is, the vector of indexes is defined as
IEC = { − 80,−76, 12, 16, 33, 37, 76, 80}. The duration of the cyclic prefix is of
NCP = N∕4 samples.The data carriers are modulated with randomQPSK sym-
bols, and 104 of NC-OFDM symbols in each simulation are transmitted. The
following simulation cases are considered for comparison (as in Ref. [207]):

• Case A: the reference system where all 144 subcarriers carry data symbols;
• Case B: only the CCmethod is applied, so the EC are calculated using (3.59);
• Case C: only TR method is applied, and the ECs are calculated using TR

gradient method;
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• Case D: the TR method is implemented before the CC method; 10 ECs are
determined using the gradient TR method, while another 10 ECs (closest to
the subcarrier block edges) are calculated using (3.59);

• Case E: the CCmethod is implemented before the TRmethod; 10 ECs (clos-
est to the subcarrier block edge) are calculated using (3.59) followed by 10
ECs generated by TR gradient algorithm;

• Case F: the reduced-complexity iterative OOB power reduction EC scheme
described in the previous section, in which all ECs are modulated according
to (3.64);

• Case G: optimal CC&TR combination scheme presented in [205], in which
the EC symbols are calculated according to (3.60).

The results obtained for both SSS and PAPR reduction are apparent on a PSD
plot of a signal at the output of HPA. For a realistic OOB power calculation,
the Welch method has been used preceded with four times of oversampling
and a low-pass filtering. The selected filters have the same characteristics as in
the commonly used radio platformUSRP [202].The power amplifier model is a
simple soft limiter. For the sake of clarity, an example PSDplot (for positive sub-
carrier indexes), for a subset of cases described earlier, is shown in Figure 3.23.
The following values of the parameters used in the gradient-based methods

were defined: the number of iterations was set to 40, and PAPR0 was assumed
to be equal to 5 dB. For case G, the parameter 𝜆 = 0.5 was used. Moreover, the
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Figure 3.23 PSDs for a subset of all systems at the input and at the output of HPA
(PAPR0=5 dB), for iterative methods 40 iterations per symbol were used, for Case G 𝜆 = 0.5.
(© 2013 IEEE. Reprinted, with permission, from [207].)
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IBO of the HPA was set to 6 dB. The dashed lines, that is, power spectrum of
signals at the input ofHPA, show that the lowestOOBpower is obtained in case
B. Nearly equal values are achieved for case G and for the iterative EC method
(case F).The result for case C is the same as for case A (not shown on plot), that
is, the OOB power is higher than in all other considered cases.
The PSDs of signals at the output of HPA, illustrated in Figure 3.23 by solid

lines, have the most advantageous shape for cases F and G. Slightly better
performance is achieved with the iterative EC algorithm (case F). The reason
for such a result is that the approach to PAPR reduction used in that case
reduces all signal values above some threshold, not only the highest peak as in
the algorithm suggested in [205]. The OOB power attenuation is much lower
in cases B and C.
Moreover, the influence of D/A filtering on the shapes of signals PSD can also

be observed. At the input of HPA, all spectrum sidelobe components being
out of the filter passband, that is, above subcarrier index 128, are practically
removed. However, at the output of HPA, intermodulations are introduced in
the whole band. A good example, in which the intermodulations can be distin-
guished from subcarrier spectrum sidelobes can be observed when analyzing
the results for case C. The OOB power within the /A passband region is quite
high as spectrum sidelobes are not canceled here, but it is the lowest, among
other compared systems, outside the D/A passband, where the intermodula-
tions are the dominant OOB power component. As the most significant PAPR
reduction is obtained in the TR method alone (case C), the intermodulation
power is the lowest, as expected.
Let us now focus on the D/A passband. The mean OOB powers within

the D/A passband at the output of HPA as the function of IBO are shown
in Figures 3.24–3.26. Moreover, for case G, optimal 𝜆 value has been found
numerically. For cases C, D, E, and F, maximum of 40 iterations of an algorithm
have been applied. The scaling factor used in the EC selection block equal to 5
was experimentally chosen.
In Figure 3.24, the mean OOB power is compared for all systems pre-

sented earlier. One can see that the reference system (case A) and the system
using only a TR algorithm (case C) do not provide significant OOB power
attenuation. For high IBO values, that is, when hardly anything is clipped in
HPA and intermodulations are negligible, case C has some advantages over
case A as ECs have much lower power than data carriers, resulting in lower
spectrum sidelobe power.The introduction of CC achieves strong OOB power
attenuation improvement. While combinations of the CC and TR methods,
that is, cases D and E, outperform the CC method alone (case B) for low IBO
(when intermodulations play a dominant role), for high IBO values using all
ECs for sidelobe suppression, CC is a beneficial strategy. Note that case G and
EC algorithm with reduced complexity (case F)outperform all other methods
in terms of OOB power attenuation. It should be noted that for any IBO value,
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Figure 3.24 Comparison of mean OOB power at the output of HPA of all considered
systems. About 40 iterations are used per NC-OFDM symbol in the iterative methods.
(© 2013 IEEE. Reprinted, with permission, from [207].)
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the reduced-complexity EC algorithm is even slightly better than optimal one
defined in case G. The explanation for this effect is the same as for the results
observed in Figure 3.23.
In Figure 3.25, themeanOOB power for 40 iterations of EC algorithm is plot-

ted while changing PAPR0 parameter from 3 to 10 dB. It can be noticed that low
PAPR0 values should be chosen for low IBO values; however, they cause high
OOB power floor for high IBO values. The PAPR0 value should be therefore
adjusted according to the HPA configuration used. The value of PAPR0 should
be similar to the HPA IBO that, in practice, is much easier to be established
than the correct value of 𝜆 parameter used in [205].
An interesting issue is how to balance the number of iterations for each

NC-OFDM symbol of the reduced-complexity EC algorithm in order to obtain
strong OOB power attenuation while maintaining computational complexity
low. The value used so far, that is, 40 iterations, gives a result close to an ideal
one, that is, case G, but will be impractical in real hardware implementation.
In Figure 3.26, the mean OOB power values for the EC algorithm for 1, 4, 10,
and 40 iterations are presented. For the mean OOB power of −35 dB, this
increase in the number of iterations of the mentioned algorithm allows for an
increase in the HPA efficiency, that is, a decrease in IBO value, by 0.4, 0.7, 1,
1.4 dB, respectively, in comparison to the CC method alone (case B).
To summarize, the reduced-complexity EC method aims at lowering

the out-of-band power in NC-OFDM systems, which are highly prone to
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intermodulation effects caused by nonlinear front-end components, in
particular, by a high-power amplifier. The idea is to use the same set of
carriers for joint IMD and SSS reduction. Based on the obtained results, it is
apparent that it is possible to merge the two approaches, used traditionally
separately for PAPR and SSS reduction, and minimize the OOB radiation
in a computationally efficient manner. Utilization of such an algorithm in
the NC-OFDM transmitter reduces the interference caused to the systems
adjacent on the frequency axis and decreases the electromagnetic pollution.
Additionally, the decreased PAPR value of an NC-OFDM signal allows for the
use of highly efficient power amplifiers reducing the energy consumption.

3.5 NC-OFDM Receiver Design

The receiver of an NC-OFDM system has similar functionalities as those in the
OFDM receiver. The key properties of OFDM, such as the use of CP, orthog-
onality of subcarriers, subcarrier spacing, are maintained for NC-OFDM
that allow for a simple adoption of the existing OFDM reception algorithms
for noncontiguous subcarrier blocks. On the other hand, the presence of
possibly strong interference in the band of the NC-OFDM receiver, that is,
in the NC-OFDM spectrum notch, significantly deteriorates the reception
performance. Moreover, spectral agility of the NC-OFDM waveform at the
transmitter must also be tracked at the receiver.Themain issues of NC-OFDM
reception are discussed as follows.
The key issue while considering NC-OFDM reception is that strong interfer-

ence may be present in the spectrum notches of the NC-OFDM receiver band.
This interference may originate from other systems using the band unused by
the considered NC-OFDM system. This is not the case for OFDM systems,
where signals of systems operating in adjacent bands are typically outside the
bandwidth of an OFDM radio front end, and rejection of this interference sig-
nal takes place already at the receiver input. In case of NC-OFDMwith flexible
choice of bands, fixed filters are applied at the RF front end, and the received
signal with interference is conveyed up to the digital domain where decision on
the utilized subcarriers is made. All the receiver front-end analog components
(amplifiers, mixers, A/D converters) have to have a high dynamic range in order
not to distort the wanted signals [212].
Theoretically, in the digital domain, the unwanted signal can be rejected

at the output of DFT block by nulling the appropriate subcarriers. However,
first, time- and frequency-domain synchronization has to be achieved in order
not to observe ISI and ICI (as explained in the case of OFDM in the previous
chapter). On the other hand, most of the OFDM-based synchronization
algorithms operate in the time domain, for example, [148, 213], being unable
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to reject the band-limited interference.This issue is covered in the next section
focusing on synchronization.
In case of the NC-OFDM receiver perfectly synchronized in time and in

frequency with the wanted signal, the same channel estimation and equaliza-
tion algorithms can adopted as the ones typically used for OFDM. However,
let us note that interfering signals utilizing bands nonoverlapping with the
considered NC-OFDM system occupied band can still cause interference to
NC-OFDM subcarriers. Let us consider just an interference signal i(t) present
at the input of the NC-OFDM receiver. Its Fourier transform representation
I( f ) is band-limited, so that inverse Fourier transform can be defined as

i(t) =
∫

fs
2

− fs
2

I( f )e 𝚥2𝜋ftdf , (3.66)

where fs = NΔf is NC-OFDM sampling frequency. The signal received at the
n-th output of DFT is

d̂n = 1√
N

N−1∑
m=0

i(mΔt)e−𝚥2𝜋
nm
N , (3.67)

that after substitution of (3.66) gives

d̂n = 1√
N

N−1∑
m=0

∫

fs
2

− fs
2

I( f )e 𝚥2𝜋fmΔtdf e−𝚥2𝜋
nm
N

= 1√
N ∫

fs
2

− fs
2

I( f )
N−1∑
m=0

e 𝚥2𝜋 m
N

(
f
Δf
−n

)
df . (3.68)

Using formula for the sum of geometric progression, we get

d̂n = 1√
N ∫

fs
2

− fs
2

I( f )e 𝚥𝜋

(
1− 1

N

)(
f
Δf
−n

) sin
(
𝜋

(
f
Δf

− n
))

sin
(

𝜋

N

(
f
Δf

− n
))df , (3.69)

which can be interpreted as convolution:

d̂n =
∫

fs
2

− fs
2

I( f )Γ(nΔf − f )df , (3.70)

where

Γ(x) = 1√
N
e−𝚥

𝜋

Δf

(
1− 1

N

)
x
sin

(
𝜋

Δf
x
)

sin
(

𝜋

NΔf
x
) (3.71)

is the function convolved with I( f ) in the frequency domain, which results
in the interference signal components occurring at all DFT subcarriers.
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Figure 3.27 Interference power caused by GSM carrier on the input/output of DFT.

An example of this phenomenon is shown in Figure 3.27 for the considered
NC-OFDM receiver using subcarrier spacing of 15 kHz (as in LTE) and
receiving coexisting GSM signal. There, the interference power of a single
Global System for Mobile Communications (GSM) carrier at the input and at
the output of the NC-OFDM receiver DFT is presented. Most importantly,
the interference components have the highest power at subcarriers closest to
the band occupied by the interfering signal. If the interference is too strong,
it is possible to apply some advanced signal processing methods, such as
windowing at the receiver [214]. In such a case, rectangular window applied
at DFT is replaced by a window having stronger sidelobe attenuation, for
example, raised-cosine window.
Another issue that has to be considered is the design of reference signals,

for example, pilots and preambles, in order to be used for efficient reception
of the signals transmitted in systems with frequency agility and noncontigu-
ous bands. However, it seems to be an open topic. For instance, the Primary
Synchronization Signal in LTE utilizes Zadoff–Chu sequences due to their con-
stant amplitude (minimal PAPR), and different sequences can be designed to be
orthogonal to each other [215]. In the case of noncontiguous subcarrier alloca-
tion, the Zadoff–Chu sequence will lose these properties.

3.5.1 NC-OFDM Receiver Synchronization4

In the future network scenario of spectrum sharing (or CR), , a secondary sys-
tem using spectrum opportunities is required to protect the incumbent sys-
tems, that is, to maintain the interference level below the set limit. Thus, in the

4 © 2016 IEEE. Fragments of this subsection reprinted, with permission, from Ref. [216].
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considered secondaryNC-OFDM system, theOOB powermust be low enough
to maintain the created interference power observed at a LU receiver below
the required level. This can be achieved by applying the GS on the edges of the
NC-OFDM signal useful bands (neighboring the Licensed User (LU)’s band) or
by another method as described in the previous sections. However, an LU sys-
tem is not required to take anymeasures to protect the secondary transmission.
The NC-OFDM signal detection algorithm can take advantage of the fact

that an LU system uses frequencies unused by the secondary NC-OFDM
system inside its band [161] and suppresses the interference by means of the
frequency-domain data symbol detection using an FFT block. However, it
requires precise prior synchronization of the NC-OFDM frame in the time-
and frequency domain, which is recognized as a challenge when the in-band
interference is present [217].
In the literature, synchronization algorithms developed for OFDM have also

been considered for NC-OFDM. The preamble-based Schmidl&Cox (S&C)
algorithm [148] is the most known. There, the preamble preceding the data
symbols consists of two identical series of time samples. It is referred to as the
S&C preamble as follows. The receiver determines the autocorrelation in the
time domain to find the optimal timing point, that is, the first effective sample of
the first OFDM symbol in a frame (after omission of the CP). The result of this
autocorrelation is also used for the estimation of fractional Carrier Frequency
Offset (CFO), which is the fractional part of the CFO lying in interval (−1, 1)
of the frequency normalized to the OFDM subcarrier spacing. One additional
OFDMsymbol following the preamble is used to estimate the integer part of the
CFO.The S&C algorithmhas been improved in [213] and [218], where theMSE
of time and frequency synchronization are reduced, respectively.The overview
of the synchronization techniques proposed for OFDM is presented in [147].
The aforementioned works consider multipath fading channels with AWGN.

In our considered case of a CR system,performance deterioration can be caused
by the presence of high-power LU-originating interference. Recently, the S&C
algorithm has been evaluated for anOFDM system operating in the presence of
various interference types: narrowband modeled as a complex sinusoid [219],
narrowband digitally modulated signal [220], and wideband interference signal
occupying all SCs adjacent to the block of SCs used by an OFDM CR system
[221]. These works consider OFDM with contiguous SC, but conclusions are
valid for the NC-OFDM as well. While wideband interference is modeled in
[221] as AWGN modulating OFDM-system-adjacent SC, the synchronization
performance is degraded as if the preamble was distorted only by AWGNof the
same power as the interference.This is because the wideband interfering signal
does not have high autocorrelation peaks apart from the main one.
In [221], the authors make the assumption that interference occupies SC

orthogonal to a secondary OFDM system SC. However, the first stage of
the considered S&C synchronization algorithm is implemented in the time
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domain where separation of symbols modulating SC is not possible. Even
more difficult is NC-OFDM synchronization in case of the Narrowband
Interference (NBI) (modeled as complex sinusoid). As shown in [219], in the
absence of a useful signal, the synchronization algorithm can result in the
false detection of a frame (interference can be detected as a useful signal). This
is caused by the autocorrelation properties of the complex sinusoid. As the
bandwidth of the interfering signal increases, this effect is suppressed [220].
Because of this false synchronization effect, NBI is a much worse case than the
Wideband Interference (WBI) for the NC-OFDM synchronization. In [222],
the S&C synchronization algorithm performance in the presence of ideal and
practical NBI is evaluated. In the ideal case, NBI is modeled as a complex
sinusoid while practical NBI is a narrowband Frequency Modulation (FM)
signal. The probability of synchronization error is slightly higher in the case of
ideal interference as the false synchronization is more frequent.
It has been shown that extension of the range of the autocorrelation calcu-

lation does not improve the S&C algorithm [223] in the presence of NBI. One
approach to the NBI rejection at the NC-OFDM receiver is to suppress it by
filtering. As shown in [219], the a priori knowledge or correct detection of
interference center frequency is required for this purpose, which is impracti-
cal. Similarly, subtraction of an estimatedNBI signal proposed in [217] requires
correct detection of the frequency, amplitude, and phase of an interfering sig-
nal. Low probabilities of frame false-and-miss detection can be obtained by the
frequency-domain filtering and cross-correlation. However, this approach pro-
posed in [224] assumes an idealistic channelwith no fading and noCFO. Finally,
rejection of interference by filtering has major practical issues. The filter has to
be adjusted to the interference characteristic and redesigned as the CFO or an
interfering signal frequency changes.Moreover, low-order filters can distort the
useful signal [217] while high-order filters have high complexity and contribute
to the time-domain signal dispersion [160].
As discussed earlier, standard autocorrelation-based synchronization

algorithms are not suitable for a CRsecondary NC-OFDM system in the
presence of an in-band LU-generated NBI. Utilization of cross-correlation
between the received preamble and the reference (original) preamble can
be more advantageous [94, 225]. Combination of cross-correlation-based
synchronization with spectrum sensing has been proposed in [226]. There,
however, no measures to fight the multipath effects were applied, which causes
detection of the strongest channel path as the optimal timing point. One
can expect that nonzero CFO will prevent correct detection of a preamble
in this algorithm. In order to increase the probability of frame detection in
the presence of interference and noise, it was proposed to use pseudonoise
sequence as a preamble [227]. However, such a preamble generated in
the time domain is not filtered, and therefore, it does not protect the LU
transmission.
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A multistage synchronization proposed in [228] improves the performance
of the S&C algorithm for an OFDM system. The S&C algorithm is used
therein to obtain coarse time and fractional frequency synchronization.
Afterward, cross-correlation-based synchronization is used to localize the
first channel-path component and to estimate the integer CFO. However, this
framework seems to be not useful in the presence of in-band interference, as
it is very probable that the first step (autocorrelation) will fail, preventing the
success of the second stage. The algorithm proposed in [229] uses modified
cross-correlation of adjustable length to obtain coarse time synchronization.
This is followed by path-timing and integer-CFO estimation according to a
method from [228]. Finally, a fractional-CFO estimator uses amplitudes of
Fourier-transformed cross-correlation output as in [230]. The main drawback
of this algorithm is high complexity of coarse time synchronization and
limited robustness to CFO. Moreover, fractional-CFO estimation utilizes the
information conveyed by the strongest path component only.

3.5.2 In-Band-Interference Robust Synchronization Algorithm for an
NC-OFDM System5

In this section, the synchronization algorithm for an NC-OFDM CRsystem
robust against an LU-originating interference is presented as described in [216].
Thus, the applied preambles cannot use SC coinciding with the LU band. It is
assumed that the LU transmission is protected from the CR-generated interfer-
ence by appropriate spectrum sensing and managing and by the application of
the guard SC or other spectrum shaping algorithm that reduces theNC-OFDM
out-of-band radiation power. The algorithm is called Licensed-User Insensi-
tive Synchronization Algorithm (LUISA). It is based on cross-correlation of the
received and Reference Preamble (RP) available at the receiver. The algorithm
is insensitive to false synchronization effect as the interference is uncorrelated
with theNC-OFDMpreamble. Additionally, the probability of synchronization
error is decreased for a given SNR or Signal-to-Interference Ratio (SIR) in com-
parison to [148] and [229]. The algorithm works well for low SIR and SNR in
the presence of LU-generated interference. It makes use of all signal path com-
ponents with their phase dependencies, which allows for the decrease of the
carrier-offset and timing-offset estimation MSEin comparison to [229].
Let us consider an NC-OFDM-based SU system in the presence of multipath

channel distortions and interference. The transmitter uses N-point IFFT for
multicarrier modulation. In each frame, P NC-OFDM symbols are transmit-
ted, and each NC-OFDM symbol is preceded by a CP of NCP samples. Let us
denote a vector of complex symbols at the input of IFFT as d(p) = {d(p)

n }, where
n = −N∕2,… ,N∕2 − 1 is the SC index, and p = 0,… ,P − 1 is the NC-OFDM

5 © 2016 IEEE. Fragments of this subsection reprinted, with permission, from Ref. [216].
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symbol index. Note that 𝛼 values out of N SC are modulated by complex
symbols. The indices of these SCs are elements of vector IDC = {IDCc} for
c = 1,… , 𝛼 and IDCc ∈ { − N∕2,… ,N∕2 − 1}. The other SCs (including GS
at the band edges) are modulated by zeros, that is, both real and imaginary
parts of d(p)

n equal to zero, in order to protect the LU transmission and to allow
digital–analog conversion, that is, d(p)

n = 0 for n ∈ { − N∕2,… ,N∕2 − 1}\IDC.
The noncontiguity of the considered NC-OFDM system SC results from the
scenario-dependent choice of SC indices IDCc; i.e., it is not a series of consecu-
tive integer numbers as in a typical OFDM system.The m-th sample of the p-th
NC-OFDM symbol at the output of IFFT and after the CP addition is defined as

s(p)m =

{
1√
N

∑N∕2−1
n=−N∕2 d(p)

n e 𝚥2𝜋 nm
N for − NCP ≤ m ≤ N − 1

0 otherwise.
(3.72)

It is assumed that s(0) = {s(0)m } is a vector of preamble samples for p = 0 and
m = 0,… ,N − 1, that is, without CP.Without the loss of generality, we narrow
our considerations to one NC-OFDM frame. The transmitted signal s̃(m)
composed of subsequent NC-OFDM symbols is thus

s̃(m) =
P−1∑
p=0

s(p)m−p(N+NCP)
. (3.73)

The signal observed at the NC-OFDM receiver is distorted by the L-path
fading channel with l-th path channel coefficient h(l), the CFO normalized to
SC spacing 𝜈, the additive interference i(m), and the white noise 𝑤(m). The
m-th sample of the received signal r(m) equals

r(m) =
L−1∑
l=0

s̃(m − l)h(l)e 𝚥2𝜋 m𝜈

N + i(m) +𝑤(m). (3.74)

Note that discrete-time representation is sufficient for our considerations. It
was shown in [147] that the timing error lower than the sampling period is
compensated by an NC-OFDM equalizer.
The conceptual diagram of LUISA is shown in Figure 3.28. At the output

of the radio front end and the analog-to-digital converter, the baseband com-
plex samples undergo S/P conversion. Note that in the case of no CFO, the
received preamble samples are correlated with the RP s(𝟎). The RP is assumed
to be known at the receiver as other transmission parameters, after setting the
connection through a suitable randezvous technique or using a cognitive pilot
(control) channel. The RP can be generated at the receiver from a pseudoran-
dom generator, with the same initial state as the one at the transmitter.
Note that in the case of perfect time and frequency synchronization, the

received preamble samples are correlated with RP, which results in the peak
of the calculated cross-correlation. However, correlation of the received signal
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Figure 3.28 NC-OFDM receiver with the LUISA synchronization algorithm. (Based on [216].)

with the RP would not result in successful synchronization in case of relatively
high CFO. Each cross-correlation component would be added with a different
phase, dependent on CFO, and no peak corresponding to the optimal timing
point would be observed. In order to counteract this effect,N consecutive input
samples are multiplied by the complex conjugates of the RP and fed to the FFT
block.Thus, at the n-th output of FFT at the m-th sampling moment we obtain

Y (m, n) =
N−1∑
k=0

r(m + k)s(0)∗k e−𝚥2𝜋
mk
N , (3.75)

where (⋅)∗ denotes complex conjugate. Y (m, n) is called the synchronization
variable in the remainder of this section. By substituting (3.74)–(3.75), we
obtain

Y (m, n) =
L−1∑
l=0

h(l)Yl(m, n) + Yin(m, n), (3.76)

where

Yl(m, n) = e 𝚥2𝜋 m𝜈

N

N−1∑
k=0

s̃(m + k − l)s(0)∗k e 𝚥2𝜋 k(𝜈−n)
N , (3.77)

Yin(m, n) =
N−1∑
k=0

(i(m + k) +𝑤(m + k))s(0)∗k e−𝚥2𝜋
nk
N , (3.78)

and the defined Yl(m, n) and Yin(m, n) are the l-th channel-path component
and the interference-and-noise involving component of Y (m, n), respectively.
Before we discuss the next steps of the synchronization algorithm (as indicated
in the respective blocks in Figure 3.28), let us consider some statistical proper-
ties of Y (m, n).
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In the case of LUISA, two preamble shapes are considered in [216]. The
S&C preamble, as mentioned previously, is generated by the pseudorandom
d(0)

n symbols modulating SC of even indices out of a set IDC (SC of odd indices
are modulated by zeros). In order to maintain the constant power of the
transmitted signal, vector x(0)

m for m = −NCP,… ,N − 1 is multiplied by
√
2 for

this kind of the preamble. Moreover, another preamble shape is considered in
[216], herein referred to as simple preamble. It is generated by modulation of
all 𝛼 SC (of all indices in IDC) by the pseudorandom independent symbols.
According to the Central Limit Theorem (CLT), the samples s̃(m) can be

treated as complex random Gaussian variables with the zero mean and vari-
ance 𝜎2

s , approximately independent for sufficiently high 𝛼 (for 1 ≪ 𝛼 < N), as
shown in [231] (with the exception of repeatability of the CP or the S&Cpream-
ble, which will be taken into account in the latter calculations).The assumption
is that if the pseudorandom preamble symbols were chosen to lower the PAPR
(e.g., Zadoff–Chu sequences in LTE), the PAPR-lowering method would not
change the signal probability distribution [232]. These assumptions allow for
negligence of correlation between preamble samples. More accurate modeling
of the preamble properties would increase the algorithm complexity, while the
synchronization quality improvement would be minor.
The noise𝑤(m) is modeled as Gaussian complex random variable of the zero

mean and variance 𝜎2
w. For the purpose of LUISA, interference observed in the

NC-OFDM system is modeled in two ways: one as the random stationary com-
plex Gaussian process of the zero mean and variance 𝜎2

i , here referred to as NL
interference model, and the other as

i(m + k) = 1√
N

N∕2−1∑
n=−N∕2

gn(m)e 𝚥2𝜋 nk
N , (3.79)

where gn(m) is the frequency representation of interference at the n-th SC
at the mth moment, and k ∈ {0,… ,N − 1}. More importantly, this repre-
sentation of (3.79) holds for any interfering signal, which may or may not
be orthogonal to NC-OFDM SC (in the classical sense of orthogonality
over the period of N samples). As an example, the NBI of carrier frequency
not aligned with any NC-OFDM FFT frequency (thus, not orthogonal to
the NC-OFDM signal) has a high number of nonzero coefficients gn(m) for
n ∈ { − N∕2,… ,N∕2 − 1}. This second interference model defined by (3.79)
is referred to as GIB interference model in the remainder of this section. Note
that according to the Parseval theorem:

∑N∕2−1
n=−N∕2 |gn(m)|2 = N𝜎

2
i . Moreover,

the LU-generated interference has usually most of the energy located in
the NC-OFDM spectrum notch(es), that is, in frequency bands not utilized
by NC-OFDM (in (3.79), gn(m) ≈ 0 for n ∈ IDC). As shown in [233], gn(m)
can be modeled as random complex Gaussian variable with the zero mean,
uncorrelated with interference at any other frequency (different from n),
although interference variances for various n can be correlated.
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As shown earlier, the r(m) sample for each m can be treated as an
approximately independent complex random variable. Based on the CLT,
Y (m, n) probability distribution can be modeled as complex Gaussian because
it is a sum of N weighted random variables. The proposed metric adds N
consecutive samples in time, which should keep the expectation in time close
to the ensemble expectation. Thus, the expected value 𝔼[Y (m, n)] can be
calculated as follows:

𝔼[Y (m, n)] = e 𝚥2𝜋 m𝜈

N

L−1∑
l=0

h(l)
N−1∑
k=0

𝔼[s̃(m + k − l)s(0)∗k ]e 𝚥2𝜋 k(𝜈−n)
N

+
N−1∑
k=0

(𝔼[i(m + k)s(0)∗k ] + 𝔼[𝑤(m + k)s(0)∗k ])e−𝚥2𝜋
nk
N . (3.80)

In [216], it has been shown that with all aforementioned assumptions, for
both interference models (Noise-Like (NL) and Generalized In-Band (GIB)):

𝔼[Yin(m, n)] = 0. (3.81)

Now, (3.80) can be rewritten as

𝔼[Y (m, n)] =
L−1∑
l=0

h(l)𝔼[Yl(m, n)], (3.82)

where

𝔼[Yl(m, n)] = e 𝚥2𝜋 m𝜈

N

N−1∑
k=0

𝔼[s̃(m + k − l)s(0)∗k ]e 𝚥2𝜋 k(𝜈−n)
N . (3.83)

Note that 𝔼[s̃(m + k − l)x(0)∗
k ] is nonzero only when s̃(m + k − l) and s(0)∗k are

correlated. Figure 3.29 presents all cases when this is true for different values
of m − l.
In Figure 3.29, it is assumed that preamble s(0) is the S&C preamble. The

received signal (at the top of Figure 3.29) is processed according to (3.75), where
the correlationwindow ofN samples for every time instance n is applied. As the
correlation sliding window shifts in time over received signal samples (to the
right in Figure 3.29), there are a few cases when s̃(n + m − l) and s(0)m are highly
correlated. First, it happenswhen only theCPof the preamble is received, which
is denoted as Case A. After N∕2 sampling intervals, the second half of the RP
is aligned with the first part of received preamble inside the correlation slid-
ing window, and additionally, NCP samples of received preamble CP are aligned
with the end of the first part of the RP, resulting in high correlation between
the received preamble and its original (reference) version. This case is denoted
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Figure 3.29 Cases of nonzero correlation when preamble consists of two repeated
sequences of N∕2 samples as in the S&C algorithm. The shade of gray represents the same
preamble sample (either originally transmitted or in the RP at the receiver). (© 2016 IEEE.
Reprinted, with permission, from [216].)

as B. Case C reflects the timing and the correlation window position when all
N samples of the RP are aligned with the received preamble samples. The last
correlation peak is obtained in Case D, over N∕2 samples when the second part
of the received preamble is aligned with the first half of the RP. In the case of
the simple preamble, only cases A and C result in 𝔼[s̃(n + m − l)s(0)∗m ] ≠ 0. The
simple preamble does not have two identical halves, so the correlation of the
first half of the received preamble and the second half of the RP does have any
peak values (Cases B and D).
Derivation of 𝔼[Yl(m, n)] is quite complicated for both the simple preamble

and the S&Cpreamble.These expected values𝔼[Yl(m, n)] are presented in [216]
for the discussed cases.
The variance of Y (m, n) is by definition

𝕍 [Y (m, n)] = 𝔼[Y (m, n)Y (m, n)∗] − 𝔼[Y (m, n)]𝔼[Y (m, n)∗]. (3.84)

As the second term is the squared absolute value of expectation defined in
(3.82), the calculation of the first term is of interest now.
The noise components are not correlated with the RP so 𝔼[𝑤( m + k1)

𝑤(m + k2)∗s(0)∗k1
s(0)k2

] = 𝔼[𝑤(m + k1)𝑤(m + k2)∗]𝔼[s
(0)∗
k1

s(0)k2
]. Moreover, the noise

components are correlated with each other only for k1 = k2. This is also true
when NL interference is considered. Assuming NL interference model and
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that the noise is not correlated with the RP, and following derivations from
[216], it is possible to find the formula for this component:

𝔼
[
Y (m, n)Y (m, n)∗

]
=

L−1∑
l=0

|h(l)|2 N−1∑
k1=0

N−1∑
k2=0

𝔼
[

s̃(m + k1 − l)s(0)∗k1
s̃(m + k2 − l)∗s(0)k2

]
⋅

e 𝚥2𝜋(k1−k2)
𝜈−n

N +
N−1∑
k=0

(
𝔼[|i(m + k)|2] + 𝔼[|𝑤(m + k)|2])𝔼[|s(0)k |2]. (3.85)

It should be noted that summation over expectations in the first component in
(3.85) can be independently performed for each path, which allows for a simple
formula for the variance of Y (m, n):

𝕍 [Y (m, n)] =
L−1∑
l=0

|h(l)|2𝕍 [Yl(m, n)] + N(𝜎2
w + 𝜎

2
i )𝜎

2
s . (3.86)

Assuming the GIB interference model defined by (3.79), and using the same
derivations, the variance of Y (m, n) is

𝕍 [Y (m, n)] =
L−1∑
l=0

|h(l)|2𝕍 [Yl(m, n)] + N𝜎
2
w𝜎

2
s+

N−1∑
n1=0

𝔼[|gn1
(m)|2]𝔼[|d(0)

(̃n1−n)
|2], (3.87)

where x(ñ) denotes cyclic indexing of elements in x. Let us denote the
interference-related component in (3.87) as

Vi(m, n) =
N−1∑
n1=0

𝔼[|gn1
(m)|2]𝔼[|d(0)

(̃n1−n)
|2]. (3.88)

For interference occurring in a different band than the NC-OFDM spectrum
(typical scenario), and for n ≈ 0, Vi(m, n) is small or, in the case of both signals
being orthogonal, equal to zero. However, Vi(m, n) can be higher if the use-
ful signal and the interference overlap in frequency. It can reach a maximum
of N2

𝜎
2
i 𝜎

2
s (for the theoretical case of both interference and NC-OFDM signal

being complex sinusoids) [216]. Thus, (3.86) reflects the worst case (the high-
est value) and is used in the later LUISA stage for 𝕍 [Y (m, n)]. Expressions for
𝕍 [Yl(m, n)] are also quite complicated to derive, and therefore, we omit them.
An interested reader can find them in [216].

Coarse Time-Offset and Integer CFO Estimation

On the basis of the defined synchronization variable Y (m, n), the coarse time
and frequency synchronization can be directly achieved. The search for the
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Figure 3.30 |Y(m, n)|2 and |Z(m, n)|2 for n = 0, S&C preamble, N = 256, NCP = N∕4, no
interference, no noise, no multipath (L = 1), and no CFO (𝜈 = 0), (a) and worst case of CFO
(𝜈 = 0.5) (b) considered. (© 2016 IEEE. Reprinted, with permission, from [216].)

peak Y (m, n) powermust bemade in two dimensions: over frequency and time.
The simplest decision method would seek m = mY and n = nY time- and fre-
quency indices to maximize the squared absolute of Y (m, n):6

[mY, nY] = argmax
m,n

|Y (m, n)|2. (3.89)

An example plot of |Y (m, n)|2 over m for n = 0 in the idealistic condition
of no-noise, no-interference, and no-multipath effect can be observed in
Figure 3.30a for N = 256, S&C preamble and NCP = N∕4.There are four peaks
of |Y (m, n)|2 that reflect four cases when nonzero expected value of Y (m, n) is
obtained, as presented in Figure 3.29.
According to the statistical properties of the random complex Gaussian vari-

able Yl(m, n) given in [216], it is the most probable that the strongest path, that
is, mY = lmax = arg maxl|hl|2, could be found with (3.89) because for mY the

6 Although the first stage of synchronization is achieved by maximization (as in all competitive
algorithms), LUISA requires some threshold above which the maximal-value sample is searched
for. This threshold eliminates situations when none of the A–D cases occurs in the observed
range of time samples m. It can be obtained in a similar way as described in Path detection
section, but the probability of false detection should be divided by the total number of possible
points in 2D plane (instead of 2NCP). Moreover, at least N samples following the sample
exceeding this threshold should be examined to find the highest peak (Case C).
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magnitude of the expected value of Y (mY , nY ) should be the highest. It is also
the most probable that this highest peak will be the correlation peak of Case C
as it has the highest expected value among other cases. This expected value for
𝜎
2
w = 0, 𝜎2

i = 0, and mY = lmax equals

𝔼[|Y (mY, nY)|2] ≈ |hlmax
|2𝜎4

s

( sin(𝜋(𝜈 − nY ))
sin(𝜋(𝜈 − nY )∕N)

)2

. (3.90)

Note that 𝔼[|Y (mY, nY)|2] = 𝕍 [Y (mY, nY)] + |𝔼[Y (mY, nY)]|2, but because|𝔼[Y (mY, nY)]|2 is about N times higher than 𝕍 [Y (mY, nY)], the following
approximation is applied: 𝔼[|Y (mY, nY)|2] ≈ |𝔼[Y (mY, nY)]|2.
The search for optimum nY in (3.89) for mY = lmax is done over

n = −N∕2,… ,N∕2 − 1. Let us note that there exists one FFT output for
which the error of the CFO estimate is equal to or lower than half of
the SC spacing, that is, |𝜈 − nY| ≤ 0.5. This FFT-output index should be
chosen as nY because it maximizes the expected value in (3.90). This is
because |𝜈 − nY| ≪ N , and we can approximate the denominator in (3.90)
by sin(𝜋(𝜈 − nY)∕N) ≈ 𝜋(𝜈 − nY)∕N . The function 𝔼[|Y (mY, nY)|2] then
reaches its maximum equal to |hlmax

|2𝜎4
s N2 for |𝜈 − nY| = 0 (example

shown in Figure 3.30a). The minimum over the whole domain, that
is, for 𝜈 − nY ∈ ⟨−0.5; 0.5⟩, is obtained for |𝜈 − nY| = 0.5, and equals|hlmax

|2𝜎4
s (N2∕𝜋)2 (example shown in Figure 3.30b). Note that the mini-

mum of 𝔼[|Y (mY, nY)|2] is about 40% of the maximum. This may cause a
decrease in the correct time- and frequency-point detection probability for
the CFO not aligned with the frequencies of the FFT used to calculate Y (m, n).
To increase the detection probability in this case, two adjacent FFT outputs
are utilized: Y (m, n) and Y (m, n + 1). For 𝜈 − n ≈ 0.5, the FFT output n + 1 at
m = l, as in case C, should have the absolute value close to the one for n. In
order to make use of the phase dependency of the adjacent FFT outputs, we
calculate Z(m, n) = [Y (m, n) − Y (m, n + 1) exp (−𝚥𝜋∕N)]∕

√
2, and optimize

the squared module of this variable:

[mZ, nZ] = argmax
m,n

|Z(m, n)|2. (3.91)

Note that calculation of Z(m, n) is based on the Y (m, n) values, resulting in a
small increase in computational complexity in comparison to detection based
on (3.89) only. Following the assumption that lmax = m, and that Y (m, n) and
Y (m, n + 1) are presumably uncorrelated [234], the mean value of Z(m, n) can
be obtained using the values of 𝔼[Yl(m, n)] and 𝕍 [Yl(m, n)] (see Ref. [216]):

𝔼[Z(m, n)] = 1√
2
(𝔼[Y (m, n)]) − 𝔼[Y (n, k + 1)]e−j 𝜋

N ) =

hlmax
𝜎
2
s√

2
e 𝚥2𝜋 l𝜈

N
+𝚥𝜋(𝜈−n)(1− 1

N
) ⋅

(
sin(𝜋(𝜈 − n))
sin(𝜋 𝜈−n

N
)

− sin(𝜋(𝜈 − n))
sin(𝜋 𝜈−n−1

N
)

)
. (3.92)
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Similarly, for both simple and S&C preamble cases, the variance of Z(m, n) can
be calculated and is the same as for Y (m, n) in the case of simple preamble.
Assuming that 𝔼[|Z(m, n)|2] ≈ |𝔼[Z(m, n)]|2 (as in (3.90)):

𝔼[|Z(m, n)|2] ≈ |𝔼[Z(m, n)]|2
= 1

2
|hlmax

|2𝜎4
s

(
sin(𝜋(𝜈 − n))

sin(𝜋(𝜈 − n)∕N)
− sin(𝜋(𝜈 − n))

sin(𝜋(𝜈 − n − 1)∕N)

)2

. (3.93)

Thus, both summation components under square in (3.93) have the same phase
for 𝜈 − n ≈ 0.5, which increases the detection probability. For 𝜈 − k = 0.5, the
decision variable in (3.93) can be approximated as 0.5|hlmax

|2𝜎4
s (N4∕𝜋)2, which

is twice the minimum (obtained for 𝜈 − n = 0.5) and about 80% of the maxi-
mum (obtained for 𝜈 − n = 0) of the expected mean square of Y (mY, nY). (The
example of this decisionmetric is shown in Figure 3.30.)Therefore, in the more
advanced detection case, the maximum out of both decision variables maxima
is chosen:

[mM, nM] = arg max
(mY ,nY),(mZ,nZ)

(|Y (mY, nY)|2, |Z(mZ, nZ)|2). (3.94)

Most importantly, in the aforementioned maximization problem, only two
values are compared: |Y (mY, nY)|2 and |Z(mZ, nZ)|2 resulting from (3.89) and
(3.91) respectively, each of them being optimization problem solutions over
two arguments: (mY, nY) and (mZ, nZ), respectively. The variable |Y (mY, nY)|2
should be greater than |Z(mZ, nZ)|2 for CFO closer to the frequencies of the
receiver FFT, otherwise |Z(mZ, nZ)|2 should be higher. Note that if (3.91) finds
the coarse time and frequency synchronization point, that is, |Z(mZ, nZ)|2 >|Y (mY, nY)|2, it is ambiguous whether a peak occurs for 𝜈 closer to the normal-
ized frequency mZ or to nZ + 1 (𝜈 ∈ (nZ; nZ + 1)). In this particular case, the
following modification of nM is performed:

nM =

{
nZ + 1 for|Y (mZ, nZ + 1)|2 > |Y (mZ, nZ)|2
nZ otherwise.

(3.95)

In the remainder of this description, [mM, nM] is used as a result of the coarse
time and integer CFO estimation. Note that the computational complexity of
this estimation can be decreased if the receiver has the knowledge on the upper
limit of the CFO 𝜈M, where |𝜈| < 𝜈M. It allows for limiting the integer-CFO
search range to n = { − ⌈𝜈M⌉,… , ⌈𝜈M⌉}, where ⌈⋅⌉ is the ceiling function.

Coarse Fractional CFO Estimation

As shown earlier, Y (m, n) is a Gaussian random variable with nonzero expected
value when the preamble is detected. The mean value has sinc-like shape (over
n). The output of the FFT, Y (m, n), for a given m is therefore similar to the
output signal after processing the complex sinusoid of an unknown frequency
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with AWGN [234]. The algorithm to find the frequency of this complex
sinusoid presented in [234] can be used to estimate 𝜈 corresponding to the
peak of sinc-like frequency response. The difference between the FFT output
defined in [234] and in the present case is the variance of this output signal.
In the case of processing the complex sinusoid without noise as in [234], the
variance of the variable at the FFT output is zero, which is different from our
case. However, as the fine fractional CFO estimation is to be performed in
LUISA afterward, this nonzero variance is not a problem at the coarse CFO
estimation phase. The integer CFO estimate nM is used to calculate the coarse
CFO estimate �̂�C using the following formula:

�̂�C = N
𝜋
atan

(
tan

(
𝜋

N

)
ℜ

(Q1(mM, nM)
Q2(mM, nM)

))
, (3.96)

whereℜ( ) is the real part of a complex-number argument,

Q1(m, n) = Y (m, n − 1) − Y (m, n + 1), (3.97)
Q2(m, n) = 2Y (m, n) − Y (m, n − 1) − Y (m, n + 1), (3.98)

and tan(⋅) and atan(⋅) are tangent and arcus tangent functions, respectively.
After this phase, the first (coarse) estimate of 𝜈 is 𝜈0 = 𝜈C + nM, that is, 𝜈0 ≈ 𝜈.
The lower index 0 of 𝜈0 denotes 0-th iteration of the CFO estimate, that is, the
initial estimate.

Path Detection

Assuming that in the previous steps of LUISA, the beginning of the
maximum-power channel path (mM = lmax) has been found and the
CFO estimate is close to its actual value 𝜈, the received signal can be
frequency-corrected, that is, the values of Y (m, n) can be calculated for n = 𝜈0.
As usual in OFDM, all channel-path components are assumed to be spread
over the maximum of NCP sampling intervals. Thus, we calculate

Y (m, 𝜈0) =
N−1∑
k=0

r(m + k)s(0)∗k e−𝚥2𝜋
k𝜈0
N , (3.99)

where m ∈ {mM − NCP,… ,mM − 1,mM + 1,mM + NCP}. The CFO correction
maximizes the peaks of |Y (m, 𝜈0)|2 caused by the channel-path components
that can be nowmore easily distinguished from noise and interference.The aim
of this step is to find the first path and all other paths that can be used later for
fine CFO correction. After the coarse CFO estimation, the set of detected path
indices D consist of the strongest detected path: D = {mM}. At the LUISA path
detection stage, the mth received signal sample represents a path component
and is added to set D, if

|Y (m, 𝜈0)|2 > −𝜎2
thr(m) ln (PFD∕(2NCP)), (3.100)
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where PFD is the probability of false detection over the range of 2NCP samples
(note that PFD∕(2NCP) approximates the false detection probability at a single
sampling moment as in [228]). Moreover, 𝜎2

thr(m) in (3.100) is the estimated
input signal variance. The false detection occurs if |Y (m, 𝜈0)|2 exceeds the
threshold despite m not representing a path-reception moment, that is, the
noise or the interference is detected as a channel path. One should note
that the aforementioned threshold is provided for reducing the probability
that Y (m, n) not aligned with any channel path (m ≠ l) will be detected as
a channel path. Assuming that the sampling time m is not aligned with any
path-reception moment, 𝔼[Y (m, 𝜈0)] = 0. Moreover, Y (m, n) has complex
normal distribution as shown previously while discussing its statistical prop-
erties. Thus, a normalized sum of its squared real and imaginary parts equal
to 2|Y (m, 𝜈0)|2∕𝜎2

thr(m) has chi-square distribution with 2 degrees of freedom.
This allows for providing the threshold, given in (3.100), using chi-square
cumulative distribution function. Factor 2∕𝜎2

thr(m) is needed in order to
normalize the variance of both real and imaginary parts of Y (m, 𝜈0) to 1.
Furthermore, 𝜎2

thr(m) can be estimated as

𝜎
2
thr(m) = 𝜎

2
s

N−1∑
k=0

|r(m + k)|2. (3.101)

Decreased complexity of calculating 𝜎
2
thr(m) can be obtained by subtracting

𝜎
2
thr(m − 1) from 𝜎

2
thr(m) (both obtained using 3.101), which results in recur-

rence relation:

𝜎
2
thr(m) = 𝜎

2
thr(m − 1) + 𝜎

2
s (|r(m + N − 1)|2 − |r(m − 1)|2). (3.102)

Themean of (3.101) can be calculated by substituting the expansion of r(m + k)
from (3.74) resulting in

𝔼[𝜎2
thr(m)] = 𝜎

2
s

N−1∑
k=0

(
𝔼[i(m + k)i(m + k)∗] + 𝔼[𝑤(m + k)𝑤(m + k)∗]+

L−1∑
l1=0

L−1∑
l2=0

h(l1)h(l2)∗𝔼[s̃(m + k − l1)s̃(m + k − l2)∗]

)

= 𝜎
2
s (𝜎2

i + 𝜎
2
w)N +

L−1∑
l=0

|h(l)|2𝜎4
s min(max(0,N + NCP + m − l),N)

(3.103)

which is the same as 𝕍 [Y (m, n)] when NL interference model is considered,
and no channel-path is found. Interestingly, on average, only for the S&C
preamble and when m = l or m − l = −N∕2 (cases C and B), the variance
estimated by (3.101) is lower than the actual value calculated according to
(3.86). However, according to the previous step of LUISA, mM should reflect
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the strongest path in case C, so underestimation of 𝜎2
thr(m) by (3.101) for case

B is not possible. In case C, the actual variance higher than the one estimated
increases the probability of correct path detection.
If all samples in the searched region exceed the threshold in (3.100), set D

will consist of 2NCP + 1 elements, while the maximum delay spread can be of
NCP samples (CP typically covers the channel delay spread for a given OFDM
system).Thus, it is proposed that the estimated channel path indices from setD
be sorted in the descending channel-path power order, and only the strongest
path components be chosen, which are detected over NCP samples.
At this stage, the final estimate of the first channel-path timing ṁM can

be made. It is the earliest-arriving channel path component, that is, of the
lowest index:

ṁM = min D. (3.104)

Fine Fractional CFO Estimation

The previous stage has delivered the information on all detected signal paths
components inD. It is therefore reasonable to use them all for fine CFO estima-
tion. According to [216], in case C, the expected values of Y (m, 𝜈0) for various
m ∈ D differ by h(m)e 𝚥2𝜋 𝜈

N
m. Thus, the method from [234] can be modified to

use all path components coherently.TheCFOestimate from the previous stages
equals 𝜈0 = nM + �̂�C. In [216], it is proposed to update the CFO estimate 𝜈0
as follows:

Δ𝜈0 =
N
𝜋
atan

(
tan

(
𝜋

N

)
ℜ

(∑
m∈D{Q1(m, 𝜈0)Y ∗(m, 𝜈0)}∑
m∈D{Q2(m, 𝜈0)Y ∗(m, 𝜈0)}

))
. (3.105)

Note that in order to add all components in the nominator and in the denom-
inator in (3.105) coherently and according to the Maximal-Ratio Combining
rule, each component is multiplied by Y ∗(m, 𝜈0). This can be done because,
according to [216], all components Y ∗(m, 𝜈0) are identically affected by the
CFO, while the channel impulse response h(m) is different for each component
under sums in (3.105). Thanks to the multiplication with their complex conju-
gates, all path components are added with the weighting factor proportional
to their power. Let us note that for a path component of index m ∈ D, three
synchronization variable values have to be calculated to obtain Q1(m, 𝜈0)
and Q2(m, 𝜈0). These values are Y (m, 𝜈0), Y (m, 𝜈0 + 1), and Y (m, 𝜈0 − 1). The
correctness of formula (3.105) can be justified by calculating the first-order
approximation of the expected value of (3.105) for case C, as shown in [216]:

𝔼[Δ𝜈0] ≈

N
𝜋
atan

(
tan

(
𝜋

N

)
ℜ

(∑
m∈D|h(m)|2∑
m∈D|h(m)|2 cot

(
𝜋

N

)
tan

(
𝜋(𝜈 − 𝜈0)

N

)))
=

𝜈 − 𝜈0, (3.106)
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where cot(⋅) is the cotangent function. The updated frequency estimate is thus

𝜈1 = 𝜈0 + Δ𝜈0. (3.107)

This estimate can be further improved by iterative calculation of (3.105) and
(3.107) in the 𝛾-th iteration for 𝜈

𝛾
based on 𝜈

𝛾−1 andΔ𝜈𝛾−1.The rationale behind
this approach is given by the MSE of the basic estimator shown in [234]. The
higher the difference between 𝜈

𝛾
and 𝜈, the higher the MSE.

The MSE of frequency estimation is limited in our case by the nonzero vari-
ance of the useful NC-OFDM signal. However, in the case of S&C preamble,
the proposed method of calculating the CFO update according to (3.105) uti-
lizes the fact that the variance of Yl(m, n) at the time sample aligned with the
channel-path component l andwith the frequency distanced by one SC spacing
from CFO equals zero (𝕍 [Yl(l, 𝜈 + 1)] = 𝕍 [Yl(l, 𝜈 − 1)] = 0). As 𝛾 increases, 𝜈

𝛾

approaches 𝜈, the variance of Q1(m, 𝜈
𝛾−1) decreases, increasing the CFO esti-

mation quality, specially at high SNR and SIR. In this case, the variance of this
estimator in the AWGN channel is

𝕍 [𝜈 − 𝜈
𝛾
] = 1

4N ⋅ SNR
, (3.108)

the same as in [234]. It is also 1.6 times higher than the Cramér –Rao lower
bound of 6

4𝜋2N ⋅SNR
[234].

3.5.3 Performance Evaluation

Let us evaluate the results of LUISA against the commonly used S&C algorithm
[148] and the algorithm proposed by Abdzadeh-Ziabari and Shayesteh [229],
which does not use autocorrelation for fractional CFO estimation but the
method from [230]. In the considered NC-OFDM system, N = 256-order
IFFT/FFT and the CP of NCP = N∕16 samples are applied. Only SC of indices
in vector IDC are modulated by data symbols. Other SCs are not used because
the LU signal spectrum is observed in this range. Let us consider three system
scenarios:
• Static Spectrum Allocation (SSA) scenario, when vector IDC is fixed for each

frame (both theCR’s and LU’s PSD remain constant), andGSs are not applied
(because either there is no interference or static LU’s PSD allows for appro-
priate NC-OFDM spectrum shaping techniques to be practically applied),

• SSA scenario with the application of GS, and
• Dynamic Spectrum Access (DSA) scenario, when the gap in the NC-OFDM

spectrum required for the LU protection has a random, dynamically chang-
ing position in frequency for each transmitted frame and the GS are addi-
tionally applied for this protection.

The LU-generated interference is simulated in two ways: (i) as the complex
sinusoid (as in Ref. [219]) observed in the NC-OFDM spectrum notch or (ii)
as an OFDM-like interfering signal modulated by random QPSK symbols



�

� �

�

120 3 Noncontiguous OFDM for Future Radio Communications

−100 −50 0 50 100
−30

−25

−20

−15

−10

−5

0

5

10

15

20

Subcarrier index

N
o
rm

a
liz

e
d
 P

S
D

 (
d
B

)

NC−OFDM

NC−OFDM+GS

Narrowband interf. (SIR = 0 dB)

Wideband interf. (SIR = 0 dB)

Figure 3.31 Power spectral density of the NC-OFDM signal (with and without GS), the
in-band NBI at center frequency 24, and the in-band OFDM-like WBI occupying bands
unused by the secondary NC-OFDM signal; SIR = 0 dB, no CFO. (© 2016 IEEE. Reprinted, with
permission, from [216].)

occupying the band not used by our NC-OFDM signal, and using SC not
orthogonal to our NC-OFDM SC. Note that both simulated interfering signals
can be modeled with the GIB interference model. Moreover, the first one (i)
can be considered as strictly NBI, while the latter (ii) is closer to WBI. The
example PSD plots of the NC-OFDM signal and the interference having equal
power (SIR= 0 dB) are depicted in Figure 3.31.The SNR or SIR is defined as the
ratio of the mean NC-OFDM signal power to the mean noise or interference
power, respectively, over the whole NC-OFDM receiver band (including the
frequencies inside the spectrum gap required for the LU protection).
Both Ziabari and the S&C methods use the S&C preamble. LUISA is tested

both with the S&C- and with the simple preamble. The preamble and the data
symbols use QPSK mapping with random symbols for each simulation run.
The S&C preamble has the same energy as the simple preamble as explained
previously. For each case, 105 independent NC-OFDM frames have been
tested, each consisting of 11 NC-OFDM symbols, preceded by two empty
OFDM symbols (interframe period). For LUISA and Ziabari algorithm, only
the first (preamble) symbol is used for synchronization purposes, while the
S&Cmethod also uses the second symbol for integer CFO estimation. For each
NC-OFDM frame, a random instance of nine-path Rayleigh fading channel
characteristic is generated according to Extended Vehicular A model [198],
as well as random CFO uniformly distributed over (−3; 3) normalized to SC
spacing of 15 kHz (as in LTE).
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For the considered S&C algorithm, the beginning of a preamble is found as
the point in the middle between two points achieving 90% of the maximum
of timing metric, as in [148], while integer CFO is searched over the range of
{ − 20,… , 20}. The Ziabari method uses its own type of correlation consist-
ing of 4N values. It scans the set of possible integer CFO values (N) while its
threshold is calculated for the probability of false detection equal to 10−5. The
duration of thewindowused in the last stage of thismethod for the first channel
path detection is five samples. In LUISA, the probability of false detection PFD
in (3.100) is also set to 10−5, and the number of iterations of fineCFOestimation
using (3.105) and (3.107) equals 2.

SSA Scenario, No GS – example Results

In this scenario, IDC = { − 100,… ,−1, 1,… , 16, 32,… , 100}. In the first round
of simulations, the presence of AWGN, CFO, and channel fading is considered
and no interference. Because the LU transmission is not present, noGS are nec-
essary.The estimated probability of the frame synchronization error is depicted
in Figure 3.32. The frame is assumed to be roughly synchronized if the error
in time is lower than NCP samples (ṁM ∈ { − NCP + 1,… ,NCP − 1}), and the
error in frequency is smaller than half of the SC spacing (|𝜈2 − 𝜈| < 0.5). Note
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LUISA: S&C preamble, (3.83) over 256 SCs

LUISA: simple preamble, (3.83) over 256 SCs
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Figure 3.32 Estimated probability of frame synchronization error for LUISA configurations:
preamble type, coarse time–frequency point detection method ((3.89) or (3.94)), the range
of integer CFO search (in the number of SC); SSA scenario, no GSs, no interference. (Based on
[216].)
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that LUISA in all configurations outperforms two other reference algorithms.
Performance deterioration of LUISA using the S&C preamble with respect to
the simple preamble is caused by the increased variance 𝕍 [Y (m, n)]. Moreover,
an improvement of about 1.5 dB SNR gain can be achieved by LUISA when
detecting the frame-beginning timewith formula (3.94) instead of (3.89), which
is more robust against noninteger CFO.
In [216] the time and frequencyMSEs are presented for all simulated frames.

Interestingly, Ziabari method achieves both time and frequency MSEs higher
than that from the S&C method although it has lower probability of synchro-
nization error. This is because typically, an error for erroneously synchronized
frame in the S&C algorithm is smaller in time and frequency than in the Ziabari
method due to much wider range of integer CFO estimation in the latter.
Therefore, it is reasonable to analyze MSE only for the synchronized frames.
In Figure 3.33, it can be observed that LUISA using the simple preamble has
a frequency MSE lower than that in the Ziabari method, which reaches the
MSE floor of above 10−4. As explained previously, it is caused by nonzero
variance of Yl(m, n). All LUISA configurations utilizing the S&C preamble
obtain similar frequency MSE, which requires about 1 dB higher SNR than the
S&C algorithm. This is because LUISA, during the path detection stage, may
not find low-power paths that could be used for the CFO estimation. In the
S&C algorithm, all paths are inherently included in the autocorrelation result.
The S&C algorithm has theoretical MSE lower than LUISA (3.108).
The plot in Figure 3.33b shows time MSE. For all LUISA configurations, the

performance is similar, and typically, this MSE is lower than one squared sam-
ple. A bit higher timingMSE is obtained for the Ziabari method, while the S&C
algorithm obtains timing MSE a bit lower than 102. However, such an MSE of
the S&C algorithm might not mean synchronization degradation as this algo-
rithm can choose the beginning of the frame in the middle of CP, and in case
of relatively short path delay spread, its performance may be acceptable.
For the next runs of simulations, a LUISA configuration showing the most of

its advantages is used. The S&C preamble has been applied, and the detection
method using formula (3.94) operates over 41 FFT outputs. Now, the NBI and
WBI interference is simulated, as described earlier. The NBI normalized cen-
ter frequency is 24 in the NC-OFDM spectrum notch (see PSD in Figure 3.31).
Despite the presence of the LU transmission, GSs are not applied. It is assumed
that in the static scenario, NC-OFDM spectrum shaping methods can be prac-
tically incorporated.
The probability of frame detection error has been presented in Figure 3.34.

It can be observed that for the case of strong NBI (low SIR), the S&C algo-
rithm fails, losing nearly 100% of the transmitted preambles. Interestingly, it
is visible for NBI that when SNR increases, the ratio of interference to noise
power increases and the false synchronization occurs.Thismeans that the S&C
synchronization is not suitable for CR NC-OFDM receivers in the presence of
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Figure 3.33 Frequency (a) and time (b) normalized MSE for successfully synchronized frames; SSA scenario, no GSs, no interference. (Based on
[216].)
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Figure 3.34 Probability of synchronization error for an NC-OFDM system in the presence of
NBI (a) and WBI (b); SSA scenario, no GSs. (Based on [216].)

high-power LU-generated narrowband interference.The Ziabari method is not
based on the autocorrelation, and as such, it is not prone to this false synchro-
nization. More importantly, in case of WBI, Ziabari method is only a bit better
than S&C algorithm. However, LUISA can work in both environments more
efficiently. For example, for SNR = 15 dB and NBI of SIR = 0 dB, the Ziabari
method loses about 80% of NC-OFDM frames, while LUISA has the probabil-
ity of frame synchronization error of only 0.3%, which results in about 70 times
less erroneously synchronized frames. In the considered scenario, LUISA has
even better performance under WBI; that is, it provides about 200 times more
correctly synchronized frames in comparison to Ziabari method. It is mostly
the effect of the first detection stage, which significantly rejects the interfer-
ence generated in frequencies not used by the NC-OFDM system, and takes
the amplitude and the phase relations derived in [216] into account, which is
robust against high CFO values.

SSA Scenario with GSs

It has been proved previously that the variance of Y (m, n) for relatively low
value of n is the lower, the higher the distance in frequency between the inter-
ference and the NC-OFDM spectra. Therefore, another test case is defined
assuming a guard band of 15 GS on each side of occupied frequency band,
that is, IDC = { − 85,… ,−1, 1, 47,… , 85}. The GSs are a simple solution to
decrease the effective interference power in both the LU and the secondary
NC-OFDM receiver. The resultant probabilities of synchronization error are
shown in Figure 3.35. Interestingly, in comparison to the previous scenario,
this probability is slightly increased for both the S&C and Ziabari methods.
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Figure 3.35 Probability of synchronization error for an NC-OFDM system in the presence of
NBI (a) and WBI (b); SSA scenario, GSs applied. (Based on [216].)

Although the number of complex symbols modulating the preamble decreases,
the performance of LUISA improves, especially for low SIR values. It is visible
that only for wideband interference of SIR = −10 dB, the probability of syn-
chronization error floor occurs. However,more than 99% ofNC-OFDM frames
are synchronized correctly for usable SNR values. In other cases of LUISA,
interference does not increase the probability of synchronization error in com-
parison to the system without interference. The perfect operation of LUISA
under NBI is caused by integer CFO search range limited to n ∈ { − 20,… , 20}
in Y (m, n) and minimum distance in frequency between NBI (at normalized
frequency 24) and occupied NC-OFDM. According to (3.87), it results in zero
variance of interference-based component in Y (m, n) over the observed out-
put range. In case of the wideband interference, this component is nonzero
and adds to Y (m, n). Thus, LUISA is highly suitable for NC-OFDM with the
LU signal occupying a different band.

DSA Scenario with GSs

In this scenario, it is assumed that the frequency allocation of the secondary
NC-OFDM and LU systems changes dynamically and randomly and remains
constant only within a single frame. Still, it requires the knowledge of the used
set of subcarriers at the NC-OFDM receiver.The potentially available initial SC
set is IDC = { − 100,… ,−1, 1,… , 100}. The NBI of normalized frequency (to
the SC spacing) drawn from the uniform distribution over (−128; 127) is gener-
ated for each frame.This requires dynamic reconfiguration of NC-OFDM-used
SC, turning off SC around the NBI carrier frequency, and application of GS.
Similarly, as earlier, the spectral notch of about 45 subcarriers (including 15
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Figure 3.36 Probability of synchronization error for an NC-OFDM system in the presence of
NBI changing its center frequency for each frame; DSA scenario, GAs applied. (Based on
[216].)

GS on each NC-OFDM spectrum fragment edge) is created to protect the LU
transmission.
The resultant probability of synchronization error is shown in Figure 3.36.

It is visible that the performance of the S&C and Ziabari methods for high
SIR is slightly increased in comparison to the results presented in Figure 3.35.
However, stronger interference causes nearly the same probability of syn-
chronization error as in the SSA scenario. Similarly, the randomly changing
NBI center frequency still causes LUISA to outperform all other schemes. A
slight increase of LUISA synchronization error probability for lower SIR is
observed as a result of the noninteger NBI normalized frequency, that is, some
interference-related components of 𝕍 [Y (m, n)] are observed in the considered
range of n according to (3.87).

3.5.4 Computational Complexity

In the considered synchronization algorithms, the operation dominating the
complexity is the computation of the squared module of the synchronization
variable (|Y (m, n)|2 in the case of LUISA). For each NC-OFDM frame of K
samples (K ≥ P(N + NCP)), this value is calculated at least K times until a peak
is found. The complexity evaluation of the considered S&C, Ziabari algorithm,
and LUISA is presented in Table 3.2. For LUISA, FFT using Radix-2 method
is assumed, preceded by N complex multiplications. The results presented
for LUISA concern the method with increased robustness against CFO using
(3.94) over a limited range of integer CFO, where ⌈𝜈M⌉ = 20. Note that LUISA
has the complexity about three orders of magnitude higher than that in the
S&C algorithm for N = 256 (as in the simulations). However, assuming that
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Table 3.2 Number of operations per single input sample n for N = 256.

Algorithm Real additions/subtractions Real multiplications

S&C 7 6
Ziabari 16N + 11 = 4107 16N + 22 = 4118
LUISA 2N + 6(2⌈𝜈M⌉ + 1)+ 4N + 8(2⌈𝜈M⌉ + 1)+

3N log2N = 6902 2N log2N = 5448
LUISA 3N + 3N log2(2⌈𝜈M⌉ + 2) 2N + 2N log2(2⌈𝜈M⌉ + 2)
(optimized, approx.) +4(2⌈𝜈M⌉ + 1) ≈ 5073 +8(2⌈𝜈M⌉ + 1) ≈ 3601

the processors’ speed doubles every 18 months, the increase in the processing
power since 1997, when the S&C algorithm was proposed, should cover
the computational complexity increase of LUISA over the S&C algorithm
complexity. Moreover, when comparing LUISA against Ziabari algorithm, the
increase in complexity is acceptable.
LUISA’s complexity can be further decreased by utilization of FFT pruning

(because only 2⌈𝜈M⌉ + 2 Y (m, n) samples for a given m are needed as a result
of FFT calculation). The Skinner approach (Decimation in Frequency [235])
can be applied that allows for embedding half of the correlationmultiplications
into the FFT block for the application of the S&C preamble. The approximate
saving in real additions and multiplications is about 26% and 34%, respectively,
in comparison to basic LUISA.
To summarize, the synchronization algorithm for NC-OFDM, named

LUISA, works efficiently in a secondary CR system affected by the strong
LU-generated in-band interference. This effectiveness is obtained at the
cost of increased computational complexity when compared with the S&C
algorithm.

3.6 Summary: Potentials and Challenges of NC-OFDM

The NC-OFDM is considered to be a modulation/multiplexing technique for
future applications, allowing for high transmission flexibility and spectral effi-
ciency while preserving relatively low computational complexity. Additionally,
it can adapt most of the algorithms designed for standard OFDM, and utilize
these well-established algorithms. Therefore, NC-OFDM has a great potential
to serve as the radio interface for future communications with opportunis-
tic spectrum sharing [36, 38]. Let us summarize the merits and challenges of
NC-OFDM for this type of future communication.
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Environmental Awareness

Recognition of the available spectrum with high reliability is one of the issues
of making an opportunistic use of the frequency resources. In the NC-OFDM
system, the symbol detection is performed in the frequency domain, at the
output of the FFT block.Thus, the same reception setup can be used for the PU
signal detection with the appropriately high frequency resolution. For sensing
purposes, the radio front end should cover a wide bandwidth and have a high
dynamic range (limited by the resolution of an A/D converter) in order to be
able to detect PUs transmitting with variable powers. Some modifications to
reduce the required dynamic range have been proposed in [212].The first con-
cept is to use a notch filter before the A/D converter to reduce strong signal
power. However, this requires tunable filters that can be too complex to imple-
ment. To overcome this problem, spatial filtering is proposed. It is based on
multiantenna receiver that forms its beam to have its antenna array characteris-
ticsminima in the direction fromwhich a strong signal is received. Importantly,
Multiple Input, Multiple Output (MIMO) techniques can be easily utilized in
NC-OFDM, similarly as in standard OFDM.The drawback is that in the begin-
ning, a few sweeps in many directions are needed to estimate the direction of
the strong signal.
Location awareness is also crucial as the number of location-based services

increases [38]. It can be used to optimize the network traffic, especially when
channel information is sent to a base station marked with a measurement loca-
tion. An example of an OFDM system that locates itself based on pilot sub-
carriers, without any need to use a Global Positioning System (GPS) receiver,
is shown in [38]. The result can be obtained by calculations either in the time
domain or in the frequency domain.

Flexibility

One of the most advantageous features of employing NC-OFDM in a CR sys-
tem is its adaptability [38]. The NC-OFDM system can be highly flexible and
can adapt the set of utilized subcarriers and allocated power in order to limit
interference observed at the PU receiver (details will be discussed in Chapter
6). Parameters such as modulation constellation order or coding gain can flex-
ibly be assigned to each subcarrier separately or to a block of subcarriers can
be flexibly adapted to maximize the throughput and performance quality, to
increase of the energy efficiency depending on the system goals and constrains.
Moreover, the NC-OFDM system can be configured to use variable number of
subcarriers (including DC, GS, CC, EC) to control the OOB emission power.
Importantly, in the case of relatively low number of utilized subcarriers, it is
possible to optimize FFT and IFFT operation by pruning [236].
A big advantage of NC-OFDM over OFDM is its ability to aggregate avail-

able spectrum over the whole considered transmitter bandwidth. Spectrum
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aggregation to increase the system throughput has already been applied in the
Long Term Evolution Advanced (LTE-A) systemwhere CA technique has been
introduced. However, its flexibility in aggregating any kind of spectrum frag-
ments (available frequency bands) is limited, because only a limited and integer
number of resource blocks can be used for the data communication. Moreover,
the proposed protocols do not allow for highly dynamic spectrum access and
aggregation. As opposed to this, the small-scale and more flexible spectrum
aggregation is envisioned in the NC-OFDM-based CR, where the aggregated
fragments of spectrum are interleaved with other systems’ spectrum.

Spectrum Shaping

As emphasized earlier in this chapter, in the future system coexistence
scenarios, the legacy licensed PU systems have to be protected from the SU
system-originating interference. In NC-OFDM, subcarriers coinciding with a
PU band are modulated by zeros. The other subcarriers can be used to carry
data symbols. However, simple turning off the subcarriers within a given band
results in the interference generated in this band at the PSD level of −20 to
−30 dB (relative to in-band PSD), whichmay not be sufficient for the protection
of coexisting systems operating in this band.There is a number of techniques to
fight this phenomenon. Some utilize correlation between different subcarriers
sidelobes in order to null the spectrum components in the PU band [43,
200]. Other methods focus on time-domain processing, preserving smooth
transition between consecutive symbols [161, 182]. A detailed presentation of
this problem and related techniques has been provided in this chapter. One
very promising technique to reduce the OOB power is OCCS as well as EC
method that additionally accounts for the HPA nonlinear distortions.

Multiple Accessing

Anothermerit of NC-OFDMemployed in the future radio communication sys-
tems is its ability to be combined with medium access methods, the same as
considered for OFDM [38]. The simplest served protocols are Time-Division
Multiple Access (TDMA) and Frequency-DivisionMultiple Access (FDMA). In
wireless local area networks (IEEE 802.11 a/g), a protocol called Carrier-Sense
Multiple Access (CSMA) is used while Physical Layer (PHY) layer is based on
OFDM.There is also some research on combining CDMAwith OFDM.More-
over, the Orthogonal Frequency-Division Multiple Access (OFDMA) where
inherent features of OFDM are used, can also be considered for this purpose.
The main principle of this method is that distinct users have distinct sets of
subcarriers assigned to their transmission. Additionally, by maintaining time
and frequency synchronization, orthogonality between different users signals
can be ensured.
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Robustness to the PU-Originating Interference

The nature of NC-OFDM allows for separation of the PU and the SU signal
frequency components. The protection of PU is achieved by means of some
spectrum shaping algorithms and power controlmechanisms. However, for the
NC-OFDM secondary system to be efficient in terms of the Quality of Service
(QoS) performance, the NC-OFDM SU receiver has to be able to reject the
interference generated by the PU transmission. It is achieved by the nature of
FFT-based NC-OFDM receiver. However, as the interference signal may not be
orthogonal to the complex sinusoids used in the receiver FFT, some interfer-
ence leakage occurs in the SU band.
Moreover, before data symbol detection in the frequency domain is carried

out, time and frequency synchronization has to be achieved. Although PU
and SU signals are separated in frequency, typically the time and frequency
synchronization is achieved by the time-domain processing, where the whole
PU signal at the SU receiver constitutes interference, that is, it overlaps the
SU useful signal in the time domain. It is an important issue, as NC-OFDM
transmission is very sensitive to CFO and relatively sensitive to timing offset.
If the synchronization is not achieved, ICI and ISI occur. The main problem in
the NC-OFDM-based CR is high-power LU-originating interference in-band
of the SU receiver. Here, a promising synchronization algorithm for this type
of NC-OFDM system has been presented, that is, LUISA, which is robust to
the LU-originating narrowband and wideband interference. Other well-known
synchronization algorithms applied typically in OFDM systems can also
be applied in other less-demanding cases of interference occurring in the
NC-OFDM receiver. Finally, most of the other standard channel estimation,
equalization, and detection methods developed for OFDM can be efficiently
adopted to future NC-OFDM systems.
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4

Generalized Multicarrier Techniques for 5G Radio

Asdiscussed in theprevious chapter, enhancedOrthogonal Frequency-Division
Multiplexing (OFDM) and Non-contiguous Orthogonal Frequency-Division
Multiplexing (NC-OFDM) techniques have evident advantages that make
them suitable for future radio communication systems. However, some
major drawbacks also exist, for example, a high value of the Peak-to-Average
Power Ratio (PAPR) or a high impact of the frequency offset on the Bit Error
Rate (BER) observed at the receiver. Moreover, considering the efficiency of
spectrum utilization, the Cyclic Prefix (CP)-based multicarrier techniques
have their limitations as well. The necessity of the usage of CP in order
to avoid Inter-Symbol Interference (ISI), rectangular pulse shape of the
frequency-domain symbols modulating the subcarriers, and strictly defined
subcarrier spacing (equal to the inverse of the orthogonality time of a single
OFDM symbol) results in the fact that the spectral efficiency can be improved
only by increasing the number of bits transmitted in a subchannel. This in turn
requires application of high-order constellations of digital data modulation
and has negative impact on the BER performance. It is worth mentioning that
such limitations are not set in general in Multi-carrier (MC) systems using
nonorthogonal subcarriers. In another subclass of multicarrier systems, for
example, in the Filter-Bank Multi-Carrier (FBMC), CP is no longer required.
Contrary to the OFDM, NC-OFDM and Filtered Multi-Tone (FMT) tech-
niques, nonorthogonal multicarrier systems [237, 238] have higher degree of
freedom in the radio air-interface definition. In these systems, the pulse shape
can be flexibly defined, and its duration is not related to the frequency spacing.
Furthermore, it is allowed that the neighboring pulses overlap both in the time
and in the frequency domain. Owing to this, the spectral efficiency of MC
systems with nonorthogonal subcarriers can be improved not only by means
of increasing the number of bits assigned to particular subchannels but also
by discarding the cyclic prefix and reducing the distances between adjacent
waveforms on the Time-Frequency (TF) plane. The denser the allocation of
the pulses on the TF plane, the higher the theoretical spectral efficiency and
possible channel capacity.

Advanced Multicarrier Technologies for Future Radio Communication: 5G and Beyond, First Edition.
Hanna Bogucka, Adrian Kliks, and Paweł Kryszkiewicz.
© 2017 John Wiley & Sons, Inc. Published 2017 by John Wiley & Sons, Inc.
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One may categorize two classes of multicarrier signals: the ones with
orthogonal and nonorthogonal subcarriers. However, any kind of multicarrier
signals can be classified into a broad class of Generalized Multicarrier (GMC)
signals, as suggested in [51, 84]. The sets of orthogonal and nonorthogonal
signals are disjoint and mutually complement, creating the aforementioned
set of generalized multicarrier signals. (However, as it is described later in this
chapter, also the single carrier signals can be interpreted as a special case of
a GMC signal and thus can be counted into this set.) The term generalized
indicates that any kind of signal can be defined by a set of parameters (such as
the pulse shape, the density of the TF grid). In other words, there are no restric-
tions in designing a GMC system but one – the GMC receiver has to be able
to recover the transmitted data at any given BER level, ensuring the fulfillment
of the Quality of Service (QoS) requirements. Within this chapter, theoretical
background of GMC systems is provided, with a particular focus on the sub-
carriers orthogonality and the lack of this orthogonality in multicarrier signals.

4.1 The Principles of GMC

In the following discussion, typical symbols for denoting the set of natural, inte-
ger, real, and complex numbers are used, that is, the set of natural numbers is
denoted as ℕ, the set of integers as ℤ, the set real and complex numbers as
ℝ and ℂ. The Lebesgue space L𝜌(ℝ) [239] is a space that contains all measur-
able functions f for which the 𝜌-th norm ||f ||

𝜌
for 𝜌 ∈ ⟨1,∞⟩ is finite, that is,

||f ||
𝜌
=
(
∫

∞
−∞ |f (x)|𝜌 dx

) 1
𝜌 < ∞. We also assume that the continuous signal s(t)

belongs to L2, that is, s(t) ∈ L2(ℝ). At the same time, it means that the sig-
nal belongs to the Hilbert space  (a space with strictly defined inner product
[239]) and the integral over the considered space  of the second power of the
absolute value of s(t) is finite, that is, ∫


|s(t)|2 dt < ∞. In other words, it can

be stated that signal s(t) is square integrable. In practice, it usually refers to the
finite-energy signals. In the case of discrete signals s[k], it is assumed that it
belongs to the sequence space, that is, s[k] ∈ l2(ℤ) and the square sum of the
absolute values of the sequence is finite, that is,

∑

|s[k]|2 < ∞. In other words,

it can be stated that signal s[k] is square-summable signal.
One can represent any signal s(t) in the form of a series [51, 81, 82, 239, 240]:

s(t) =
∑

n,m∈ℤ
dn,mgn,m(t) =

∑
n,m∈ℤ

dn,mg(t − mT) exp(𝚥2𝜋nFt), (4.1)

where 𝚥 is an imaginary unit (𝚥2 = −1), n,m are integers (n,m ∈ ℤ),
{dn,m} are the series coefficients, and {gn,m(t)} creates a set of elemen-
tary functions (also known as atoms [84, 241]) used for signal expansion.
Note that it is customary to neglect the phase value exp(−𝚥2𝜋nFmT)
in s(t), that is, gn,m(t) = g(t − mT) exp(𝚥2𝜋nFt) rather than gn,m(t) =
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g(t − mT) exp (𝚥2𝜋nF(t − mT)) [242]. Since the TF representation of the
signal is considered, the set of functions is often called a Gabor set [239].
This set is created by means of translation (which shifts pulse g(t) in the time
domain by the time period T) and modulation (which shifts signal g(t) in
the frequency domain by the frequency distance F) of the elementary Gabor
function g(t) of duration Lg expressed in the assumed time units. Using the
operator notation, one can formulate the aforementioned statement as

gn,m(t) = ṪmT ḞnF g(t) = ṪmaḞnbg(t), (4.2)

where Ṫma and Ḟnb denote the translation by a period ma and modulation by
the frequency distance nb, respectively. In other words, elementary function
g(t) is shifted along the specific lattice Λ = aℤ × bℤ = Tℤ × Fℤ in the
time–frequency plane. Parameters (a, b) = (T , F) are called time–frequency
shift parameters and define the distance between consecutive waveforms in
the time and in the frequency domain, accordingly. Thus, one can say that
waveform gn,m(t) is localized at a specific point (mT , nF) in the TF plane. The
exemplary set of functions and the graphical representations of the set of
elementary functions {gn,m(t)} are presented in Figure 4.1. In the discrete-time
form, formula (4.1) can be written as follows:

s[k] =
∑

n,m∈ℤ
dn,mgn,m[k] =

∑
n,m∈ℤ

dn,mg[k − mMΔ] exp[𝚥2𝜋nNΔk], (4.3)

where k denotes the sample’s index in the time domain. In such a case, the
distance between the adjacent pulses is expressed in terms of samples, that is,
two consecutive pulses in time domain are spaced by MΔ[samples] and two
neighboring pulses in frequency domain are spaced by NΔ[samples−1] in fre-
quency domain, respectively. Finally, the duration of the pulse g[k] is equal to
Lg samples.
Since in practical realizations of multicarrier signals, the transmit signals are

organized in the form of transmission frames (or bursts) of the size N × M (i.e.,
one burst consists of M blocks of N subcarriers giving in total N ⋅ M pulses in
one frame), the formulas (4.1) and (4.3) can be rewritten in the following way
[237, 239]:

s(t) =
M−1∑
m=0

N−1∑
n=0

dn,mgn,m(t) =
M−1∑
m=0

N−1∑
n=0

dn,mg(t − mT) exp(𝚥2𝜋nFt), (4.4)

s[k] =
N−1∑
n=0

M−1∑
m=0

dn,mgn,m[k] =
N−1∑
n=0

M−1∑
m=0

dn,mg[k − mMΔ] exp[𝚥2𝜋nNΔk].

(4.5)

The bandwidth of the frequency band occupied by oneGMC-frame of duration
TGMC is equal to FGMC.
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Figure 4.1 Gabor’s elementary functions localized in the time–frequency plane.
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Figure 4.2 Exemplary time–frequency representation of one GMC-frame.

The exemplary representation of one GMC-frame (or GMC-burst) on the
time–frequency plane is shown in Figure 4.2, where the meaning of all cru-
cial variables used in this chapter is illustrated. Note that we slightly change the
meaning of some variables used in Chapter 3 in order to better reflect the time
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and frequency relations of the transmitted pulses on the TF plane. Thus,

• M defines the number of blocks of N parallel pulses in one GMC-frame in
the time domain;

• N defines the number of parallel pulses in the frequency domain transmit-
ted in one block of the GMC-frame, which is equivalent to the number of
subcarriers and usually the (I)FFT size;

• N ⋅ M is the total number of pulses in one GMC-frame;
• T is the time distance between the consecutive pulses;
• F is the frequency distance between the adjacent pulses in the frequency

domain (subcarrier frequency distance, formerly denoted as Δf in Chapter
3);

• MΔ is the time distance between the consecutive pulses (in samples, i.e., in
the case of discrete representation of the signals);

• NΔ is the frequency distance between the adjacent pulses (in discrete repre-
sentation of the signal spectra);

• Δt is the time distance between the consecutive samples in the time domain;
• Δf is now the frequency distance between the consecutive spectrum samples

in the frequency domain;
• Lg , L

𝛾
denote the duration of pulse g or 𝛾 (introduced later in this chapter)

and expressed in samples;
• TGMC denotes the duration of one GMC-frame;
• FGMC denotes the bandwidth of the occupied frequency band of one

GMC-frame.

The series coefficients dn,m ∈ l2(ℤ × ℤ) are obtained by means of projection
of the time-domain signal on the two-dimensional (time–frequency) plane, or
more precisely on the set of the elementary functions {gn,m}. Such an opera-
tion can be realized by the Gabor transform or Short-Time Fourier Transform
(STFT) [238, 239, 241]. In digital communications, these coefficients can be
interpreted as data symbols (e.g., QAM, PSK symbols). In such a case, the set
of elementary functions is the set of N ⋅ M information-bearing pulses spread
over the time–frequency plane. Hence, s(t) (or its sampled version s[k]) is the
transmitted signal representing a set of data symbols. The received signal, r(t)
(or r[k]), has to be filtered appropriately in the bank of analysis filters {𝛾n,m}
in order to recover the transmitted data dn,m. The duration of pulse 𝛾(t) equals
L
𝛾
of the assumed time units (or in a case of discrete representation of this

pulse 𝛾[k] – L
𝛾
samples). Further information regarding the issues related to

the design of the pulse pair (g(t), 𝛾(t)) is provided in the next sections.

4.1.1 Frame Theory and Gabor Transform

In this section, some theoretical background of the frame theory and Gabor
transform is provided [80–82, 84, 93, 238–240, 243, 244]. In the most popular
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approach (i.e., in the engineering applications), the orthogonal (or even
orthonormal) bases of functions are used for signal expansions. The basis
is defined as a set of functions {gi(t)}, where i ∈ 𝕀 and 𝕀 is the countable set
of indices 𝕀 = ℤ (or 𝕀 = ℤ2 in a sense of two-dimensional, Weyl–Heisenberg
system) for which two main properties of the signal expansion can be
defined [82]:

• the possibility of signal expansion (it is also the sufficient condition of the
completeness of the considered basis in the Hilbert space)

s(t) =
∑
i∈𝕀
⟨s(t), gi(t)⟩ ⋅ gi(t), (4.6)

• the fulfillment of the generalized Parseval formula expressed as

||s(t)||2 =∑
i∈𝕀
|⟨s(t), gi(t)⟩|2, (4.7)

where ⟨s(t), g(t)⟩ = ⟨s, g⟩ = ∫ s(t)g(t) dt, and ||s|| =√⟨s, s⟩ define the inner
product and the norm, respectively.

Usually, in most practical realizations, the completeness of the basis is
required, that is, the set of basis functions generates the linear (sub)space,
and in other words, it is possible to recover the expanded signal without any
information loss. Although the orthonormal bases are very useful from a
practical point of view, the nonorthogonal basis, spans, and frames are of high
importance in the context of GMC signaling, which are explained as follows:

• in general, the nonorthogonal basis is a set of functions that are linearly
dependent (thus nonorthogonal) but still span the considered (Hilbert)
space;

• assuming that D is a D-dimensional vector space and [v1, v2,… , vD] is a
set of elements in  , and if every vector in  can be expressed as a linear
combination of all the vectors [v1, v2,… , vD], then [v1, v2,… , vD] spans  . In
other words, span() = span(v1,… , vD) = {λ1v1 + · · · + λDvD ∣ λ1,… , λD ∈
K}, and λi are the scalars in the considered fieldK; one can state that the span
of  can be defined as the set of such elements of  , which are combinations
of vectors [v1, v2,… , vD];

• if the set of basis functions is not linear, it is overcomplete; the overcomplete
set of functions {gi}i∈𝕀 ⊆ 2 is called a frame if and only if there exist two
constants (known as the lower and the upper frame bound) A and B such
that 0 < A ≤ B < ∞, and

A||s||2
2 ≤

∑
i∈𝕀
|⟨s, gi⟩2 |2 ≤ B||s||2

2 . (4.8)

When analyzing the aforementioned definition of a frame, it can be con-
cluded that a frame can be treated as a generalization of the basis. The
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mid-term in the formula (4.8) represents the power of the signal represented
by the frame elements (in our case, functions gi). Thus, the energy of a
signal represented by means of the frame elements is greater than A > 0
and lower than B < ∞. This formula can also be treated as a special form
of the generalized Parseval formula [241]. The frame is called tight if the
lower and upper bounds of the frame are equal [239, 241, 245]. Additionally,
if A = B = 1, the frame is called normalized frame and constitutes an
orthonormal system. Detailed information about the frames in the context
of telecommunication can be found in [239, 241, 245, 246]. A tutorial on the
frame theory has been presented in [247].

Typically, the term basis refers to the linearly independent and complete set
of functions. If one removes some elements from such a set, the completeness
is lost. On the other hand, if one adds some elements to such a defined set, the
linear independence is lost.
In a case of the nonorthogonal signals, a so-called dual frame is required

to recover the original signal from the expanded one by means of the original
frame functions. The set of functions {𝛾i}i∈𝕀 constitutes the dual frame if the
following relation is fulfilled:

s(t) =
∑
i∈𝕀
⟨s(t), gi(t)⟩𝛾i(t). (4.9)

One can state that formula (4.9) generalizes the relation (4.6).
Very often, mainly in the case of time-discrete signals, one has to consider

the square-summable sequences of data symbols of the form {di}i∈𝕀. As
a consequence, the Riesz basis has to be introduced. Formal definition of
the Riesz basis is as follows: a sequence of vectors {gi} constitute the Riesz
basis if for any sequence di two positive constants A and B exist such that
A
∑

i∈𝕀|di|2 ≤ ||∑i∈𝕀di ⋅ gi(t)||2 ≤ B
∑

i∈𝕀|di|2. It means that all possible vectors
obtained by means of the basis vectors are of finite energy if and only if
coefficients di are of finite energy.Thus, Riesz basis is sometimes called a stable
basis. More information about the Riesz basis can be found in [248].
In the context of the signal representation utilizing the nonorthogonal basis

functions, two additional terms have to be introduced.The first one is the defi-
nition of the Weyl–Heisenberg frames. Based on (4.2), one can explicitly define
the translation Ṫma and modulation Ḟnb operators over the function g(t) as
follows:

Ṫmag(t) = g(t − ma), for a ∈ ℝ, (4.10)

Ḟnbg(t) = exp(𝚥2𝜋tnb)g(t), for b ∈ ℝ. (4.11)

In the case of GMC systems introduced in the previous section, a = T and
b = F . Thus, the set of functions {ṪmT ḞnF g(t)} = {gn,m(t)} (and accordingly
in the discrete form) generates the Weyl–Heisenberg frame (also known as



�

� �

�

138 4 Generalized Multicarrier Techniques for 5G Radio

Gabor frame) if two constants A and B exist such that 0 < A ≤ B < ∞, and

A||s||2 ≤ ‖‖‖‖‖‖
∑

(m,n)∈ℤ2

⟨s, gn,m⟩
‖‖‖‖‖‖
2

≤ B||s||2. (4.12)

It can be observed that formula (4.12) is a special case of (4.8). Comprehensive
tutorials about the Weyl–Heisenberg frames can be found in [249, 250].
The term thatmust also be defined is the biorthogonality relation of twobases.

Let {gi}i∈𝕀 and {𝛾i}i∈𝕀 be the basis in a Hilbert space. Two sets of sequences
(vectors) are in the biorthogonal relation if and only if ∀i,j∈ℤ⟨gi, 𝛾j⟩ = 𝛿[i − j],
where 𝛿(⋅) is theKronecker delta function. It can be proved that the basis dual to
the Riesz basis is also a Riesz basis with the inverse frame bounds.Thenecessary
condition for the existence of (bi)orthogonality between two function sets is
that the sampling grid cannot be “too dense,” that is, TF ≥ 1 [82, 239].
In most of the practical realizations of the multicarrier systems (such as

OFDM), the so-called rectangular lattice is applied, which means that the
centers of the transmit pulses (nF ,mT) (or (nNΔ,mMΔ) in case of discrete
representations of signals) create a rectangular grid as shown in Figure 4.3.a.
In other words, it means that the localization of pulses on the time–frequency
plane is identical in every time slot. However, as it will be shown in the
following sections, the rectangular lattice creates some limits with regard of
the overall system capacity.
Every lattice, denoted as Λ, is defined by its generator matrix LR as follows

[244, 251]:

LR =
(

a11 a12
a21 a22

)
, (4.13)

where a11, a12, a21, a22 denote the distances between the neighboring points
(waveform centers) of the lattice. For example, the generator matrix for the

f f

F F

T T

N·F

M·T M·T

N·F

(a) (b)

t t

Figure 4.3 (a) Rectangular lattice, (b) Hexagonal lattice.
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rectangular lattice with time distance T and frequency spacing F is defined as

LR =
(

F 0
0 T

)
, (4.14)

whereas the hexagonal lattice (see Figure 4.3b) is defined as

LR =
(
𝜌F 0.5𝜌F
0 𝜌

−1T

)
(4.15)

and 𝜌 =
√
2∕ 4
√
3. Lattices are also often defined by its density, 𝛿(Λ):

𝛿(Λ) = 1
det(LR)

. (4.16)

Thus, the density of the rectangular lattice (used for OFDM) is equal to

𝛿(Λ) = 1
TF

. (4.17)

As it has been stated, the system defined by the set of functions:
{ṪmT ḞnF g(t)} = gn,m(t) (for T = MΔΔt and F = NΔΔf ) constitutes the
Weyl–Heisenberg frame (or Gabor frame). One can observe that the relation
between distances on time–frequency grid (i.e., MΔ and NΔ) defines the lattice
size. In other words, the lattice size can be characterized by the product of these
numbers, that is, NΔ ⋅ MΔ. This product value is one of fundamental properties
of the considered set of functions gn,m(t) since it defines the completeness and
linear dependence of its elements. One can distinguish three separate classes
of these functions [80–82, 239]:

• when the product of T and F is higher than 1 (TF = NΔΔt ⋅ MΔΔf > 1), the
grid is called undercritical grid, which means that there cannot exist com-
plete Riesz basis for the square-integrable functions; in such a case, the linear
independence of the basis functions is guaranteed;

• when the product of T and F is lower than 1 (TF = NΔΔt ⋅ MΔΔf < 1), the
grid is called overcritical grid, which means that there cannot exist Riesz
basis for the square-integrable functions; however, the existence of frames
(nonorthogonal overcomplete set of functions) is possible. Moreover, frames
with very good time–frequency localizations exist, which means that gn,m(t)
have concentrated energy over the time–frequency plane;

• when the product of T and F is equal to 1 (TF = NΔΔt ⋅ MΔΔf = 1),
the frame is called critical grid, which means that the complete
Weyl–Heisenberg frame exists for the square-integrable functions; however,
the localization of the pulses is very bad (see the Balian–Low theorem [82,
238, 239, 241]).The well-known examples of the orthonormal basis {gn,m(t)}
are the set of rectangular functions and the set of Sinc functions used in
OFDM. The frequency localization (expressed by the means of the second
moment of the frequency-domain representation Gn,m(f ) of a signal, that
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is, ∫ ∞
−∞ f 2|Gn,m(f )|2 df = ∞) in the case of the rectangular function and

the time localization (expressed by means of the second moment of the
time-domain representation gn,m(t) of a signal, i.e., ∫ ∞

−∞ t2|gn,m(t)|2 dt = ∞)
in the case of the Sinc function are extremely bad. The bad time–frequency
localizations means, as a consequence, poor energy concentration on the
time–frequency plane.

It is known that for a large number of subcarriers, the spectral efficiency of
multicarrier systems can be approximated as 𝜂 = 𝛽

TF
[252], where 𝛽 denotes the

number of bits per one data symbol. Assuming that 𝛽 is constant, one can state
that the spectral efficiency depends on the parameters of the time–frequency
grid, that is, distance between pulses in the time domainT and in the frequency
domain F . In other words, spectral efficiency for the rectangular grids can be
defined as the density of the lattice, that is, 𝜂 = 𝛽𝛿(Λ). In addition, the classifi-
cation of the Gabor systems can be done with regard to the lattice type.
In all existing multicarrier communication systems, it is decided to ensure

the linear independence (regarding of the orthogonality property) of the pulses
on the time–frequency plane. In other words, the value of TF cannot be lower
than 1. Itmeans that the spectral efficiency of thesemulticarrier systems cannot
be higher than 𝛽 [bits/Hertz/second] and is reached only in the case of critical
sampling. In this context, the maximum spectral efficiency is achieved in the
standard OFDM transmission, where TF = 1. However, in order to limit the
influence of Intersymbol Interference (ISI), the cyclic prefix is added to every
transmission frame, thus increasing the TF product and decreasing the effi-
ciency.
Another approach is to increase the distance between the pulses and “orthog-

onalize” them in order to ensure perfect signal reconstruction at the receiver. In
such a case, there is no need for the transmission of the cyclic prefix. In addition,
the idea of transmission of nonorthogonal and biorthogonal pulses (if only the
distance between the neighboring pulses on the time–frequency plane is large
enough to limit the self-interference) has been considered [82].
In all the aforementioned examples, the main assumption was to use the

linearly independent set of basis functions, which translates to the relation
TF ≥ 1. However, as it has been shown in some recently published works, that
this constraint can be relaxed [81, 84, 85, 240]. As a consequence, the spectral
efficiency can be increased by proper pulse shaping (and lattice shaping),
since TF can be lower than 1. Accordingly, the transmission is organized
by utilization of the overcomplete, linearly dependent set of functions that
constitute the Weyl–Heisenberg frame.

4.1.2 Short-Time Fourier Transform and Gabor Transform

From (4.3) and (4.6) one can conclude that the expansion coefficients {dn,m}
(or in the sense of the wireless communications – user data symbols) can be
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calculated by means of the STFT of function (signal) s(t). In case of continuous
signals, STFT of s(t) equals:

d(f , t) =
∫

∞

−∞
s(𝜏)𝛾∗(𝜏 − t) exp(−𝚥2𝜋f 𝜏) d𝜏 , (4.18)

and accordingly in the case of discrete signals:

d[fn,m] =
∑

k
s[k]𝛾∗[k − mMΔ] exp[−𝚥2𝜋fnk]. (4.19)

Here, (⋅)∗ denotes complex conjugate. The sampled version of the STFT (i.e.,
decimated in time and in frequency) is the so-called Gabor transform defined
as

dn,m =
∫

∞

−∞
s(𝜏)𝛾∗(𝜏 − mT) exp(−𝚥2𝜋nF𝜏) d𝜏 , (4.20)

and accordingly in the discrete representation of signals:

dn,m =
∑

k
s[k]𝛾∗[k − mMΔ] exp[−𝚥2𝜋nNΔk]. (4.21)

4.1.3 Calculation of the Dual Pulse

As it was mentioned in the previous section, in order to recover the user data
from the transmit signal (represented by means of frame {gn,m(t)}), one has to
use the dual frame {𝛾n,m(t)}. The assumption of the perfect recovery of coef-
ficients dn,m in the case of nondispersive and noise-free channel [64, 82] is
fulfilled when the dual-pulse prototype satisfies the biorthogonality condition.
In such a case, a problem of efficient calculation of the dual pulse arises. Obvi-
ously, the Gabor expansion exists if and only if the following relation is fulfilled:∑

n

∑
m

𝛾
∗
n,m(t′)gn,m(t) = 𝛿(t − t′), (4.22)

or equivalently – after applying the Poisson-sum formula [253]:

2𝜋
TF ∫ℝ

g(t)𝛾∗
(

t − m2𝜋
T

)
exp

(
−𝚥2𝜋n

F

)
dt = 𝛿(n)𝛿(m). (4.23)

When considering the discrete signals, the aforementioned relations shall be
rewritten as follows:∑

n

∑
m

𝛾
∗[k′ − mMΔ]g[k − mMΔ] exp

{
𝚥2𝜋(k − k′)

N

}
= 𝛿[k − k′],

(4.24)

and equivalently – after applying the Poisson-sum formula:
K−1∑
k=0

g[k + qN]𝛾∗[k] exp
[
−𝚥2𝜋pk

MΔ

]
=

MΔ

N
𝛿[p]𝛿[q] (4.25)
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for 0 ≤ p ≤ MΔ − 1 and 0 ≤ q ≤ NΔ − 1 and where K denotes the signal period
(in samples).The relations (4.23) and (4.25) are known as the Wexler–Raz iden-
tity [82, 238, 239]. It is assumed that the so-called oversampling ratio �̃� = K

NΔMΔ

is chosen in such a way that perfect reconstruction is guaranteed, that is, �̃� ≥ 1.
It is also required that NΔ ⋅ N = MΔ ⋅ M = K .The formula (4.24) can be rewrit-
ten in a matrix form, thus allowing for efficient calculation of the dual pulse:

Uγ∗ = 𝜇, (4.26)
where γ∗ is the vector whose elements are the conjugate samples of dual
pulse γ[k], U is the NΔMΔ-by-K matrix, whose elements are defined as
upMΔ+q,k ≡ g[k + qN] exp[ −𝚥2𝜋pk

MΔ
] and 𝜇 is the NΔMΔ dimensional vector given

by 𝜇 = [MΔ

N
, 0, 0,… , 0]T.

However, it must be stressed that if a pair of functions g[k] and 𝛾[k] are not
well-localized (have low value of the second moment) either in the time or in
the frequency domain, the Gabor coefficients (i.e., the inner product of s[k] and
𝛾[k]) do not characterize the signal’s local variation. Moreover, for a selected
pulse shape and the certain time–frequency sampling grid, the dual pulsewould
not be unique.Thus, the problem arises on how to choose the best shape of the
dual pulse.The popular (in the literature) approach is to select a dual pulse that
is closest to g[k] in the sense of the least squared error 𝜖min, that is:

𝜖min = min
U𝛾

∗=𝜇

K−1∑
k=0

|||| 𝛾[k]||𝛾|| − g[k]
||||
2
= min

U𝛾
∗=𝜇

(
1 +

MΔ||𝛾||N
)
, (4.27)

where

||𝛾|| =
√√√√K−1∑

k=0
|𝛾[k]|2. (4.28)

If matrix U is of full rank, the dual pulse of the minimum energy is defined as
𝛾 = UT(UUT)−1𝜇. (4.29)

The straightforward application of the pseudoinverse operation seems to
be impractical. Thus, efficient algorithms (i.e., such that could be applied in
real time) should be used instead of the direct application of (4.29). One can
find some computationally efficient algorithms for calculating the dual pulse
in the literature. Four algorithms for calculation of the dual pulses should
be mentioned, mainly the one using the straightforward formula described
earlier, the fast algorithm described in [254] (where the QR decomposition has
been applied), the one described in [255] (where some specific properties of
matrix U are considered), and the one proposed in [256].
It has to bementioned that several procedures of calculation of the dual pulse

have been proposed in [81, 85] that are dedicated to the case when NΔMΔ < 1,
and some of them take the channel’s characteristics into account.
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4.1.4 GMC Transceiver Design Using Polyphase Filters

It is well-known that the general transceiver of the multicarrier system can be
realized by means of the transmultiplexer, presented in Figure 4.4 [82, 239].
According to [49, 64, 84, 257, 258], one can think of the efficient realization
of the Gabor transform used for the GMC signal generation by means of the
DFT perfect-reconstruction filter bank (see Figure 4.5) [64]. In such a case, a
set of user data (i.e., constituting the Gabor coefficients) {dn,m} is the input to
the synthesis filter bank (N filters defined by Gn[z], that is, the Z transform
of function gn[k]). Then, it passes through the transmission channel, and the
received signal r[k] is analyzed in a so-called analysis filter bank (Γn[z] denotes
the Z transform of the dual pulse 𝛾n[k]). By changing the oversampling factor
MΔ, one defines the time distance between corresponding samples of the con-
secutive waveforms in the time domain.
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Figure 4.4 The structure of the GMC transmultiplexer.
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Figure 4.5 The structure of the GMC transceiver realized by means of the DFT
perfect-reconstruction filter bank.



�

� �

�

144 4 Generalized Multicarrier Techniques for 5G Radio

Furthermore, the idea of a so-called polyphase decomposition [64] can be
applied in order to make the realization of the DFT filter bank evenmore effec-
tive (in terms of the structure complexity and the number of required opera-
tions per one sampling period). In such a case, the analysis and the synthesis
prototype filters (or simply prototypes) are represented by means of polyphase
filters:

G[z] =
N−1∑
n=0

z−(N−1−n)G̃n[zN ], (4.30)

Γ[z] =
N−1∑
n=0

z−nΓ̃n[zN ], (4.31)

where G̃n[z] and Γ̃n[z] are the Z transforms of the polyphase components of the
synthesis and the analysis pulses.The general structure of the transmultiplexer
realized through the IFFT and FFT blocks and the polyphase filter banks is
illustrated in Figure 4.6. There, g̃n[k] and �̃�n[k] denote the impulse responses of
the synthesis and analysis polyphase filters, respectively.
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Figure 4.6 The structure of the GMC transceiver realized with the polyphase filter bank;
applied standard blocks: Serial-to-Parallel (S/P), Parallel-to-Serial (P/S), Digital-to-Analog
(D/A), Analog-to-Digital (A/D), Intermediate Frequency (IF), and Radio Frequency (RF)
conversion.
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4.2 Peak-to-Average Power Ratio Reduction in GMC
Transmitters

In this section, we analyze the problem of high PAPR, in GMC systems [130].
As discussed in Chapters 2 and 3, this is the typical problem of all MC systems
including OFDM and NC-OFDM transmissions. Similar issues occur in other
MC techniques, for example, in the ones using nonorthogonal subcarriers or
filtered subcarrier signals. The PAPR metric, or its square root known as CF,
and the CM are usually used to reflect the influence of a nonlinear element on
the transmitted signal. High values of thesemetrics indicate that the probability
of nonlinear distortions in the transmit signal is also high when a nonlinear ele-
ment, such as Power Amplifier (PA) (or High Power Amplifier (HPA)), is placed
in the transmission chain.These nonlinear distortions usually result from clip-
ping of high-amplitude samples in HPA and have repercussions in the transmit
(amplified) signal, such as the in-band (self ) interference and out-of-band radi-
ation. They lead to the BER degradation at the receiver and to the fact that the
spectral mask (especially the dynamic Spectrum Emission Mask (SEM)) is not
ensured as intended.

4.2.1 Optimization of the Synthesis Pulse Shape for Minimization
of Nonlinear Distortions

Let us consider whether PAPR could be reduced in GMC systems by finding
the advantageous (or optimal) shape of the pulse. The aim of the optimization
is to find the pulse shape g(t) thatminimizes themaximumPAPR value denoted
as PAPRmax. (Note that the actual PAPR may vary for each OFDM symbol and
depends on the data symbolsmodulating subcarriers and the pulse shape, while
PAPRmax is the maximum value that can never be exceeded.) Following [259],
one can define the PAPRmax for the frame-based transmission as

PAPRmax =
1
N

max
0≤k≤Lg−1

(N−1∑
n=0

|gn[k]|
)2

. (4.32)

The optimization considerations should be carried out under the energy con-
straint – the amount of the energy carried by the pulse g[k] should be normal-
ized. Thus, let us consider two theoretical, radically different pulse shapes –
the rectangular pulse (defined as in (4.33)) and the delta pulse (or unit impulse
defined for discrete signals as in (4.34), analogously as the Dirac delta for con-
tinuous signals) that carry the same amount of energy:

ga[k] = AΠ
(

k
N

)
, (4.33)

gb[k] =
√

N ⋅ A𝛿[k]. (4.34)
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In the aforementioned equations,A is the amplitude of the rectangular pulse,N
denotes the IFFT size, Π

(
k
N

)
is the sampled rectangular function of duration

of N samples, and 𝛿[k] is the delta function (unit impulse). In fact, the PAPR
value does not depend on the amplitude of the pulse, soA can be omitted. In the
case of a multicarrier signal without overcritical sampling and with the pulse
duration Lg (in samples) equal to the IFFT size, the maximal PAPR for rectan-
gular pulse is equal to PAPRmax = N , whereas for the delta pulse, PAPRmax is
equal to PAPRmax =

∑N−1
k=0 N = N2. It seems that any pulse shape between the

delta pulse and the rectangular pulse results in N ≤ PAPRmax ≤ N2 and would
deteriorate the PAPR characteristic.
Now, let us consider the overcritical sampling case. Contrary to the OFDM

case, where there is no overlapping of subsequent data blocks (N = MΔ, where
MΔ is the distance between consecutive pulses in samples), any two adjacent
atoms overlap in the time domain.When MΔ = 1, there are N overlapping data
blocks at the output of themodulator.Themaximal PAPR for rectangular pulse
is given by

PAPRmax =
⌈

N
MΔ

⌉
⋅ N , (4.35)

where ⌈⋅⌉ is the ceil function, that is, the nearest integer not lower than the
argument. For the delta pulse, the maximum value of the PAPR metric is the
same as for the critical sampling case. One can observe that only for small dis-
tances MΔ (expressed in the number of samples) between the adjacent atoms
in the time domain, the maximal PAPR values for the two considered pulse
shapes are comparable (see Figure 4.7). The higher MΔ, the lower PAPRmax for
the rectangular pulse.
Let us now consider the g[k]pulse function of longer duration, that is,Lg > N .

For this situation, the theoreticalmaximumvalue of PAPR for rectangular pulse
is defined as

PAPRmax =
⌈

N
MΔ

⌉
⋅ N ⋅

⌈Lg

N

⌉
. (4.36)

For fair comparison, the pulse amplitude of the delta pulse must be increased
to preserve the energy of the pulse function:

gb[k] =
√

Lg ⋅ gb[k] =
√

LgN ⋅ A𝛿[k], (4.37)

and thus,

PAPRmax = Lg ⋅ N . (4.38)

As discussed earlier, the theoretical maximal PAPR value for rectangular
pulse is in most cases (i.e., except for small MΔ) lower than that for the delta
pulse. This effect can be observed in Figure 4.8. Only in the case where the
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Figure 4.7 The comparison between the maximum PAPR values for two different pulse
shapes: rectangular (solid line) and delta pulse (dashed line) versus the distance between
atoms MΔ (in samples) in the time domain.

20 40 60 80 100 120

P
A

P
R

m
a
x

200

400

600

800

1000

1200

Rectangular window

Delta pulse (unit impulse)

Lg = N
Lg = 8N

Lg = 8N

Lg = 7N

Lg = 6N

Lg = 5N

Lg = 4N

Lg = 3N

Lg = 2N

MΔ

Lg = N
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number of samples of the pulse function is slightly higher than the IFFT size,
the theoretical maximal PAPR value for the rectangular pulse for low N is
equal to that value for the delta pulse.

Example Results

Let us verify the analysis presented earlier by computer simulations. In order to
find the optimumpulse shape thatminimizes the PAPR and the CMmetric, the
genetic algorithmshave been applied. Every pulse samplewas represented by an
8-bit gene. For 200 different random chromosomes, at least 10 000 generations
have been produced using the roulette wheel selection method. The obtained
results show that regardless of the relations between N (the IFFT size), MΔ (the
distance between two adjacent pulses in the time domain), and Lg (the number
of samples of the pulse-shaping filter impulse response), the best pulse shape to
minimize the PAPR value is always the rectangular one. The same results have
been obtained with reference to CM.
Another set of simulation experiments aimed at finding the optimal N and

MΔ parameters of the Gaussian pulse shape:

g[k] = exp
(
− 𝜋k2

NMΔ

)
. (4.39)

In the simulations, the same genetic algorithm has been used as the one
described earlier. The parameters N and MΔ have been optimized in the range
from 0 to 1023. The obtained results show that the optimal pulse shape is for
N = MΔ = 1023, that is, the highest values in the considered range. It can be
anticipated that the optimal pulse shape should be described by the relation
g[k] → exp(0) = Π

⌈
k
M

⌉
, that is, by the rectangular pulse.

Finally, CCDF of PAPR has been obtained for some exemplary selected pulse
shapes. They can be observed in Figure 4.9. When looking at the graphs pre-
sented for the GMC signal with various pulse shapes applied for synthesis, one
can observe that the lowest values of CCDF(PAPR0) are obtained for the rectan-
gular pulse, that is, for the conventional OFDM transmission without subband
filtering. Similar results have been obtained for the Cubic Metric.
Let us illustrate the impact of the pulse shape and its duration on the PAPR

value (see Figure 4.10, where the CCDF of PAPR is presented for pulses of long
duration and for N = 256). It is easy to observe that when the pulse duration in
samples Lg is higher than the IFFT order N , the CCDF of PAPR is higher than
that in the case where Lg is equal toN .The linewith trianglemarkers represents
the PAPR characteristic for rectangular pulse and Lg > N (note that this is not
the case of OFDM). Note that this curve is shifted right in comparison with the
reference OFDM curve, where Lg = N . The CCDF of PAPR for Gaussian pulse
(solid line) and that for the dual Gaussian pulse (line with circle markers) show
that changing the pulse shape from rectangular to the Gaussian leads to PAPR
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Figure 4.9 The CCDF(PAPR0) for various pulse shapes (rectangular, Gaussian, Hanning, and
Keiser with 𝛽 = 10).
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Figure 4.11 The CCDF of PAPR for various pulse shapes and Lg = N = MΔ = 128; no PAPR
reduction method applied.

performance degradation. Thus, regardless of the relation between Lg , N , and
MΔ, the best pulse shape in terms of resulting PAPR is rectangular.
Similar conclusions can be drawn when analyzing the results presented in

Figure 4.11, where the CCDF of PAPR has been presented for various pulse
shapes of the same duration (in samples), that is, Lg = N = MΔ = 128. One can
observe that changing the pulse shape from the rectangular one to any other
pulse (that carries the same amount of power) leads to PAPR increase.

4.2.2 Active Constellation Extension for GMC Signals

Let us now focus on the Active Constellation Extension (ACE) method, as
described in Chapter 2.This method seems to be particularly suitable for appli-
cation in the future GMC-based multistandard terminals due to its advantages
over other methods, that is, BER improvement or at least no degradation of the
BER performance due to symbol predistortion and no transmission overhead
(side information) nor additional operations at the receiver. Some interesting
improvements can be proposed for this method, taking the specific properties
of the generic GMC-based multistandard terminal into account.
Application of theACEmethod toGMC signals requires incorporation of the

pulse shape, its duration Lg (in samples), and the TF distance between atoms in
the metric (PAPR or other) definition. The reason is that the GMC-modulated
pulses interfere with the neighboring pulses (on the TF plane). The degree of
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this overlapping depends on the pulse shape, and in the time domain, it is often
called the overlapping factor. The decision concerning predistortion of data
symbols should be made for the whole block of symbols consecutively arriv-
ing in the considered GMC symbol and modulating the subcarriers (unlike in
the case of OFDM and conventional ACE, where this decision can be made for
each OFDM symbol separately). Thus, in the considered case, the ACE metric
is defined as [79]

𝜇n,m = −
∑
k∈I

cos(𝜙n,m,k) ⋅ |sk|pACE , (4.40)

where I is the set of indexes of peaks (samples sk that exceed a predefined
threshold), pACE is the parameter of the method, and 𝜙mnk is the difference
between the phase of the kth output peak sample s[k] and the phase of
dn,mgn,m[k], which is the contribution of the input data symbol dn,m to this
peak. The value of 𝜇n,m indicates to what degree modification of symbol dn,m
can positively affect the decrease of peaks. Note that theoretically there may
be infinite number of elements in the aforementioned summation (in general,
k ∈ ℤ). However, in the frame-based transmission, the finite range of the time
samples (k ∈ I ⊂ 0,… ,K − 1) is considered. However, unlike for the standard
OFDM, when the ACE method can be implemented for distinct OFDM
symbols, in case of GMC and overlapping atoms, the 𝜇n,m,k metric is calculated
for all symbols transmitted in the GMC time–frequency block (or frame),
that is, for all pairs of (n,m) [79]. In practice, the duration of the pulse shape
g[k] and atoms gn,m[k] may be finite and (4.40) can be implemented for one
GMC time-domain symbol in a symbol-based transmission [51]. Moreover,
overlapping of GMC time-domain symbols can be neglected if an appropriate
gap between consecutive GMC frames can be assumed, analogously to the
guard period between symbols in OFDM scheme. By inserting a gap between
consecutive GMC symbols, we do not destroy the main advantageous feature
of GMC transmission, that is, overlapping of the neighboring atoms in
time–frequency domain. Indeed, the neighboring pulses on TF plane overlap
each other, whereas there is no overlapping between the border pulses of two
subsequent GMC frames [79].
Some further modifications to the ACE method have been proposed in [79],

which improve its performance in terms of PAPR and CM reduction for the
GMC signals. One of them is based on the application of a flexible parameter 𝛼,
which scales the constellation outer symbols depending on the value of metric
𝜇n,m defined by (4.40). Another one incorporates the so-called near-threshold
samples in the 𝜇n,m metric definition to avoid the peak regrowth as a conse-
quence of the modification of the constellation shape, which may be the case
particularly in a GMC transmitter with overlapping symbols. Moreover, means
to reduce computational complexity of the ACEmethod applied in these trans-
mitters have been proposed and evaluated in [79]. One of them uses the Inverse



�

� �

�

152 4 Generalized Multicarrier Techniques for 5G Radio

Discrete Gabor Transform (DGT) for the computation of 𝜇n,m, which is rela-
tively low complex because it may use FFT preceded by the bank of polyphase
filters.
Let us also consider application of other PAPR reduction methods to the

GMC transmitted signals, for example, the ones summarized in Table 2.1. In
order to assess the effectiveness of any PAPR reduction method, let us also
introduce a new PAPR reduction gain parameter. The proposed PAPR reduc-
tion gain is defined as follows:

Gprob_level
PAPR = PAPRprob_level

unreduced − PAPRprob_level
reduced , (4.41)

where Gprob_level
PAPR is the PAPR reduction gain at the defined probability level and

expressed in [dB], PAPRprob_level
unreduced is the PAPR value at the given probability level

of the system without PAPR reduction method, and PAPRprob_level
reduced is the PAPR

value at the given probability level of the system after applying the selected
PAPR reduction method.

Example Results

When the modified ACE method using the formula (4.40) is applied for the
cases of GMC signals described above, the resulting PAPR reduction gain is
similar to the effectiveness of the conventional ACEmethod applied forOFDM.
Figure 4.12 shows that the highest PAPR reduction gain is reached for the pulse
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Figure 4.12 CCDF(PAPR0) for rectangular pulse of long duration (Lg > N) – modified ACE
method applied; N = MΔ = 32.
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Figure 4.13 CCDF(PAPR0) for Gaussian pulse of duration Lg > N – modified ACE method
applied; N = MΔ = 32.

of longest duration (Lg = 4 ⋅ N = 128). At the same time, the higher the number
of samples of g[k], the higher the PAPR value.
Different results are obtained for Gaussian pulses of long duration (see

Figure 4.13). Here, the most significant improvement is achieved for the
pulses with the shortest impulse response (small Lg). Moreover, the PAPR
reduction gain is always lower than the one obtained for rectangular pulse (see
Figure 4.12). In both cases of the rectangular pulse and the Gaussian pulse,
20% of input symbols have been predistorted.
Analogous results to these presented earlier have been presented in

Figures 4.14 and 4.15 for overcritical sampling case with the number of sam-
ples of pulse g[k] equal to the IFFT size (Lg = N = 32). The PAPR reduction
gain is dependent on the overcritical sampling ratio N

MΔ
. For fixed N , the higher

the MΔ value, the higher the PAPR reduction gain.
These results are in compliance with the derivations concerning the

pulse-shape optimization presented earlier. When analyzing the obtained
plots, it can be stated again that higher PAPR gain is reached for rectangular
pulse rather than for the Gaussian pulse. Finally, simulation results presented
in Figures 4.12–4.15 show that the effectiveness of the modified ACE method
applied to the GMC signals is similar to the effectiveness of unmodified ACE
method for OFDM, that is, the PAPR reduction gains are comparable.
Further simulations have been carried out to compare the effectiveness

of other PAPR reduction methods that have been enumerated in Table 2.1.
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Figure 4.14 CCDF(PAPR0) for overcritical sampling case – rectangular pulse Lg = N = 32.
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For this purpose, the ACE method with only one iteration has been con-
sidered. The Clipping and Filtering (C–F) method has been tested in two
versions – with one iteration and with five consecutive iterations. In the
Reference Signal Subtraction (RSS) method, the raised-cosine function multi-
plied by the sinc function has been applied. The amplitude of the subtracted
reference function has been arbitrarily chosen to be equal to the half value
of a certain peak. For the Peak Windowing (PW) method, the Gaussian
pulse has been selected. In the Selective Mapping (SLM) case, four different
representations (besides the original one) of the transmitted signal have been
generated to select the GMC symbol with the lowest PAPR value.
In Figure 4.16–4.18, the simulation results are presented, that is, CCDF

of PAPR for the overcritical sampling scenario and Lg = N (Figure 4.16), for
critical sampling and pulse of long duration scenario Lg > N (Figure 4.17), and
for critical sampling scenario Lg = N and nonrectangular (Gaussian) pulse
(Figure 4.18).
The results confirm that PW and C–F (with five iterations) seem to have

the best performance in terms of PAPR and CM reduction. However, it must
be remembered that these methods cause in-band signal distortions and
additional out-of-band radiation. The PAPR reduction gain achieved for ACE
method applied to GMC transmitters with only one iteration is comparable to
the results known from the literature for OFDM. More iterations within the
ACE algorithm would improve its PAPR reduction gain.
Moreover, one should also consider the BER performance of all these meth-

ods. Let us note that only ACE and SLM do not introduce distortion to the
transmitted signal.Therefore, it is important to characterize the effectiveness of
the PAPR reduction methods also in terms of resultant BER versus IBO.These
results are shown in Figure 4.19. They have been obtained for 16QAM trans-
mission with the Rappmodel of SSPA and hard-decision receiver (Figure 4.19).
To observe the influence of PA on the BER characteristic, SNR has been set
to be at least 30 dB. One can conclude that the modified ACE method not
only reduces PAPR and CM described earlier but also improves the BER per-
formance. Obviously, it is the result of the slight power increase when some
symbols are moved in the constellation. Moreover, the most effective PAPR
reduction methods (C–F and PW) seem to degrade BER strongly.
Let us note that if one was to compare BER obtained for various PAPR reduc-

tion methods for a fixed SNR, one would actually compare systems with var-
ious minimum distances between constellation points. This is because in the
ACEmethod, the outer symbols in the constellation are occasionally up-scaled,
and thus, to maintain the average signal energy, the whole constellation should
be scaled down, which reduces the minimum distance. If one compares the
systems with the same minimum distance between constellation points, the
ACE method would outperform other methods even further due to the slight
increase of power.
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Figure 4.16 CCDF(PAPR0) and CCDF(CM0) for overcritical sampling and rectangular pulse
(Lg = N = 128, MΔ = 64).

The ACE method together with its modifications and refinements can
be applied to any pulse-shaped nonorthogonal multicarrier signal, with
various pulse shapes. With the proposed improvements of ACE, the GMC
transmission becomes attractive for future modern communication systems,
such as opportunistic radio, because its major disadvantage (high PAPR) is
diminished.
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Figure 4.17 CCDF(PAPR0) and CCDF(CM0) for rectangular pulse of long duration
(N = MΔ = 128, Lg = 192).
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Figure 4.18 CCDF(PAPR0) and CCDF(CM0) for Gaussian pulse (Lg = N = MΔ = 128).
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Figure 4.19 BER versus IBO for 16 QAM, AWGN channel SNR = 30 dB, SSPA, hard-decision
receiver.

4.3 Link Adaptation in GMC Systems

As discussed in Section 2.4, link adaptation, adaptive modulation, and cod-
ing are advantageous techniques to maximize the bit rate. These techniques
are applied successfully in many contemporary wireless multicarrier systems,
particularly in OFDM transmission. In case of GMC transmission and the TF
representation of signals, the problem of adaptive Power Loading (PL) becomes
two-dimensional.The accurate representation of the power distribution of sig-
nal s(t) on the TF plane is of the highest importance. Here, the application
of the water-filling principle in two-dimensional case is examined based on
various ways of calculation of the time–frequency power distribution of the
signal s(t).

4.3.1 Two-Dimensional Water-Filling

Let us assume the perfect knowledge of the channel gains in time and fre-
quency, or if these values change within the frame duration, an appropriate
channel prediction and estimation have been applied. We start with dividing
the channel frequency band FGMC = NF into infinitesimally small subbands
df in such a way that the channel characteristic could be considered flat in
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frequency band df and invariablewithin the time instant dt.The channel capac-
ity can be calculated using the Shannon formula [66]:

C = 1
TGMC∫FGMC

∫TGMC

log2
[
1 +

P( f , t)|H( f , t)|2
 ( f , t)

]
dtdf , (4.42)

where ( f , t),H( f , t) denote the TF noise power density and the channel char-
acteristic, respectively, at the time instant t and frequency f , P( f , t) denotes the
power assigned to the signal localized at frequency f and the time instant t.
Moreover, TGMC and FGMC denote the frame time duration and the bandwidth
of the frequency band occupied by the GMC signal, respectively. (According to
our notation, TGMC = MT and FGMC = NF .)
As a result of the maximization of C using the Lagrange multipliers, function

P( f , t) that maximizes formula (4.42) has the following form:

P( f , t) =

⎧⎪⎪⎨⎪⎪⎩

Wlevel −
 ( f , t)|H( f , t)|2 for

 ( f , t)|H( f , t)|2 ≤ Wlevel

0 for
 ( f , t)|H( f , t)|2 > Wlevel.

(4.43)

The 2D water-surface Wlevel (the notion of water-surface is used here instead
of water-line to distinguish between one- and two-dimensional water-filling
scheme; in both cases, the termwater-level can be used) can be computed using
the power constraint, which results in

Wlevel ⋅ FGMC ⋅ TGMC = Ptot +
∫FGMC

∫TGMC

 ( f , t)|H( f , t)|2 dtdf . (4.44)

Let us now consider how this 2D water-filling principle relates to the GMC
signal and to the channelmodel. Asmentioned earlier, the subsequent pulses of
the GMC signal can overlap the neighboring pulses both in the time and in the
frequency domain.Thus, any change of the power assigned to one pulse has its
repercussions on the power of the neighboring pulses. This can be understood
as time–frequency self-interference. To include the pulse shape and this
overlapping phenomena into the calculation of the optimal power allocation,
let us represent the transmit signal power as a function of the power assigned
to the time- and frequency-shifted synthesis pulse gn,m(t) and the power
assigned to all respective data symbols dn,m. Let us consider the STFT-based
time–frequency distribution S( f , t) of the transmit signal s(t) defined
by (4.4):

S( f , t) =
∫

∞

−∞

N−1∑
n=0

M−1∑
m=0

dn,mgn,m(𝜏)𝛾∗(𝜏 − t) exp(−𝚥2𝜋f 𝜏)d𝜏
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=
∫

∞

−∞

N−1∑
n=0

M−1∑
m=0

dn,mg(𝜏 − mT)e𝚥2𝜋nF𝜏
𝛾
∗(𝜏 − t)e−𝚥2𝜋f 𝜏d𝜏

=
N−1∑
n=0

M−1∑
m=0

dn,m
∫

∞

−∞
g(𝜏 − mT)e𝚥2𝜋nF𝜏

𝛾
∗(𝜏 − t)e−𝚥2𝜋f 𝜏d𝜏

=
N−1∑
n=0

M−1∑
m=0

dn,mSTFT[gn,m(t)] =
N−1∑
n=0

M−1∑
m=0

dn,mGn,m( f , t). (4.45)

In the aforementioned equations, (⋅)∗ denotes complex conjugate (as before), 𝛾
denotes the analysis function used to represent the signal s(t) on the TF plane,
and STFT denotes Short-Time Fourier Transform operator. One can observe
that the TF representation of the signal s(t) is equivalent to the sum of weighted
TF representations of the original synthesis pulse g(t) denoted as G( f , t), that
is, G( f , t) = STFT(g(t)), and consequently, Gn,m( f , t) = STFT(gn,m(t)). Now,
the power distribution of signal s(t) on the time–frequency plane can be
calculated in the following way:

P( f , t) = 𝔼{|S( f , t)|2} = 𝔼
⎧⎪⎨⎪⎩
||||||

N−1∑
n=0

M−1∑
m=0

dn,mSTFT(gn,m(t))
||||||
2⎫⎪⎬⎪⎭

=
N−1∑
n=0

M−1∑
m=0

𝔼{|dn,m|2|STFT(gn,m(t))|2}

=
N−1∑
n=0

M−1∑
m=0

𝔼{|dn,m|2}|Gn,m( f , t)|2, (4.46)

where 𝔼(⋅) is the expected value. To obtain the final expression of (4.46), we
used the fact that although pulses gn,m(t) and their STFT are not orthogonal,
the data symbols dn,m are mutually independent random variables and their
expected value is zero. Moreover, the aforementioned relation shows that
based on the statistical independence of the user’s data dn,m, the power
distribution on the TF plane can be computed as the weighted sum of the
spectrograms of the synthesis pulse g(t), shifted in time and in frequency. In
other words, formula (4.46) can be rewritten as

P( f , t) =
N−1∑
n=0

M−1∑
m=0

Pdn,m
⋅ Pgn,m

( f , t), (4.47)

where Pdn,m
is the power assigned to the data symbol dn,m, and Pgn,m

( f , t) =|Gn,m( f , t)|2 is the STFT-based power density of pulse gn,m(t) (g(t) shifted to
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the (n,m) location in the time–frequency plane). Let us note that

Gn,m( f , t) = STFT(gn,m( f , t))

=
∫

∞

−∞
g(𝜏 − mT)e𝚥2𝜋nF𝜏

𝛾
∗(𝜏 − t)e−𝚥2𝜋f 𝜏d𝜏

=
∫

∞

−∞
g(𝜏 − mT)𝛾∗(𝜏 − t)e−𝚥2𝜋( f −nF)𝜏 d𝜏. (4.48)

By substituting 𝜏 ′ = 𝜏 − mT , we obtain

Gn,m( f , t) =
∫

∞

−∞
g(𝜏 ′)𝛾∗(𝜏 ′ − (t − mT))e−𝚥2𝜋( f −nF)(𝜏 ′+mT) d𝜏 ′

= e−𝚥2𝜋( f −nF)mT G0,0( f − nF , t − mT). (4.49)

Thus,

|Gn,m( f , t)|2 = |G0,0( f − nF , t − mT)|2. (4.50)

Finally,

P( f , t) =
N−1∑
n=0

M−1∑
m=0

Pdn,m
⋅ Pgn,m

( f , t)

=
N−1∑
n=0

M−1∑
m=0

Pdn,m
⋅ Pg0,0( f − nF , t − mT). (4.51)

Let us now change the indices n and m to n′ and m′, so that

P( f , t) =
N−1∑
n′=0

M−1∑
m′=0

Pdn′ ,m′ ⋅ Pg0,0( f − n′F , t − m′T), (4.52)

and substitute the time variable: t = mT + 𝜏 and the frequency variable: f =
nF + 𝜑, where 𝜑 ∈

(
− F

2
,

F
2

)
and 𝜏 ∈

(
−T

2
,

T
2

)
. In such a case,

P( f , t)||| t = mT + 𝜏

f = nF + 𝜑

= Pn,m(𝜑, 𝜏)

=
N−1∑
n′=0

M−1∑
m′=0

Pdn′ ,m′ Pg0,0(nF + 𝜑 − n′F ,mT + 𝜏 − m′T)

=
N−1∑
n′=0

M−1∑
m′=0

Pdn′ ,m′ Pg0,0(𝜑 + (n − n′)F , 𝜏 + (m − m′)T).

(4.53)
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The aforementioned formula can be substituted to (4.43):

Pn,m(𝜑, 𝜏) =
N−1∑
n′=0

M−1∑
m′=0

Pdn′ ,m′ Pg0,0(𝜑 + (n − n′)F , 𝜏 + (m − m′)T)

=

⎧⎪⎪⎨⎪⎪⎩

Wlevel −
n,m(𝜑, 𝜏)|Hn,m(𝜑, 𝜏)|2 for

n,m(𝜑, 𝜏)|Hn,m(𝜑, 𝜏)|2 ≤ Wlevel

0 for
n,m(𝜑, 𝜏)|Hn,m(𝜑, 𝜏)|2 > Wlevel

(4.54)

where n,m(𝜑, 𝜏) and Hn,m(𝜑, 𝜏) denote the TF representation of the
noise power density and the TF channel characteristic, respectively, in the
(mT + 𝜏)-th time domain and the (nF + 𝜑)-th frequency location. Let us
assume that in the rectangular areas determined by (𝜑, 𝜏), that is, areas of size
F-by-T around atoms, whose location on the TF grid is defined by (n,m)-th
atom position, the channel TF characteristic and the noise power density
are constant, that is, n,m(𝜑, 𝜏) = n,m and Hn,m(𝜑, 𝜏) = Hn,m. (Similarly, in
case of OFDM, we assume flat fading in the subchannel defined around each
subcarrier.)
By integrating function (4.54) over the mentioned rectangular areas (over

possible values of 𝜑 and 𝜏) in the GMC frame, we obtain the following result:

1
TF ∫

F
2

− F
2
∫

T
2

− T
2

Pn,m(𝜑, 𝜏)d𝜏d𝜑 =
N−1∑
n′=0

M−1∑
m′=0

Pdn′ ,m′ ⋅

1
TF ∫

F
2

− F
2
∫

T
2

− T
2

Pg0,0(𝜑 + (n − n′)F , 𝜏 + (m − m′)T)d𝜏d𝜑. (4.55)

Let us denote

𝜓gn,m
= 1

TF ∫

F
2

− F
2
∫

T
2

− T
2

Pg0,0(𝜑 + nF , 𝜏 + mT)d𝜏d𝜑, (4.56)

which can be interpreted as the part of the power of impulse g0,0 observed in
the F-by-T rectangular area around (n,m)-th atom location on the TF grid in
a GMC frame. Thus,

N−1∑
n′=0

M−1∑
m′=0

Pdn′ ,m′ ⋅ 𝜓gn−n′ ,m−m′

=

⎧⎪⎪⎨⎪⎪⎩

Wlevel −
n,m|Hn,m|2 for

n,m|Hn,m|2 ≤ Wlevel

0 for
n,m|Hn,m|2 > Wlevel ,

(4.57)
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and finally, the closed-form formula for water filling in the time- and
frequency-dispersive (fading) channels (power loading in a GMC transmitter)
is the following:

Pdn,m
=
⎧⎪⎨⎪⎩

Wlevel

𝜓g0,0
−

Υn,m

𝜓g0,0
for Υn,m ≤ Wlevel

0 for Υn,m > Wlevel,

(4.58)

where

Υn,m =

n,m + |Hn,m|2∑ (n′
,m′) ∈ ℤ′

(n′
,m′) ≠ (n,m)

Pdn′ ,m′ ⋅ 𝜓gn−n′ ,m−m′

|Hn,m|2 , (4.59)

ℤ′ = {(n,m) ∈ ⟨0, 1,… ,N − 1⟩ × ⟨0, 1,… ,M − 1⟩}, and here, × denotes the
Cartesian product. It is worthmentioning that𝜓g0,0Pdn,m

∕Υn,m can be interpreted
as the Signal-to-Interference-plus-Noise Ratio (SINR) for the considered pulse
location (n,m). Moreover, interference here means self-interference, that
is, the one originating from other shifted pulses representing the same
signal:

n,m = |Hn,m|2 ∑
(n′

,m′) ∈ ℤ′

(n′
,m′) ≠ (n,m)

Pdn′ ,m′ ⋅ 𝜓gn−n′ ,m−m′ . (4.60)

Assuming that the useful power of an atom is in the rectangular F-by-T area
around its location, while the rest of its power constitutes interference to other
atoms, and that the values of Hn,m and n,m are constant in these areas, we
could actually use a different initial formula than (4.42):

C =
N−1∑
n=0

M−1∑
m=0

log2

[
1 +

Pdn,m
𝜓g0,0 |Hn,m|2

n,m + n,m

]
, (4.61)

and obtain the same water-filling results.
Formulas (4.58) and (4.59) show that the optimal power allocation to a par-

ticular pulse representing the dn,m data symbol depends on the power allocated
to all other pulses. To find a joint solution to this problem, one needs to solve a
set of NM equations with NM unknown variables, with the powers allocated to
all of the NM pulses, and a set of inequalities representing constraint for non-
negative power assignments. For this purpose, (4.58) can be rewritten in the
matrix form:

Pg ⋅ Pd = X (4.62)
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where

Pg =

⎛⎜⎜⎜⎜⎜⎝

𝚿g0,0 𝚿g0,1 · · · 𝚿g0,N−1

𝚿g1,0 𝚿g1,1 · · · 𝚿g1,N−1

⋮ ⋮ ⋮ ⋮

𝚿gN−1,0
𝚿gN−1,1

· · · 𝚿gN−1,N−1

⎞⎟⎟⎟⎟⎟⎠
(4.63)

and

𝚿gn,n′
=

⎛⎜⎜⎜⎜⎜⎜⎝

𝜓gn−n′ ,0−0
𝜓gn−n′ ,0−1

· · · 𝜓gn−n′ ,0−M+1

𝜓gn−n′ ,1−0
𝜓gn−n′ ,1−1

· · · 𝜓gn−n′ ,1−M+1

⋮ ⋮ ⋱ ⋮

𝜓gn−n′ ,M−1−0
𝜓gn−n′ ,M−1−1

· · · 𝜓gn−n′ ,M−1−M+1

⎞⎟⎟⎟⎟⎟⎟⎠
, (4.64)

Pd = (Pd0,0
Pd0,1

· · · Pd0,M−1
· · · PdN−1,0

PdN−1,1
· · · PdN−1,M−1

)T, (4.65)

X = (X0,0 X0,1 · · · X0,M−1 · · · XN−1,0 XN−1,1 · · · XN−1,M−1)T. (4.66)

In the X vector, the elements are defined as Xn,m = Wlevel −
n,m|Hn,m|2 . The solution

of the TF power allocation problem in GMC transmission can be obtained by
solvingmatrix equation (4.62). However, the calculated power values cannot be
negative, and thus, apart from solving the set of equations, the following set of
inequalities (constituting constraints to the power-optimization problem) has
to be solved:

∀dn,m ∶ Pdn,m
≥ 0 ∧ Wlevel ≥ Υn,m. (4.67)

The parameter Wlevel has to be calculated from the initial condition on the total
power Ptot constraint:

Wlevel ⋅ N ⋅ M = Ptot +
N−1∑
n=0

M−1∑
m=0

n,m|Hn,m|2 . (4.68)

4.3.2 Adaptive Modulation in GMC Transmitters

For the bit- and power-loading purpose, the function from (4.42) has to be
complemented by parameter 𝜌 accounting for a target BEP and defined in
Section 2.4.The goal is now tomaximize the link throughput – as the following
objective function:

C = 1
TGMC∫FGMC

∫TGMC

log2
[
1 +

𝜌 ⋅ P( f , t)|H( f , t)|2
 ( f , t)

]
dtdf . (4.69)

Hence, one can follow the similar path as described earlier. However, the
obtained formula should take parameter 𝜌 into account. In such a case,
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the power assigned to a particular pulse on time–frequency plane can be
calculated as

Pdn,m
=
⎧⎪⎨⎪⎩

Wlevel

𝜓g0,0
−

Υ̃n,m

𝜓g0,0
for Υ̃n,m ≤ Wlevel

0 for Υ̃n,m > Wlevel,

(4.70)

where Υ̃n,m = Υn,m∕𝜌. The water-surface Wlevel (or Wlevel ∶ 𝜓g0,0 ) has to be
calculated from the power constraints as in the power-loading approach.
Yet, integrating both sides of formula (4.70) over time and frequency leads to
the following relation, slightly different from the one obtained for the water
filling:

Wlevel ⋅ N ⋅ M

= Ptot +
N−1∑
n=0

M−1∑
m=0

n,m + (1 − 𝜌)|Hn,m|2∑ (n′
,m′) ∈ ℤ′

(n′
,m′) ≠ (n,m)

Pdn′ ,m′𝜓gn−n′ ,m−m′

𝜌|Hn,m|2 .

(4.71)
One can observe that now, the water-surfaceWlevel depends on the power levels
Pdn′ ,m′ assigned to all data symbols dn′,m′ . In such a situation, the power values
Pdn′ ,m′ have to be calculated jointly with the water-surface value Wlevel, that is,
the set ofN ⋅ M + 1 equations has to be solved.Moreover, the set of inequalities
constituting nonnegative power constraints have to be satisfied:

Υ̃n,m =

n,m + |Hn,m|2∑ (n′
,m′) ∈ ℤ′

(n′
,m′) ≠ (n,m)

Pdn′ ,m′ ⋅ 𝜓gn−n′ ,m−m′

𝜌 ⋅ |Hn,m|2 ≤ Wlevel (4.72)

for all (n,m) pairs. The set of equations can also be represented in the matrix
form as it was in the case of the power loading for the GMC transmitter.
The matrices defined for the power-loading problem have to account for the
changed water-surface Wlevel due to determined BEP and associated parameter
𝜌. Therefore, one may be able to solve the problem of joint water-surface
determination and optimal power allocation to the pulse locations.
Finally, once we determine the power allocation for a given target BER, the

assignment of bits to the respective TF locations can be done according to the
formula similar to (2.21):

n,m = 1 +
𝜌Pdn,m

𝜓g0,0 |Hn,m|2
n,m + n,m

. (4.73)

Note that the result of (4.73) is purely theoretical, where n,m can be non-
integer. The theoretical approach presented earlier requires solving of the
large matrix equation and the set of inequalities, which is impractical from
the real-time implementation point of view. Practical and possibly suboptimal
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solutions have to be found to reduce its computational complexity. They are
discussed in the next paragraphs.

4.3.3 Application of theModified Hughes–Hartogs Algorithm in GMC
Systems

One of the well-known bit- and power-loading algorithm of practical meaning
is the one proposed by Hughes–Hartogs [260]. Its main idea bases on itera-
tively increasing number of bits assigned to each subcarrier, which depends
on the amount of power required to transmit one additional bit on this
subcarrier. The consecutive bits are assigned to the subcarrier, for which the
smallest amount of power is required to send one additional bit. Next, the
modification of the Hughes–Hartogs algorithm for the TF-represented signals
is briefly presented [67, 261]. The first modification extends the conventional
algorithm to the two-dimensional signals (defined in time and frequency),
but still orthogonal and not interfering in both dimensions. Thus, in order to
directly extend the Hughes–Hartogs algorithm to two dimensions, we assume
that the atoms’ energies are concentrated in the F-by-T areas around their
locations on the TF grid, or that they are orthogonal, so that ∀(n,m) ∶ n,m = 0.
This 2D Hughes–Hartogs algorithm will serve for further comparisons of
the bit- and power-loading performance when possible overlapping of the
transmitted pulses (atoms) in time and frequency is considered and also when
this overlapping and the lack of orthogonality of the pulses are neglected.
First, in the initialization phase, the incremental matrix for each time and

frequency location is defined. In this matrix, the rows relate to the possible
numbers of bits per symbol (constellation sizes), and the columns relate to
all possible pulses TF-locations in a considered frame (see Figure 4.20). Each
element of this matrix denotes the amount of power required to transmit the
minimum number (q) of additional bits to go from one allowable constella-
tion to the next one (e.g., q = 2 when M-QAM constellations are considered):
ΔPi,n,m = Pi,n,m − Pi−1,n,m , where Pi,n,m is the transmit power needed at the pulse

n = 0

m = 0 m = 1

n = 0n = 1 n = N–1 n = N–1 n = N–1

m = M–1

n = 0 n = 1 n = 1
~b = log2

b = 2q

b = q

b = 0

Figure 4.20 The incremental matrix for the two-dimensional Hughes–Hartogs algorithm; b
– number of bits.
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location (n,m) to transfer b = iq bits per symbol at a required (and prede-
fined) BEP, and i is the row index. The column index j is defined by n and m:
j = m ⋅ N + n + 1. Note that ∀(n,m) ∈ ℤ′ ∶ P0,n,m = 0. Values Pi,n,m can be cal-
culated from (4.73), assuming n,m = 0:

Pi,n,m = (i,n,m − 1)
n,m

𝜌𝜓g0,0 |Hn,m|2 , (4.74)

wherei,n,m is the constellation order assigned to the pulse localized at (n,m)
point on the TF plane, andi,n,m = 2iq. The value ofi,n,m is upper-bounded
by a maximum constellation order considered in the algorithm (i,n,m ≤ ̃).
After the initialization phase, the main loop of the algorithm is executed.The

modified two-dimensional algorithm is presented in Table 4.1. The major dif-
ference between this algorithm and the conventional one is in the size of the
incremental matrix.
The general assumption in the case Hughes–Hartogs algorithm is the

orthogonality of signals baring the information bits. This is not the case for
the GMC transmission with overlapping nonorthogonal pulses. Assume that
in the initial phase of the algorithm, the Pi,n,m values are calculated by taking
the self-interference n,m observed at any (n,m) TF location into account,

Table 4.1 The two-dimensional Hughes–Hartogs algorithm.

Initialization phase:
Fill in the incremental-power matrix, assign b = 0 to each pulse that is, fill in the
vector BHH = {bj}, j = 0, 1,… ,N ⋅ M − 1 with zeros, and set: Pact ∶= 0, Bact = 0

Main loop:

1) Find the smallest value ΔPi,n,m, that is, the indices of the selected cell: row i⋆ and
column j⋆ = m⋆ ⋅ N + n⋆ + 1

2) Assign q more bits (e.g., q = 2 for QAM) to the pulse localized at (n⋆
,m⋆) point on

the TF plane;

3) Increment bj⋆ by q in vector BHH

4) Move all terms of column j one place up (in terms of indices): ΔPi⋆,n,m ∶= ΔPi⋆+1,n,m

5) Update the actual number of bits Bact and power Pact to be transmitted: Bact = Bact +
q, Pact = Pact + ΔPi⋆,n⋆,m⋆

6) If Bact ≤ Btot ∧ Pact ≤ Ptot go to the step 1; otherwise, finish the loop.

Result:
The number of bits assigned to each pulse is in vector BHH.
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that is,

Pi,n,m = (i,n,m − 1)
n,m + n,m

𝜌𝜓g0,0 |Hn,m|2
= (i,n,m − 1)

n,m + |Hn,m|2∑ (n′
,m′) ∈ ℤ′

(n′
,m′) ≠ (n,m)

Pi,n′,m′ ⋅ 𝜓gn−n′ ,m−m′

𝜌𝜓g0,0 ⋅ |Hn,m|2 .

(4.75)

Note that for a given number of bits b = iq and for all (n,m) pairs, (4.75) defines
the set of NM linear equations that can be easily solved. This way, every row in
the incremental matrix can be filled with the elements obtained from the solu-
tion of this set of equations. However, the main loop of the Hughes–Hartogs
algorithm cannot be executed as in Table 4.1. This is because assigning more
power and increased number of bits to one atom creates higher interference
to other neighboring atoms, so that the incremental powers calculated in the
former phase for these atoms are not correct anymore. One should recalcu-
late all incremental powers for all positions in the incremental power matrix in
each iteration of the Hughes–Hartogs algorithm; however, this would be highly
computationally complex solution.

Example Results

Computer simulations have been carried out to look at the performance of the
Hughes–Hartogs algorithm for bit- and power loading in the GMC transmis-
sion. For this purpose, N = 16 and M = 32 have been assumed. Consequently,
the TF plane has the dimensions 32-by-16, and the number of pulses in a GMC
frame equals NM = 512. The constraint of the total transmit power has been
set to the valueM times higher than the normalized power of the signal in every
time instant.The synthesis function g(t) has been the Hanning window (pulse).
To obtain the TF power distribution of the synthesis pulse g(t), the STFT spec-
trogram has been calculated using the Gaussian pulse as the analysis function.
The example fading channel model with Ls = 12 paths of exponentially decay-
ing power has been selected. The assumed target BER for an uncoded system
has been equal to BER = 10−3, while the maximum number of bits per the con-
stellation point has been equal to 10 (̃ = 210), and the minimal increment of
bits transmitted by a single atom has been q = 1.
The 2D Hughes–Hartogs algorithm has been tested in its two versions: the

one that assumes the orthogonality of pulses (although in the simulation setup,
they are not orthogonal), and the complex one that takes all the self-interference
into account, as discussed in the previous paragraphs. A number of channel
instantiations have been generated to average the results. An example TF chan-
nel characteristic is presented in Figure 4.21. The shades of gray in the rect-
angular areas denote the absolute value of the channel characteristic in the
atoms locations. In Figure 4.22, one can see the results of the two versions of
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Figure 4.21 Example TF channel characteristic. (Kliks and Bogucka, 2009 [67]. Reproduced
with the permission of EUSIPCO 2009.)

the Hughes–Hartogs algorithm for this particular example. Note that the bit
allocation resulting from the modified version, taking the self-interference into
account seems to better reflect the adjustment to the channel TF characteristic.
Let us now consider the achievable channel capacity versus an SNR for the

selected methods. Two variants of pulses overlapping have been considered
– strong and weak overlapping. In the case of strong overlapping, the pulse
duration LgΔt has been more than two times longer than the time distance
between consecutive pulses T , whereas for the weak-overlapping case – the
pulse duration has only been around 1.2 times longer than T . The results are
presented in Figure 4.23. One can observe that the channel capacity versus
the average SNR is higher for the GMC-system-modified Hughes–Hartogs
algorithm than for the simple (original, assuming orthogonality of pulses) 2D
Hughes–Hartogs algorithm, regardless of the type of overlapping.

4.3.4 Remarks on Link Adaptation in the GMC Transmission

Apart from the Hughes–Hartogs algorithm, a number of other practical
algorithms for bit- and power loading have been considered for the application
in the GMC transmission together with their necessary modifications to
account for two-dimensional signaling and the lack of orthogonality of the
applied pulses. For example, the well-known Campello algorithm proposed in
[262] has been considered in [263], and some simplifications to calculate the
bit- and power allocations to the transmitted atoms have been suggested.
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Figure 4.22 Bit assignment using: (a) original two-dimensional Hughes–Hartogs algorithm,
(b) Hughes–Hartogs algorithm modified for GMC transmission. (Kliks and Bogucka, 2009
[67]. Reproduced with the permission of EUSIPCO 2009.)

The aim of the algorithms proposed by Hughes–Hartogs and by Campello
is to optimize the usage of the transmit power. Quite different approach has
been proposed by Fischer and Huber [264]. The authors have stated that there
is no need to reach the system capacity in practice. Instead of maximizing the
throughput, they find a way to transmit fixed data rate with fixed power at
the lowest error rate possible. Based on these assumptions, the authors have
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Figure 4.23 Channel capacity versus SNR obtained for original and modified
Hughes–Hartogs algorithm for two cases: strong and weak overlapping (defined earlier).
(Kliks and Bogucka, 2009 [67]. Reproduced with the permission of EUSIPCO 2009.)

derived the formula that allows to find the number of bits to be assigned to
each subcarrier with the assumed bound on the highest probability of the erro-
neous decision at the receiver. In the next step, the number of assigned bits is
rounded to the closest allowable value, and the final adjustment of the bit and
power allocation is realized.
Themain idea of the algorithmproposed byChow et al. [265] is to allocate the

assumed total number of transmit bits among the subcarriers inmuch less com-
plex way as it is done in theHughes–Hartogs algorithm [260]. It is assumed that
the initial power distribution among subcarriers is uniform and transforms to a
number of bits that can be transmitted by taking the SNR value at each subcar-
rier into account.Then, subsequently, in every iteration, the number of assigned
bits and power levels are decreased, until the rate and power requirements are
met.Themodification of the original Chow algorithm to theGMC transmission
is straightforward. In particular, instead of SNR for each subcarrier, the SINR
value for each pulse in the TF plane should be calculated. Recall that SINR in
the GMC case can be calculated as SINRn,m = Pdn,m

𝜓g0,0∕Υn,m. Similarly, as in
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the case of the Hughes–Hartogs algorithm, the change of the power at a single
atom location (n,m) changes the values of SINR at all other locations, so that
these values have to be recalculated in each iteration of the Chow algorithm.
We shall conclude that adaptive bit- and power loading for the GMC

transmitters is relatively simple when the transmitted pulses are orthogonal
or well-localized in the time or in the frequency domain. In such a case,
the standard adaptive modulation algorithms developed for OFDM can be
easily extended to the 2D signals. However, when the pulses overlap in time
and frequency in a way that they create significant self-interference in the
transmitted signal, the standard algorithms cannot be applied, and they must
be altered to account for the mutual dependence of these pulses. This in turn
increases their computational complexity significantly.
When discussing the aspects of link adaptation, one should also consider

adaptive modulation and coding, that is, when a pair of the modulation con-
stellation and the coding scheme is selected adaptively. For practical reasons,
the coding scheme is usually selected for a block of resources (for a block of
subcarriers or for the so-called basic resource block in an LTE system). This
modulation and coding adaptation is usually based on reading the Look-up
Table (LUT), where these values are stored for various SNR.

4.4 GMC Receiver Issues

One of the advantages of OFDM when compared with a single-carrier trans-
mission is that the complexity of channel estimation and equalization can be
significantly reduced [53, 96, 244].There, subchannels defined in the vicinity of
each subcarrier frequency (i.e., the fragment of frequency band corresponding
to this subcarrier) can be treated as flat fading and constant in a certain period
of time. This is because (i) subcarriers are orthogonal in the defined orthogo-
nality period, (ii) the coherence time is longer than theOFDMsymbol duration,
and (iii) the coherence bandwidth is much higher than the OFDM symbol rate.
Moreover, in order to avoid Inter-Symbol Interference (ISI), a cyclic prefix is
placed before the transmitted symbol. Such specific features of OFDM signals
enable the channel coefficients can be easily calculated, and the influence
of the channel can be equalized in the frequency domain [53, 266–268].
Consequently, an OFDM receiver can be practically realized by means of
serial-to-parallel converter and FFT module, followed by a simple equalizer
consisting of single-tap adaptive filters operating in the frequency domain.
However, in general, when overlapping between neighboring pulses in the TF

plane is allowed, and the application of the cyclic prefix is not obligatory, the
receiver structure has to bemodified. It is well known that the filter-bank-based
structure, widely used in the context of transmultiplexers, can be treated as a
form of generic receiver structure (see Figure (4.4) as the reference) [49, 64,
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84]. In such a case, the received signal is first filtered in the bank of properly
designed filters followed by the FFT module and the equalizer. As discussed
earlier in this chapter, the transmitted pulses adjacent in TF plane may over-
lap each other, may not be orthogonal, and the self-interference phenomenon
(i.e., interference between neighboring pulses in the time and in the frequency
domain) may occur in the GMC signal already at the transmitter output. Thus,
signal receptionmethods have to account for this self-interference, for example,
the iterative interference cancellationmethods, widely used formultiuser inter-
ference cancellation [269, 270], can be applied at the GMC receivers. It has
to be mentioned that some GMC-like signal reception proposals have been
presented in the state-of-the art literature [51, 52, 80, 84, 85, 240]. Next, we
examine some interference cancellationmethods for theGMC signals.We con-
sider the transmit pulses constituting an overcomplete setwhen it is impossible,
in general, to create a unique transmit–receive pair of pulses.

4.4.1 Received Signal Analysis

As it has been stated earlier in this chapter, the GMC signal can be represented
as

s[k] =
∑
m∈ℤ

N−1∑
n=0

dn,m ⋅ gn,m[k], (4.76)

where s[k] (k ∈ ℤ,ℤ being the set of integers) is the discrete-time signal belong-
ing to the complex Hilbert space of square-summable sequences l2, {dn,m} are
the so-called frame coefficients, N is the number of subcarriers, and {𝛾n,m[k]}
is a sequence of basis functions, defined as [51, 82, 240]:

gn,m[k] = g[k − mMΔ] ⋅ exp{𝚥2𝜋n(k − mMΔ)∕N}. (4.77)

As it has already been mentioned, MΔ is the time spacing between N parallel
symbols (in samples) modulating N subcarriers, and 𝛾[k] is the shape of the
pulse. In general, frame coefficients {dn,m} can be found by applying the Gabor
transform or STFT [82, 240], described as

dn,m =
∑
k∈ℤ

s[k] ⋅ 𝛾∗n,m[k], (4.78)

where

𝛾n,m[k] = 𝛾[k − mMΔ] ⋅ exp{𝚥2𝜋n(k − mMΔ)∕N} (4.79)

is referred to as the analysis window, and (⋅)∗ denotes the complex conjugate.
The existence of the dual Gabor frame allows for restoration of the data

symbols at a GMC receiver. Based on the Balian–Low theorem [239], good
TF localization of atoms (concentrated around the (n,m) coordinates on the
discrete TF plane) results in reduced ISI and Inter-carrier Interference (ICI)
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and allows for the omission of the guard periods necessary in the case of OFDM
[51, 82, 240, 271].
Let us focus on the transmission schemes using nonorthogonal pulses, where

the basis functions are linearly dependent and create an overcomplete set (the
overcritical sampling case). Such assumptions lead to the situationwhen typical
reception methods, known for the OFDM-based systems, cannot be applied in
order to recover the user data correctly [80, 85].The reason for such a situation
is that the arbitrarily selected two-dimensional set of complex values (corre-
sponding to the user data) may not be a valid result of the application of STFT
for any signal [237], that is, there is no real time-domain signal for which the
considered two-dimensional set of complex values constitutes its time-domain
representation that can be obtained by the application of STFT or Gabor trans-
form. On the other hand, for an overcomplete set of basis functions, dual func-
tions (pulses, windows) are not unique. However, it has been proved that in the
case where the set of input values is strictly defined, that is, the number of pos-
sible values that can be chosen is limited (e.g., the set of all constellation points
from theM-QAM set), it is possible to define a unique pair of transmit–receive
pulses that allow for perfect reconstruction of the transmitted data [80].
In order to extract the desired signal and the interference term, let us analyze

the received signal, in case of the ideal (nondistorting) channel, that is,

d̃n,m =
∑
k∈ℤ

r[k] ⋅ 𝛾∗n,m[k]

=

Desired signal
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

dn,m

∑
k∈ℤ

gn,m[k] ⋅ 𝛾∗n,m[k] +

Self-interference
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞∑

(n′
,m′) ∈ ℤ′

(n′
,m′) ≠ (n,m)

∑
k∈ℤ

dn′,m′gn′,m′ [k] ⋅ 𝛾∗n,m[k]

+

Colored Noise
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞∑
k∈ℤ

𝑤[k] ⋅ 𝛾∗n,m[k], (4.80)

whereℤ′ is the Cartesian product of the sets of indexes n andm (ℤ′ = {(n,m) ∈⟨0, 1,… ,N − 1⟩ × ⟨0, 1,… ,M − 1⟩}),𝑤[k] is the noise sample at the k-th sam-
pling moment. The received and demodulated signal, even in the case of an
ideal channel, suffers from the self-interference coming from the neighboring
(in time and frequency) pulses carrying the user data dn,m. Even when the syn-
thesis and analysis pulses are unique, and although it is theoretically possible to
recover the user data perfectly (i.e., d̂n,m = dn,m), the self-interference between
neighboring pulses cannot be canceled ideally in the practical implementation
of such systems. This is because in practice, the pulses have to be finite (e.g., in
the time domain), and in theory, very often at least one of the dual pulse pair is
of infinite duration. Thus, the residual interference exists causing degradation
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of SINR. It gets evenworsewhen the overcomplete basis is used (the overcritical
sampling is applied, that is,MΔ ≤ N), because then, the dual window for a given
synthesis function is not unique and standard processing cannot be applied
[80, 85]. Furthermore, due to the limitations of practical implementation of
the (even unique) transmit and receive pulse pair, the biorthogonality prop-
erty is not fulfilled.This is the reason why the self-interference term in formula
(4.80) exists. Moreover, the lack of biorthogonality causes degradation of the
desired part of the received signal, since the expression

∑
k∈ℤ gn,m[k] ⋅ 𝛾∗n,m[k] is

not equal to 1.
It is worth mentioning that due to the filtering on the receiver side, the

observed noise is no longer white. It can be observed in formula (4.80), where
the last term refers to the colored noise [272–274].The presence of the colored
noise implies that specific reception methods (including, for example, the
Cholesky factorization [275] or application of the noise-plus-interference
whitening matched filters [269, 276, 277]) could be considered.
In case of the multipath fading channel, formula (4.80) can be rewritten as

follows:
d̃n,m =

∑
k∈ℤ

r[k] ⋅ 𝛾∗n,m[k] = Hn,mdn,m

∑
k∈ℤ

gn,m[k] ⋅ 𝛾∗n,m[k]

+
∑

(n′
,m′) ∈ ℤ′

(n′
,m′) ≠ (n,m)

∑
k∈ℤ

Hn′,m′dn′,m′gn′,m′ [k] ⋅ 𝛾∗n,m[k] +
∑
k∈ℤ

𝑤[k] ⋅ 𝛾∗n,m[k]

= Hn,mdn,m

∑
k∈ℤ

gn,m ⋅ 𝛾∗n,m[k] + ̃n,m + ̃n,m, (4.81)

where Hn,m represents the channel coefficient corresponding to the user data
localized at time–frequency point (n,m). Moreover, ̃n,m and ̃n,m denote
the residual interference and the colored noise, respectively, observed in
the time–frequency symbol location (n,m) at the output of the receiver
analysis filter. It is assumed that the channel gain is constant in the vicinity
of each pulse, that is, in the rectangular area of size F-by-T around the pulse
center location, so that Hn,m(𝜑, 𝜏) = Hn,m for 𝜑 ∈

(
− F

2
,

F
2

)
and 𝜏 ∈

(
−T

2
,

T
2

)
.

After received signal demodulation and channel equalization, the decision is
taken on the transmitted data: d̂(q)

n,m = {d̃(q)
n,m}. (For simplicity, we omit other

arguments of the decision operator  that may include the set of estimated
channel coefficients {Ĥn,m} and the chosen equalization method.)
One way to cope with the problem of residual self-interference is the

application of the successive or parallel interference cancellation procedures.
Interference cancellation techniques have been widely used in CDMA and
Multiple Input, Multiple Output (MIMO) systems and allow for removal
of the interference components from the received signal [270, 278–282].
For CDMA systems, interference cancellation techniques are used to eliminate
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the multiuser interference from the received signal, for example, in the uplink
transmission, when the base station observes a great number of interfering
signals coming from mobile terminals [280]. Similarly, in the MIMO systems,
there is the need of reduction of the interference between antennas, and the
well-known BLAST algorithm (or its modifications) [283, 284] is used to cope
with this problem [282]. In general, however, two most popular classes of
iterative interference cancellation techniques can be recognized, with their
presentation as follows.

4.4.2 Successive Interference Cancellation (SIC)

The main idea behind the Successive Interference Cancellation (SIC) is to
decode only one particular signal (corresponding to one user in the CDMA
case or to one antenna in the MIMO case) at a time (in a single iteration),
which is of the best reception quality (usually in terms of SINR) among all
other received signals. When this signal is decoded, it is encoded again and
subtracted from the sum of received signals, thus eliminating the interference
caused by it. The procedure is repeated iteratively, until all of the received
signals are decoded. The advantage of such an approach is its effectiveness of
interference cancellation. Through this step-by-step algorithm, it is possible to
cancel one interferer in each iteration and improve the quality of the remain-
ing part of the received signals. Unfortunately, the SIC method has some
disadvantages. One of them is its long processing time and, in consequence,
high delay in the decoding algorithm due to elimination of the interference in
a serial manner. Moreover, the algorithm is prone to the error propagation,
that is, if one signal is incorrectly decoded, the error propagates in the next
successive steps of the SIC algorithm.
Let us discuss adaptation of SIC in the GMC receiver. The goal is to remove

the self-interference between the neighboring pulses (atoms) so that data trans-
mitted by these pulses are decoded subsequently starting from the one with
the highest SINR.The generic block diagram of the SIC receiver adapted to the
GMC signaling is presented in Figure 4.24.
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Detect and decode
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Detect and decode
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pulse from the set
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(1)~

Rn,m
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(2)^

. . .

. . .

Figure 4.24 Generic structure of the GMC-SIC receiver.
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In the first step, the received signal r[k] is transformed to its time–frequency
representation Rn,m (using the Gabor transform or STFT). Next, the strongest
pulse (having the highest SINR) is selected, and the data symbol transmitted
using this pulse is detected, producing the estimate of this symbol d̂(1)

n,m. This
pulse is then modulated one more time and subtracted from the originally
received signal Rn,m, resulting in an output signal R̃(1)

n,m. The procedure is
repeated N ⋅ M times, that is, as many times as there are symbols in the
GMC frame. At a q-th step (q = 1…NM) of interference cancellation, the
demodulated symbol d̃(q)

n,m that has the highest SINR is processed, that is,

d̃(q)
n,m = Hn,mdn,m

∑
k∈ℤ

gn,m[k]𝛾∗n,m[k]

+
∑

(n′
,m′) ∈ ℤ′(q)

(n′
,m′) ≠ (n,m)

∑
k∈ℤ

Hn′,m′dn′,m′gn′,m′ [k]𝛾∗n,m[k] +
∑
k∈ℤ

𝑤n,m[k]𝛾∗n,m[k]

= Hn,mdn,m

∑
k∈ℤ

gn,m[k]𝛾∗n,m[k] + ̃
(q)
n,m + ̃n,m, (4.82)

where ℤ′(q)
⊂ ℤ′ is the set of indexes pairs of all symbols that have not been

detected in the previous (q − 1) iterations, and the term ̃
(q)
n,m describes the inter-

ference observed at the time–frequency location (n,m) in the q-th step. More-
over, d̃(q)

n,m = dnq ,mq
∶ (nq,mq) = arg max(n,m)∈ℤ′ (q) SINR(q)

n,m, where

SINR(q)
n,m =

Hn,mdn,m
∑

k∈ℤ gn,m[k]𝛾∗n,m[k]

̃
(q)
n,m + ̃n,m

. (4.83)

At each iteration, the estimate of the transmitted symbol is calculated based
on some decision rule d̂(q)

n,m = {d̃(q)
n,m} that possibly includes channel equaliza-

tion. Assuming that SINR(q)
n,m is sufficiently high, there is a high probability that

the decision is correct, so that d̂(q)
n,m = dnq ,mq

, where nq and mq are indexes of
the actual transmitted pulse. Then, it should be possible to remove the pulse
modulated by this data symbol and distorted by the channel from the received
signal, thus, lowering the interference to other pulses and increasing SINR(q+1)

n,m
at the next step.
Thus, the GMC-SIC receiver can have the structure as presented in

Figure 4.25. In the first step, the time-domain signal r[k] is transformed
into its time–frequency representation Rn,m = R(0)

n,m, where R(q)
n,m denotes the

time–frequency representation of the received signal in the q-th step of
the algorithm. Then, from the actual set of indexes ℤ′(q), the pulse with the
highest SINR value is selected and detected using the channel estimate to
obtain d̂(q)

n,m. (Again, in case of perfect detection, d̂(q)
n,m = dnq ,mq

.) This symbol is
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Figure 4.25 Practical GMC-SIC receiver.

then modulated by the corresponding transmit pulse, filtered using channel
coefficients estimates, and demodulated by the dual receive pulse, which yields
R
(q)
n,m. Finally, the set of indexes ℤ′(q) of the pulses to be detected is updated.

4.4.3 Parallel Interference Cancellation (PIC)

In contrast to the successive approach, the Parallel Interference Cancellation
(PIC) method is characterized by a short processing time obtained at the cost
of high complexity of the receiver expressed in terms of the required num-
ber of correlators, which grows linearly with the number of users (in case of
CDMA) or antennas (in the MIMO case) [279, 282]. The idea behind PIC is
to treat all of the received signals individually but simultaneously. After the
matched filter block [53], the received signals (corresponding to the number of
users or number of antennas) are quantized to obtain the first decision value.
Then, in the next step, from each received signal (i.e., not quantized), the inter-
ference coming from the remaining signals is subtracted, and the new repre-
sentation of the received signal is obtained, resulting in a more accurate deci-
sion. This process is repeated Q times. Obviously, the higher the number of
repetitions, the more efficient interference cancellation at the cost of higher
complexity.
When adapting the PIC receiver to the GMC receiver, the goal is to detect all

NM data symbols simultaneously. In the first step, all pulses in time–frequency
domain are decoded. Then, for each separate pulse, the interference coming
from all other pulses is subtracted, creating new time–frequency representa-
tion of the received signal. Such an operation can be repeated Q times, increas-
ing the receiver efficiency expressed in terms of BER versus SINR. The generic
block diagram of PIC receiver is presented in Figure 4.26.
For the purpose of analyzing the PIC receiver, let us consider another

representation of the demodulated symbol in the q-th iteration d̃(q)
n,m
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Figure 4.26 Generic structure of the GMC-PIC receiver.

(q = 1…Q):

d̃(q)
n,m ≈ Hn,mdn,m

∑
k∈ℤ

gn,m[k]𝛾∗n,m[k]

+
∑

(n′
,m′) ∈ ℤ′

(n′
,m′) ≠ (n,m)

∑
k∈ℤ

𝛽
(q)
n′,n,m′,mHn′,m′ d̂(q−1)

n′,m′ gn′,m′ [k]𝛾∗n,m[k]

+
∑
k∈ℤ

𝑤n,m[k]𝛾∗n,m[k] = Hn,mdn,m

∑
k∈ℤ

gn,m[k]𝛾∗n,m[k]

+ ̃
(q)
n,m + ̃n,m, (4.84)

where 𝛽
(q)
n′,n,m′,m defines the scaling factor (depending on the correlation

between the impulses localized on time–frequency points (n′
,m′) and (n,m)).

Similarly, as earlier, terms d̂(q−1)
n,m , ̃(q)

n,m and ̃
(q)

n,m describe the decoded symbol
in the previous (q − 1-th) step, interference observed in the q-th iteration, and
noise observed at the (n,m)-th location on the TF grid, respectively. Note that
in case of perfect detection, d̂(q)

n,m = dn,m for any q, and 𝛽
(q)
n′,n,m′,m = 1, formula

(4.84) becomes the same equation (not approximation) as (4.81). Moreover,
approximation of dn,m for all n and m allows for estimation of (q)

n,m and its
removal at all atom locations. Regarding the scaling factor, an observation can
be made that it should be possible to derive its optimal value, since it depends
on the correlation between neighboring pulses.
The structure of the GMC-PIC receiver is presented in Figure 4.27. After

the received signal transforms from the time to time–frequency domain,
all symbols are detected resulting in the estimates d̂(q)

n,m, for all (n,m) ∈ ℤ′.
Then, all of the detected symbols are modulated by corresponding transmit
(synthesis) pulses, filtered using the channel coefficients estimates in order
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Figure 4.27 Practical GMC-PIC receiver.

to reflect channel distortions, and demodulated using the corresponding
receive (analysis) pulses. Finally, the interference is eliminated, creating
new time–frequency representation R(q)

n,m of the received signal for all
(n,m) ∈ ℤ′.

4.4.4 Hybrid Interference Cancellation (HIC)

To overcome the problems of high complexity in parallel interference cancel-
lation and high delay in serial interference cancellation, some hybrid solutions
have been presented in the literature that merge the characteristic features of
both kinds of interference cancellation techniques [285, 286]. The main idea
behind the Hybrid Interference Cancellation (HIC) technique is to divide the
received set of signals into smaller groups. Next, all groups are decoded simul-
taneously (in parallel), whereas for all signals within one group, the interference
is canceled in a serial manner. Clearly, such a procedure can be reversed, that
is, parallel approach can be applied in each block, and the interference between
the blocks of symbols is eliminated one by one.

Example Results

Let us look at the performance of the iterative interference cancellation
methods applied in the GMC systems. In the considered scenarios, the frame
is defined by transmission of M = 4 symbol periods in the time domain and
N = 32 subcarriers in the frequency domain, that is, one GMC-frame consists
of NM = 128 pulses that carry the data symbols (usually from the QPSK
constellation). Perfect knowledge of the channel characteristics has been
assumed, and the equalization method based on the MMSE criterion has been
implemented. The channel model has been the exponentially decaying path
power model. Moreover, various types of pulse shapes, that is, rectangular,
Hanning, and Gaussian, have been considered.
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Prior to presenting the simulation results, it should be highlighted that the
results have been obtained for two cases:
• Case A, when the critical sampling is considered, that is, N = MΔ, but the

duration of the transmit (synthesis) pulse in samples is higher than the IFFT
size, that is, Lg ≥ M; the pulses overlap in time.

• Case B, when the overcomplete set of synthesis pulses is considered, that is,
when N ≥ MΔ, and for a given synthesis pulse, the dual pulse is not unique.
In this case, conventional reception methods cannot be applied in order to
recover the transmit data perfectly [64, 80, 81, 85]. It has to be mentioned
that for a given set from which the input data can be selected (e.g., a set of
M-QAM symbols), the transmit–receive pair of pulses can be designed in
such a way that the transmission for an oversampling rate is feasible [80].
In both cases, for a given synthesis pulse shape, the dual one has been derived

based on the Prinz algorithm, described in [255]. Moreover, all of the proposed
interference cancellationmethods have been comparedwith the standardZF or
MMSE-based reception methods, that is, when the self-interference is treated
as noise, no interference cancellation algorithm is applied, and the ZF orMMSE
criterion is applied for the data symbol detection.

Results for the SIC Algorithm

First, the results of the SIC algorithm in Case A as the obtained BER versus
SINR are shown in Figure 4.28, where the AWGN channel has been assumed,
the pulse duration was set to Lg = 128 samples, and the time distance between
the corresponding samples of the consecutive pulses was equal to MΔ = 32. It
means that one transmit pulse overlaps three neighboring pulses, thus caus-
ing strong ISI. Since the Gaussian pulse has been applied, the ICI between the
adjacent pulses in frequency domain is also present.The shapes of the transmit
(synthesis) and receive (analysis) pulses are known; therefore, one can expect
that self-interference shall be canceled to a good degree.
One can state that due to the application of the SIC algorithm, BER at the

receiver has been significantly reduced (up to the level of 10−5 at SNR= 20 dB).
Since such strong interference both in the time and in the frequency domain has
been eliminated, it is worth verifying what is the effectiveness of the algorithm
(in terms of BER vs. SNR) in the multipath channel, where nonideal estimates
have been used during the equalization process (i.e., the MSE has been equal
to 𝔼{(Hn,m − Ĥn,m)2} = 0.0032, where 𝔼(x) represents the mean value of x. The
results are shown in Figure 4.29. One can observe that the decrease of BER is
higher for lower overlapping of pulses, but in both cases, the influence of the
residual self-interference is limited, that is, the BER level 10−4 has been achieved
for SNR≈ 15 dB.
Finally, let us investigate the influence of the pulse shape on the BER. The

rectangular and the Gaussian pulses have been considered, whose duration has
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Figure 4.28 BER versus SNR for the conventional MMSE and SIC receiver; AWGN channel,
N = MΔ = 32, Lg = 128 (strong overlapping of pulses).
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Figure 4.29 BER versus SNR for conventional and SIC receiver; various pulse duration,
multipath channel with nonideal channel estimates, N = MΔ = 32.
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Figure 4.30 BER versus SNR for the conventional MMSE and SIC receiver; various pulse
shapes, N = MΔ = 32, Lg = 48.

been set to Lg = 48 sampling periods. The results are presented in Figure 4.30.
Note that the results obtained for the Gaussian pulse, which has better energy
concentration compared to the rectangular one, are much better, that is, the
achieved BER is much lower for the same SNR.
The results presenting the obtained BER versus SNR for the successive inter-

ference cancellation method in Case B are shown in Figure 4.31. Now, the fol-
lowing conclusions can be drawn:

• the SIC algorithm proposed for self-interference cancellation in GMC sys-
tems reduces BER with respect to the conventional MMSE receiver regard-
less of the pulse shape for SNR > 0 dB;

• the performance of SIC algorithm depends on the shape of the transmit and
receive pulse pair; the best results have been obtained for the rectangular
and Gaussian pulses. One can observe that BER in an uncoded systemwhere
N > MΔ, that is, when the pulses overlap, can be significantly reduced;

• unfortunately, the SIC algorithm seems not to work efficiently enough in the
case of strong overlapping when N > MΔ and when the pulse shape is not
specifically designed for the arbitrarily selected set of data symbols (such as
the set of M-QAM symbols). (The relevant results are not presented here.)
Although the so-called error floor is reduced evenmore significantly (e.g., for
low overlapping in time when MΔ

N
= 30

32
= 0.9375), the obtained BER is rather

not sufficiently low for practical application. Clearly, some coding methods
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Figure 4.31 BER versus SNR for the conventional MMSE and SIC receiver; N = 32, MΔ = 30,
Lg = 32.

shall be applied to reduce BER; however, the design of the optimal transmit
and receive pulses is also of particular importance. This efficient design of
the pulses pair (dedicated for a specific set of symbols) is still a bottleneck
of the GMC transmission when N > MΔ. For low overlapping of atoms (i.e.,
MΔ

N
= 0.9375), one can obtain BER at the level of 10−3 in the uncoded system

and without cyclic prefix. These results are in opposition to the claims that
in such a case, transmission is even impossible, because it is not possible
to recover the user symbols correctly. Moreover, as it has been repeatedly
mentioned in this chapter, practical implementation of the transmit–receive
pulses assumes the finite duration of the pulses. Such limitations can lead
to a situation when even the pulses designed in the optimal way cannot be
practically implemented and the suboptimal solutions have to be used. In
such a case, it seems that the residual self-interference between the pulses
can be efficiently canceled.

Finally, the results for the combined Cases A and B are presented in
Figure 4.32. There, the presence of AWGN has been assumed, the time
distance between two neighboring pulses is set to MΔ = 30, and the pulse
duration is equal to Lg = 48. The number of subcarriers is N = 32, as before.
The results obtained for MΔ = 32 and Lg = 48 have been presented for
reference. In both cases, the Gaussian pulse has been used.
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Figure 4.32 BER versus SNR for the conventional MMSE and SIC receiver; Gaussian pulse,
N = 32, Lg = 48.

It can be concluded that if the distance between the pulses in the time domain
is at least equal to the size of FFT, the SIC algorithm reduces the interference
significantly. On the other hand, if the pulses are not properly designed for the
transmission scheme, that is, when N > MΔ, it results in the BER performance
degradation.

Results for the PIC Algorithm

The results obtained for the PIC algorithm mostly outperform the results pre-
sented earlier.This is mainly due to the fact that in the classic approach, the PIC
procedure can be iteratively repeated to improve the quality of the receiver per-
formance, however, at the cost of computational complexity. Let us first look at
the results of the PIC receiver with 10 repetitions for Case A. In Figure 4.33,
BER versus SNR in the AWGN channel is shown in the AWGN channel, when
the duration of the Gaussian pulse equals Lg = 128. Similarly to the case when
the successive interference cancellation is applied, BER is been reduced signif-
icantly (to the value lower than 10−5 at SNR = 20 dB).
Moreover, for the PIC receiver, the influence of imperfect channel estimation

(assuming 𝔼{(Hn,m − Ĥn,m)2} = 0.0032) on the system performance has been
tested (Figure 4.34). Two pulse durations have been taken into account, that is,
Lg = 38 and Lg = 48.The results are presented in Figure 4.35. Note that the PIC
algorithm limits the impact of the imperfect channel estimates on the overall
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Figure 4.33 BER versus SNR for the conventional MMSE and PIC receiver; AWGN channel,
MΔ = 32, Lg = 128.
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Figure 4.34 BER versus SNR for the conventional MMSE and PIC receiver; multipath channel
with nonideal channel estimates, various pulse durations, MΔ = 32.
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Figure 4.35 BER versus SNR for the conventional MMSE and PIC receiver; various pulse
shapes, N = MΔ = 32, Lg = 48.

system performance. Moreover, it outperforms the results obtained for the SIC
receiver, in particular for stronger pulse overlapping.
Finally, the impact of the shape of the pulse has been investigated. Again,

rectangular and Gaussian pulses of time duration equal to Lg = 48 sampling
periods have been applied. Analyzing the obtained results (see Figure 4.35), it
can be stated that similarly to the case of the SIC reception method, the Gaus-
sian shape is much more suitable for the transmission (lower BER is achieved
for this pulse).
In Figure 4.36, BER versus SNR is presented for Case B, that is, when

N > MΔ = 30. The number of iterations for the PIC algorithm has been fixed
to 20. It can be concluded that the performance of the PIC method depends on
the pulse shape, but on the other hand, the overall efficiency of this algorithm is
significantly better than for the SIC receiver (see Figure 4.31 as the reference).
Finally, combination of Cases A and B has been tested, when the number of

subcarriers equals N = 32, the time distance between the consecutive pulses is
equal toMΔ = 30, and the duration of the consideredGaussian pulse is Lg = 48.
For this purpose, the PIC procedure with 10 iterations has been implemented.
The results are presented in Figure 4.37. The curves of BER versus SNR for the
critical sampling case (N = M) are also printed for reference. One can observe
that if the distance between the pulses in the time domain is at least equal to the
size of (I)FFT, the algorithm reduces the interference noticeably. If the shape of
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Figure 4.36 BER versus SNR for the conventional MMSE and PIC receiver; the number of
iterations = 20, MΔ = 30, Lg = 32.
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Figure 4.37 BER versus SNR for the conventional MMSE and PIC receiver for the Gaussian
pulse; MΔ = 30 or MΔ = 32, Lg = 48.
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Figure 4.38 BER versus SNR for the conventional MMSE, SIC and PIC receivers; the
application of the Gaussian pulse, N = MΔ = 32, Lg = 48.

the pulse is not matched to the assumed transmission scheme, the obtained
BER is degraded.
Finally, the effectiveness of both SIC and PIC algorithms in the multipath

fading channel has been investigated and compared. Example results for the
mean normalized attenuation equal to H = 0.8 are presented in Figure 4.38.
Again, we can observe that the PIC algorithm outperforms the SIC method,
which has already been highlighted in the previous paragraphs.

4.5 Summary

So far, we presented the key aspects of the transmission and reception of the
GMC signals. We can conclude these considerations as follows.
It has been recognized that spectral efficiency can be increased by means of

proper shaping of the synthesis and analysis pulses. The shape of these pulses
can be adapted to ensure the fulfillment of the given system parameters such as
the distance between the transmit pulses either in the time or in the frequency
domain, the presence of the cyclic prefix, and the frequency bandwidth. In
other words, appropriate application of GMC representation can lead to
better utilization of the available resources (e.g., frequency band or available
power). Moreover, it has been observed that all multicarrier transmission
schemes, using orthogonal or nonorthogonal subcarriers, can be treated as
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a special form of the broad class of GMC signals. As a consequence, all of
the contemporary transmission and reception methods can be modified and
applied in the future multicarrier systems.
The analysis of the problem of high PAPR in GMC signals shows that the

price paid for the possibility of appropriate pulse shaping (signal filtering)
can be the high variation of the envelope of the time-domain signal. Thus,
the value of PAPR in the case of GMC signal can be higher than the values of
this metric observed in the multicarrier signals with orthogonal subcarriers.
This implies that efficient methods of PAPR reduction have to be applied in
order to limit the level of out-of-band emission when the nonlinear elements
(such as power amplifiers) are placed inside the transmission chain. Various
PAPR reduction methods have been analyzed earlier with particular focus
on the ACE method. Appropriate modifications and refinements of the ACE
method have been proposed to improve the overall efficiency of this method,
applied in GMC transmitters, in terms of the Complementary Cumulative
Distribution Function (CCDF) of PAPR and in terms of the resulting BER
versus SNR. It can be concluded that, although the GMC signals suffer from
high PAPR, it is possible to cope with this problem efficiently. Hence, the
properties of the GMC representation of signals can be utilized while satisfying
the requirements described by the spectrum masks, that is, the power of the
out-of-band radiation can be maintained under the acceptable level.
Various aspects of link adaptation in the GMC-based systems have been

considered in this chapter, exploiting the possibility of signal parameters
adaptation according to the actual channel characteristic, thus optimizing the
defined figures of merit. Some example experimental results that have been
presented show that it is possible to increase the system performance (in terms
of reduction of power consumption, increase of the overall throughput) and
optimize the transmit parameters. It means that one of the main features, or
even paradigms of the standard OFDM transmission scheme, is also valid in
GMC systems, provided that the modifications of the bit- and power-loading
methods are applied.
As highlighted earlier, in some cases of the GMC signal representation, it

is impossible to design ideally biorthogonal pair of transmit–receive pulses
in practical realizations. In these cases, the effect of self-interference exists
between the pulses at the transmitter output, which is impossible to reject even
when the channel state information is perfectly known at the receiver. There-
fore, reception methods that base on the iterative interference cancellation
methods (widely used in CDMA systems to cope with the problem ofmultiuser
interference) can be applied to cope with this kind of interference observed
at the receiver at each pulse position in the TF plane. It is worth mentioning
that the SIC and PIC algorithms significantly reduce the self-interference in
the received GMC signal and improve the BER performance also in the most
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demanding case, that is, when the set of transmit pulses create the overcom-
plete set of functions. It can also be concluded that since it is possible to apply
the iterative reception method to deal with the problem of self-interference
between adjacent pulses, the same algorithm can be used simultaneously to
cancel the multiuser interference.
Finally, it can be stated that it is possible to adapt multiple signal parameters

to the actual overall requirements obliged to the designed system. Such adapta-
tion of transmit signal allows for better spectrum utilization, for the increase of
the user-data throughput, and for the improvement of the quality of offered ser-
vices. Consequently, the GMC transmission schemes can be suitable for future
multistandard mobile radio applications.
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5

Filter-Bank-Based Multicarrier Technologies

Orthogonal Frequency-Division Multiplexing (OFDM) and noncontiguous
OFDM (NC-OFDM), discussed in Chapters 2 and 3, provide several advan-
tages for system designers. They are characterized by high spectral agility
(i.e., individual subcarriers can be independently activated or deactivated),
high robustness to the fading channels (i.e., subcarriers that are particularly
distorted can be excised from the set of usable ones, and one-tap equalizers
can be applied as long the channel is treated as flat within one subcarrier), and
simplicity of hardware implementation due to availability of the Fast Fourier
Transform (FFT) and Inverse Fast Fourier Transform (IFFT) Integrated Circuit
(IC). However, Orthogonal Frequency-Division Multiplexing (OFDM) has
some drawbacks, and the presence of high-power Out-of-Band (OOB) spec-
trum components is treated as one of the key issues. As a consequence, high
OOB-power emission is observed, which may induce unwanted interference
to other coexisting systems. Moreover, the need for addition of the Cyclic
Prefix (CP) results in the OFDM spectral efficiency degradation. Therefore,
some advanced filtering of OFDM transmitted waveforms is considered for
future radio-communication systems to eliminate the unwanted OOB power
leakage to the neighboring frequency bands. One of the competitors in a Fifth
Generation (5G) air-interface contest is the so-called Filter-BankMulti-Carrier
(FBMC) waveform, which does not require the use of CP, thus, improving the
spectral efficiency of the transmission based on this type of waveform. In prin-
ciple, FBMC scheme is based on filtering each subcarrier separately in order
to achieve low OOB power of this subcarrier, that is, the spectrum of a pulse
transmitted on a single subcarrier is shaped using the transmit (synthesis)
filter, which requires application of the properly selected receiver (analysis)
filter. While in the OFDM system, both (synthesis and analysis) pulses are
known to be rectangular, FBMC-based systems can utilize pulse shapes, such
as those described in Chapter 4. The FBMC systems have their drawbacks as
well, such as intrinsic (self-)interference, which creates a serious problem for
Multiple Input, Multiple Output (MIMO) system implementation. Moreover,

Advanced Multicarrier Technologies for Future Radio Communication: 5G and Beyond, First Edition.
Hanna Bogucka, Adrian Kliks, and Paweł Kryszkiewicz.
© 2017 John Wiley & Sons, Inc. Published 2017 by John Wiley & Sons, Inc.
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it results in higher complexity of algorithms applied at the transmitter and at
the receiver as compared to OFDM.
In fact, FBMCwaveforms can be considered as an important class of theGen-

eralized Multicarrier (GMC) signals. Since it is a very strong candidate for the
future 5G radio-communicationwaveforms, let us discuss its principles and key
aspects related to its future applications. The literature on FBMC signals and
systems is vast, and an interested reader is encouraged to delve further into the
overview and research articles (e.g., Ref. [287–295]).

5.1 The Principles of FBMC Transmission

Historically, the concept of FBMC systems is dated to the mid-1960s, when
the application of filter banks has been proposed for Pulse Amplitude Modu-
lation (PAM) symbol delivery within the given frequency band (maximizing
bandwidth efficiency). Next, vestigial sideband (VSB) signaling [296] and
double-sided modulated formats (DSB) [297] have been used for PAM and
QAM symbol delivery, respectively. Polyphase filter banks have been applied in
that context for the first time in [298] and later in [299]. Furthermore, similar
solutions to FBMC waveforms have been discussed from the perspective
of their application in wired systems (such as digital subscriber lines), in
particular the Discrete Wavelet Multi-Tone (DWMT) and Filtered Multi-Tone
(FMT) schemes have been addressed in, for example, [300, 301]. In principle,
FBMC-based systems rely on separate filtering of each subcarrier by means
of dedicated filter pairs, g(t) and 𝛾(t), applied at the transmitter and at the
receiver, respectively. These sets of filters constitute the structures known
as synthesis filter bank at the transmitter side and analysis filter bank at the
receiver side (see Figure 5.1).
For the sake of clarity, let us recall the mathematical formula describing the

transmit signal in its continuous, s(t) (5.1), and discrete s[k] (5.2) forms, as
discussed in Chapter 4.

s(t) =
N−1∑
n=0

M−1∑
m=0

dn,mgn,m(t)

=
N−1∑
n=0

M−1∑
m=0

dn,mg(t − mT) exp(𝚥2𝜋nF(t − mT)), (5.1)

s[k] =
N−1∑
n=0

M−1∑
m=0

dn,mgn,m[k]

=
N−1∑
n=0

M−1∑
m=0

dn,mg[k − mMΔ] exp[𝚥2𝜋nNΔ(k − mMΔ)]. (5.2)
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Figure 5.1 The structure of the FBMC transmultiplexer.

One may observe that the mathematical description of an FBMC signal is
the same as GMC signal provided in Chapter 4 and very similar to the one
of OFDM. The key differences between FBMC and OFDM transmissions are
in the definition of the time duration of the transmit pulse applied in both
systems as well as of their shapes. In case of OFDM, rectangular pulse of
amplitude 1 is chosen for the transmission (and reception) chain. Moreover,
the transmit pulse duration is T > TFFT = 1

F
, and at the receiver, the receive

pulse duration is set to 1
F
. In OFDM systems, CP is added to each transmitted

symbol in order to minimize the influence of time-dispersive channel; this
prefix is typically discarded at the receiver side. Contrarily, in FBMC systems,
the pulses are usually well localized in the frequency domain (high attenuation
of sidelobes is achieved by advanced filtering), but their duration is typically
an integer multiplication of 1

F
, leading to overlapping of consecutive signals.

Moreover, no CP is introduced in the system, which increases the spectrum
efficiency when compared to the OFDM systems. One may observe that,
in general, good TF localization of the spectrally shaped and modulated
data (called atoms as in Chapter 4) allows for minimization of Inter-Carrier
Interference (ICI) and Inter-Symbol Interference (ISI) between adjacent pulses
[302–304].
The FBMC systems are generally divided into two classes, related to the types

of data carried by these systems. In the first class, the complex-valued sym-
bols (more precisely, QAM symbols) are transferred, whereas in the second
case, only real-valued data are considered (i.e., PAM symbols). When the com-
plex symbols are transmitted, the formulas (5.1) and (5.2) do not have to be
specifically adjusted, as the rectangular time–frequency lattice is applied, that
is, each pulse carrying complex data is separated from its neighbor by T in the
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time domain and by F in the frequency domain. The key issue in this case is
to design a pair of transmit and reception pulses in such a way to allow for the
distortion-free symbol recovery at the receiver side.
Another approach widely discussed in the literature is to consider only the

PAM symbols, thus allowing for transmission of real-only data symbols. In
such a case, it is required to narrow the distance between the pulses either in
the time domain or in the frequency domain in order to maintain the rate at
least at the same level as in the OFDM case. Various approaches to this aspect
have been proposed, such as the so-called Staggered Multitone (SMT) [305] or
Cosine-Modulated Multitone (CMT) [306]. In general, however, this scheme
is widely referred to as FBMC with Offset Quadrature Amplitude Modulation
(OQAM) (FBMC/OQAM), where the time-domain signal is represented
as

s[k] =
N−1∑
n=0

M−1∑
m=0

dn,mgn,m[k] (5.3)

=
N−1∑
n=0

M−1∑
m=0

d̃n,mg
[

k − m
MΔ

2

]
exp

[
𝚥(n + m)𝜋

2

]
⋅

exp
[
𝚥2𝜋nNΔ

(
k − m

MΔ

2

)]
,

where d̃n,m = dn,m exp[𝚥(n + m) 𝜋
2
] represents the OQAM symbol localized

at (n,m) coordinates on the TF plane. Note that component exp[𝚥(n + m) 𝜋
2
]

takes the following values: 1 for even values of n + m, and 𝚥 for odd values of
n + m.

5.2 FBMC Transceiver Design

In the FBMC transmitter, the impulse modulating each subcarrier is filtered
individually, and the key challenge is to design the filter impulse response effi-
ciently, so that various criteria are fulfilled (e.g., good TF localization, dura-
tion of the filter impulse response). At the receiver, the dual impulse has to
be applied to reconstruct the transmitted data symbols. The existence of the
dual pulse and the perfect-reconstruction filter bank have been discussed in
Chapter 4. There, also the polyphase decomposition of the original low-pass
filter to pass-band bank of filters has been briefly analyzed. All these consider-
ations and the structures of the transceivers presented in Figures 4.5 and 4.6 are
valid for FBMC transceivers. In the FBMC transmitter, the set of N user data
symbols (either complex or real) are filtered in the low-pass filter g[k]. These
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spectrally shaped symbols modulate the N subcarriers (e.g., by the means of
IFFT), so that they are transmitted in the combined N parallel streams. After
passing through the channel, the received signal is subject to demodulation and
low-pass filtering in the filter of the impulse response 𝛾[k].
The generic transceiver architecture can bemodified in order tomeet various

optimization criteria, for example, to minimize the complexity burden. It can
be achieved by application of either the so-called polyphase filters, which can
be efficiently realized bymeans of IFFT, or one of the other filter structures dis-
cussed in the literature, for example, in [64]. In the former case, the original pro-
totype filter g[k] is decomposed into a bank of polyphase transmit filters g̃n[k]
(where n = 1,… ,N − 1) at the modulator (IFFT) output. The N signal com-
ponents at the filters outputs are combined, constituting the transmit signal
s[k]. At the receiver, a bank of polyphase reception filters �̃�n[k] is applied at the
input of the demodulator (FFT). The set of transmit filters is widely called the
synthesis filter bank, whereas the set of reception filters is identified as analysis
filter bank. This filter-bank structure of the FBMC transceiver can be treated
as the low-complexity solution, particularly in a situation when the duration of
the transmit pulse is not long. For example, if the pulse duration (in samples) is
equal to the number of subcarriers N , the per-subchannel filtering reduces to
the simple multiplication by one (complex) scalar. More details on polyphase
filtering can be found in Chapter 4. The transceiver architecture that applies
the bank of polyphase filters is shown in Figure 4.6.
Regarding the FBMC waveform generation, the input data can be of either

real or complex type. However, FBMC system is widely referred to as the
filter-bank-based multicarrier system with OQAM data symbols. Follow-
ing the literature, for example, [307, 308], the commonly understood FBMC
transceiver can be implemented by following the approach shown in Figure 5.2.
Clearly, the computationally efficient structure realized by means of IFFT/FFT
blocks and polyphase filters, as discussed earlier, can also be applied. In the
mentioned figure, one may observe the preprocessing of the QAM symbols
called staggering as in [309], which is a simple complex-to-real conversion,
where the real and imaginary parts of a complex-valued symbol are separated
to form two new symbols. Note that this complex-to-real conversion increases
the sampling rate twice. Moreover, the up-sampling and down-sampling by
N
2
(as opposed to up- and down-sampling by MΔ shown in Figure 4.5) are

necessary to reflect the signal modification due to the application of OQAM
system and the distance between the symbols in the time domain (in samples).
The staggering operation (the time delay between the real and imaginary parts
of the symbol) shown in Figure 5.2 is explained by Figure 5.3. Naturally, at the
receiver, the opposite destaggering operation is performed [309] to form the
complex-valued symbols for further QAM detection.
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Figure 5.2 The structure of the FBMC/OQAM transmultiplexer.

(a) (b)

Figure 5.3 The staggering block for even (a) and odd (b) subcarriers.
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5.3 Pulse Design

One of the key issues in designing the FBMC-based system is the definition
of a pair of transmit and reception pulses (prototype filter impulse response
and its dual, perfect-reconstruction filter). They should be characterized by
good time- and frequency-localization properties and meet other design
criteria, such as energy minimization, low OOB power, hardware limitations,
or spectrum nulling [288]. As mentioned already in Chapter 4, various types
of pulse shapes can be considered. For the specific application in the FBMC
systems, as they are commonly understood, the following ones are being
proposed: the Isotropic Orthogonal Transform Algorithm (IOTA) function,
Extended Gaussian Function (EGF), prolate functions, and the one proposed
by M. Bellanger [310, 311]. A comprehensive discussion on the pulse shapes
(prototype filters) and corresponding lattice structures as well as on the imple-
mentation aspects associated with a particular pulse selection can be found in
one of the recent surveys [288, 312]. Let us now briefly describe the selected
solutions to the problem of proper pulse-shaping filter design in the context of
the defined FBMC waveform generation.

5.3.1 Nyquist Filters and Ambiguity Function

One of the prototype filter design criteria is zero-crossing of the generated sig-
nal at interval T , which guarantees ISI avoidance. The prototype filter can be
designed to meet perfect-reconstruction conditions, that is, the condition of
the existence of the (dual) receiving filter able to perfectly reconstruct the orig-
inal data in case of the perfect channel. In this case, the designed prototype
filter is typically a spectral factor of an Nth-band Nyquist filter. If g(t) is the
impulse response of the root-Nyquist prototype filter, gn(t) = g(t) exp(𝚥2𝜋tfn) is
the modulated synthesis filter at the n-th subcarrier of frequency fn, 𝛾(t) is the
perfect-reconstruction receiver filter, and 𝛾l(t) = 𝛾(t) exp(𝚥2𝜋tfl), the following
orthogonality condition holds:

⟨gn(t − aT), 𝛾l(t − bT)⟩ =
∫

∞

−∞
gn(t − aT)𝛾∗l (t − bT)dt = 𝛿n,l𝛿ab, (5.4)

where (⋅)∗ denotes complex conjugate, and 𝛿ab is the Kronecker delta function.
The inner product ⟨⋅, ⋅⟩ defines the similarity between the elements and can
be evaluated as a specific case of an ambiguity function defined later in this
section. The discussion on the orthogonality criterion and the ways of design
of pulse pair (g(t) and 𝛾(t)) is presented in Chapter 4; some discussion is also
provided in [288, 312].
Usually, the requirement of the perfect reconstruction is not essential

because it is sufficient that the designed filter bank creates self-interference
between the transmitted pulses that is much lower than the one result-
ing from the transmission channel time and frequency dispersion.
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Moreover, near-perfect reconstruction designs can be more efficient then
perfect-reconstruction filters, resulting in lower OOB-power components for
a given prototype filter order. An interesting discussion on the pulse shape
design for the FBMC systems is presented in [313].
One of the key metrics used in the assessment of the time–frequency

properties of the designed pulses is the so-called ambiguity function Ag(𝜏, 𝜈),
which identifies the relation between the particular points on the TF lattice.
Mathematically, it is defined as

Ag(𝜏, 𝜈) =
∫

∞

−∞
gn

(
t + 𝜏

2

)
g∗

l

(
t − 𝜏

2

)
e−j2𝜋𝜈tdt. (5.5)

In the aforementioned formula, tuple (𝜏, 𝜈) defines the time delay and
frequency shift, respectively. Note that (5.5) is proportional to the inner
product ⟨gn(t − aT), 𝛾l(t − bT)⟩ for the case when g(t) = 𝛾(t), aT = bT = 𝜏

2
and 𝜈 = fn − fl. In fact, in many applications, the synthesis and analysis filers
are the same. The ambiguity function can be presented on the TF plane,
showing the quality of the used pulses in terms of their TF localization, created
self-interference between the pulses (atoms), and the possibility of perfect
or near-perfect signal reconstruction at the receiver. It is the real-valued
function in case when g(t) is an impulse of even symmetry. In the ideal case,
the ambiguity function should be close to the Kronecker impulse (on the
2D time–frequency plane). In Figures 5.4 and 5.5, the ambiguity function of
the rectangular pulse (as in OFDM signal but without the addition of CP) is
presented.

5.3.2 IOTA Function

The IOTA function is the result of the orthogonalization process applied to the
Gaussian function, defined as

𝜌
𝛼
(t) = (2𝛼)0.25 exp(−𝜋𝛼t2), (5.6)

where 𝛼 denotes the Gaussian function parameter. Let us define the orthogo-
nalization operator a[x(t)] with parameter a as

a[x(t)] =
x(t)√

a
∑

k |x(t − ka)|2 , a > 0. (5.7)

One can state that the effect of operatora is the orthogonalization of function
x(t). Now, the IOTA function (based on the Gaussian function (5.6)) can be
defined as [304]:

ga(t) = g
𝛼
(t) = 

−1{MΔ
[{N [𝜌𝛼(t)]}]}, (5.8)

where  denotes the Fourier transform operator, and −1 is its inverse.
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Figure 5.4 Ambiguity function of the rectangular function—surface plot. (Jackowski, 2014
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In [303], the idea of orthogonalization has also been applied to the EGF
defined as

z
𝛼,T ,F =1

2

( ∞∑
k=0

dk,𝛼,T

(
𝜌
𝛼

(
t + k

T

)
+ 𝜌

𝛼

(
t − k

T

)))
⋅ (5.9)

⋅
∞∑

l=0
dl,1∕𝛼,F cos

(
2𝜋l t

F

)
.

There, it is assumed that TF = 0.5 (the density of the rectangular lattice defined
in Chapter 4 by (4.17) is equal to 𝛿(Λ) = 1

TF
= 2), 𝛼 ∈ (0.528M2

Δ, 7.568M2
Δ), and

the coefficients dx,y,z can be found as proposed in [63]. The function 𝜌
𝛼
is the

Gaussian function defined by (5.6). In this light, the IOTA function can be inter-
preted as the special case of EGF, where T = F = 1√

2
. (More details on EGF can

be found in [315].)
The IOTA function is well characterized by the ambiguity function. An illus-

tration of the Ap(𝜏, 𝜈) for the IOTA pulse is shown in Figure 5.6 (surface plot)
and in Figure 5.7 (logarithmic plot). One may observe the characteristic nulls
on the time–frequency plane. This property is utilized in the FBMC systems
in order to minimize the intersymbol interference. (Compare the ambiguity
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Figure 5.6 Ambiguity function for the IOTA function—surface plot; star markers indicate
the center locations of the surrounding pulses. (Jackowski, 2014 [314]. Reproduced with the
permission of Faculty of Electronics and Telecommunication.)
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Figure 5.7 Ambiguity function for the IOTA function—logarithmic plot. (Jackowski, 2014
[314]. Reproduced with the permission of Faculty of Electronics and Telecommunication.

functions of the IOTA pulse with the rectangular pulse from Figures 5.4
and 5.5.)
Finally, the IOTAfilter impulse responses and the amplitude characteristic

are presented in Figures 5.8 and 5.9 (solid lines) respectively.

5.3.3 PHYDYAS Pulse

One of the most popular solutions in the context of FBMC/OQAM systems
is the so-called Bellanger filter (known also as PHYDYAS filter), named
after its designer Bellanger [310, 311]. The key idea here is to apply the
frequency-sampling technique. Typically, in digital systems, the impulse
response of the transmit filter crosses zeros at integer multiples of the pulse
duration, which corresponds to the cutoff frequency of the design filter. As
discussed in [310], the idea is to design the Nyquist filter while considering the
appropriate frequency coefficients, apply the symmetry condition, and then
calculate the time-domain pulse shape by performing the Fourier transform.
In [311], it has been proposed that the KN − 1 coefficients in the frequency
domain, denoted as Pk , of the pulse g(t) shall fulfill the following criteria:

⎧⎪⎨⎪⎩
P0 = 1,

P
2
i + P

2
K−i = 1 and Pi = PK−i, for 1 ≤ i ≤ K − 1

Pi = 0, for K ≤ i ≤ KN − K ,

(5.10)
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the overlapping factor K = 4, the IFFT order N = 16. (Jackowski, 2014 [314]. Reproduced
with the permission of Faculty of Electronics and Telecommunication.)
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where K is the so-called overlapping factor, the integer value, typically set to
K = 2, 3, 4,....1 The overlapping factor is the prototype filter length (order) over
the number of subchannels (subcarriers). In case of the polyphase decompo-
sition, it is also the single polyphase filter order. The contiguous frequency
response of the filter, achieved by means of interpolation:

G(f ) =
K−1∑

i=−K+1
Pi ⋅

sin
(
𝜋

(
f − i

NK

)
NK

)
NK sin

(
𝜋

(
f − i

NK

)) (5.11)

Table 5.1 lists the values of the calculated coefficients Pi for various values of
K . These can be used for definition of the time-domain pulse:

g(t) = 1 + 2
K−1∑
i=1

Pi ⋅ cos
( it

KT

)
. (5.12)

The exemplary pulse shapes of the Bellanger (PHYDYAS) filter with the arbi-
trarily selected duration of 128 samples are shown in Figure 5.10. Moreover,
one can compare the IOTA and the PHYDYAS filters’ impulse responses in
Figure 5.8, as well as their amplitude characteristics in Figure 5.9.
Finally, the ambiguity function of the PHYDYAS function is presented in

Figures 5.11 and 5.12.

5.3.4 Other Pulse-Shape Proposals for FBMC

Apart from the typical IOTA and PHYDYAS pulse-shaping filters for
FBMC/OQAM, there are other designs offered to implement this type of
waveform.The usage of a specific discrete Zak transform [239] for pulse design
is presented in [302]. In [252], the Hermite function is proposed instead of the
IOTA function (as a candidate for OFDM/OQAM systems) because it allows
better spectral efficiency. Following these results, the authors of [313] propose
an isotropic filter that is robust to the time and frequency spread of the channel.

Table 5.1 Calculated coefficients of the Bellanger filter.

K P0 P1 P2 P3

2 1
√
2
2

0 0

3 1 0.911438 0.411438 0

4 1 0.971960
√
2
2

0.235147

1 Although in Chapter 4, variable K has been used to denote the number of samples in the GMC
frame (see Figure 4.2), in this chapter, we use it to denote the overlapping factor. This is to be
consistent with the most popular notation in the literature.
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Another interesting approach toward the minimization of the OOB
power emission has been proposed in [316]. As a result of the optimization
(minimization) procedure, the proposed pulse shape g(t) is obtained as a linear
combination of the truncated (finite in time domain) Prolate Spheroidal Wave
Functions [317–319]. These functions are characterized by some excellent
features: very good joint time–frequency localization (thus, good energy con-
centration), the fulfillment of the orthogonality and completeness properties
[320], and maximization of the ratio of the main-lobe to sidelobe energy. The
in-depth discussion on the filter design is presented in [288, 312].

5.4 Practical FBMC System Design Issues

Let us now briefly discuss the selected practical issues related to the FBMC
system design. The identified issues, self-interference problem, computa-
tional complexity, the implementation issues of burst transmission, and FBMC
MIMO systems are inherent in the filter-bank-based transmitters and receivers
and result from the transceiver structure and applied system parameters.

5.4.1 Self-Interference Problem in the FBMC Systems

In the generic FBMC transceiver structure, regardless of whether it is realized
by means of polyphase filters or not, the data symbols can be either complex
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(when dn,m are the QAM symbols) or real-valued (when dn,m are the PAM sym-
bols). It is mainly the filter impulse-response shape that has a direct impact
on the potential data format used for the transmission. A typical assumption in
the context of the FBMC systems is to significantly reduce the amount of energy
emitted out of the nominal frequency band. In consequence, the slopes of the
frequency response of the transmit filter g(t) are often steep, leading to long
time duration of the impulse response. One may conclude that the selection of
the pulse shape (analyzed in both time and frequency domains) entails the defi-
nition of the pulse location onTF plane (i.e., distances between the neighboring
pulses). Improper selection of the TF gridmay result in severe self-interference,
that is, overlapping of the neighboring atoms both in the time domain and in
the frequency domain. This is already observed at the output of the transmit-
ter. Now, let us analyze the coefficients of the impulse and frequency response
of two prototype filters based on the exemplary PHYDYAS and IOTA pulses,
which are presented in Tables 5.2 and 5.3, respectively (see Refs [310, 321] for
more details). In both cases, we assume that these pulses are located at the
specified location (n0,m0), so we analyze the TF distribution of the pulse on
the n0-th subcarrier in the m0-th symbol. Note that these coefficients are nor-
malized.
One may observe that in both cases, the highest value is indeed observed at

location (n0,m0). Moreover, the IOTA and PHYDYAS pulses have significant

Table 5.2 PHYDYAS-pulse time- and frequency-response coefficients.

m𝟎 − 𝟑 m𝟎 − 𝟐 m𝟎 − 𝟏 m𝟎 m𝟎 + 𝟏 m𝟎 + 𝟐 m𝟎 + 𝟑

n0 − 2 0 0 0 0 0 0 0
n0 − 1 0.043j −0.125 −0.206j 0.239 0.206j −0.125 −0.043j
n0 −0.067 0 0.564 1 0.564 0 −0.067
n0 + 1 −0.043j −0.125 0.206j 0.239 −0.206j −0.125 0.043j
n0 + 2 0 0 0 0 0 0 0

Based on [321].

Table 5.3 IOTA-pulse time- and frequency-response coefficients.

m𝟎 − 𝟑 m𝟎 − 𝟐 m𝟎 − 𝟏 m𝟎 m𝟎 + 𝟏 m𝟎 + 𝟐 m𝟎 + 𝟑

n0 − 2 0.0016 0 −0.0381 0 −0.0381 0 0.0016
n0 − 1 −0.0103j −0.0381 0.228j 0.4411 0.228j −0.0381 −0.0103j
n0 −0.0182 0 0.4411 1 0.4411 0 −0.0182
n0 + 1 −0.0103j −0.0381 0.228j 0.4411 0.228j −0.0381 −0.0103j
n0 + 2 0.0016 0 −0.0381 0 −0.0381 0 0.0016

Based on [321].
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impact on the preceding and succeeding pulses in the time domain and also
on the neighboring pulses in the frequency domain. The PHYDYAS impulse
has steeper slopes of the frequency response as compared to the IOTA func-
tion. (One may see the value 0.239 for the table entry at location n0 ± 1;m0 in
Table 5.2 and 0.441 for the same locations in Table 5.3; refer also to the ambigu-
ity plots to analyze this effect in detail.) This means that the pulses transmitted
using odd-index subcarriers only or even-index subcarriers only do not over-
lap. Moreover, the points where the coefficients are equal to zero create a grid
of time–frequency points (n0 ± 2i;m0 ± 2j) for both i and j ∈ {0,±1,±2, · · · }.
However, one may observe that the self-interference observed at the surround-
ing TF points (n0 ± 1;m0 ± 1) is only present in the imaginary part of the com-
plex symbol.Thus, by analyzing only the real part of the observed symbol at the
receiver, the interference can be fully eliminated.This observation has originally
led to the actual introduction of an dedicated offset (as in OQAM), where com-
plex datadn,m are split into their real and imaginary parts and are transmitted on
two shifted time–frequency grids, respectively. In particular, the real part of the
data symbol is transmitted using the pulses located at points (n0 ± 2i;m0 ± 2j)
for both i and j ∈ {0,±1,±2, · · · }, whereas the imaginary part is carried on the
points creating the following defined grid: (n0 ± (2i + 1);m0 ± (2j + 1)) (also for
both i and j ∈ {0,±1,±2, · · · }). In otherwords, the real and the imaginary parts
of the symbol are not transmitted simultaneously as in OFDM, but the imag-
inary part is delayed by half the symbol duration. Please note that by splitting
the complex data symbols into their real and imaginary parts, we reduce twice
the transmission rate as compared to OFDM. However, application of the time
offset by half of the pulse duration compensates this drawback.This is possible
due to the symmetry of the transmitter and receiver filters, which in fact are
also identical.

5.4.2 Computational Complexity

While considering the FBMC techniques, the question concerning the com-
putational complexity and the feasibility for practical implementation arises.
The price for high spectral efficiency, for the subcarrier OOB-power attenu-
ation and the adjacent-channel interference mitigation of these techniques is
usually the increase of the transceiver complexity. This is due to the fact that
additional filtering operations are required when compared with the OFDM
transmission.
In [3], the number of required operations (the number of real multiplications

and additions) employed at the transmitter (specifically at the modulator) and
at the receiver (demodulator) per sampling period versus the number of sub-
carriers is presented for the case of GMC synthesis and analysis filter polyphase
decomposition and with a number of overlapping-factor values. Moreover,
no simplifications in the IFFT and FFT implementation has been considered
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as possible, apart from the standard split-radix-2 algorithms. (Note that in
practice, various techniques can be used to reduce the number of operations
needed for modulation and demodulation implemented using Discrete Fourier
Transforms (DFTs), with one example being the pruning of the IFFT and FFT
operations.) There, it can be observed that GMC-system transceiver is more
demanding than OFDM transceiver in terms of computational complexity due
to the application of filter banks.
In [309], the total number of real multiplications for the synthesis filter bank

(SFB) is derived as the sum of multiplications in each processing (including
preprocessing) block, in the transmitter with N-point IFFT, and N-branch
polyphase filter section. It is given by the following formula:

CSFB = 2 ⋅ {2N + [N(log 2 N − 3) + 4] + 2KN} (5.13)

where K is the overlapping factor. The preprocessing section is considered to
be multiplication-free, while the IFFT is again assumed to be implemented
using the split-radix-2 algorithm. The complexity of the analysis filter bank is
equal to the complexity of the synthesis filter bank due to similar processing
blocks at the receiver. Thus, in [309], the total complexity of an FBMC modu-
lator and demodulator is assumed to be twice the complexity described by the
formula (5.13). Moreover, in the mentioned work, the complexities (in terms
of the number of real multiplications) of the FBMC and the OFDM systems
(actually modulators and demodulators) are compared. Naturally, the FBMC
system is more complex than the conventional OFDM (approximately 10 times
for the system parameters assumed in [309]), and its computational complexity
is proportional to the overlapping factor K .
Although the complexity of the FBMC modulator and demodulator appears

to be higher when compared with OFDM, it should be noted that the complex-
ity of several associated FBMC signal processing algorithms, such as channel
equalization or interference cancellation, can be significantly more complex
relative to the same algorithms employed by the OFDM-based system. The
complexity increase associated with these signal processing modules also
depends on the employed pulse-shaping filters and other FBMC parameters
[3]. On the other hand, if the transmitted atoms are well localized on the
TF plane, particularly in the frequency domain, the frequency offset in the
received signal, resulting from the Doppler effect or the Local Oscillator (LO)
instability and causing ICI may not be that severe, as in the case of OFDM.
The algorithms necessary to eliminate this offset may be less computationally
complex in FBMC receivers. Moreover, if properly modified, the synthesis
filters at the receiver can equalize the channel distortions, thus eliminating
the additional operations needed for channel equalization. An interested
reader is encouraged to refer to the complexity analysis derived for GMC
transmission in [51] and ponder on the simplifications that can be performed
for the subclass of GMC systems, namely FBMC transmissions.
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5.4.3 Limitations of FBMC in Burst Transmission Schemes

One of the key advantages of the multicarrier transmission based on filter
banks is its low OOB emission due to per-subcarrier filtering with rela-
tively low excess bandwidth. As mentioned earlier, this results in the long
prototype-filter impulse response and in the consecutive pulses overlapping
in the time domain, that is, in the ISI. For example, in the PHYDYAS case,
the typical values of the overlapping factor K are set to 2, 3, or 4 and also
indicate the number of overlapped pulses. Due to the proper pulse design,
however, this problem can be minimized, for example, when the pulse at a
given subcarrier frequency is located exactly at the zero-crossings of the other
pulses in the time domain. However, if we consider a burst of M symbols
consisting of N-subcarriers modulating parallel pulses, and creating the FBMC
frame, the next bursts can be distorted by ISI (or to be more precise, interburst
or interframe interference) [310]. Note that such an effect is boosted by the
influence of the multipath propagation channel. In practice, the duration of the
selected pulse has a direct impact on the time-critical transmission schemes,
for example, in Time-Division Duplex (TDD) transmission, or fast burst trans-
mission regardless of the duplexing scheme. When the FBMC is employed
in the burst transmission, the length of the burst must be extended in time,
for example, by the application of some guard period to allow for transitions
due to the filter impulse response. These transitions may be shortened if some
temporary signal leakage in the frequency domain is allowed. Some interesting
discussions on FBMC transmission in burst scenarios can be found in [310].

5.4.4 MIMO technique for FBMC Transmission

Let us now consider the problem of application of FBMC concept in theMIMO
transmission schemes. As clearly indicated in [310], two key cases are possi-
ble, which correspond to the two approaches to data transmission in FBMC
systems. In the first case, the self-interference between subcarriers (pulses) is
fully eliminated or is negligible, and complex QAM data are transmitted on
active subcarriers. In this situation, the subcarriers used for carrying data are
selected to avoid interference or to keep it below the acceptable level. If this
criterion is guaranteed, the classical MIMO techniques originally applied to
OFDM-based systems can also be used for FBMC transmission. However, the
situation is more complicated in the other case, when self-interference exists
between the transmitted pulses localized closely on the time–frequency plane
and when the OQAM scheme is applied. Let us discuss it briefly as follows.
Due to the aforementioned self-interference issue and possible lack of

orthogonality between the neighboring subcarriers (i.e., the subcarriers with
indexes n0 and n0 ± 1, carrying either the real or the imaginary parts of data),
the application of the MIMO techniques, known from the OFDM-based
systems, is not straightforward.This is because in theMIMO transmission and
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coding techniques, the assumption that the MIMO channels are statistically
independent is made. If the specificity of the FBMC/OQAM signal is not
taken into account, the well-known and mature MIMO techniques cannot
be implemented without any modification. For example, the simple and
well-known Alamouti coding scheme for 2 × 2 MIMO cannot be applied,
as the self-interference influences the original decoding schemes applied in
OFDM [322].
A number of papers have been published on the methods designed to

overcome the problem if FBMC signals self-interference effect in the MIMO
transmission. In [323], the authors propose an interesting FBMC transceiver
architecture called FFT-FBMC, where IDFT at the transmitter and DFT at
the receiver are performed on each subcarrier separately, in order to get rid of
the interference. This new transceiver scheme allows for the application of the
solutions developed forMIMO-OFDM schemes, at the expense of significantly
increased computational complexity. In [295], the authors studied the joint
design of the transmit- and receive beamformers for frequency-selective
MIMO channels. This is done on per-subcarrier basis and applies multiple-tap
filtering structure. Two approaches are proposed. The first approach aims at
maximization of the signal to leakage-and-noise power ratio and applies the
precoder based on multitap filtering and single-tap equalizers. The second
approach, in which the goal is to maximize the signal to interference-and-noise
power ratio, applies one-tap filtering at the transmitter and the multitap
equalizers at the receiver. In [324], the authors propose a solution to reduce
the channel dispersion based on applied linear precoding, in the context
of the MIMO transmission over the broadband frequency-selective fading
channels. The precoder and the corresponding equalizer are defined based
on the polynomial singular-value decomposition. Another approach for the
per-subcarrier precoder design has been proposed in [325], where the idea of
frequency sampling has been utilized.
The application of MIMO-FBMC systems for multiuser scenario has been

discussed in [326], where the goal was to overcome the influence of the channel
frequency selectivity by the proper iterative design of beamformers. In partic-
ular, the precoder is designed in such a way that, at each user terminal, only a
real-valued single-tap spatial filter is applied, and the effect of multiuser, inter-
symbol, and intercarrier interference is mitigated. In [327], the multiuser case
has been discussed in the context of the appropriate design of Zero Forcing
(ZF)-based precoder and equalizer. The problem of effective equalization in
the MIMO-FBMC systems has also been analyzed by the authors of [328]. In
particular, the single-tap per-subcarrier precoders and equalizers have been
proposed for the case, in which the channel is considered as not-flat-fading
at the subcarrier level. Finally, an interesting early comparison of OFDM- and
FBMC-basedMIMO is provided in [310] and [329], whereas recent approaches
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and achievements in designing the FBMC-MIMO systems can be found in an
excellent survey [307].

5.5 Filter-bank-Based Multicarrier Systems Revisited

We have mentioned earlier that FBMC signals can be understood as a specific
case (a subclass) of the GMC waveforms. This is because the GMC transceiver
structure includes filter banks for the signal synthesis and analysis, as in
FBMC. In fact, the generalized description of multicarrier signals allows
for inclusion of any signal waveform that has been mentioned in our clas-
sification in Chapter 2. The FBMC modulation format, and in particular
its version known as OFDM/OQAM, has been widely studied. In parallel
to this process, however, other waveform candidates have been proposed,
which try to solve the problems identified during investigations carried on
FBMC. Therefore, let us now revisit the multicarrier signal classification and
indicate some other than FBMC important multicarrier transmission methods
incorporating filtering that are recently being proposed for their important
advantages in case of application in the future 5G radio-communication
systems.

OFDM and DMT

For the sake of classification, let us briefly address the issue on how the GMC
system parameters describe the standard multicarrier waveforms, namely
OFDM and Discrete Mutli-Tone(DMT) signals, although subcarrier filtering
is not actually applied for their generation.When projecting the OFDM
waveform onto GMC signals, the frequency spacing between the adjacent
pulses is equal to the inverse of the pulse duration, function g(t) is rectangular,
and the duration of the pulse Lg in samples is equal to the IFFT order and equal
to the time distance between consecutive pulses, that is, Lg = MΔ = N . Since
the main difference between OFDM and Biorthogonal Frequency Division
Multiplexing (BFDM) or Non-Orthogonal Frequency Division Multiplexing
(NOFDM) signals lies in the orthogonality of the used pulses, one can state that
OFDM is a subclass of the orthogonal multicarrier systems that constitutes a
subclass of GMC signal set, where a set of basis functions creates a linearly
independent system. In case of OFDM, TF = 1 before a cyclic prefix is added,
and TF < 1 if the cyclic prefix is used to avoid ISI.
The DMTwaveforms constitute a subclass of the OFDM signals.Thus, DMT

can be interpreted in the context of GMC in the same way as OFDM.Themain
differences between DMT and OFDM are the following:

• the spectrum of the DMT signal is symmetric referring to subcarrier of
frequency equal to zero. Thus, the time-domain signal is real-valued.



�

� �

�

214 5 Filter-Bank-Based Multicarrier Technologies

• since the DMTmodulation is usually used in the wired systems (e.g., Asym-
metric Digital Subscriber Line (ADSL) [60]), the channel is usually assumed
to be known (quasi-static) at the transmitter, which is not the case in the
wireless OFDM transmission. This feature is, however, not strictly related
with DMT modulation itself.

Filtered OFDM

In principle, filtered OFDM [287] differs only slightly from the classical
OFDM. In the latter case, the rectangular pulse shape is applied for data
transmission, which, in practice, in the context of digital systems, is equivalent
to the lack of additional filtering. As a consequence, due to the well-known
time–frequency relation between the rectangular shape of the pulse in
OFDM and its Sinc-shaped frequency spectrum, high OOB-power emission
is observed. The highest sidelobe of the pulse spectrum is just 13 dB lower
than the main lobe, which results in high power leakage. In the contemporary
applied communication systems, additional filtering is applied to shape the
transmit signal spectrum, for example, instead of rectangular pulse, the
square-root-raised-cosine pulse is used. If we generalize this approach, one
can assume, as in [287], that in filtered OFDM, the dedicated filter is applied
to the transmit signal at the output of the modulator with the purpose of the
whole-signal spectrum shaping and of minimization of the OOB emission.
What is important here is that unlike in FBMC systems described earlier in
this chapter, the subcarriers spectra are not shaped individually, but the whole
signal spectrum is shaped by the transmit filter.

FMT

In the so-called FMT systems, the transmit signal can be defined in a very sim-
ilar way as it is done for GMC signal [271, 301, 330]:

s[k] =
∑

m

N−1∑
n=0

dn,mg[k − mMΔ] exp
{

𝚥2𝜋nk(1 + 𝛼)
MΔ

}
, (5.14)

where 𝛼 is a modulation parameter. The pulses used for shaping the data sym-
bols dn,m are defined in such a way that the subcarriers are quasi-orthogonal,
that is, although the orthogonality condition is not met, the subcarrier spectra
overlap to a negligible degree on the frequency axis. Furthermore, functions
g[k − mMΔ] (or in continuous form g(t − mMΔΔt)) may overlap in the time
domain. Usually, the square-root-raised-cosine Nyquist filter with some roll-of
parameter 𝛼 is used. The utilization of various pulses in FMT transmission has
been discussed in [271]. It is worth mentioning that the usage of cyclic pre-
fix is not necessary in the case of FMT systems [301]. In the context of the
GMC set of waveforms, signals with the FMT modulation can be treated as
quasi-orthogonal.
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Cosine-ModulatedMultitone Signaling

In the Cosine Modulated Multi-Tone (CMT), the parallel streams of the PAM
data symbols are transmitted through a set of Vestigial Side-Band (VSB) sub-
carrier channels. It is assumed that the subcarriers are minimally spaced to
maximize the bandwidth efficiency of the system [89, 331]. The CMT mod-
ulator can be efficiently realized by means of the filter banks [332].

Lattice OFDM

The idea of changing the lattice structure in order to increase the system capac-
ity has been proposed in [244]. By changing the lattice structure, one is able
to adapt the pulse shape to the actual parameters of the scattering functions
(defining the transmission channel). Moreover, it is also possible to adapt (by
means of specific precoding) the hexagonal lattice to the rectangular one while
still achieving the same spectral efficiency.

Universal FilteredMulticarrier (UFMC)

The Universal Filtered Multicarrier (UFMC) transmission scheme discussed
in [333, 334] is one of the natural solutions to the problem of complexity of
per-subcarrier filtering applied in FBMC modulators. As discussed earlier, in
FBMC, each subcarrier is filtered separately by the means of dedicated filter
(e.g., PHYDYAS, IOTA, etc.).Such an approach results in increased compu-
tational burden when compared to the traditional OFDM scheme or its fil-
tered version (filtered-OFDM, [287]). In the UFMC transmitter, subcarriers are
grouped in subsets (e.g., of a size of one physical Basic Resource Block (BRB) as
used in the LTE system), and these subsets of subcarriers are subject to filter-
ing. This can lead to simplification of the transceiver structure because a lower
number of filters is required, that is, equal to the number of the considered
subcarrier subsets (or BRB) instead of the total number of subcarriers N . In
terms of computational complexity, the UFMC approach can be then treated
as a mid-solution between the two extrema, either filtered OFDM or FBMC.
The natural consequence of the per-subcarrier filtering in FBMC is the

requirement placed on the high selectivity of the frequency response of the
applied filters. As the subcarrier spectra cannot overlap too much in the fre-
quency domain (these are rather narrow and are comparable to the subcarrier
bandwidth), the impulse responses of the filters are naturally long. Recall
that in practice, for example, in case of the PHYDYAS filter, the overlapping
factor is set to 2 or even up to 4, which means that the applied pulse overlaps
some of the (2–4) consecutive pulses. This may be highly problematic in burst
transmission, where long ramp-up or ramp-down periods are required [335].
The UFMC waveforms are well-tailored to the communication systems with
small bursts, as in the machine-type communication [46], as per-subband
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filtering scheme results in shorter time-domain impulse responses of the
applied filters.
If we assume that the whole considered band is divided into NS subsets con-

sisting of N ′ carriers, and for each subband, we apply the IFFT operation of size
N ′ and the subband filtering using filters of the length LB, the UFMC transmit
signal can be represented as

s(t) =
NS−1∑
i=0

si(t) =
NS−1∑
i=0

N ′−1∑
n=0

∑
m

di,n,mgi(t − mT)e
𝚥2𝜋(t−mT)n

N′ e
𝚥2𝜋(t−mT)i

NS , (5.15)

wheredi,n,m is the data symbol transmitted in the i-th subcarrier subset (or BRB)
on the n-th subcarrier in the m-th symbol period. The high-level structure of
the UFMC transmitter and receiver is shown in Figure 5.13.

Generalized Frequency-DivisionMultiplexing, GFDM

Another extension of the standard OFDM transmission has been called the
Generalized Frequency DivisionMultiplexing (GFDM)[44–48] and is assumed
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Figure 5.13 The UFMC transmitter and receiver structure.
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Figure 5.14 GFDM transmitter structure.
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Figure 5.15 Concept illustration—OFDM and GFDM symbols on time–frequency plane.

to be a flexible version of OFDM, where the subcarriers are not orthogonal to
each other. In principle, GFDMbases onmodulation of a set of LP independent
blocks, each consisting of L subcarriers and P subsymbols. Each subcarrier is
filtered by the circularly shifted time and frequency responses of the prototype
filter, allowing for the so-called tail-biting operation [44]. On the one hand, the
subcarrier filtering results in reduction of the OOB power emission, and on
the other, it results in the loss of the orthogonality between the subcarriers and
in both ISI and ICI increase. Following [45], the block diagram of the GFDM
transmitter is shown in Figure 5.14. One may observe that the block of N = LP
data symbols is split into L subcarriers and P subsymbols, meaning that the
data symbol dp,l is carried on the l-th subcarrier and p-th subsymbol. The data
transmitted on each subcarrier are then subject to filtering with the prototype
filter g[k].The output signal from the modulator is the summation over all sub-
carriers, and the output frame of LP samples is extended with the cyclic prefix.
Following the notation used in the mentioned figure, the time-domain signal
can be represented as

s[k] =
P−1∑
p=0

L−1∑
l=0

dl,p ⋅ gl,p[(k − pL) mod N]e−𝚥2𝜋
lk
L . (5.16)
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In order to better understand the difference between the OFDM and GFDM
signals, the time–frequency representation of one transmitted symbol has been
presented in Figure 5.15. One may observe the set of N parallel subcarriers in
the m-th OFDM symbol covering the whole available transmission bandwidth.
At the same time, the time–frequency plane has been split into smaller areas.

5.6 Summary

The importance of filter-bank-based multicarrier systems has significantly
increased in the recent years.The application of per-subcarrier or per subband
filtering allows for substantial reduction of unwanted emission out of the
nominal band of the transmit signal, at the expense of increased computational
complexity. This computational complexity, however, is usually scalable
with the overlapping factor K . As a consequence, the FBMC systems are
well-tailored for application in future wireless communication systems where
the coexistence of various types of systems (and their waveform spectra in the
frequency domain) is envisioned. This observation is particularly important
in the context of advanced spectrum-sharing strategies, and introduction of
noncontiguous transmission schemes, where stringent and rigorous require-
ments on the interference induced to outer frequency bands need to be
fulfilled. The issues of spectrum aggregation and sharing using this kind of
multicarrier waveforms are addressed in the next chapter. Of course, besides
their advantages, FBMC systems have their drawbacks, such as long tails
influencing burst transmission or the signal self-interference, which makes
it difficult to be applied in the MIMO systems. However, a lot of research
effort has been put to overcome these shortcomings and to utilize the FBMC
waveforms in the future radio communication.
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Multicarrier Technologies for Flexible Spectrum Usage

6.1 Cognitive Radio

TheCognitive Radio (CR) concept has been introduced byMitola andMaguire
[336] and Mitola [337] and further described in [338]. Since the publication of
his PhD thesis in the year 2000, this concept has been intensively researched as
an attractive technology for radio communication systems.The list of compre-
hensive publications and best readings on CR include the collection of books
[338–343] and overview articles [74, 336, 344–346]. Together with the develop-
ment of the programmable radio platforms, novel algorithms, and regulations,
the CR technologies are being introduced in practical systems to address the
goals of modern radio communication, such as environmental awareness, flex-
ibility in adapting to the radio environment, and operational effectiveness.
The CR operation bases on the so-called cognitive cycle presented in

Figure 6.1, defined in [337], which includes its basic functions and actions,
namely to observe (the environment), orient, plan, decide, act, and learn. The
radio environment is observed by CR using various sensors and measurements
of the external stimuli in order to obtain enough data of the operational context.
Then, these gathered data are analyzed in order to extract useful information
of the context. For example, CR may analyze the Global Positioning System
(GPS) coordinates, mobility parameters, temperature, and light to determine
indoor or outdoor location and then use this information for choosing the
most favorable radio interface and waveform to communicate with other
terminals. Another typical example of this phase of the cognitive cycle is the
frequency analysis for the purpose of available frequency band detection.
The result of this analysis and related conclusions is context-understanding
(orientation in the context). In the orientation phase, priorities of further
operation are set, which trigger normal, urgent, or immediate type of action.
In the normal mode, the cognitive cycle includes planning phase, in which

alternatives for operation are being generated and evaluated. These alter-
natives may include possible radio interfaces, operational frequency bands,
radio access techniques, power levels, signal reception methods, and so on.

Advanced Multicarrier Technologies for Future Radio Communication: 5G and Beyond, First Edition.
Hanna Bogucka, Adrian Kliks, and Paweł Kryszkiewicz.
© 2017 John Wiley & Sons, Inc. Published 2017 by John Wiley & Sons, Inc.
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Figure 6.1 Cognitive cycle. (Based on [337].)

Evaluation of the alternatives impacts the states (of knowledge) in the learning
process, which also takes former decisions and their observed results into
account. The last process in the cycle is to act, that is, to activate appropriate
hardware and software resources to implement the actual communication:
generation, transmission, and reception of signals in a given frequency band,
time period, and with a given power level.
The general idea of CR is commonly narrowed and referred to the radio

network (and nodes) capable of dynamic and flexible use of the spectrum
resources. Cognition of CR here means operational-context awareness and
taking intelligent decisions (optimized in some sense) based on learning
capability on accessing the spectrum and satisfying dynamically changing
Spectrum Emission Masks (SEMs). Thus, CR is considered as the potential
solution to increase the efficiency of spectrum utilization, as it enables oppor-
tunistic access of temporarily unused frequency bands once the presence of
the incumbent (licensed or primary) system transmissions in these bands is
excluded. In order to determine, with high probability, whether the considered
frequency band is occupied or available, the CR nodes should either have the
access to the appropriate data-base or implement real-time measurement of
the Primary Users (PUs) activity, that is, to sense the spectrum resources. The
spectrum-sensing methods have been intensively studied in the past decade.
Some excellent examples of overview papers regarding these methods are
[347–350]. Reliability of the spectrum sensing is of particular importance.This
is measured by the probability of detection and the probability of false alarm.
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In general, it is beneficial to maximize the detection probability and minimize
the false alarm probability. However, the optimizations of these two metrics
are contradictory goals, that is, usually an increase of the detection probability
leads to a higher number of false alarms and consequently to an increase of
the probability of false alarm. In order to improve both, cooperative spectrum
sensing is considered, instead of often unreliable, autonomous sensing. Still,
there is a number of other trade-offs in spectrum sensing, such as energy
consumption versus reliability, accuracy versus granularity of reported sensing
information, sensing time versus transmission time, and so on.These trade-offs
are summarized in [351]. There, cooperative spectrum-sensing methods are
surveyed, and the energy consumption of these methods is discussed.
Intelligent decision-making is another key paradigm of CR. It usually refers

to the selection of one of the possible actions taking all the constraints into
account, which relate to either internal state or to the external conditions. In
the case of the considered dynamic and flexible use of radio resources, these
external conditions encompass regulations related to the Dynamic Spectrum
Access (DSA), licensed systems protection, rules of spectrum sharing, and so
on. Moreover, users Quality of Service (QoS) and Quality of Experience (QoE)
expectations, parameters of the propagation environment, coexisting-systems
standards, characteristics of the networks, and the nodes constitute men-
tioned decision-making constraints. Thus, one group of the methods in CR is
constraint optimization. However, optimization often requires some a priori
knowledge, which due to the nature of the radio environment and limitations
of the control traffic may be not complete or not accurate or outdated [352].
Optimization theory deals with the problemof finding the best solution given

the constraints. In case, when the goals and the constraints are not fixed and
the decision outcome depends on decisions of the other decision-makers (the
players), such as other CR nodes in the network, it may be desirable to consider
methods of game theory for the efficient decision-making. In game theory, each
player when taking his or her decision must take possible choices (decisions in
the so-called strategy space) of the other players into account.The key assump-
tion here is that the players are rational (care for their own benefit only) and
that they are intelligent enough to analyze the situation in the game. Analy-
sis of the players strategies may lead to finding the equilibrium (if it exists),
which is a set of choices that all rational players have to take in order for them
to not deteriorate their payoff (outcome of the game). The key difference in
using the game theory as opposed to using the optimization theory is that the
solutions found by the former may not be optimal. The Pareto-optimal out-
come of a game is possible when cooperation between the players is allowed.
The literature regarding game theory is vast. Example classic works containing
game-theoretic analysis are We should also mention works by the pioneers of
game theory: John vonNeumann and JohnNash, whose doctoral thesis on non-
cooperative games and concept ofNash equilibrium revolutionized economics.
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Application of game theory for decision-making in CR networks has
been recently intensively researched. Examples of these applications include
algorithms for power control, DSA methods, and radio-resource auctions.
However, making the assumption on the complete information or cooperation
possibility is not always possible; therefore, considerations on the allowable
simplification of the game-theoretic model of the considered problem (e.g.,
partial-information exchange or limited cooperation) are very important
direction in research.
The CR nodes are expected to operate in a network. For the network of CR

nodes, we can consider a number of scenarios depending on the existence of
the protected PU of the licensed systems and the network coordination. The
classification of these scenarios is presented in Figure 6.2 [394].
Note that the two scenarios presented in the upper part (as opposed to the

scenarios in the lower part of the figure) do not assume the occurrence of any
licensed systems. The two scenarios on the left (as opposed to the scenarios

Figure 6.2 Cognitive radio network classification.
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presented on the right) do not assume any coordination of the CR nodes.Thus,
the network in the lower left corner may be viewed as the ideal CR network,
in which the CR nodes are fully independent, that is, they sense the spec-
trum availability independently and use the radio resources in a distributed
manner [394]. At the same time, they still are able to protect the licensed
systems and handle interference between themselves. Naturally, such an ideal-
istic vision on CR network operation is not yet introduced in practice. This is
because of the shortcomings of the distributed Radio Resource Management
(RRM) approaches and usually low quality of detection for the autonomous
sensing schemes, when no information about the PU transmission is available.
From the standpoint of future Fifth Generation (5G) communication with

cognitive capabilities, the most practical CR network scenario seems to be the
one presented in the lower right corner of Figure 6.2. In this case, there is
some coordination of the Secondary Users (SU) in the network, which may
sense the radio environment but also have access (through the central control
entity) to the database, for example, the knowledge base containing and contin-
uously updating the information about radio resource availability. (These kind
of knowledge bases are often called Radio Environment Map (REM).) More-
over, the centralized entity coordinates the spectrum sharing between PU and
SUandbetween SU themselves.Thus, the quality and efficiency of theCR trans-
mission, as well as protection of the licensed systems, in this network category,
may be guaranteed.

6.2 Spectrum Sharing and Licensing Schemes

The DSA refers to making an opportunistic use of the spectrum resources.
According to the principles of CR, the SU can use the radio resources (fre-
quency, time, and power) at a certain geographical location and transmit their
signals only if the PU transmission is protected from interference generated by
SU. This calls for the application of some particular rules and policies of spec-
trum sharing, defining the ways and conditions on how the resources could be
shared between PU and SU.
The theoretical spectrum-sharing options are presented in Figure 6.3 [394].

The first, most popular scheme (visible on the top of the figure), referred to
as interwave spectrum sharing, allows SU to use the so-called spectrum holes,
which are the frequency bands unused (sometimes temporarily) by the pri-
mary systems. The interwave spectrum-sharing approach is the one used in
the context of secondary multicarrier systems, which typically use subcarriers
located in the spectrum holes on the frequency axis. Another scheme, often
considered in the literature, is the underlay spectrum-sharing scheme. There,
standard spread-spectrum techniques can be used for this purpose, as well as
the ultra-wideband transmission schemes, the techniques that distribute the
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Figure 6.3 Spectrum-sharing schemes.

signal power over awide frequency band, resulting in relatively lowPower Spec-
tral Density (PSD) level. This low PSD level is intended to be below the allow-
able interference level for the PU systems. The issue in both the interwave and
underlay spectrum-sharing approaches is that the power of interference gener-
ated to the primary systems increases with the number of SU. For this reason,
this number and the generated interference have to be coordinated. Finally,
in the last approach presented at the bottom of Figure 6.3 and called overlay
spectrum sharing, SU can use the same frequency band at the same time as
PU.This, however, is not the technology-“agnostic” solution and requires some
interference-cancellation schemes, possibly orthogonality of the PU and SU
transmitted signals (e.g., through the use of coding) and cooperation between
the PU and SU transceivers.
As mentioned earlier, spectrum sharing requires some policies and regu-

lations that make the whole process effective for both the primary and the
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secondary systems. Let us briefly review these options and discuss their appli-
cability to future CR multicarrier technologies.

6.2.1 Exclusive Use of Spectrum

In the classic, traditional case, the radio frequency bands are statically allocated
to various players (such as network operators) for exempt use. Thus, a certain
operator is authorized to utilize a given frequency band based on the individ-
ual licenses. Such a spectrum division is made usually at the national (coun-
try) level; however, international agreements (such as those made at theWorld
Radiocommunication Conference (WRC) level) need to be fulfilled. Following
these decisions, each country creates their own frequency allocation plan and
defines the rules, how the particular frequency bands can be utilized (e.g., the
maximum transmit power is defined, types of services that can be delivered to
the end user), trying to guarantee high level of electromagnetic compatibility
between the services and systems. On the one hand, such an approach can be
treated as a way for efficient interference management between various sys-
tems, as each frequency spectrum band has its own strict transmission rules,
the fulfillment of which must be ensured by the service provider. On the other
hand, such static spectrum assignment can cause high spectrum underutiliza-
tion, as the frequency bands that are not used at a certain time and geographical
location cannot be used by other operators/service providers due to the lack
of license. In this context, the application of various multicarrier schemes dis-
cussed in this book is possible as long as the transmission requirements defined
by regulators are fulfilled (i.e., the level of the out-of-band emission).

6.2.2 License Exempt Rules

As opposed to the exclusive spectrum use, the approach known as spectrum
commons or unlicensed spectrum is used in some frequency bands, which
are exempted from any kind of licensing. In this case, each user is allowed
to access a dedicated spectrum band with no additional permissions. The
Industry–Science–Medicine (ISM) bands are the good examples illustrating
such spectrum use opportunities, where various systems can coexist in
the same geographical area (such as WiFi and Bluetooth operating in the
2.4 GHz band). The benefits of such an approach are evident – each interested
player can start utilizing the spectrum resources as needed. However, as
the main advantage of the licensed spectrum assignment lays in the strict
interference management, the license-exempt spectrum bands are said to
be “interference-limited”. Indeed, when no interference control mechanisms
are applied and anyone can start offering communication services without
any agreements with the other users, system blockades may occur. Various
solutions to this problem have been proposed. However, with the continuously
increasing traffic, the fully unlicensed spectrum band would need to face the
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problem of the “tragedy of commons” described in [353]. In such a case, the
vacant and unlicensed band will not be used at a particular moment due to
the permanent collisions in accessing the spectrum or due to extreme levels of
in-band interferences.
As in the previous case, also in this context, the application of the multi-

carrier schemes discussed previously in this book is possible as long as the
transmission requirements defined by regulators are fulfilled. In fact, a num-
ber of Wireless Local Area Network (WLAN) standards based on Orthogonal
Frequency-Division Multiplexing (OFDM) operate in the ISM bands. How-
ever, the opportunities of adaptation of the transmit signal parameters (such
as the number of occupied subcarriers in the multicarrier transmissions with
noncontiguous subcarriers, pulse shape in Generalized Multicarrier (GMC),)
create new degrees of freedom for advanced interference management in the
scenarios where various system coexist.

6.2.3 Licensed Shared Access and Authorized Shared Access

In its principle, Licensed Shared Access (LSA) is the response to the industry
interests in the newways of utilization of the currently occupied band (assigned
to the incumbent systems) by additional licensed users. The key idea lays in
signing an individual license agreement between interested stakeholders (i.e.,
the incumbent spectrum “owner” and the new spectrum entrant) where the
ways for spectrum sharing are defined. A special case of LSA is the so-called
Authorized Shared Access (ASA) where the spectrum of interest covers
bands allocated to the mobile services and identified for International Mobile
Telecommunication (IMT) by the International Telecommunication Union
Radiocommunication Sector (ITU-R) at WRC but currently encompassing
other type of primary use [354].
Application of new and flexible multicarrier systems seems to be well tai-

lored to this scenario, as the possibility of adaptation of the transmit parameters
(such as Out-of-Band (OOB) power, or application of noncontiguous subcar-
riers) enables potentially easier fulfillment of signed coexistence requirements
and obligations. These requirements will be defined in advance; thus, it will be
possible to design the transmit signal in such a way to optimize certain param-
eters of the system, important for a given application.

6.2.4 Citizen Broadband Radio Service and Spectrum Access System

The Federal Communications Commission (FCC) has recently introduced new
three-tier sharing model dedicated to bands in the range of 3550–3700 MHz,
which is commonly referred to as CBRS sharing model [355, 356]. Three
types of users have been introduced here, mainly, the tier of high-priority
users (in fact, incumbents, whose transmissions have to be fully protected),
the tier of additional licensed users called Priority Access Licenses (PALs)
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and the license-exempt General Authorized Access (GAA) users. The PAL
users correspond to the LSA licensees in the LSA/ASA model, as the singed
agreement has to be created. One may observe that in Citizen Broadband
Radio Service (CBRS) spectrum sharing, the combination of licensed and
license-exempt approaches coexist. Let us note that, in order to efficiently
manage the interference between the users, a dedicated Spectrum Access
System (SAS) has to be created to coordinate the spectrum usage. Within
this system, the so-called Environmental Sensing Capability is envisaged to
monitor the activity of the users in a certain area.
Similarly as in the LSA case, also in CBRS spectrum sharing, the application

of flexible multicarrier systems seems to be an attractive solution due to the
same reasons, that is, the wide opportunities in the definition of transmit signal
format and parameters.

6.2.5 Pluralistic Licensing

The main idea of Pluralistic Licensing was proposed in [357] as an innova-
tive approach to spectrum sharing between the primary and secondary players
(operators). Let us quote the main definition: pluralistic licensing concept can
be understood as “the award of licenses under the assumption that opportunis-
tic secondary spectrum access will be allowed, and that interference may be
caused to the primary with parameters and rules that are known to the primary
at the point of obtaining the license” [357]. In this kind of spectrum-sharing
policy, it is assumed that the primary operator will choose from a range of
offered pluralistic licenses, each with a different fee structure and each specify-
ing alternative opportunistic access rules, which can be mapped to associated
interference characteristics [357, 358]. As the core license is still granted to the
primary operator, themain control mechanism is kept by the primary operator.
Thus, the primary operator may trade off the form and degree of opportunistic
access for various licensing fees or another incentive.

6.2.6 Licensed Assisted Access

Recently, particular attention has been focused on the new ways of exploita-
tion of unlicensed frequency band located around 5 GHz. The key industrial
players consider the application of the Long Term Evolution (LTE) technol-
ogy in the unlicensed bands, leading to the development of the so-called Long
Term Evolution-Unlicensed (LTE-U) solution and establishment of the dedi-
cated LTE-U forum [359]. Operation in an unlicensed band entails the need for
fair coexistence of WiFi users with LTE-U. One of the approaches is to dynam-
ically select clear channels in order to avoid the presence (and interference)
of Wireless Fidelity (WiFi) transmission. However, as the presence of vacant
WiFi channels cannot be guaranteed, one of the requirements related to the
way of spectrum access is the well-known Clear Channel Assessment (CCA)
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technique or Listen-Before-Talk (LBT) approach, typical for unlicensed spec-
trum use. From the WiFi networks’ perspective, the LTE-U transmission will
look like another WiFi client.
The idea of Licensed Assisted Access (LAA), introduced in Rel. 13 of the

LTE standard, assumes that the unlicensed band can be used alongside with
the licensed one. As various scenarios can be considered here, one important
example would be to transmit all control data using licensed band and support
user data transmission with the aggregation of licensed and unlicensed spec-
trum. By assumption, if the traffic observed will be low enough to be managed
by means of licensed band connections, the unlicensed bands will be released.
Typically, LAA is considered mainly in the context of supporting the down-
link traffic by means of utilization of unlicensed spectrum bands. A number
of interesting papers have been published on this type of spectrum sharing, in
the recent years, for example, [360–362]. Various modifications and improve-
ments of this concept have also been proposed; let us just mention the idea
of LTE-WiFi aggregation (known as LWA), where the operator decides to use
already deployed WiFi network for data transmission, or the idea of enhanced
LAA (eLAA),where spectrumaggregationwill be considered also for the uplink
connectivity. It is envisaged that the updated version of LAA will be included
in the next LTE standard releases.

6.2.7 Co-Primary Shared Access

The concept of Co-primary Shared Access (CSA) bases on the assumption that
multiple operators (with the same privileges) decide to jointly use a fragment
of their licensed spectrum [363, 364]. Two CSA cases can be defined: mutual
renting (MR), where operators keep their individual licenses to use spectrum,
but they can mutually rent part of the spectrum based on prior requests;
and limited spectrum pool (LSP), in which case, the dedicated fragment is
commonly used by all operators based on the group licenses. The former case
can be considered as a specific form of LSA between limited set of players,
whereas in the latter, various forms of cooperation can be envisaged. In the
so-called orthogonal sharing, common frequency resources can be shared
in the time-, frequency-, or spatial-division multiple access modes (TDMA,
FDMA, or SDMA), while the application of nonorthogonal approach entails
simultaneous usage of resources causing some interoperator interference.

6.3 Dynamic Spectrum Access Based on Multicarrier
Technologies

The DSA and flexible and efficient spectrum allocation procedures are con-
sidered as measures to increase the utilization of the spectrum resources in
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future wireless communication networks. Apart from the spectral efficiency,
the QoE and the associated fairness in resources distribution are the focus of
research on the cognitive DSA. The spectrum allocation procedures are often
centralized and require either the detailed Channel State Information (CSI)
(usually the link-channel coefficients) or at least Channel Quality Indicator
(CQI) (a representative compact information on the channel quality) of all links
in the network. Moreover, centralized methods involve the overhead traffic,
which in turn occupies the radio resources. For the future communication
concepts, the CR nodes are expected to take intelligent decisions at least partly
in a distributed way, thus minimizing or eliminating the overhead traffic. An
example of the multiple access technique that could be considered as the
DSA method for multicarrier transmission is the well-known Orthogonal
Frequency-Division Multiple Access (OFDMA). In the dynamic and oppor-
tunistic OFDMA, the network nodes are able to adopt a subset of accessible
subcarriers individually, as well as the transmission rate and power allocated
to these subcarriers [365].
Both centralized and distributed (cognitive) spectrum allocation procedures

have been presented in the literature, where game theory is applied for the intel-
ligent, rational decision-making in the competitive environment of the CR net-
work. The centralized schemes allow for more efficient or more fair spectrum
utilization; however, they require centralized management and possibly a con-
siderable amount of control traffic.TheCSI or CQI has to be exchanged or to be
made available at a central unit every time the channels’ qualities change for the
nodes in the network area. Interesting solutions and results for centralized solu-
tions based on cooperative complete information gamemodels for opportunis-
tic OFDMA have been presented in [366–368]. Distributed decision-making
algorithms employ noncooperative game models with the dominant concept
of equilibium as the solution of the conflict between competitors. However, the
complete-information games cannot be considered for the practical spectrum
allocation andDSA, because the complete knowledge of all dynamically chang-
ing links (and related CSI or CQI) is not usually available for every player (CR
node).Thus, noncooperative complete-information gamemodels are only suit-
able for multicell environment, where the players are connected base stations,
knowing the CSI of all links in their cell areas [369, 370].

6.3.1 DSA Based on Spectrum Pricing

The remedy for the incomplete information in the distributed spectrum
allocation in the DSA is to incorporate mechanisms that require only the
limited information, for example, the resource pricing mechanism. Resource
pricing has been considered in the literature extensively for power allocation,
also in OFDMA [371–373]. In these works, the resource that is subject to
pricing is the power used by the network nodes, and the goal is tomaximize the
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sum throughput given the total allowable transmission power in the network.
However, the concept of the spectrum pricing for the purpose of DSA is
different [374].
Distributed dynamic allocation of OFDMA resources (subcarriers) based

on pricing in a multicell scenario, where the base stations act as players, has
been considered in [375–377]. However, again, the pricing concepts developed
for the multicell scenario cannot be considered for the DSA in decentralized
networks. Another approach to the price-based DSA is based on iterative
water filling, which allows all players to use the same frequency channels and
adjust their power levels in these channels based on the pricing function. In
this approach, definition of the pricing function for each player requires the
information exchange between the neighboring nodes (players). In [378], the
spectrum allocation model is the Bertrand-game-based oligopoly competition
between PU and SU, which again requires the knowledge of the SU CSI by
the PU players. Although the aforementioned works have contributed to
significant advance in the game-theoretic price-based models, they all make
an assumption on the complete information available for all players, or they
narrow the considerations to the subcarrier power allocation.
In [379], a generalized framework for the pricing-based allocation of orthog-

onal frequency channels, as in OFDMA using noncontiguous subcarriers, is
presented.The scheme requires only the limited knowledge of the channel qual-
ity (the effective Signal-to-Noise Ratio (SNR) as CQI). The selfish and social
behavior of the players is considered, which is reflected in the utility func-
tions. These utility functions include the linear-taxation (pricing) component
dependent on the acquired spectrum resources (subcarriers). The nodes are
able to sense the radio environment, detect the parameter called tax rate (or
the pricing parameter) available in a given area, detect the available spectrum
resources, and acquire a subset of these resources (subcarriers) usable for their
intended transmission. The goal of each node is to make the best use of these
resources, that is, to obtain high data rate at the lowest cost [379]. A selfish
player aiming at throughput maximization would occupy the whole available
spectrum; however, the cost arising from spectrum pricing prevents such a
behavior. Too-low pricing parameter (taxation rate)may cause greedy behavior,
that is, for the individual CR nodes to occupy maximal number of subcarriers,
while too high pricing can be so restrictive, it does not pay for any node to
access the spectrum.Thus, optimal pricing parameter should be determined to
maximize the sum throughput or other defined goal of the CR network.

Example Results

In the considered scenario, the total transmission power is fixed. The average
considered SNR has been equal to 30 dB, and an example channel model is
the six-path channel, with paths having the same power, and delays uniformly
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spread between 0 and 1∕B, whereB is the considered accessed bandwidth. (This
is a test-channel model often used for the testing of equalizers that reflects
particularly hostile environmentwith very small coherence bandwidth and very
deep fading.) Moreover, the uncoded-system target Bit Error Probability (BEP)
has been assumed to be equal to 10−3 for all links.
Example results of the spectrum-pricing game defined in [379] are shown in

Figure 6.4. On the left-hand side of the figure, optimal pricing parameter (max-
imizing the sum throughput in the network) is plotted against the number of
players. On the right, the resulting sum throughput is presented. For compar-
ison, the throughput-per-node results are also presented for the centralized
algorithms: the greedy maxSNR and the Round-Robin algorithm.

6.3.2 DSA Based on Coopetition

Asmentioned earlier, DSA inmulticarrier systems (mainly inOFDMnetworks)
is often considered as fully centralized dynamic resource allocation of sub-
carriers. Distributed OFDMA-based CR networks using the idea of spectrum
pricing have also been considered. Another distributed approach improving
the results of the applied oligopoly models is based on a methodology called
coopetition. Coopetition (cooperative competition) is a neologism reflecting a
combination of competition and cooperation [380]. Coopetition bases on the
creation of an added value in cooperationwhere its distribution is an element of
competition. It has been successfully applied in economics, cybernetics, com-
plex production, and logistic systems. In [381], a generic framework for DSA
and resource allocation in distributed cognitive radio networks has been pre-
sented.The focus has been onOFDMA.There, the competition phase applying
the Cournot oligopoly model is followed by the cooperation phase defined by
the coalition game. Due to the flexibility in the definition of different modes
at each stage of coopetition, the considered CR network nodes may access the
spectrum dynamically under different policies, supporting hierarchical traffic,
fairness, and efficiency of resource utilization.

6.4 Dynamic Spectrum Aggregation

Concerning the capacity and spectrum usage enhancement in the 5G systems,
it will result from the so-called network densification, that is, a combination
of increased number of nodes and antennas and spectrum aggregation
[1]. Spectrum aggregation refers to making use of possibly discontinuous
frequency bands and, thus, larger amounts of electromagnetic spectrum. A
technique called Carrier Aggregation (CA) applied in the Long Term Evolution
Advanced (LTE-A) standard is the practical instantiation of this idea to achieve
the throughput of 1 Gbps in the downlink for Fourth Generation (4G) systems
in a 20 MHz channel. It allows for aggregation of the so-called Basic Resource
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Blocks (BRBs) even in different frequency bands [2]. This aggregation is
handled at the Medium Access Control (MAC) layer, and each component
carrier uses its own Physical Layer (PHY) protocol and the Hybrid Automatic
Repeat Request (HARQ) mechanism. Following the idea of contiguous or
noncontiguous OFDM, using adjacent or disjoint subcarriers, two types of
CA approaches have been proposed [42]. In the contiguous CA approach,
the used multiple carriers are adjacent to each other, which enables the usage
of a single Inverse Fast Fourier Transform (IFFT) and a single Fast Fourier
Transform (FFT) block at the transmitter and at the receiver, respectively.
Moreover, a single Radio Frequency (RF) front end can be used at both sides of
a transmission link. In case of the noncontiguous CA, the component carriers
do not have to be adjacent, which has repercussions in the transceiver design,
both for the Base-Band (BB) and for the RF front end.
The two methods of CA applied in LTE-A have limited flexibility in aggre-

gating any kinds of available spectrum fragments, because only a limited and
integer number of BRB can be used for a single-user data communication.
Moreover, the proposed protocols do not allow for the dynamic spectrum
access. To expand the LTE capacity, integration of unlicensed carriers (unli-
censed spectrum) into an LTE system has been proposed, namely U-LTE.
Both cases of contiguous and noncontiguous CA are presented in Figure 6.5
in the upper two example frequency arrangements. They are referred to as
the large-scale spectrum aggregation [42, 382]. In this case, the spectrum
fragments with a fixed granularity defined by the BRB are merged and can be
assigned to a single user, as in an LTE-A system or in a multiple-carrier High
Speed Packet Access (HSPA) system.
However, as shown in Figure 6.5 (the lower example frequency arrangement

presented in that figure), spectrum aggregation can also be considered on a
smaller scale and with higher flexibility [42]. In such a case, the aggregated
fragments of spectrum are interleaved with the spectrum originating from the
transmission of signals in another licensed system. Such a spectrum-sharing
concept is typical for future cognitive systems coexistence, where one user
transmitting signals within a given spectrum mask is geographically and spec-
trally neighboring the transmission and reception of another one. Naturally,
interference between these two users depends on their OOB power emission,
as well as on the selectiveness of their reception filters. This is presented in
Figure 6.6. There, one can see that at the RX of one link or system (RX 1),
interference can be observed originating from the TX of the other link or
system (TX 2) due to the OOB power radiation of TX 2 (resulting from a given
Spectrum Emission Mask (SEM) in this TX) as well as from the imperfect
selectiveness of the RX 1 filter. Thus, appropriate measures have to be taken to
keep the OOB power of both transmitters at the required level and to shape
the signals spectra taking the coexisting-system reception-filter characteristics
into account.
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Figure 6.5 Cases of spectrum aggregation. (Based on [42].)

Let us consider the Non-contiguous Orthogonal Frequency-Division
Multiplexing (NC-OFDM) and Non-contiguous Filter-Bank Multi-Carrier
(NC-FBMC) techniques, presented in the previous chapters, for their potential
to aggregate the spectrum in cognitive 5G communications. Both these tech-
niques possess the ability to efficiently use fragmented spectrum opportunities
and to suppress interference that may affect coexisting systems in the cognitive
radio scenario and environment.
The enhanced NC-OFDM technique has been described in Chapter 3 in

detail. It is characterized by relatively low computational complexity in making
use of disjoint sets of OFDM subcarriers. The useful, dynamically selected
subcarriers are modulated by information data symbols or by noninformation
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Figure 6.6 The spectral scenario of the coexisting systems and resulting interference.
(Based on [42].)

(information-data dependent) values, applied to shape the NC-OFDM signal
spectrum (in particular, to attenuate its OOB components). The other sub-
carriers within the NC-OFDM signal band are unused, that is, modulated by
zeroes. This flexible NC-OFDM signal spectrum shaping allows for accom-
modation of other transmissions in the adjacent bands or in the NC-OFDM
spectrum notches. Note that these transmissions do not have to have the
specific Radio Access Technology (RAT) defined and may use frequency
carriers not orthogonal to the considered NC-OFDM signal, as long as their
spectra do not overlap with the NC-OFDM system aggregated spectrum.
As discussed in Chapter 4, Filter-Bank Multi-Carrier (FBMC) technique

is considered as potential RAT for next-generation wireless communication
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systems, enhancing many properties of OFDM [287]. Although various real-
izations of this concept have been considered (such as complex exponentially
modulated filter banks, cosine-modulated filter banks, transmultiplexers,
perfect-reconstruction filter banks, oversampled filter banks, or modified
Discrete Fourier Transform (DFT) filter banks), recently, the term FBMC
refers to the schemes, where spectrally shaped offset-QAM (OQAM) symbols
modulate orthogonal subcarriers [383]. Depending on the applied filters
shaping the subband spectra, the FBMC scheme may offer high OOB-power
reduction at the expense of higher complexity of the transceiver architecture.
Among the pulse shapes proposed in the literature, the extended Gaussian
function together with its special case – Isotropic Orthogonal Transform
Algorithm (IOTA) – and the PHYDYAS pulse are the most promoted and
promising [42, 333, 382]. Finally, FBMC is also considered for the use with
noncontiguous sets of subcarriers and is called NC-FBMC.
The considered example NC-OFDM and NC-FBMC signal spectra are pre-

sented in Figure 6.7.There, also an example coexisting PU system (signal) spec-
trum is indicated to illustratemutual interference between considered systems.

6.4.1 Complexity and Aggregation Dynamics

Energy efficiency is an important target of future cognitive 5G networks,
and associated computational complexity becomes an important issue in
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the system design. The complexity of the enhanced NC-OFDM and of the
NC-FBMC transceiver has been estimated in [42]. There, for the purpose of
this complexity approximation, some assumptions have been made, that is,
that a set of aggregated subcarriers is known both at the transmitter and at
the receiver resulting from the connection parameters’ configuration phase,
the IFFT and FFT are implemented using the split-radix-2 algorithm, there
are the Cancellation Carriers (CCs) applied in NC-OFDM, the number of
coefficients of the polyphase-decomposed filters (applied in NC-FBMC) is
relatively small, channel estimation is based on pilots, time and frequency
synchronization is based on autocorrelation properties of the Cyclic Prefix
(CP), and no additional self-interference cancellation algorithm is considered.
The computational complexity of the applied on-line spectrum aggregation

methods impacts the spectrum aggregation dynamics offered to the sys-
tem. Moreover, algorithms for aggregation of fragmented frequency bands,
changing their positions and bandwidths on the frequency axis, and varying
requirements concerning the spectrum masks (for the adjacent-channel inter-
ference protection) entail additional calculations for the design of the proper
spectrum-shaping and aggregation algorithm. This calls for the estimation
of the amount of off-line computations required to reshape the spectrum
satisfying the upper limit associated with the dynamics of the required SEM
changes. These estimates are also presented in [42]. In case of the enhanced
NC-OFDM with OCCS, a redesign of the matrix used to calculate the values
modulating CC requires some matrix operations and solving the scalar-based
nonlinear equation (see derivations presented in Section 3.3). For this kind
of spectrum shaping, the most computationally demanding operation is the
matrix Singular Value Decomposition (SVD). For the case of NC-FBMC,
the prototype-filter redesign may be required if the spectrum aggregation
scenario demands change of the pulse shape, for example, for changed
systems-coexistence parameters or allowable self-interference.

6.4.2 Transmitter Issues

As discussed in the previous chapters, the spectrum-shaping and aggregation
algorithms are often designed by assuming ideal RF front ends. In practical
transmitters’ RF front ends however, the following effects are observable that
distort the spectrum shape in the BB processing: the quantization noise in
Digital-to-Analog Converters (DACs), the IQ signal components’ imbalance,
the LO leakage, or nonlinear distortions in a PA resulting from its nonlinear
characteristics. Multicarrier techniques, such as enhanced NC-OFDM and
NC-FBMC, are prone to nonlinear distortions due to high PAPR of the
time-domain signals (see discussion in Section 2.2). High-amplitude peaks
appearing in a signal at the output of the multicarrier modulator are clipped
by nonlinear PA, resulting in energy leakage to the adjacent frequency
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bands, that is, the power of spectrum components in the OOB region is
increased, which may naturally impact the coexisting systems. This source
of the OOB-power emission is independent from the one observed in BB
and resulting from the applied pulse shape. The presence of nonlinear distor-
tions significantly limits the spectrum aggregation capabilities and calls for
advanced OOB-power reduction algorithms (as in enhanced NC-OFDM) or
per-subcarrier filtering (as in NC-FBMC). In Figure 6.8, the ACIR is presented
versus the IBO parameter of PA for the considered noncontiguous multicarrier
transmissions, whose spectra are presented in Figure 6.7. (The example
victim system is narrowband, with the spectrum located in the NC-OFDM
or NC-FBMC spectrum notch.) Note that ACIR is defined as the ratio of the
interference power affecting the victim coexisting system receiver to the total
power from the source reaching the victim receiver and is an indicator of
the performance of the spectrum-shaping methods for systems coexistence
using multiple adjacent frequency channels. In the mentioned figure, one can
observe ACIR at the input of PA (or HPA) and at its output in case of the
NC-OFDM and NC-FBMC signals. Moreover, these transmissions apply the
known PAPR reduction method called C–F.
Note that in our example of systems coexisting scenario (from Figure 6.7),

NC-FBMC outperforms enhanced NC-OFDM with OCCS in terms of ACIR,
because apart from subcarrier filtering, the system uses some GS around the
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coexisting (victim) system band. Moreover, it is worth noting that nonlinear
effects and high ACIR are observed at low IBO and for lower-class PA. This
means that there is no need for the application of sophisticated and compu-
tationally complex spectrum-shaping methods in the baseband, because their
performance will be significantly reduced at the output of PA. In order to
cope with this problem, joint spectrum-shaping and PAPR reduction methods
should be applied, as well as algorithms for linearization of the input–output
PA characteristics have been proposed. Their appropriate modifications for
the use in NC-OFDM and NC-FBMC transmitter are also the subject of
research.

6.4.3 Receiver Issues

The main receiver issues of the spectrum aggregating noncontiguous multi-
carrier transmission systems are as follows: synchronization in the presence
of in-band interference (originating from the in-notch coexisting system) and
reception quality. Time and frequency synchronization for noncontiguousmul-
ticarrier transmission is a challenge for the spectrum aggregating techniques as
discussed in Section 3.5.1 in detail. Note that standard synchronization algo-
rithms have been proposed for OFDM transmission; they may be not suitable
for the operation of NC-OFDM or NC-FBMC systems. This is because a syn-
chronization algorithm has to be flexible enough to adapt to the dynamically
changing set of occupied fragments of spectrum (subcarriers) and because it
has to be robust against possibly high interference power (originating from a
coexisting system) inside the spectrum notch between the aggregated bands
(called in-band or in-notch interference).
In [216], the in-notch interference-robust synchronization algorithm called

LUISA has been proposed for NC-OFDM systems. The preamble-based algo-
rithm estimates the time and frequency offset using cross-correlation between
the received signal and the reference preamble, as well as multiple signal-path
components. The new proposed algorithm has been compared against the
standard ones: the S–C algorithm [148], the Ad-Hoc Detector no. 1 (AHD1)
[384], and the Ziabari method [229]. Contrary to these existing algorithms,
LUISA is robust against in-band interference including narrowband inter-
ference at the cost of increased complexity. In the interference-free system,
the probability of frame synchronization error is also improved. Moreover,
in [385], low-complexity algorithm for time and frequency synchronization
in an NC-OFDM radio communication system in the presence of the same
kind of interference has been proposed. The computational complexity of the
proposed synchronization method is similar to the known S–C algorithm.
The algorithm is partially blind, that is, it does not require information
on the used and excluded subcarriers, nor on the center frequency of the
interfering system. It has been shown that it performs best for the in-notch
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interference of constant carrier frequency, but it also provides good results for
the frequency-modulated interfering signal.
Because in general, in FBMC systems, CP may not be needed, the CP-based

synchronization algorithms are excluded from application in NC-FBMC
receivers. The problems of reliable symbol timing and CFO calculation in the
context of FBMC transmission, either blind or data-aided, have been inten-
sively studied, resulting in the pilot-based or preamble-based synchronization
algorithms [386–388]. However, for noncontiguous version of FBMC (for
NC-FBMC), the issue of in-notch interference robustness of the proposed
synchronization algorithms appears to be the same as for the NC-OFDM
systems. It is a challenge to derive such algorithms of reasonable complexity for
NC-FBMC receivers in the presence of interference from coexisting systems.
Another reception issue with the noncontiguous multicarrier schemes

is the data-detection quality. The cost of the spectrum aggregation and
shaping in enhanced NC-OFDM is in sacrificing some energy resources to
the spectrum-shaping subcarriers (e.g., as in the CC or OCCS algorithms)
and reducing the power for data subcarriers. This may result in the BER
performance degradation. However, as discussed in Sections 3.1.1 and 3.3,
values modulating CC can be treated as coded symbols correlated with the
data symbols. Thus, they can be used to decode the data at the receiver and
improve the detection quality. This requires the knowledge of the precoding
matrix at the receiver and is associated with additional computations for
decoding. Example results of such advanced reception based on the ZF
and MMSE detection criteria are presented in the mentioned sections and
in [42].
Regarding the reception performance of the other considered scheme

(NC-FBMC), it is dependent on the prototype-filter characteristic. Addition-
ally, for other filter-bank-based modulations using nonorthogonal pulses,
self-interference among these pulses on the TF plane may deteriorate the
performance. This interference has to be removed in order to achieve rea-
sonable BER [387, 389]. As discussed in Section 4.4, Successive Interference
Cancellation (SIC) and Parallel Interference Cancellation (PIC) receivers can
be applied for this purpose. Moreover, some works propose a dedicated FBMC
subcarrier model incorporating interference from the adjacent subbands, as
well as advanced algorithms for self-interference management using MMSE
or Maximum-Likelihood Sequence Estimator (MLSE) criteria. Application
of an equalizer for each subcarrier and iterative decoding schemes have
been proposed in the literature, as well as techniques for channel estimation
using special preambles or scattered pilots. For example, in [386], auxiliary
pilots are introduced to the transmitted signal for interference minimization.
Advanced techniques for increased performance of the NC-FBMC signal
reception accounting for self-interference cancellation, channel estimation,
and equalization are still being an important research topic.
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6.4.4 Throughput Maximization

In [382], the concept of spectrum aggregation using noncontiguous mul-
ticarrier waveforms in a future 5G system is discussed and evaluated in
practical radio-communication setup. The analytical model of interference is
derived, taking practical characteristics of the transmit and reception filters
into account. Note that typically, the reception filter characteristic is not
considered in papers dealing with systems coexistence and their mutually
generated interference, although it noticeably impacts the interference power
gathered by a wireless receiver. In the mentioned paper, both spectrum
aggregating techniques are considered: NC-OFDM and NC-FBMC, which are
also validated by real-world measurements. The considered scenario includes
a single 5G-system link using available radio-frequency band opportunities,
in the presence of the PU (incumbent) system interference, as shown in
Figure 6.9.
Let us define the 5G-system rate optimization problem taking the reception

filter characteristics into account (as discussed earlier in this chapter), using
the interference model suggested in [382], and making it subject to efficient
protection of the incumbents. The problem is defined so as to find the vector
of the power levels P = {Pn} assigned to the noncontiguous subcarriers of the
secondary system to maximize its Shannon data rate:

P∗ = argmax
P

Δf 𝜅
∑

n∈IDC

log2

⎛⎜⎜⎜⎜⎝
1 +

Pn
||||H

(
nfs
N

)||||
2

FN0Δf + PIn

⎞⎟⎟⎟⎟⎠
(6.1)
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Figure 6.9 Systems-coexistence scenario for downlinks.
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where Δf is the subcarrier spacing, IDC = {IDCj} for j ∈ {1,… , 𝛼} is the vector
of occupied Data Carriers (DCs), as defined previously in Chapter 3, H(f ) is
the considered link (5G using noncontiguous multicarrier waveforms) channel
frequency response, fs is the sampling frequency, N0 is the white noise power
spectral density, F is noise figure of the 5G system receiver, PIn is the power of
interference observed at the n-th subcarrier of the victim 5G receiver at the out-
put of the reception filter. Note that in [382], this interference power has been
modeled taking this reception filter characteristic into account. Furthermore,
𝜅 is the rate-scaling factor accounting for the symbol duration extension (e.g.,
application of CP). It is equal to 1 in the ideal case (when no CP is used as in
NC-FBMC transmission) and equal to N∕(N + NCP) in case of an NC-OFDM
system, which typically uses CP.Moreover, in case of the time-domainwindow-
ing applied to NC-OFDM, each symbol is additionally extended by Nw win-
dowed samples resulting in 𝜅 = N∕(N + NCP + Nw). Finally, constraints to the
formulated optimization include theminimum required Signal-to-Interference
Ratio (SIR) for the incumbent system receiver (below which the PU transmis-
sion is not considered as protected), as well as themaximal level of the transmit
power of the 5G system link.
Detailed analysis of the throughput-optimization problem in our considered

systems-coexistence scenario is presented in [382]. There, also an efficient
algorithm for finding the problem solution is provided. Next, we discuss some
example results of throughput maximization in the 5G system link using
the noncontiguous multicarrier transmissions (NC-OFDM and NC-FBMC
waveforms) in the presence of exemplary incumbent systems.

Example Results

Let us discuss some example results presented in [382]. The potential of the
considered noncontiguous multicarrier transmission schemes have been con-
sidered as achievable throughput of the 5G spectral-opportunistic systemusing
NC-OFDM and NC-FBMC waveforms in the presence of interference origi-
nating from the incumbent systems. The constraints on the allowable signal
power and minimum SIRobserved by the PU receiver have been maintained.
Two test scenarios have been considered: when the incumbent system is 2G
cellular system Global System for Mobile Communications (GSM), and when
the protected system is the 3G Universal Mobile Telecommunications System
(UMTS).
TheGSMandUMTS systems are assumed to operate at the carrier frequency

of 940 MHz and 2130 MHz, respectively. The 5G (NC-OFDM or NC-FBMC)
system is centered at 938.5 MHz or 2128.5 MHz in the presence of the
earlier-generation systems and can utilize a maximum of 600 subcarriers sepa-
rated by Δf = 15 kHz, that is, the maximal occupied bandwidth is 9 MHz.The
IFFT size in the NC-OFDM-based systems is N = 1024. In the FBMC scheme,
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4-times oversampling is assumed. The cyclic prefix in the NC-OFDM system
consists of NCP = N∕16 samples. Additionally, for this kind of transmission,
windowing has been considered to reduce the OOB sidelobe power, and the
Hanning window extends the NC-OFDM symbol by NW = N∕16 samples. For
the NC-FBMC transmission, the PHYDYAS filter with the overlapping factor
of K = 4 has been used. The allowable maximum transmit power in the 5G
link is 100 mW, and the noise figure at the 5G system User Equipment (UE)
(terminal) receiver equals 12 dB. The transmit power of the incumbent system
base station is assumed to be 33 dBm, and the required SIR is 9 dB, as defined
in [390]. Furthermore, the antenna gains are 15 dBi and 0 dBi for the base
station and for UE, respectively [390]. The path loss is calculated according
to the Log-normal path-loss model [391] with the path-loss exponent equal
to 3. The receiver-filter characteristic of the GSM receiver has been adopted
from the Adjacent Channel Selectivity (ACS) metric provided in [390], and
the PSD of the GSM transmission has been assumed to be equal to Spectrum
Emission Mask (SEM) defined in [392], that is, the worst-case scenario has
been considered. In case of UMTS, standards [199] and [393] have been used
to obtain the Adjacent Channel Leakage Ratio (ACLR) and ACS values [382].
In case of the 5G and GSM systems-coexistence evaluation, the generated

5G noncontiguous multicarrier signal occupies subcarriers indexed as IDC =
{− 300,… ,−1} ∪ {1,… , 66} ∪ {134,… , 300} (note the notch of 67 subcarri-
ers corresponding to 1 MHz) with equally distributed power. In the experi-
ment related to the 5G and UMTS systems coexistence, the multicarrier signal
occupies subcarriers of indices IDC = {− 300,… ,−67} ∪ {267,… , 300} (note
a notch of 5 MHz), with equally distributed power. Other details of the coex-
isting systems and their parameters can be found in [382].
In Figures 6.10 and 6.11, the achievedmean throughput of the 5G system link

versus the distance of the 5G base station from the incumbent system terminal
can be observed for all coexistence scenarios, that is, an opportunistic 5G sys-
tem using either NC-OFDM or NC-FBMC waveforms, the incumbent system
being either GSMor UMTS, and the Channel State Information (CSI) (channel
characteristic) being either delayed or limited.
It has been assumed that the 5G base station has the knowledge of the

CSI of the connected links. However, the measurements carried by the
incumbent system terminal are relayed to the 5G base station by the base
station of this system. Thus, in the considered model, the 5G base station
has the delayed primary-link CSI. (It is assumed that this delay equals 5 ms.)
Limited CSI knowledge means that only the power attenuation due to the
path loss is known to the 5G base station. This approach needs much less
control information to be collected by the 5G base station. Note that in the
considered scenarios, both limited and delayed CSI utilizations provide similar
results. Moreover, in Figure 6.11, it is visible that the achievable 5G system
throughput using noncontiguous multicarrier waveforms is limited in the
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presence of the incumbent UMTS system more than in case of GSM. It is
caused by the relatively small bandwidth of the spectrum available for the
5G transmission. As shown in [382], all considered 5G systems based on
noncontiguous multicarrier waveforms achieve at least 75% of the maximal
possible throughput. Moreover, the standard OFDM system achieves much
smaller throughput.
Thus, feasibility of the small-scale spectrum aggregation has been confirmed.

In contrast to the well-known carrier aggregation schemes already applied in
3GPP standards, even very narrow and noncontiguous frequency subbands can
be utilized by a single link. This allows for smooth transition of the frequency
assignment from legacy GSM and UMTS systems to new technologies while
maintaining the electromagnetic compatibility with the incumbent systems.

6.5 Summary

To summarize this chapter, let us emphasize that advanced multicarrier
transmission techniques using noncontiguous subcarriers such as NC-OFDM
or NC-FBMC technique are capable of dynamic spectrum access and flexible
spectrum aggregation. Cognitive spectrum sharing using these techniques in
both licensed and unlicensed frequency bands of the future heterogeneous
networks, frequency resources that have not been efficiently used so far, can
be effectively used, and interference among coexisting systems can be avoided.
Dynamic aggregation of potentially noncontiguous fragments of bands in a
wide frequency range poses a number of challenges for the base-band pro-
cessing, antenna and RF front-end transceiver design, particularly in changing
radio environment [42]. Earlier in this chapter, it has been shown how to meet
these challenges with noncontiguous multicarrier technologies and novel
algorithms enhancing the spectral efficiency, interference robustness, and
reception performance. Moreover, by applying efficient DSA methods based
on spectrum pricing or the combination of cooperation and competition, it
is possible to organize the dynamic access to the radio resources for multiple
users of a system applying multicarrier techniques with orthogonal channels.
This may be done in a semidistributed manner, requires only very limited
exchange of necessary information, and results in the proper spectral efficiency
and fairness.
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7

Conclusions and Future Outlook

The future radio communication, fifth generation (5G) and beyond, is expected
to provide an order of magnitude improvement in terms of more capacity,
higher energy efficiency, lower latency, more mobility, more accuracy of termi-
nal location, increased reliability, and availability [14]. The new system design
shall ensure high flexibility in order to dynamicaly adapt to a broad range
of usage requirements and deliver converged services. The development of
cognitive features, spectral flexibility, spectrum aggregation and sharing capa-
bilities are among the key directions in the definition of future radio interfaces
and the Dynamic Spectrum Access (DSA) scheme. Multicarrier waveforms
discussed in this book, with all the described enhancements, seem to have the
required properties to address these requirements and 5G radio directions.
The enhanced Non-contiguous Orthogonal Frequency-Division Multi-

plexing (NC-OFDM) is one of such multicarrier techniques suitable for
future applications, allowing for high transmission flexibility and spectral
efficiency while preserving relatively low computational complexity. Moreover,
it possesses the ability to flexibly shape and aggregate the available spectrum
resources. As emphasized in Chapter 3, one very promising technique to
reduce the Out-of-Band (OOB) power is the Optimized Cancellation Carriers
Selection (OCCS) technique, as well as Extra Carriers (ECs) method that addi-
tionally accounts for the High Power Amplifier (HPA) nonlinear distortions.
Another merit of the enhanced NC-OFDM technique employed in the

future cognitive radio-communication systems is the protection of the Pri-
mary Users (PU) obtained by means of the spectrum shaping algorithms
and power control. However, the problem of the reduced reception quality
of the NC-OFDM-based Cognitive Radio (CR) may occur, when the system
operates in the presence of high-power PU-originating interference in-band
of the Secondary User (SU) receiver. It has been shown that advanced signal
detection and synchronization methods can be robust against this kind of
interference and can enable high performance of a secondary NC-OFDM
system, in the future systems coexistence scenarios.

Advanced Multicarrier Technologies for Future Radio Communication: 5G and Beyond, First Edition.
Hanna Bogucka, Adrian Kliks, and Paweł Kryszkiewicz.
© 2017 John Wiley & Sons, Inc. Published 2017 by John Wiley & Sons, Inc.
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The Generalized Multicarrier (GMC) signal representation allows for
the description of any signal waveform. Thus, all signals including various
multicarrier waveforms, using orthogonal or nonorthogonal subcarriers, can
be treated as a subclass of GMC signals. As a consequence, the transmission
and reception algorithms presented in Chapter 4 for the GMC systems can be
applied for the variations of the well-known multicarrier systems, including
Orthogonal Frequency-Division Multiplexing (OFDM), filtered OFDM,
and various fiter-bank-based multicarrier schemes; particularly, the GMC
transceiver structure is based on the filter banks. Most of all, the parametric
design of these filters (and the pulse shape) allows for controlling the signal
properties, such as the OOB power and generated interference.
Appropriate modifications and refinements of the Peak-to-Average Power

Ratio (PAPR) reduction methods, modulation and link adaptation techniques
applied in a GMC transmitter improve the spectral features of the transmitted
signals, increase the link throughput while protecting the PU transmissions in
the coexisting systems.Moreover, even in case of lack of orthogonality between
transmitted pulses (called atoms) , it is possible to improve the reception perfor-
mance by using the Successive Interference Cancellation (SIC) or Parallel Inter-
ference Cancellation (PIC) algorithms to remove the intrinsic self-interference.
Although GMC transceiver structure bases on the banks of filters, and the

GMC description allows for the definition of any type of signal waveform,
the Filter-Bank Multi-Carrier (FBMC) systems have been distinguished from
all others as the very well researched technique with a great potential for the
application in the future radio interfaces. The application of per-subcarrier or
per-subband filtering allows for substantial reduction of unwanted emission
out of the nominal band of the transmit signal, at the expense of increased
computational complexity. This computational complexity, however, is usually
scalable with the so-called overlapping factor. The FBMC systems using
Offset Quadrature Amplitude Modulation (OQAM) mapping and advan-
tageous Isotropic Orthogonal Transform Algorithm (IOTA) or PHYDYAS
pulse shape are well-tailored for the future coexistence scenarios, DSA and
spectrum-sharing strategies.
Finally, advanced multicarrier transmission techniques discussed in

this book, particularly the ones using noncontiguous subcarriers such as
NC-OFDM, or NC-FBMC technique, have been shown to be capable of
dynamic spectrum access and flexible spectrum aggregation. Cognitive
spectrum aggregation and sharing using these techniques in various coexisting
systems scenarios have been well evaluated, showing their huge potential in
5G technologies.
Many issues and challenges of the advancedmulticarrier schemes, addressed

in this book, have been discussed in the vast literature. Some of these issues
seem to be solved, some require further exploration. There are, however, still
open issues that may be very interesting topics for further research. Among
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these topics, we believe, is the design of radio interfaces that take the most
advantageous features of enhanced NC-OFDM, NC-FBMC, Universal Fil-
tered Multicarrier (UFMC), or Generalized Frequency Division Multiplexing
(GFDM) to be flexible enough, reasonably complex, scalable, transparent to
the coexisting systems, and provide high-performance services even for the
secondary users.
New systems applying advanced multicarrier waveforms with nonorthogo-

nal subcarriers can be highly efficient in terms of the spectrum use; however,
sophisticated algorithms are needed to increase their performance in the
mobile radio environment, to combat the effect of intrinsic and external
interference and to allow for their application in the newly developed com-
munication concepts, such as Multiple Input, Multiple Output (MIMO) or
full-duplex transmission. We hope that this book can help in understanding
the currently offered and advanced multicarrier technologies and inspire
research on their open issues.
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