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Preface

Sensors play a key role in almost all the scientific advancements in the world.
Successful operation of the engineering systems, from automotive engines to Inter-
national space stations, is almost impossible to imagine without efficient and reliable
sensors. Sensors are inevitable, for the operation and maintenance of various indus-
tries including automation, automotive, shipping, transportation, power, manufac-
turing, wood, and paper. With the advanced sensing techniques and processing/
manufacturing technologies available today, the variety of sensors that are/can be
realized and manufactured to sense vital parameters of any system which are of
tremendous interest are plenty compared to the situation prevailed a decade back.

Output from any sensor or sensing element is converted into a usable and
standardized form using a unit, typically, called as signal conditioning unit. In some
cases, these are referred as interfacing or read-out circuits. This unit is present
immediately after the sensing element, in a measurement system. In most of the
cases, the raw signal from the sensing element can be as bad as noise signal. Unless
processed correctly by a suitable interfacing unit, the sensor system will fail to work
or perform unsatisfactorily. In addition, the interfacing unit plays an important role
in exploiting the full capabilities of the sensing element. Thus, in general, the
interfacing instrumentation is an integral part of any sensor system and a deep
understanding of those schemes is a requirement for a scientist or instrumentation
engineer who selects the appropriate interfacing circuit for a sensor that is of
interest. This understanding will also help the reader to develop his/her own
interfacing schemes with more useful features for an existing sensor or a new
interfacing scheme that may be required for a new or an existing sensor.

The interfacing scheme can be an analogue electronics solution, a digital-based
solution, or a mixed signal solution. Certain operations can be achieved effectively
using analogue systems while a mixed signal approach is preferred in some other
applications. There are interfacing schemes available, purely, using digital
schemes/systems. Each one has its own advantages and disadvantages. This book
will help the reader to acquire basics as well as advanced knowledge about the
interfacing schemes for various sensors that are widely used. The book will
also discuss the important signal processing techniques, certain sensing
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applications, future trends that are worth to understand and follow for a sensing and
instrumentation scientist. The book contains invited chapters from experts working
in the field of sensors and instrumentation domain, presenting various aspects of
sensors, advanced interfacing techniques for sensors and interesting applications.
The book is organized as discussed below.

The book begins with a chapter that deals with the fundamentals of the
measuring/sensing systems. This includes types of sensor systems, important per-
formance characteristics, propagation of errors, statistical analysis of random error
and transient and steady-state response of sensors. The above-mentioned topics
presented in Chapter “Sensors and Their Characteristics” provide the necessary
background information for those who are relatively new to the field. It helps others
in clearing most of the possible ambiguity or doubts that may come out, in relation
to some of the fundamentals of the measurement, while reading other chapters
of the book.

Chapters “Advanced Interfacing Techniques for the Capacitive Sensors” and
“A Simple Embedded Sensor: Excitation and Interfacing” deal with impedance
sensors and interfacing circuits. Chapter “Advanced Interfacing Techniques for the
Capacitive Sensors” introduces a few important sensors. Later, the advantages of the
impedance sensors such as capacitive or inductive sensors over the resistive sensors
are presented. The chapter also presents the design and development of a low-cost
portable sensing system, which measures impedance of a capacitive sensor.
In addition, some of the possible applications of the capacitive sensors are presented
in Chapter “Advanced Interfacing Techniques for the Capacitive Sensors”. Chapter
“A Simple Embedded Sensor: Excitation and Interfacing” concentrates more on
different types of capacitive sensors and the interface electronics for instrumentation
applications. Some of the advanced electronic circuits that combines the
well-established bridge methods of measurement together with certain oscillator
configuration for accurate interfacing of the perfect and the lossy capacitive sensors
are discussed in Chapter “A Simple Embedded Sensor: Excitation and Interfacing”.

An interesting way to design low-cost but efficient digital measurement systems,
for interfacing resistive sensors is presented in Chapter “Advanced Techniques for
Directly Interfacing Resistive Sensors to Digital Systems”. The technique involves
the use of relatively advanced techniques for direct connection of resistive sensors
to the digital systems. The digital system measures the resistance with the help of an
embedded digital timer that digitizes the charging/discharging time of an RC circuit
formed by the resistive sensor and a known capacitor. The uncertainty sources
involved in measurement and the performance, in some applications are discussed.
Next, the chapter deals with the direct connection of resistive sensor arrays to
field-programmable gate arrays, where different resistors of the array are measured
in parallel through a set of timers that are running simultaneously.

Combination of sensors and IoT can provide very efficient sensing solutions that
we, otherwise, would not have imagined. While the techniques for wireless internet
connectivity for the sensor unit is relatively a solved problem, powering the node
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and keeping the power requirement to ultra-low values remain challenging in many
applications. Chapter “Interfaces for Autarkic Wireless Sensors and Actuators in the
Internet of Things” presents various aspects of those challenges and possible
solutions through ISO/IEC/IEEE 21450-2010 smart transducer standard.

Output from some of the sensors are very low and many times special techniques
are required to improve the SNR at the final output. Chapter “Lock-In Amplifier
Architectures for Sub-ppm Resolution Measurements” presents some of the effec-
tive schemes to recover sensor signals from noise. The fundamental limitations
of the widely used lock-in amplifier technique are discussed in this chapter, fol-
lowed by possible ways to enhance the performance to achieve high resolution
measurements.

From here onwards, the reader will find the application-oriented chapters of the
book. Chapters “Biomedical Sensors and Their Interfacing” and “Interfacing and
Pre-processing Techniques with Olfactory and Taste Sensors” discuss some of the
requirements in the healthcare domain and possible approaches to support or help
the caregiver, to realize un-obstructive monitoring, etc. Chapter “Biomedical
Sensors and Their Interfacing” presents schemes for continuous monitoring of
patients in their normal activity. This includes real-time recognition of abnormal
‘events’ such as fall and unconsciousness. This is achieved with the help of
autonomous sensor systems with necessary processors having the required com-
putational capability. Chapter “Interfacing and Pre-processing Techniques with
Olfactory and Taste Sensors”, in the similar lines, presents the challenges in
un-obstructive monitoring of important parameters and possible solution through
smart sensing systems. The sensor system discussed is compatible with IEEE1451
standard.

In Chapters “Harnessing Vision and Touch for Compliant Robotic Interaction
with Soft or Rigid Objects” and “IEEE1451 Smart Sensors Architectures for Vital
Signs and Motor Activity Monitoring”, interfacing challenges and solutions of
couple of industrial applications are presented. Chapter “Harnessing Vision and
Touch for Compliant Robotic Interaction with Soft or Rigid Objects” concentrates
on the details of electronic nose and tongue. Basic principle, sensing mechanism,
interfacing and pre-processing techniques, etc. employed for typical electronic nose
and tongue are presented. Number of groups across the world are working in this
domain. Chapter “IEEE1451 Smart Sensors Architectures for Vital Signs and
Motor Activity Monitoring” presents the sensing issues and interfacing techniques
to enable safe interaction of commercial-grade robot manipulators with objects
exhibiting rigid or soft surfaces. The solution involves combination of vision and
touch sensing techniques. Details of the proposed solutions and results of the
experimental studies validating the usefulness are presented in the chapter.
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We would like to express our deep appreciation to the distinguished authors
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Sensors and Their Characteristics

V. Jagadeesh Kumar

Abstract This chapter introduces sensor as a device (sort of black box approach)
and describes various characteristics that define such a sensor and most importantly
how to interpret its performance in actual use employing these characteristics.
Depending on the actual sensor and its intended application, some of these char-
acteristics become relevant and some are not. For example, the dynamic charac-
teristics of a sensor (load cell) used in a stand alone weighing machine is not at all
relevant and just the static characteristics will do. On the other hand if the same
sensor is used to weigh objects on a conveyor belt, then the dynamic characteristics
of the sensor along with the static characteristics have to be considered. Hence the
reader must exercise caution and not blindly insist that a sensor must possess all the
characteristics described herein.

1 Introduction to Sensors

What is a sensor? Dictionary defines (the meaning of) the word “sensor” as:

Sensor A device that responds to a physical stimulus (as heat, light, sound, pressure,
magnetism, displacement, velocity or acceleration) and provides an output for either
measurement of that physical quantity or operating a control.

For example, the U-tube manometer, a differential pressure sensor shown in
Fig. 1 translates a pressure difference P1 −P2ð Þ, not an easy quantity to measure
directly, into a height of a fluid which is easily measureable. In Fig. 1 the pressure
P1 is assumed to be higher than pressure P2. Traditionally, the brachial arterial
blood pressure is measured using such a device with mercury as the fluid. The
blood pressure measuring device that includes the mercury manometer, shown in
Fig. 2, is called the ‘sphygmomanometer’.

V. Jagadeesh Kumar (✉)
IIT Madras, Chennai, India
e-mail: vjk@iitm.ac.in

© Springer International Publishing AG 2017
B. George et al. (eds.), Advanced Interfacing Techniques for Sensors,
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From the measurement of hu, with the knowledge on the acceleration due to
gravity g at the measurement site, and the density of the fluid ρu, we can compute
the pressure difference P1 −P2ð Þ as:

P1 −P2ð Þ= ρug hu ð1Þ

If the density of the fluid ρu is expressed in kg/m3 (kilogram per cubic meter),
the acceleration due to gravity g in m/s2 (meter per second per second) and hu in
meter then (P1 − P2) in Eq. (1) will have the units of pascal (Pa). Exercise 1
illustrates this aspect.

uh

P1 P2

( ) uu hgPP ρ=− 21

Fluid, density uρ

Fig. 1 The U tube
manometer

Fig. 2 A mercury
sphygmomanometer
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Exercise 1 The liquid used in a U-tube manometer is mercury possessing a
density of 13,534 kg/m3. Determine the minimum height required of the
straight section of the U-tube if the maximum differential pressure to be
measured is 33.32 kPa. Assume the value of g to be 9.81 m/s2.

Solution for Exercise 1:

P1 −P2ð Þ= ρug hu → 33.32 × 103 = 13534× 9.81 × hU

hu =
33.32 × 103

13, 534 × 9.81
= 0.25005m≈ 250 mm.

Figure 3 provides an engineering model of the differential pressure sensor of
Fig. 1 that explains how different parameters, some internal to the sensor and some
external, combine to provide the final output of that sensor. From the model it is
abundantly clear that the output of a sensor is dependent on, other than the input
pressure difference P1 −P2ð Þ, intrinsic (density ρu of the fluid) and extrinsic
(gravity g) parameters associated with that sensor.

2 Sensors and Transducers

Modern measurement, instrumentation and control systems invariably are imple-
mented with electrical or electronic devices due to the fact that electrical or elec-
tronic instruments provide ease of operation and or advanced signal processing
power. Thus today, a sensor is required to provide an electrical output that is not
only easily readable, but can be processed and more importantly stored for future
reference. Thus majority of sensors designed, developed and marketed invariably

U-Tube 
Manometer

)(1
21-PP

g
h

u
u ρ

=

Density  ρu

gravitational force g

P1

P2

Input Output

Fig. 3 Generalized model of
the pressure sensor of Fig. 1

Signal 
conditioner

Sensor 
element

Physical 
quantity

Electrical 
quantity

Input Output

Electrical power

Fig. 4 Block schematic of a
typical sensor/transducer
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provide an electrical output. In general, to obtain an electrical output from a sensor,
the sensing element of the sensor will have to be operated upon by an electrical or
electronic signal conditioning circuit as shown in Fig. 4. When a sensor employs a
signal conditioning circuitry then it is customary to call the sensor as a ‘transducer’.
The dictionary defines the word transducer as:

Transducer A device that converts one type of energy or signal into another.

However, in usage today, a transducer is understood to be “A device that converts
variations in a physical quantity into an electrical signal” and thus points to a sensor.
On the other hand a device (such as motors, solenoids…) that converts an electrical
stimulus (electrical energy/signal) into a physical quantity is called an actuator.
Today the words ‘sensor’ and ‘transducer’ are used to represent similar or same
devices and are taken as synonyms. Since most of the requirement today for sensing
requires a sensor or transducer to provide an electrical output, in this book, we deal
mainly with those types of sensors (transducers) that provide an electrical output.

3 Important Characteristics of Sensors

In this section we will learn about different parameters that characterize a sensor.
Learning and understanding the characteristics of a sensor helps us

(i) Optimize the design of a sensor to provide required input output characteristics
and

(ii) Properly and optimally choose a sensor for a particular application.

3.1 Resolution of a Sensor

From Fig. 1, we see that the value of hu that we can measure without any ambiguity
(the minimum distance, say hmin) is in steps of 1 mm, and that would translate into a
particular value of the pressure difference (P1 − P2) depending on the values of ρu
and g. Thus the minimum incremental step value that can be read unambiguously
using the manometer of Fig. 1 is P1 −P2ð Þmin = ρug hmin. This minimum value is
called (termed as) the resolution of the sensor. Thus resolution is the step size
between two adjacent values that can be clearly read using a sensor. We can define
the ‘Resolution’, an important characteristic of a sensor, as:

Resolution The smallest incremental input quantity a sensor can read (resolve or respond to
and provide a readable output) without any ambiguity.

The resolution of a sensor can also be expressed as a simple fraction. For
example the scale of the manometer shown in Fig. 1 has 50 divisions of 1 mm each
and hence the resolution is 1 in 50 or 1/50. The resolution determines the number of
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significant digits that can be written in the result obtained from a reading of a
sensor. For example, if the height of the mercury in the manometer of Exercise 1 is
measured with a scale 250 mm long and graduated in millimeters, then its reso-
lution is 1/250. If for a particular pressure difference being read, the difference in
height between the left and right columns is 100 mm then the pressure difference
can be calculated (at sea level) as:

P1 −P2ð Þ= ρUg hU =13, 534× 9.81 × 100 ̸1000= 13276.854 Pa

Though the computation as given above is “mathematically” correct but gives a
wrong impression on the actual measurement that was performed. When we
measured the difference in height as 100 mm, we are certain that the difference in
height is 100 mm and not 101 mm nor 99 mm. This would result in a measurement
(100 mm) having only three significant digits. Hence the result of the computation
of the pressure difference should also be expressed to three significant digits by
performing a rounding off as:

P1 −P2ð Þ= ρUg hU =13, 534× 9.81 × 100 ̸1000= 13276.854= 13.3 kPa

If, instead of 100 mm, say we got the reading as 101 mm or 99 mm then the
pressure difference computed would be:

P1 −P2ð Þ= ρUg hU =13, 534 × 9.81× 101 ̸1000= 13409.62254 Pa= 13.4 kPa or

P1 −P2ð Þ= ρUg hU =13, 534 × 9.81 × 99 ̸1000= 13144.08546 Pa = 13.1 kPa respectively.

Note: When the height is 99 mm, the number of significant digits is two and hence
the result displayed also should have only two significant digits. Here we see that a
step change of one division (one millimeter) results in a change of 0.1 kPa (when the
reading changes from 100 to 101 mm) to 0.3 kPa (reading changes to 99 mm from
100 mm) on the computed pressure. In other words the resolution of 1 mm on the
manometer scale results in a resolution in the range of 0.1–0.3 kPa on the pressure
measurement. Thus when we deal with computations with measured values obtained
not only with sensors but with any other device or instrument, we must not get carried
away with the large number of digits our calculator or computer can spew as a result
of that calculation. Instead, we should ensure that correct information about the
measurement is disseminated to others without any ambiguity. We have seen above,
that to inform others of the number of significant digits in our measurement, we need
to round off. The rules to be followed for rounding off are:

(i) If the digits to be dropped are < 50, 000⋯ then the digits are dropped and the
rest of the digits retained as it is. (vide Exercise 2)

Exercise 2 Round of 12.34999999 to three significant digits. The result is
12.3.

Sensors and Their Characteristics 5



(ii) If the digits to be dropped are > 50, 000⋯ then the digits are dropped and the
least significant digit of the digits to be retained is incremented by 1 (vide
Exercise 3)

Exercise 3 Round of 12.3500000001 to three significant digits. The result is
12.4.

(iii) If the digits to be dropped are exactly 50, 000⋯ and

(a) if the least significant digit of the digits to be retained is even then the
digits (50, 000⋯) are dropped and the set of significant digits retained as
it is. (vide Exercise 4)

Exercise 4 Round of 12.4500000000 to three significant digits. The result is
12.4.

(b) if the least significant digit of the digits to be retained is odd then the least
significant digit is incremented by 1. (vide Exercise 5)

Exercise 5 Round of 12.3500000000 to three significant digits. The result is
12.4.

Note: Often it would happen that a reading (in the present case, the difference in
heights of the left and right columns of the manometer of Exercise 1) can be such
that it is between two markings on the scale. While the right measurement practice
is to take the nearest marking as the reading, we may quite often ‘judge’ the reading
to be a fraction. For example, we may note down the reading in Fig. 5 as 100.5 mm
(some may even argue that the reading is 100.6 mm!) and we may be justified in
doing so. But the fact that we have guessed the fraction and the actual reading has
only three significant digits must be brought out when we present the reading as:

P1 −P2ð Þ= ρug hu =13, 534 × 9.81 × 100.5 ̸1000= 13343.23827 Pa= 13.34 kPa

Here we place an underscore to inform the world that the result has only three
significant digits and the additional digit has come about by judicious approxi-
mation. Beware! Rounding off must be carried out only after all computations were
accomplished and should never be done at the initial and or intermediate steps!
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3.2 Range (Full Scale) of a Sensor

From Fig. 1, we can also deduce that the maximum hu, say hmax, we can read is
50 mm (after which the fluid levels are out of the range of the scale). Hence using
this particular manometer we can measure a maximum pressure difference of

P1 −P2ð Þmax = ρug hmax. ð2Þ

The maximum value that can be read using a sensor, another important char-
acteristic of a sensor, termed as the ‘operating range’ or simply ‘range’; also called
the ‘Full Scale’ or ‘Full scale value’ (FS or FSV) of the sensor is defined as.

Operating range (Full Scale) The maximum value that can be read using a sensor.

Note: Some times we may come across a sensor that can sense both positive and
negative values. For example the manometer of Fig. 1 can sense both positive and
negative pressure differences. We take one of the ports, say P1, as the reference and
then refer to the condition when P2 is >P1 as positive pressure and when P2 is <P1

then we term the pressure difference as negative. It is perfectly fine if we take P2 as
the reference and thus say the pressure difference is positive when P1 is >P2. In
either case, the range is expressed as ±Pmax, where Pmax is the maximum pressure
that can be measured in either polarity.

3.3 Safe Range (Overload Factor) of a Sensor

If we keep increasing the pressure P1 applied to the manometer of Fig. 1, then the
pressure difference (P1 − P2) will rise over and above the full scale and the fluid
will rise (Since P1 > P2, the fluid will rise on the right hand side tube) and flow out

100 mm

110 mm

90 mm

Fig. 5 Reading—fraction of
the resolution
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of the U-tube and may make the manometer unusable for future measurements. The
maximum input a sensor can accept and not get destroyed as a sensor, is another
important characteristic of a sensor, termed as the ‘safe range’. The safe range is
also specified as ‘proof range’. Thus safe range of a sensor is defined as:

Safe range The maximum value of the input that can be applied to a sensor without the fear
of breaking or damaging it.

It is customary to specify the safe range as a factor of full scale. In that case, the
term used to specify the safe range of operation of a sensor is either “Overload
factor” (OLF) or “safety factor” (SF). For example if a particular pressure sensor
has a full scale of 120 kPa and its safe range is 180 kPa, then the SF or OLF of that
pressure sensor is: 180/120 = 1.5 (times the FSV). If the details on a particular
sensor does not specifically mention the safe range, then it is universally assumed
that OLF or SF = 1.2 (times the full scale).

3.4 Accuracy of a Sensor

The accuracy of a sensor relates to its ability to provide at its output, the correct or
true value of the quantity being sensed. As we have already learnt, the output of a
sensor may depend on many parameters, some intrinsic to the sensor and some on
the surrounding environment. If either the input or output parameter changes then
the output will change, even though the input itself has not changed. If the output is
different from the true (expected) output, then we call the difference as an ‘error’ in
the output. Smaller the error, the sensor is deemed to be more accurate. If an error
occurs due to the sensor, the we term it as “instrument error” An error can occur at
the output due to the measuring system itself and such an error is termed as
‘systematic error’.

Systematic Error
The ‘Instrument error’ (an indicator of a sensor’s accuracy) that may be present in
a sensor’s output (particular reading), another important characteristic of a sensor, is
defined as:

Error:Measured Value−True Value.

To compare different measurements and or different sensors or different mea-
suring instruments, the error is always expressed as a percentage as given in Eq. (3).

%Error=
Measured Value− True Value

True Value
100%. ð3Þ

Instrument error can occur at the output of a sensor due to one or more of the
reasons listed below.
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(a) When a sensor is manufactured, after fabrication, the sensor is calibrated.
Calibration of a sensor is achieved by giving known inputs to the sensor,
operate the sensor under standard testing conditions and then adjust (vary) the
sensor’s parameters (that affect the output) so that the sensor output reads
correctly. During calibration, the external conditions are set as per standards.
For example, when pressure sensors are calibrated, the operating temperature
during calibration is set as per IEC60770 (IEC stands for International Electro
Technical Commission, an independent global organization that prescribes
materials, methods and procedures for calibration of measuring apparatus such
as sensors). Quite often it may happen that even after adjusting, the output of
the sensor may be a little less or more than the expected output. The difference
between the actual output from the sensor and the expected output is then
marked as ‘error’ (more recently, use of the term uncertainty instead of error is
advocated by organizations such as IEC, SI and NIST. However, the continued
use of the terms “error” and “accuracy” is not forbidden, yet). Even if the error
is zero when the sensor is being calibrated (not easily achievable, but we can
assume such a possibility), the operating conditions may be different when the
sensor is used for measurement or during the course of time the parameters of
the sensor may vary due to ageing and or wear and tear, leading to an error in
the sensor’s output. Deviations in the parameters of the sensor that influence the
output of that sensor can also introduce an error at the sensor’s output. For
example, in the U-tube manometer, the output is dependent on the density of
the liquid, which is intrinsic to the sensor. The output is also dependent on the
external factor, namely, g, the acceleration due to gravity at the measurement
site. These factors can change from the expected or assumed values. In general,
the output of a sensor may not always indicate the correct or true value of the
parameter being sensed. In such a case, the sensor is said to read erroneously.
Such an error is termed as ‘instrument errors’. Examples are:

(i) As per the standard, a pressure sensor is calibrated with the standard
operating temperature (condition) of 25 °C. The sensor may be used
where the room temperature is 35 °C, resulting in an error.

(ii) The U-tube manometer described above is normally calibrated at sea
level, where the acceleration due to gravity is 9.81 m/s2. If the
manometer is used atop the mount Everest, then g at that measurement
site would be different leading to an error. (g atop mount Everest is 0.972
times the g at sea level.)

(iii) The elasticity of the spring in a mass spring accelerometer can change
due to ageing and or usage. Hence the characteristic of a mass-spring
type accelerometer put in use over a long period of time will slowly
change, leading to errors.

(b) Error due to loading: An error can also occur at the output of a sensor due to the
very act of sensing or measuring. For example, when wemeasure the temperature
using a thermometer, the specimen whose temperature we are trying to measure
may be altered due to the insertion of the thermometer. This is due to the fact that
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sensing element of the thermometer has to attain the temperature of the test
specimen and thus ‘sense’ the actual temperature. In doing so, the sensor extracts
thermal energy from the specimen, whose temperature is beingmeasured and thus
may alter the temperature of the specimen itself. Figure 6 caricatures an extreme
situation illustrating this point. It is easily seen from Fig. 6 that the thermal
capacity of the ant is inadequate to heat the mercury blob inside the thermometer
and hence may not even register a reading. Worst by placing the thermometer on
the ant, we may even kill the ant!! The error created by such a situation is called
‘the error due to loading’. The scenario depicted in Fig. 6 is the ‘loading’ of the
measurand (the input) by a sensor. “Loading” can also occur at the output ter-
minals of a sensor, as illustrated next.
Figure 7 portrays a ‘light intensity sensor’ that converts the intensity of the
input light into an output voltage. Such a typical light sensor possesses
appreciable series resistance Rse. If we connect a voltmeter possessing an
internal resistance of Rvm as indicated in Fig. 7 to measure the voltage Vli

generated by the input light intensity, we will only measure Vvm = Rvm
Rvm +Rse

Vli

and thus the measured value will not indicate the actual intensity of light being

Fig. 6 Measuring the
temperature of an ant!
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sensed by the sensor. The error introduced in this case is due to ‘loading’ effect
on the output of the sensor.
The error introduced in this measurement computed utilizing Eq. (3) is:

Error=
Rvm

Rvm +Rse
Vli −Vli

Vli
100%=

−Rse

Rvm +Rse
100% ð4Þ

The error in a sensor’s output either due to ‘instrument error’ or due to
‘loading’ (either at the input or at the output or both) is termed as ‘Systematic
Error’ (meaning: Error due to the measurement system). Once we know the
parameters of the measurement system, we can apply corrections to the mea-
sured value and thus can ‘compensate the systematic error’ in that measure-
ment. For example, in the measurement of light intensity as given in Fig. 7, if
we know the values of Rse and Rvm then we can multiply the measured value
Vvm by Rvm +Rse

Rvm
and obtain:

Vcorrected =Vvm *
Rvm +Rse

Rvm
=

Rvm

Rvm +Rse

Rvm +Rse

Rvm
Vli =Vli ð5Þ

Thus by applying correction to the reading of the voltmeter, we can get the
correct value of the intensity, namely, Vli. Thus in general ‘systematic error
(instrument error or loading error or both) is calculable and thus can be
compensated’.

Since manufacturers of sensors do not have a priori knowledge on the exact
values of the intrinsic and extrinsic factors at the point where the sensor is to be
operated, they assume extreme values of possible deviations from expected values
that may occur in normal usage and provide the “worst case error” as a specifi-
cation for a sensor.

For example, the density ρ of the liquid of a U-tube manometer is expected to
vary between 990 and 1010 kg/m3 in usage (may be due to evaporation, contam-
ination etc.). The manufacturer will then calibrate (mark the readings on the scale)
assuming the nominal density to be 1000 kg/m3 and will express the worst possible
error of the manometer to be between +1.0% (when ρU = 990 kg/m3) and −1.0%
(ρ = 1010 kg/m3). It may so happen that when a particular reading is taken with
this manometer, ρU = 1000 kg/m3 and hence that particular reading has no error.

Rvm

Input
light

Vvm

Rse

Vli

Voltmeter
Fig. 7 Light intensity sensor
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In general if the worst case error of a sensor is indicated as ±1.0% of its reading,
then all we can say for sure is that the true value may lie anywhere in the range:
From 0.99 × Reading to 1.01 × Reading.

In most cases the manufacturer may not also know the actual reading being taken
by a user and thus would not have a priori knowledge on the “true value” of the
measurand being sensed. To overcome this problem, most manufacturers of sensors
provide ‘Full Scale Error (FSE)’ as a typical specification of errors of a sensor and
not ‘error in reading’. Full scale error is defined as:

%Full Scale Error =
Measured Value−TrueValueð Þmax

Full Scale Value
× 100%. ð6Þ

Measured Value−True Valueð Þmax in Eq. (6) is the maximum error that can
occur at a particular reading and the reading can be anywhere within the range of
the sensor. The worst case error in a particular reading from a sensor, whose full
scale error is known, can be computed using the identity:

%Error in readingð Þ= %Full Scale Errorð Þ× Full Scale Value
MeasuredValue(reading)

. ð7Þ

It must be noted here that the worst case error of a reading when full scale error
alone is specified will increase as the reading obtained moves down the scale
towards the minimum value on that range, as illustrated by the Exercise 6 given
next.

Exercise 6 A 100 °C full scale thermometer is specified as having a full
scale error of ±1.0%. Then the worst case error of this thermometer is:

±1.0% = ±1 °C when the reading obtained is 100 °C,
At 50 °C the % error in the reading can be calculated using Eq. (5) as
±1% × 100

50 =±2%. (note: the worst case error is ±2% of 50 °C = ±1 °C)
Similarly the worst case error in the reading will be
±5.0% when the reading obtained is 20 °C (±1 °C in 20 °C),
±10% when the reading obtained is 10 °C (±1 °C in 10 °C) and
±100% when the reading obtained is 1 °C! (±1 °C in 1 °C).

From the foregone calculations in Exercise 6, we learn that whenever we use a
sensor whose full scale error is specified, it is prudent to obtain a reading close to
the full scale value of that sensor in order to achieve minimum errors in the
measurement. Alternatively, one should choose the range of a sensor for a particular
measurement such that the reading obtained is as close to the full scale as possible.
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Propagation of Systematic Error
Quite often we may use measured values (with systematic errors in them) from
sensors and compute another quantity. The error in the computed quantity depends
on the error in the measurement and the computational process. Let A and B are
measured quantities having worst case errors of a% and b% respectively and C is
computed as C = A + B, then

Exercise 7 The measured values from two different sensors are:
A = 100 mV with a worst case systematic error of ±1% and B = 95 mV with
a worst case error of ±1.5%. determine the error c% in C if C = A + B.

Using Eq. (6) we can calculate c as:

c%=
A
C
a+

B
C
b

� �
%=

100
195

1+
95
195

1.5
� �

=1.24%

we can compute the worst case error in C as given next. The value of C will lie
in the range:

A−
aA
100

� �
+ B−

bB
100

� �� �
: A+

aA
100

� �
+ B+

bB
100

� �� �
.

Thus the worst case error ΔC in C is: ΔC= aA
100

� �
+ bB

100

� �
Hence the worst case error c% in C is:

c%=
ΔC
C

100=
100
C

aA
100

� �
+

bB
100

� �� �
=

A
C
a+

B
C
b

� �
% ð8Þ

Equation (8) indicates that the error in A (or B) influences the error in C to the
extant A (or B) influences C. Exercise 7 illustrates the propagation of error.

If C = A − B, then the error in C will be:
The extreme values of C will lie in the range:

A−
aA
100

� �
− B+

bB
100

� �� �
: A+

aA
100

� �
− B−

bB
100

� �� �
.

Thus the worst case error ΔC in C is: ΔC= aA
100

� �
+ aA

100

� �
Hence the worst case error c% in C is:

c%=
ΔC
C

100=
100
C

aA
100

� �
+

bB
100

� �� �
=

A
C
a+

B
C
b

� �
% ð9Þ

Though Eqs. (8) and (9) look identical, the resultant error in the latter case, that
is C = (A − B), can be very much higher than a or b as illustrated by Exercise 8.
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From Exercise 8, we see that if we compute the difference of two measured
quantities that are close to each other, then the error in the result can become very
high. Thus if a situation arises that we need to determine the difference between two
physical quantities then we must first get the difference and measure that difference
rather than compute the difference from the measured values!

It would be nice if we can derive a formula to ascertain the error in a computed
result using the errors in measured values. To do that, let us take that we compute
C as a function of measured quantities A, B, X, Y… as expressed in Eq. (10)

C= f ðA,B,X,Y . . .Þ ð10Þ

Then an incremental deviation (error) ΔC in C can be expressed as:

ΔC=
∂f
∂A

ΔA
� �

+
∂f
∂B

ΔB
� �

+
∂f
∂X

ΔX
� �

+
∂f
∂Y

ΔY
� �

+⋯ ð11Þ

where ΔA,ΔB,ΔX,ΔY . . . are incremental values (errors) in A, B, X, Y… and ∂f
∂A is

the partial derivative of the function f (that determines C) with respect to the
measured variable A, ∂f

∂B is the partial derivative of the function f with respect to the
measured variable B and so on. The error c% in C can be derived as:

c%=
ΔC
C

100=
A
C

∂f
∂A

ΔA
A

100
� �

+
B
C

∂f
∂B

ΔB
B

100
� �

+
X
C

∂f
∂X

ΔX
X

100
� �

+
Y
C

∂f
∂Y

ΔY
Y

100
� �

⋯

Resulting in:

c%=
A
C

∂f
∂A

� �
a+

B
C

∂f
∂B

� �
b+

X
C

∂f
∂X

� �
x+

Y
C

∂f
∂Y

� �
y+⋯% ð12Þ

Exercise 8 The measured values from two different sensors are:
A = 100 mV with a worst case systematic error of ±1% and B = 95 mV with
a worst case error of ±1.5%. determine the error c% in C if C = A − B.

Using Eq. (9) we can calculate c as:

c%=
A
C
a+

B
C
b

� �
%=

100
5

1+
95
5
1.5

� �
=48.5%!

Exercise 10 Derive the error in C in Exercise 9 without using the formula as
given in Eq. (12).
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C= A±
aA
100

� �
× B±

bB
100

� �
=AB±A

bB
100

±B
aA
100

±
aA
100

bB
100

� �

∴ ΔC=±A
bB
100

±B
aA
100

±
aA
100

bB
100

� �

c%=
ΔC
C

100= ±a± b±
ab
100

� �� �
%

ð13Þ

Substituting the values of a and b from Exercise 9 in Eq. (10) gives us:

c%= =±1±1.5±
1 × 1.5
100

� �
=2.515%

Let us look at an example given in Exercise 9.
Note: Eq. (12) is derived assuming that the errors are small, hence valid only if

the errors are small. Let us look at the example 9 differently.
Let us redo the calculation of error in Exercise 9 utilizing the long-hand method

as illustrated in Exercise 10. From Exercise 10, we see that the error calculated
using the long hand method as given in Eq. (13) is slightly different from the one
portrayed in the formula of Eq. (12). While the formula states that if two measured
quantities A and B having errors ±a% and ±b% are multiplied to get C (=AB) then
the error in C, namely c% is the addition of a% and b% (2.5%). However, the exact
worst case error as given by Exercise 10 is [±a ± b ± ab/100]% (2.515%). Since
the errors are

Exercise 9 The measured values from two different sensors are: A = 100
with a worst case systematic error of ±1% and B = 95 with a worst case error
of ±1.5%. determine the error c% in C if C = A B.

Using Eq. (12) we can calculate c as:

c%=
A
C

∂f
∂A

� �
a+

B
C

∂f
∂B

� �
b=

AB
C

a+
BA
C

b= a+ bð Þ=±1±1.5=±2.5%

Thus if we multiply two measured quantities, the percentage errors in the
measured values simply add up.

small the difference between the calculation of error using the formula of
Eq. (12) and the exact value is quite small. Readers should also note that the ‘error’
used in these calculations are ‘error in the reading’. Since most manufacturers of
sensors provide full-scale error, the full scale error must be converted to ‘error in
reading’ using Eq. (7) before attempting to use Eq. (12) or Eq. (13).
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Random Error
An error in a sensor’s output can also arise due to external/internal influence
(especially by the environment in which the sensor is operating) on the input or
output of a sensor. The external influence can also be an interference (electrostatic
or electromagnetic) from another source. Many times we witness these interfer-
ences. For example when a cellular phone (mobile) is activated, it introduces
unwanted sounds in a public address system near by. If you are listening to radio
(especially AM radio) and some one switches on or off an electrical equipment near
by, once again you hear the interference of the switching transients. Apart from the
interference from other equipment, the output of a sensor may also be affected by
‘noise’. Noise can be generated internally to the sensor or can come from the
environment in which a sensor is operating. For example, if a sensor employs a
resistor (either as the sensing element or as a part of the signal conditioning elec-
tronics) thermal noise will be introduced in the output of the sensor. Each resistor
(whether the resistor is a sensor element or not) is a noise generator and the noise
voltage depends on the value of the resistor, its operating temperature and the
bandwidth of the sensor system. The thermal noise inherent to a resistor, in general,
is random in nature as the noise is generated due to the random motion of free
charge carriers (electrons if the material of the resistor is of metal and can be
electrons are holes if the resistor is made of n-type or p-type semiconductor) inside
the resistor. The rms value of the thermal noise voltage en generated in a resistor of
value R ohms at a temperature of T kelvin is:

en =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kTRΔf

p
V ð14Þ

The Δf in Eq. (10) is the bandwidth of interest. Error introduced by either
interference or noise is termed as ‘random error’. When a random error is present in
the output of a sensor, then even for the same input to the sensor we may obtain
different readings at different times at its output. Let us look at an example.

A resistive sensor element whose value Rx changes with the measurand x as
Rx =R0 1 ±KTxð Þ. To obtain a measurable output voltage, this sensor resistance is
excited with a dc current of Idc A. Then the output voltage Vo, we expect is
Vo = IdcR0 1 ±KTxð ÞV. However, the practical output voltage will be
Vo = IdcR0 1 ±KTxð Þ+ irR0 1 ±KTxð Þ+eñV, where ir is the “ripple” current (inter-
ference, ac in nature) in Idc and eñ is the ‘thermal noise’ voltage that is inherent in
any resistor. Thus the terms irR0 1 ±KTxð Þ and e ̃n in the output Vo will give rise to
an error. It should be noted that this error is time dependent and is unpredictable.
When random errors are present in the output of a sensor, the only option is to take
multiple readings of the output within a measurement window and compute the
average of the multiple readings acquired from the sensor.

Let us look at an example of a resistive sensor of 400 kΩ value having at its
terminals a 100 μV translated from the parameter it is sensing, as indicated in
Fig. 8. The terminal voltage VT will be the addition of the voltage being sensed
(100 μV) and the noise voltage generated by the 400 kΩ resistor as indicated in
Fig. 9. It is evident from Fig. 9, that the value measured will depend on the
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particular time, the measurement is taken. Thus due to the thermal noise of the 400
kΩ resistor, the measured value will not reflect the true value, and will be different
when measured at different points of time. The error arising out of such a phe-
nomenon is called the “Random error”. For example if we take the measurement at
time = 5 s, then the reading obtained will be 91 μV resulting in a deviation of −9
μV from the expected value. The deviations at each measured value can be
determined as:

dj =Vj −VE ð15Þ

From Fig. 9, we also see that the deviation can be either positive or negative.
One way of determining the expected value from the measured values is to ensure
that the sum of all deviations is zero.

∑
N

j=1
dj = ∑

N

j=1
Vj−VE =0 ⇒VE =

1
N

∑
N

j=1
Vj =V ̄ ð16Þ

100 μV

Sensor

400 kΩ
VT

+

Fig. 8 Error due to noise
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Fig. 9 Terminal voltage VT as a function of time
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Thus the average value is the best value as the sum of deviations is zero. In
Fig. 9, the average value is also plotted. Another way of determining the expected
value is through the “least squares” condition, applying which, we need to find the
expected value such that the ‘sum of the squares of the deviations is minimum’.
Now if we apply this condition then we get:

d
dVE

∑
N

j=1
d2j =0⇒

d
dVE

∑
N

j=1
Vj−VEð Þ2 = 0 ⇒

d
dVE

∑
N

j=1
V2
j +V2

E − 2VjVE

	 

=0

∑
N

j=1
2Vj − 2VE
� �

=0 ⇒ VE =
1
N

∑
N

j=1
Vj =V ̄

ð17Þ

Equations (16) and (17) indicate that the average value is the best value as it
satisfies both he conditions, namely, ‘sum of all deviations to be zero’ and ‘sum of
the squares of the deviations is minimum’. Thus whenever random errors are pre-
sent in a measurement, the optimal option is to make as many measurements as
practically feasible, say N measurements, and compute the average value of the
N readings as:

V ̄=
1
N

∑
N

j=1
Vj. ð18Þ

The notion here is that a random signal like the thermal noise will posses a zero
average value and hence will be eliminated when we take the average of N readings.
The average value of the 50 readings shown in Fig. 9 is 100.45 μV. Thus we see
that the average value is not the true value (which is 100 μV) but close to the true
value, hence we call the average value as the ‘best value’. We have seen that
systematic errors determine how accurate is a measurement and the reading
obtained is expressed as it is and the accuracy of that measurement is indicated by
expressing a ‘percentage error’. When random errors are present in a measurement,
multiple readings are taken, the average value is expressed as the best value and the
differences between individual readings and the average value obtained and
expressed as deviations. The difference between a measurement and the average
value is called the deviation and not called as ‘error’ so as to differentiate between
‘systematic’ and ‘random’ errors. It would be unwieldy and impractical to retain all
the measured values and or computed deviations. A concise way of indicating the
deviations that are inherent in a measurement affected by random errors is to just
indicate the average value and a representative value that provides information on
the deviations.

V ̄±d+
d−
. ð19Þ
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The representative values d+ (positive deviation, when Vj is more than V ̄ ) and
d− (negative deviation, Vj <V ̄) can be chosen in three possible ways as given
below.

(i) The peak deviation: Here we ascertain the maximum values of deviation in
either polarity and indicate those maximum values. In all manufactured items,
the dimensions are indicated in this way. For example if cylindrical shafts of
diameter 10 mm are manufactured, the deviations in a set of 100 shafts (with
the maximum diameter is 100.1 mm and the minimum diameter is 99.2 mm
then the result may be expressed as:

100mm+100 μm
− 80 μm ð20Þ

The above can also be written taking the worst case scenario as:

100mm±100 μm ð21Þ

In some situations (where fitting operation with another fabricated part is
involved), it may turn out that deviation in one direction can not be ‘tolerated’. For
example if a washer is to be fitted with a shaft, the diameter of the shaft can never
be more than the inner diameter of the washer. In such a case, the shaft specification
has to be:

100mm+0 μm
− 100 μm ð22Þ

and the washer (inner hole) diameter has to be specified as:

100mm+100 μm
− 0 μm ð23Þ

Since we can ‘tolerate’ these deviations in the shaft outer diameter and the
washer’s inner diameter, we also call them as “Tolerances”. From the foregone
discussions, it is evident that the tolerance (when expressed in terms of peak
deviations) can be (i) Uni-polar tolerance and (ii) Bi-polar tolerance. In the
uni-polar tolerance, the deviation can only be in one polarity (either positive or
negative) and should be zero in the other polarity (negative or positive). On the
other hand, when bi-polar tolerance is specified, the deviations can be either pos-
itive or negative.

(ii) The average deviation: When average deviation is specified then we indicate
the measurement as:

V ̄± dA, ð24Þ
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where

dA =
1
N

∑
N

j=1
dj
�� ��. ð25Þ

The average deviation is not very popular and is seldom used.

(iii) Standard deviation: If we take a look at Fig. 9, we see that the average
value is like a dc voltage and the deviations are like an ac voltage riding on
the dc (in fact it is so in the example that resulted in that figure, but in many
cases it may not be so), then we can represent the deviation as a dc + ac.
Since ac (voltages or currents) is always represented as a root mean square
(rms) value, the result in a measurement can be written as the average
value + rms value σrms of the deviation, where

σrms =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

∑
N

j=1
d2j

s
. ð26Þ

The rms deviation though looks logical, when we look at the deviations as
‘variable’ in a statistical sense then we only have (N − 1) independent deviations
(d1, d2, d3, . . . dN − 1) with N readings as the Nth deviation dN will depend on all the
other (N − 1) deviations. Then what is mathematically correct and called as
unbiased or standard deviation is:

σ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N − 1ð Þ ∑
N

j=1
d2j

s
. ð27Þ

When rms or standard deviation is specified the we indicate the measurement as:

V ±̄σrmsor V ̄±σ . ð28Þ

The standard (or rms deviation) is called the ‘Precision index’ of the set of
measurements. Though indicating the result in such a concise way is nice, but such
an act throws away all the measurements (in many instances painstakingly col-
lected). If we can get more insights from all those N measurements made, it not only
justifies our labor but also provides additional information on the measurements
made. Towards achieving this goal, we can now represent the measurements made
in another form as given in Fig. 10. Here the number of readings within a range, say
(100 ± 1.0) μV, is plotted. Since this picture presents the ‘history’ of all the
measurements made, the graph of Fig. 10 is called the ‘Histogram’. Figure 10 gives
actual number of readings obtained in N measurements and thus would depend on
the total number of readings obtained. If we want to compare two different sets of
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measurement (taken to address random errors) then the two sets must have same
number of readings N. We can not compare two histograms generated from two sets
of measurements having different numbers of measurement, say M and N.

This problem can be easily overcome if we normalize the histogram with respect
to the total number of measurements made as illustrated in Fig. 11. Here Nj is the
number of measurements obtained in a particular range and N is the total number of
measurements. In Fig. 11, we see that the y-axis can also be looked at, as the
probability of obtaining a reading in that range. Hence a normalized histogram is
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also called the probability histogram. Incidentally if we add all the magnitudes of
the bars in Fig. 12, we get:

∑
N

j=1

Nj

N
=1. ð29Þ

Probability of obtaining all the N readings is 1. It would be nice, if we can
represent the probability as a continuous curve instead of the bar-chart. Many
mathematical functions were tried to ‘fit in’ with the distribution of a measured set
of data or its histogram. The function originally proposed by the famous mathe-
matician Carl Friedrich Gauss is found to be optimal in representing the normalized
histogram of the measured data. The Gauss function (popularly called the Gaussian
distribution) that can represent the distribution graph of Fig. 11 is:

y=
hffiffiffi
π

p e− ðx−X ̄Þ2h2 ð30Þ

It should be noted here that Gauss did not give the function as given in Eq. (30)

and the original Gaussian function y= he− x2h2
	 


was modified as given in Eq. (30)

so that it can be applied to represent the distribution within a measured data with
random errors. Figure 12 shows a typical Gaussian function and it is easy to deduce
that the average value, since the function peaks at the average value. Now if we
compute the standard deviation with the Gaussian function representing the dis-
tribution of data, we get:

Pr
ob

ab
ili

ty
 o

f o
cc

ur
re

nc
e,

 y

Measured values, x

0

0.05

0.1

0.15

0.2

0.25

0.3

0 3 6 9 12 15 18 21 24 27 30

2)(

2

122
)(

2

1
σ

πσπ

Xx
hXx eeh

y
−

−
− =−=

h

X

( )

Fig. 12 Gaussian function

22 V. Jagadeesh Kumar



σ =
1

h
ffiffiffi
2

p or h=
1

σ
ffiffiffi
2

p ð31Þ

Substituting the relationship between h and σ from Eq. (31) in Eq. (30), we get:

y=
1

σ
ffiffiffiffiffi
2π

p e−
1
2

x−X ̄
σ

� �2
ð32Þ

Thus once we calculate the average value and the standard deviation from the
measured data set, we can represent that dada set using Eq. (32). As we reasoned
out for specification of accuracy in terms of percentage error, the standard deviation
is also expressed as a percentage for the same reasons, as:

σ%=
σ

X ̄
100 ð33Þ

For example the tolerance of a resistor is always expressed in σ%. Typical
specification of a resistor will be (100 Ω, ½ W, MFR, 1% tolerance). One should
not confuse the standard deviation (expressed as a percentage) with error. While
error indicates how close the measurement is to the true value, standard deviation
simply indicates how repeatable the measurements were and does not in any way
indicate how close the measured value(s) is (are) to the true vale. Since the Gauss
function is used wherever natural distribution (popularly called the Gaussian dis-
tribution) occurs, it is also called as ‘The Standard (or Normal) distribution’
(function). 68.2% of all measured data will be covered in the range V ̄± σ, 95.4%
within the range V ̄±2σ and 99.6% of all measured data will be covered within the
range V ̄±3σ.

Propagation of Random Error
We may use two or more measured values that are afflicted by random errors
obtained from sensors and compute another quantity. The average value and
standard deviation of the computed quantity depends on the average value and
standard deviation of the measured quantities as well as the computational process.
Let A1,A2,A3, . . .AN with an average value of Ā and standard deviation σA. Sim-
ilarly let B1,B2,B3, . . .BM be another set of measured quantity with average value
of B ̄ and standard deviation σB. If we compute C = A + B, then the average value
of C and standard deviation in C can be obtained as given here. We can obtain M N
different values of C as:

Ci, j
��
i=1 to N, j=1 toM

=Ai, j i=1 to N
+Bj

��
j=1 toM

ð34Þ
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The average value C ̄ of C is

C ̄=
1

MN
∑

M
N

i=1.
j=1

Ci, j =
1

MN
∑

M
N

i=1.
j=1

Ai +Bj
� �

⇒
M
MN

∑
N

i=1.
Aið Þ+ N

MN
∑
M

j=1
Bj
� �

=A ̄+ B̄

ð35Þ

From Eq. (35) we see that “Average of a sum set is equal to the sum of the
averages of the individual sets”. Standard deviation σB is

σC =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

MN
∑

M
N

i=1.
j=1

Ci, j −C ̄
� �2

vuuuut =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

MN
∑

M
N

i=1.
j=1

Ai +Bj −A ̄− B̄
� �2

vuuuut

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M
MN

∑
N

i=1.
Ai − Āð Þ2 + N

MN
∑
N

i=1.
Bi − B̄ð Þ2 − 2

1
MN

∑
N

i=1.
Ai −A ̄ð Þ Bi − B̄ð Þ

s

=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2A + σ2B

q
ð36Þ

If we square Eq. (36) we get:

σ2C = σ2A + σ2B ð37Þ

The term σ2C is called the variance of C, thus we have “The variance of a sum set
is sum of the variances of the individual sets”.

Once again it would be worthwhile if we can derive a formula for obtaining the
standard deviation or variance for a general case. To do that, let us take that we
compute C as a function of measured quantities A, B, X, Y… with variances
σ2A, σ

2
B, σ

2
X , σ

2
Y , . . . as expressed in Eq. (38)

C= f ðA,B,X,Y . . .Þ ð38Þ

Then an incremental deviation ΔC in C can be expressed as:

ΔC=
∂f
∂A

ΔA
� �

+
∂f
∂B

ΔB
� �

+
∂f
∂X

ΔX
� �

+
∂f
∂Y

ΔY
� �

+⋯ ð39Þ

where ΔA,ΔB,ΔX,ΔY . . . are incremental deviations in A, B, X, Y… and ∂f
∂A is the

partial derivative of the function f (that determines C) with respect to the measured
variable A, ∂f

∂B is the partial derivative of the function f with respect to the measured
variable B and so on. The variance σ2C in C can be derived as:
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1
NC

∑
NC

ΔC2 =
∂f
∂A

� �2 1
NA

∑
NA

ΔA2

 !
+

∂f
∂B

� �2 1
NB

∑
NB

ΔB2

 !
+

∂f
∂X

� �2 1
NX

∑
NX

ΔX2

 !
+⋯

Resulting in:

σ2C =
∂f
∂A

� �2

σ2A +
∂f
∂B

� �2

σ2B +
∂f
∂Y

� �2

σ2Y +
∂f
∂X

� �2

σ2X⋯ ð40Þ

It should be noted that Eq. (40) is valid when the variables A, B, X, Y, etc. are
independent, i.e., the covariance will be zero.

3.5 Gain Error, Offset and Offset Drift of a Sensor

The output of the manometer of Fig. 1 was derived as P1 −P2ð Þ= ρUg hU making
several assumptions. One of those assumptions is that the U-tube’s inner wall is
homogenous and has uniform surface characteristic throughout the length of the
U-tube. In practice this may not be so. Such deviations will then alter the input
output characteristic of a sensor. Exercise 11 illustrates this aspect.

Exercise 11 A 100 °C full scale mercury thermometer has a scale made of 100 sub
divisions. The output reading y (divisions) in terms of the input temperature θ (°C)
can be easily deduced as y = θ (each division represents 1 °C). This characteristic
(y = θ) is an ideal input output characteristic and is shown in graphical form in
Fig. 13. The actual input output characteristic of a particular thermometer is also
plotted in the same figure. In Fig. 13, we see that the input output characteristic
obtained for the practical thermometer is: y = 0.98 θ + 4 (deviates from the
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expected characteristic of y = θ). We clearly see that the gain (output /input = y/θ)
of the sensor instead of being 1 is now 0.98 and the thermometer reads 4 °C instead
of 0 °C at the start of the scale. This kind of behavior can be expected out of most
sensors. The output of a sensor being a finite value and not equal to zero when the
input is zero is called an “offset” of the sensor. Generally the offset is given in actual
units, but may also be expressed as a percentage of the full scale value. The gain
being 0.98 and not 1 is termed as the error in the gain, popularly known as the “gain
error”, once again expressed as a percentage as given below:

%gain error =
Actaul gain−Expected gain

Expected gain
× 100% ð41Þ

The thermometer whose characteristic is indicated in Fig. 13 possesses an offset
of 4 °C (or +4% of FS) and a gain error of −2% (−0.02). It should be noted that
after the input output characteristic is obtained, the gain error and the offset can be
determined. The gain error and offset are, once again, important characteristics of a
sensor. Using the knowledge on gain error and offset, compensation can be applied
to the readings given by a sensor to find the correct values of the input being sensed
by the sensor (obtain readings that are free of offset and gain error). In certain type
of sensors, the offset value may not remain constant with respect to time. In such a
situation, the sensor not only possesses ‘offset’ but also possesses ‘offset drift’.
Offset drift is another important characteristic of a sensor defined as:

Offset drift The time rate of change of the offset of a sensor.

For example, a sensor whose full scale output is 100 mV may possess an offset
of 2.5 mV and an offset drift of 10 μV/s. Like the systematic error, offset is
calculable and hence can be quantified as illustrated in Exercise 12.

Exercise 12 The practical thermometer illustrated in Exercise 11 with its input
output characteristic as y = 0.98 θ + 4 reads 53 °C. Determine the actual value of
the temperature of the specimen that is being measured with this thermometer.

We substitute the reading obtained in the equation as:

y=84=0.98θ+4.

Rearranging we get: θ = (53 – 4)/0.98 = 50 °C. Thus the actual (correct value)
of the temperature being sensed by this thermometer is 50 °C.

3.6 Linear and Nonlinear Characteristics of a Sensor

Some times the input output characteristic of a sensor may contain a “nonlinear”
term. Such sensors are said to possess error due to nonlinearity.

A sensor is said to possess linear characteristic if the input output relationship
obeys:
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(i) Cumulative law and
(ii) Associative law.

Cumulative law: Let Y1 be the output of a sensor for an input X1. Similarly Y2
be the output of a sensor for an input X2. The sensor input output relationship is said
to obey the “cumulative law” if the sensor out put is (Y1 + Y2) for an input of
(X1 + X2).

Associative law: If the output of the above sensor is K1Y1 for an input of K1X1,
where K1 is a constant, then the sensor is said to have an input output characteristic
that obeys the “associative law”.

Thus if an input of (K1X1 + K2X2) to the above sensor results in an out put of
(K1Y1 + K2Y2) then the sensor obeys both cumulative and associative laws and
hence possesses a linear input output characteristic. If we plot the input output
characteristic of a sensor as an x-y graph we will get a straight line for a sensor
possessing linear input output characteristic. Figure 14 illustrates typical linear and
nonlinear characteristics of sensors. Depending on the extant of deviation from the
expected linear response, a sensor can be termed as completely nonlinear or can be
taken as nearly linear with a small nonlinearity. In the latter type, the nonlinearity is
expressed as an “error due to nonlinearity”.

For example, the input output characteristic of a sensor possessing small amount
of nonlinearity as given in Eq. (42) is shown in Fig. 15.

y= x− 0.2x2, ð42Þ
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It should be noted that we do not indicate the nonlinearity of the sensor whose
input output relationship is as given in Eq. 42 as −20% [the ratio of the coefficients
of the non linear (x2) and linear (x) terms in Eq. (42)]. Instead, we fit the sensor’s
output to represent a linear characteristic (can be accomplished using linear
regression analysis) as indicated in Fig. 15 and compute the errors at various points
using Eq. (3) or Eq. (4) as the case may be. From the errors thus calculated, we take
the worst case error and express that value as error due to nonlinearity (since the
error is calculated as a percentage, the nonlinearity is also indicated as a percent-
age). The sensor whose characteristic is shown in Fig. 15 thus has a worst case error
due to nonlinearity of ±2% of full scale and an offset of +3.75% of FS.

3.7 Transient and Steady State Responses of a Sensor

A popular sensor everyone is aware of is the thermometer employed for measuring
the (body) temperature of a patient. The thermometer is normally kept in the mouth
of a patient and the reading is taken only after a specified period of waiting. In the
past when a “mercury thermometer”, shown in Fig. 16a, is used, the waiting period
could be minimum of thirty seconds! Today the mercury thermometers are not very
popular mainly due to the fact that mercury pollutes the environment. Though the
waiting period of modern electronic thermometer (shown in Fig. 16b is small (few
seconds) compared to the mercury thermometer of the yester years, the waiting

Linear fit: 
y  = 0.8 x  + 0.03

Nonlinear characteristics

y = x  - 0.2 x 2 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-5

-4

-3

-2

-1

0

1

2

3

4

5

Input

O
ut

pu
t

% Error due to 
nonlinearity Er

ro
r d

ue
 to

 n
on

lin
ea

rit
y 

Fig. 15 Error due to nonlinearity in a sensor

28 V. Jagadeesh Kumar



period is still not zero. The waiting period is necessitated as the sensing element of a
thermometer needs sufficient time to attain (in this case through conduction) a
temperature that is same as that of the patient to whom the thermometer has been
administered and indicate the temperature of the patient correctly. Figure 17 shows
the temperature variation of a typical mercury thermometer after it comes into
contact with the patient’s body. The ambient (room) temperature is approximately
25 °C. In the case of a mercury thermometer, the blob of mercury in the tip of the
thermometer has to assimilate the patient’s temperature, go through volumetric
expansion and thus increase the height mercury occupies in the capillary part of the
thermometer. This process takes time as shown in Fig. 17. The initial portion of the
time response of the output shown in Fig. 17, where the change is taking place, is
known as the ‘transient response’ of the sensor and the final portion wherein the
final value is reached is called the ‘steady state response’.

Fig. 16 a Mercury thermometer. b Digital thermometer
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3.8 Settling Time (Response Time) of a Sensor

In Fig. 10, the final value indicated by a sensor with its input remaining unchanged
(i.e., the input is at steady state) is called the ‘steady state value’. The time required
for a sensor to show correctly the final (steady state) value of the quantity being
sensed (output just reaching steady state with the input already at steady state) is
termed as the “Settling time” also referred to as the “Response time”. The settling
time not only provides the minimum time required (waiting period after the input
has attained steady state) for a sensor to read but also indicates the time for which
the sensor is in the transient state and hence this period where the output is
changing to reach the final value is called the transient period. In many cases a
sensor may take a very long time to reach the final value (later in this chapter, when
we model a sensor and look at its characteristics using the model, we will see that
most sensors require ‘infinite time’ to settle!). Hence settling time is defined as the
time taken for a sensor’s output to reach nearly (within ±z % of) the final value.
Thus settling time, another important characteristic of a sensor is defined as:

Settling time The minimum time required for the output of a sensor to reach within ±z %
of the final value that is expected at its output (value being sensed).

If ±z % is not explicitly mentioned (Example: Settling time is 321 ms) then it is
assumed that z = 1.

3.9 Slew Rate and Rise Time of a Sensor

Another important characteristic that can be obtained from Fig. 10 is the maximum
rate at which the output can ascend, called the “slew rate”. The slew rate is indi-
cated by the slope of the output in the transient period. The slope and hence the
slew rate is defined as:

Slew rate = slope of output =
change in the output y

change in time
=

Δy
Δt

� �
. ð43Þ

The slope (slew rate) of the thermometer whose input output characteristic is
shown in Fig. 10 is also marked therein. The slew rate, another important char-
acteristic of a sensor is defined as:

Slew rate The maximum rate at which the output of a sensor can change (rise or fall).

Another, but not so important characteristics that can be of use sometimes is the
rise time as defined below.

Rise time The time taken for the sensor’s output to rise (or fall) from 10% of the steady
state value of the output to 90% of the steady state value of the output.
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3.10 ‘Static’ and ‘Dynamic’ Characteristics of a Sensor

The input being sensed by a thermometer used for measuring the temperature of a
patient (described above) varies very slowly with respect to time. Such an input that
does not vary or varies very slowly with respect to time is called “static” or dc input
(signal). The input output characteristic of a sensor obtained for different levels of
static inputs is the static input output characteristic of a sensor. The static input
output characteristic is also called, in short form, the “static characteristic” of a
sensor. Quite often a sensor may have to respond to inputs that are varying with
time. Time varying inputs are called dynamic inputs and are quite often referred to
as dynamic signals. The input output characteristic of a sensor obtained for various
values of time varying (dynamic) inputs is called the “dynamic characteristic” of
the sensor. The time varying inputs (dynamic signals) can be of two distinct types,
namely,

(i) Periodic signals or
(ii) Aperiodic (random) signals.

We can easily deduce, from the forgone discussions on settling time of a sensor,
that if the input varies within the settling time of a sensor, then the output will not
settle to the correct value and hence will not sense the input properly. To obtain an
output from a sensor that truly represents the input, the settling time must be less
than the time within which the input varies beyond the resolution level of that
sensor. Such a condition is hard to test and difficult to comply with. If the dynamic
input given to a sensor is of some standard form, then it is easy to test using the
standard signal and determine whether a sensor is capable of providing a correct
output for that standard dynamic input. The capability of a sensor for other non-
standard inputs can be determined easily if those nonstandard inputs are expressed
as a combination of standard signals. Two standard signals that fulfill the above
criterion are:

(i) The sine/cosine signal (sine/cosine signals are also called sinusoids or phasors)
and

(ii) The unit impulse (also popularly known as the Dirac delta function).

3.11 Frequency Response Characteristics of a Sensor

Figure 18 illustrates the sine/cosine signals which are mathematically represented
as:

Cosine signal =
ffiffiffi
2

p
ViCosðω t+φÞ or Sine signal =

ffiffiffi
2

p
ViSin(ω t+ θÞ.

Here Vi is the root mean square (rms) value,
ffiffiffi
2

p
Vi is the peak value, ω is the

angular frequency (in radians per second) of the signal. θ and ϕ are the phase angles
of the sinusoids. The frequency f (cycles per second or Hz) is given by: f = ω

2π and
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f = 1
T , where T is the time period of the sinusoid. The reason a sinusoid is chosen as

the reference waveform is because differentiation or integration when applied to
sinusoids results in another sinusoid with changes only in the amplitude and or
phase of the signal. Differentiation and integration are the two mathematical pro-
cesses that inter relate many physical quantities. For example, velocity can be
obtained by differentiating the displacement signal or by integrating the acceleration
signal. While in the past

ffiffiffi
2

p
Sin ðω tÞ was chosen as the reference sinusoid, todayffiffiffi

2
p

Cos(ω tÞ is chosen as the reference phasor, Re
ffiffiffi
2

p
ejωt

� �
or 1∠0

� 
. A cosine

wave is chosen as the reference waveform not only for signal representation and
analysis related to sensors but also in many other fields.

Once the performance of a sensor is obtained for sine or cosine signals of
varying frequencies, the response to a particular type of dynamic input can be easily
ascertained if we are able to represent that dynamic input (signal) as a combination
of different cosine waves. For example if a particular signal, say x(t) is resolved into
a set of sinusoids (sine/cosine waves with different frequencies, magnitudes and
phases) and we test and find that the sensor is capable of responding correctly to all
the sinusoids contained in x(t) then we can certainly say that the sensor will respond
correctly to x(t).

The process of ascertaining whether a sensor is suitable for a particular signal
would become much easier if the manufacturer of a sensor measures the response
(input output) of the sensor for sinusoids with different frequencies (normalized
with unit magnitude) and provides the result as a characteristic of that sensor. Such
a characteristic is called the frequency response characteristic of the sensor. The
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frequency response characteristic is also known as the frequency response or
spectral response or frequency spectrum or simply spectrum. Figure 19 illustrates
four different types of frequency responses, an ideal sensor can possibly posses. The
characteristic shown in Fig. 19a is popularly called the low pass characteristic as
the sensor passes to the output all sinusoids possessing frequencies less than or
equal to a cutoff frequency fc (In Fig. 19a fc = 50 Hz) to the output and rejects all
sinusoids with frequencies > fc. The band of frequencies that are passed to the
output is called the pass band (0–50 Hz in Fig. 19a) and the range of frequencies
for which the input is not passed to the output is called the stop band. (stop band for
Fig. 19a is 50 Hz to ∞) The pass band is also called the bandwidth of the sensor.

The characteristic shown in Fig. 19b is obviously the high pass type as the
sensor possessing this type of characteristic will pass to the output, from its input,
all sinusoidal signals having frequencies equal to or higher than fc and rejects
sinusoids with frequencies < fc. Figure 19c depicts a situation wherein a sensor
selectively passes frequencies in a band demarcated by two cutoff frequencies,
namely the lower cutoff frequency fcL and the upper cutoff frequency fcU and rejects
signals possessing frequencies outside the band (fcU − fcL) is aptly called the band
pass characteristic. (fcU − fcL) is the bandwidth (pass band) of the band pass type
sensor.

On the other hand a sensor possessing a characteristic as indicated in Fig. 19d
selectively rejects signals possessing frequencies in a band (fcL to fcU) and passes all
other frequencies and hence is known as the band reject type. This type of char-
acteristic is also called the notch type. Since all these characteristics filters out
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certain frequencies, it is customary to term these characteristics as: (a) Low Pass
Filter (LPF), (b) High Pass Filter (HPF), (c) Band Pass Filter (BPF), and (d) Band
Reject or Notch Filter (BRF or NF). If a sensor characteristic is such that it passes
all the frequencies from its input to its output then we call such a characteristic as
all pass filter characteristic! The characteristics shown in Fig. 19 are called ideal
characteristics wherein the pass and stop bands are clearly demarcated. In the real
world, such characteristics are impracticable.

Figures 20 and 21 illustrate typical characteristics of two sets of sensors (sensors
X and Y in Fig. 20 and sensors A and B in Fig. 21). The sensors X and Y shown in
Fig. 20 possess low pass characteristics, albeit with a slight difference. Similarly
sensors A and B possess band pass characteristics, but with a significant difference.
Later we will learn about the causes for the differences in the frequency response
characteristics of sensors. In Fig. 20 or Fig. 21 we see that the pass and stop bands
are not clearly demarcated. In order to demarcate the pass and stop bands, we need
to identify a cutoff frequency fc in Fig. 20 and two cut of frequencies fcL and fcU for
the band pass characteristics shown in Fig. 21. Once fc is known then we can say
for sensors X and Y: frequencies ≤ fc are passed (since the response shown in
Fig. 20 is a low pass one) and frequencies > fc are stopped. Similarly for sensor A
(also for B), we can say that cutoff frequencies fcLA and fcUA (fcLB and fcUB for
sensor B) determine the pass and stop bands. A fair criterion to determine the pass
band (and thus select fc) would be to look at the output power and say that the
frequencies for which the output power is more than or equal to half the expected
(or input or reference) power are deemed to be passed to the output and frequencies
for which the output power is less than half the expected value are assumed to be
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stopped. This norm is known as the half power criterion and the resulting band-
width is called the ‘half power bandwidth’. The frequency (or frequencies) at which
the output power is half is called the ‘half power frequency’. Today this criterion is
universally accepted (except when measurement systems are involved; such as
sensors!) and if we say bandwidth, it invariably refers to half power bandwidth. It is
customary to represent the power gain, the ratio of output power to input power or
the ratio of output power to a reference power (Pout/Pin or Pout/Pref) using a unit
called decibel (short notation used is dB). The decibel unit for power gain is defined
as:

Power gain in dB=10 log
Pout

Pin

� �
or 10 log

Pout

Pref

� �
. ð44Þ

If we apply the criterion that the output power is half the expected power then
the power gain at the cutoff frequency becomes

Power gain at half powerð Þ=10 log
1
2

� �
= − 3.010 dB. ð45Þ

Since the power gain at the cutoff (half power) frequency fc is −3 dB, fc is
popularly called the −3 dB frequency or simply 3 dB corner frequency. The
resulting bandwidth is also aptly called the −3 dB bandwidth or simply ‘3 dB
bandwidth’. In most situations, we look for the amplitude of the output signal
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(voltage or current) and seldom are concerned with the power. Since power is
proportional to the square of the amplitude of a signal, we can rewrite Eq. (9) as:

Power gain in dB=10 log
Pout

Pin

� �
=10 log

V2
out

V2
in

� �
or 10 log

V2
out

V2
ref

 !
.

= 20 log
Vout

Vin

� �
or 20 log

Vout

Vref

� � ð46Þ

It should be noted here that when the power gain is ½ the signal (amplitude)
gain, namely, the output signal magnitude/input signal magnitude is 1 ̸

ffiffiffi
2

p
. This is

easily obtained by equating 20 log Vout
Vin

	 

to −3.010. Alternatively we can say that

the amplitude of the output at the half-power (−3 dB) frequency (at the cut off
frequency) will be 1 ̸

ffiffiffi
2

p
times (or 0.707 times) the output amplitude at the pass

band. In order to illustrate these subtle differences, Fig. 20 portrays the gain as a
function of frequency and hence the cut of point is determined when the gain at the
cut of frequency is 0.707 times the pass-band gain. On the other hand, the output
power itself is plotted in Fig. 21 and hence the cut-off points are identified by the
half-power criteria.

When we deal with measuring systems, the half power bandwidth is seldom
useful because at the half power point the magnitude is 0.707 times the expected
output; hence

% error =
0.707− 1

1

� �
×100= − 29.3%. − 3 dBð Þ ð47Þ

If we us the −3 dB criteria, then at the cut off frequency the error in the output is
−29.3%! Generally such large errors in a measurement can not be accepted. Thus,
for measuring systems such as a sensor, the half power bandwidth is not suitable
and the bandwidth for a sensor is specifically determined utilizing the error that can
be tolerated in the measurements made with that sensor. For example a −0.5 dB
criterion to select the cut off frequency and hence the pass/stop band will result in a
worst case error of −5.6% inside the pass band. Similarly a −0.1 dB bandwidth will
provide measurements with −1.1% of error in the pass band. Thus when it comes to
sensors used for measurement, one has to be careful in looking at the bandwidth of
the sensor and not get carried away and use the usual −3 dB bandwidth. Let us look
at some practical examples to understand how the bandwidth of a sensor plays a
significant role in obtaining a meaningful reading.

For example, the temperature (at steady state) of an oven controlled by an
ON-OFF type feedback control system is shown in Fig. 22. We can see from
Fig. 22 that the variation in temperature repeats every twenty seconds and is an
example of a periodic (but non sinusoidal) dynamic signal.

Figure 23 indicates the volume of blood flow in the peripheral arteries of the
finger of a patient (called the plethysmograph) and is a typical example of a quasi
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periodic (neither fully periodic nor fully random) signal. We see that in the quasi
periodic waveform shown in Fig. 23, the shape of arterial blood volume change in
successive periods look nearly identical, but the period and magnitude (peak to
peak values) vary from beat to beat (very characteristic of all physiological
systems/signals).

Figure 24 illustrates the waveform that characterizes the vibration of a moving
part and is a typical example of an aperiodic (random) signal. Noise signals (noise
voltage across a resistor) also come under the category of random signals. Noise
signals can be further subdivided into Gaussian noise, white noise, flicker noise etc.

It is seen from these examples that the dynamic input to a sensor can be periodic,
quasi periodic or aperiodic (random). In order to assess whether a sensor can provide
an output that faithfully represents these types of input (periodic, quasi periodic or
aperiodic non sinusoidal signals), these inputs have to be resolved as a set of sinu-
soids. If all the sinusoids that represent the input are covered within the pass band of a
sensor then we are sure that the sensor will function properly for that input.

Jean Baptiste Joseph Fourier, the French mathematician had shown that any
signal can be represented as a combination of several sinusoids. If the signal is
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periodic, the set of sinusoids that represent the signal can be obtained using the
Fourier series expansion. On the other hand, the sinusoids that makeup a quasi
periodic or aperiodic signal can be obtained using Fourier transform technique.
Fourier Series: A periodic signal y(t) whose period is T (hence frequency f = 1

T and
ω=2πf ) possessing finite number of discontinuities within a period can be
expressed as:

xðtÞ=A0 + ∑
∞

n=1

ffiffiffi
2

p
AnCos(nωtÞ+

ffiffiffi
2

p
BnSin(nωtÞ

	 

ð48Þ

Here A0 is the time invariant (dc) part of the signal and can be extracted from y
(t) as:

A0 =
1
T

Z T

0
xðtÞdt ð49Þ

The Fourier coefficients An and Bn can be determined using the following
identities.

An =

ffiffiffi
2

p

T

Z T

0
xðtÞCos(nωtÞ dt and Bn =

ffiffiffi
2

p

T

Z T

0
xðtÞ Sin(nωtÞdt. ð50Þ

Here n = 1, 2, 3, …∞. By combining the sine and cosine terms of Eq. (48), the
Fourier series can also be written in a concise form as:

xðtÞ=A0 + ∑
∞

n=1

ffiffiffi
2

p
CnCos(nωt+ϕnÞ

	 

ð51Þ

Equation (51) can also be written using the phasor notation Cn = Cn∠ϕn as

xðtÞ=A0 + ∑
∞

n=1
Cn∠ϕn ð52Þ
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where

Cn =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2
n +B2

n

� �q
andϕn = − tan− 1 Bn

An

� �
ð53Þ

The phasors Cn can also be directly computed as:

Cn∠ϕn =

ffiffiffi
2

p

T

ZT
0

xðtÞejnωtdt. ð54Þ

Here j is the imaginary number ðj= ffiffiffiffiffiffiffiffi
− 1

p Þ.
The amplitude (r.m.s. value) of the sinusoid at the frequency f (angular fre-

quency, ω), namely, C1 is popularly called the amplitude of the fundamental
component and ϕ1 is the phase of the fundamental component. C2 is the amplitude
of the second harmonic component (frequency 2f and angular frequency, 2ω) and
ϕ2 is its phase. C3 is called the third harmonic’s amplitude (frequency 3f and
angular frequency, 3ω) and so on. Since y(t) is periodic, the frequency spectrum
will contain sinusoids at the fundamental frequency (the frequency f at which the
phenomena or the measurements repeat) and its harmonics (integral multiples of f).
If we plot the magnitudes of the fundamental and its harmonics as a function of
frequency, we will get the frequency domain representation (magnitude frequency
response or magnitude frequency spectrum or simply magnitude spectrum) Y(ω) of
y(t). The plot of the phase angles of the output sinusoids as a function of frequency
will give the phase response of the sensor (also called the phase spectrum). A plot
of C2

n as a function of frequency will result in the power (frequency) response or
simply power spectrum.

For the periodic temperature variation (waveform) shown in Fig. 22 the fre-
quency domain representation (magnitude spectrum) obtained using the Fourier
series expansion is:

θðωÞ=47.5 + 0.337
ffiffiffi
2

p
Cosð π

10
t+1.15πÞ+0.028

ffiffiffi
2

p
Cosð3π

10
t+1.045πÞ

+0.011
ffiffiffi
2

p
Cosð5π

10
t+1.025πÞ+0.007

ffiffiffi
2

p
Cosð7π

10
t+1.013πÞ

+0.06
ffiffiffi
2

p
Cosð9π

10
t+1.004πÞ+⋯

ð55Þ

The magnitude spectrum of θðωÞ given in Eq. (55) is plotted in Fig. 25. The
value of C0, the dc value (=47.5 °C for the function shown in Fig. 22) is not shown
in Fig. 25 as C0 would dominate and the amplitudes of all other frequencies will not
be seen clearly. The waveforms of individual harmonic components (one cycle of the
variation shown in Fig. 22) extracted using Eq. (52) are drawn in Fig. 26. The
reconstructed waveform using up to 9th harmonic and the original variation are also
indicated in Fig. 26. It is seen that while the reconstructed signal in Fig. 26 using the
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first nine harmonics “looks like” the actual variation in temperature of Fig. 22 but is
not as smooth as it should be. This condition arises because we stopped at the 9th
harmonic. If we include higher harmonics, then we would get the actual variation.
Time and again one has to compromise in selecting the number of harmonics to be
computed. An informed decision can be arrived at by extracting the error between
the original and the reconstructed (utilizing limited number of frequency compo-
nents) signals. The error that would result if we stopped with nine harmonics alone is
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also indicated in Fig. 26. Please note that in order to clearly visualize the different
waveforms, the waveforms shown in Fig. 26 are arbitrarily shifted in the y direction.
In reality all sinusoidal waveforms will cross zero at half their respective periods. It
is easily seen that a temperature sensor must have a bandwidth of 1 Hz or more for it
to faithfully reproduce the temperature variations shown in Fig. 22.

Note: Thumb rule: If a dynamic parameter that is being sensed (signals) pos-
sesses abrupt changes then we will require large number of harmonics to be con-
sidered in the Fourier expansion so that the error in the reconstruction of the signal
using the derived harmonics is small. Thus to sense signals with abrupt changes in
their magnitude, we will require a sensor with a large bandwidth.

As was already brought out, the spectrum of quasi periodic or aperiodic (ran-
dom) signals can be obtained through Fourier transform. Fourier transformed signal
X(ω) of a time domain signal x(t), provided x(t) is an integrable function, is obtained
using the integral given in Eq. (21).

XðωÞ= 1ffiffiffi
2

p
π

Z +∞

−∞
xðtÞe− jωtdt ð56Þ

The function XðωÞ in general will be of complex form, resulting in XðωÞ pos-
sessing a magnitude and phase at every value of ω. Figure 27 shows the frequency
response (magnitude, XðωÞ) characteristics of the quasi periodic plethysmograph
shown in Fig. 23. A comparison of Figs. 25 and 27 shows that while the frequency
spectrum (magnitude spectrum) of a periodic signal has only components at discrete
(harmonic) frequencies, the frequency spectrum of a quasi periodic signal has
significant magnitudes at almost all frequencies but with peaks at certain frequency
bands. From the frequency response of the plethysmograph shown in Fig. 27, we
can identify four peaks. The peak at 0.175 Hz is due to the influence of breathing

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

0 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5

Frequency Hz 

A
m

pl
iti

de
 

Fig. 27 Magnitude (frequency) spectrum of the signal in Fig. 23

Sensors and Their Characteristics 41



rhythm on the blood volume change (resulting from the exchange of gases that
occur in the lungs) in the arteries. The peak near 1 Hz is due to the heartbeat and the
rest are small perturbations in the rhythms of the signals from these physical
phenomena. Thus to sense the PPG of Fig. 23, we need a sensor whose bandwidth
is more than 2.5 Hz. The spectrum of the vibration signal shown in Fig. 24 will also
be similar to the one shown in Fig. 27: A continuous line indicating magnitudes at
different frequencies, but with peaks and valleys at much higher frequencies (few
hundred hertz to few mega hertz).

3.12 Impulse Response Characteristics of a Sensor

Like the sinusoid, another standard input that can help us understand the behaviour
of a sensor (for that matter any system) for dynamic inputs is the impulse function.
The impulse function was originally formulated by Fourier, but Fourier used a
complicated double integral to describe the function and hence its application was
not “straight forward”. On the contrary the impulse function proposed by Paul
Dirac (though mathematically the same as the one formulated by Fourier) is not
only elegant but also simple enough to be applied in several fields of science and
engineering, including sensors. Figure 28 indicates a pulse p(t) whose width is τ
and amplitude is 1/τ. Now if we apply the limit as given in Eq. (22) to the pulse p
(t) we get the unit impulse δðtÞ (Dirac delta) function as:

δðtÞ= Lim
τ→ 0

pðtÞ ð57Þ

The impulse δðtÞ is also shown in Fig. 28. By evaluating the limit in Eq. (57),
we can write:

δðtÞ= Lim
τ→ 0

pðtÞ= ∞ t=0
0 t≠ 0

. ð58Þ

p(t)

δ (t)

t+τ/2-τ/2

1/τ
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impulse δ(t)
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Equation (58) is not unique and does not represent only δðtÞ! Let us take another
pulse q(t) whose width is τ and amplitude is 2/τ as shown in Fig. 29. If we apply
the limit as indicated in Eq. (22), we once again get the same result as in Eq. (58)
as:

Lim
τ→ 0

qðtÞ= ∞ t=0
0 t≠ 0

. ð59Þ

Definitely the two pulses p(t) and q(t) are very different and hence they cannot
converge to the same signal δðtÞ. Now if we find the area covered by the pulses p
(t) and q(t), we get:

R +∞
−∞ pðtÞ=1

andR +∞
−∞ qðtÞ=2

, ð60Þ

If we now combine Eqs. (58) and (60), we can unambiguously define δðtÞ as:

δðtÞ= Lim
τ→ 0

pðtÞ= ∞ t=0
0 t≠ 0

and
Z +∞

−∞
δðtÞdt=1, ð61Þ

Thus δðtÞ= ∞ t=0
0 t≠ 0

(To be read as δðtÞ is infinity when t = 0 and 0 other-

wise.) does not fully define δðtÞ and the integral
R +∞
−∞ δðtÞdt=1 must accompany

the definition of δðtÞ. The impulse δðtÞ as defined in Eq. (26) is popularly known as
the Dirac delta function and is also called the “Unit impulse” since the area covered
by the impulse is unity. We can also say that δðtÞ is an impulse whose strength is
unity. The limiting value of q(t) can be obtained as:

Lim
τ→ 0

qðtÞ= ∞ t=0
0 t≠ 0

and
Z +∞

−∞
qðtÞdt=2⇒ 2δðtÞ, ð62Þ
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The limit in Eq. (62) gives us an impulse whose strength is 2 or unit impulse
multiplied by a constant of value 2 or simply 2 δðtÞ. One should not confuse
themselves with the continuous time, unit impulse δðtÞ, and the discrete time unit
impulse δðnÞ that is defined as:

δðnÞ=1 for n=0;

= 0 otherwise
ð63Þ

Beware! both δðtÞ and δðnÞ are called unit impulses! While δðtÞ is universal, δðnÞ
is applicable to and hence can be used only in analyzing discrete time systems.

Properties of δðtÞ that are useful in analyzing the performance of a sensor (or
any system).

If we multiply a signal x(t) with a unit impulse δðtÞ we get:

xðtÞδðtÞ⇒ ∞ t=0

0 t≠ 0

and
Z +∞

−∞
xðtÞδðtÞdt = xð0Þ

If we If we multiply a signal x(t) with a delayed unit impulse δðt− τÞ we get:

xðtÞδðt− τÞ⇒ ∞ t= τ

0 t≠ 0

and
Z +∞

−∞
xðtÞδðt− τÞdt = xðτÞ

Thus by multiplying a signal x(t) with delayed impulse δðt− τÞ and by varying τ,
from zero in steps of Ts (sampling time), we get the samples of x(t) at various
instants of time as: x(0), x(Ts), x(2Ts), x 0ð Þ, xðTsÞ, xð2TsÞ, xð3TsÞ . . . ⋅ This property
is called the sampling property of the unit impulse.

Figure 30 shows the block schematic of a typical sensor possessing linear input
output characteristic. For an input xðtÞ, let the output of the sensor be y(t). The
output, say h(t), obtained for a unit impulse δðtÞ as input is called the impulse
response of the sensor. If we give an impulse δ(t − τ) (unit impulse delayed by time
τ) as the input to the sensor, then we will get the output from the sensor as h(t − τ),
impulse response delayed by τ as shown in successive steps in Fig. 30. We now
give an input x(τ)δ(t − τ) then the sensor’s output (we assume linear input output
characteristics for the sensor) will be x(τ)h(t − τ). We now integrate the input over a
range (-∞ to +∞) with respect to the variable τ, then the output will be:

Z +∞

−∞
xðτÞδðt− τÞdτ⇒ Sensor⇒

Z +∞

−∞
xðτÞhðt− τÞdτ ð64Þ
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as indicated in Fig. 23. The integral
R +∞
−∞ xðτÞδðt− τÞdτ gives all possible samples

of x(t) and hence
R +∞
−∞ xðτÞδðt− τÞdτ= xðtÞ. The output of the sensor indicated by

the integral
R +∞
−∞ xðτÞhðt− τÞdτ is popularly known as the convolution integral and

is denoted as:

yðtÞ= xðtÞ * hðtÞ=
Z +∞

−∞
xðτÞhðt− τÞdτ. ð65Þ

The symbol ‘*’ represents the process of convolution. Thus once we have the
impulse response h(t) of a sensor, then for any particular input x(t), the corre-
sponding output y(t) can be obtained by simply convolving the input signal x(t) with
the impulse response h(t) of the sensor. Though evaluating a convolution integral in
time domain as given in Eq. (65) is fraught with problems, evaluation of convo-
lution using Laplace transform technique is quite simple as we will see in the
sequel.

In spite of this nice property of impulse, namely, one can obtain the output of a
sensor for any given input by simply convolving the input with the impulse
response; the impulse response characteristics of sensors are not popular and
manufacturers of sensors do not normally provide such a characteristic. However,
in situations where reliability of a sensor is of paramount importance (example
aerospace applications), impulse response analysis is essential.

Time and again (especially during the design stage) it may be necessary to
analyze the response of a sensor for various operating conditions and environments.
A popular technique employed for such an analysis is the transfer function method
of analysis.

y(t)
= h(t)

x(t) Sensor y(t)

δ (t) Sensor

h(t-τ)δ(t-τ) Sensor

x(τ)h(t-τ)x(τ)δ (t-τ ) Sensor

∫
+∞

∞−
− ττδτ dtx )()( Sensor ∫

+∞

∞−
− τττ dthx )()(

Sensorx(t) y(t)= x(t)∗h(t)

Fig. 30 Output y(t) utilizing
impulse response h(t)
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4 Model Based Analysis of a Sensor’s Characteristic

4.1 Modeling a Sensor

If a sensor’s operation along with its physical and electrical properties is modeled,
either analytically or numerically, many aspects of the sensor can be studied
without actually building as well as performing exhaustive testing of a prototype
sensor. Since a sensor translates a physical quantity into a measurable electrical
quantity, modeling of a sensor has to take cognizance of the physical and electrical
aspects of the sensor. Instead of studying the mechanical aspects and the electrical
aspects of a sensor separately it would be advantageous if a composite model that
combines both the mechanical aspects and electrical aspects together is arrived at.
In order to achieve this aim in a universal manner, we can derive an electrical
equivalent for the mechanical part of the sensor and analyze the sensor as an
electrical/electronic system. We can also derive a mechanical equivalent of the
electrical aspects of the sensor and analyze the sensor’s performance in the
mechanical domain. Since circuit analysis techniques are well researched, it is a
universal practice to convert the mechanical aspects of a sensor to an equivalent
electrical system and analyze the sensor as an electrical/electronic system.

A typical sensor may possess a mass and elasticity, can involve frictional and or
viscous damping on the mechanical side and can be represented by a general
mechanical system indicated in Fig. 31 as a block diagram. The differential equa-
tion that describes the mechanical system of Fig. 31 is:

FðtÞ=M
d2xMðtÞ
dt2

+D
dxMðtÞ
dt

+KsxMðtÞ. ð66Þ

Here F(t) is the force applied to the sensor, xM(t) is the displacement of the mass
M of the sensor, D is the coefficient of damping (frictional and or viscous damping)
of the damper and Ks is the spring constant.

Now we look at the series electrical circuit made of inductor LMs, resistor RDs and
capacitor Css shown in Fig. 32a. The total circuit voltage es of this series circuit is:

es = eLMs + eRDs + eCss ð67Þ

Mass 
M

Force 
F

Damper 
D

Displacement xM

Spring
Ks

Fig. 31 Block schematic of
the mechanical side of a
sensor
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Here eLMs =LMs
dis
dt is the voltage across the inductor LMs, eRDs =RDsis is the

voltage across the resistor RDs, eCss =
1
Css

R
isdt is the voltage across the capacitor Css

and is is the current in the circuit. The integral-differential equation that relates the
voltage es and the current is of Fig. 32a is:

e= LMs
dis
dt

+RDsis +
1
Css

Z
isdt. ð68Þ

If we substitute is =
dqs
dt in Eq. (68), where qs is the electrical charge, we get:

es = LMs
d2qs
dt2

+RDs
dqs
dt

+
1
Css

qs. ð69Þ

A look at Eqs. (66) and (69) tells us that on the analytical side these equations
are similar differential equations except for the differences in the variables and
coefficients. Thus we can say with certainty that the series L-R-C circuit of Fig. 32a
is an electrical equivalent (in the mathematical or analytical sense) of the
mechanical system of Fig. 31. We can also infer using Eqs. (66) and (69) the fol-
lowing equivalence given in Table 1. Thus when we model a sensor, the

LMs

(a) Series circuit

RDs

Css

eLs

eRs

eCs

es

is

LSp ep

iRp

iLp

ip

iCp

GDpCMp

(b) Parallel circuit

Fig. 32 Block schematic of
the mechanical side of a
sensor

Table 1 Electrical equivalence (direct) of mechanical variables

Sl. No. Mechanical Equivalent electrical (direct)
Variable Symbol Unit Variable Symbol Unit

1 Displacement xM m Charge qs C
2 Force F N e.m.f es V
3 Velocity vM m/s Current is A
4 Mass M kg Inductance LMs H
5 Damping coefficient D Ns/m Resistance RDs Ω
6 Spring constant Ks N/m 1/Capacitance 1/Css F−1
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mechanical (physical) characteristics can be converted into an equivalent electrical
series circuit consisting of

(i) An inductance LMs to represent the mass,
(ii) Resistance RDs to represent the damping characteristics and
(iii) Capacitance Css to represent the elasticity of the mechanical part of the

sensor.

The series L-R-C representation of the mechanical characteristics of a sensor is
popularly known as “Direct equivalence”. Once the equivalence is obtained, the
model of the sensor becomes a completely electrical network and can be analyzed
easily utilizing the tools available for the analysis of electrical/electronic circuits.
For example the complete model of a potentiometric type displacement sensor is
given in Fig. 33. Here the mechanical part of the sensor is replaced with an inductor
LM and resistor RM using the series (direct) equivalent circuit. The components with
the subscript M represent the mechanical side and the subscript e denotes the actual
electrical parameters of the sensor.

Now we look at the parallel electrical circuit made of capacitance CMp, con-
ductance GDp, and inductance Lsp as shown in Fig. 32b. The total circuit current ip
is:

ip = iCMp + iGDp + iLsp ð70Þ

The current iCMp through the capacitor CMp can be derived as iCMp =CMp
dep
dt ,

where ep is the voltage across the capacitor CMp and is also the voltage drop across
the entire parallel circuit. The current iGDp through the conductance GDp is:
iGDp =GDpep. Similarly the current iLsp through the inductor Lsp will be
iLp = 1

LsP

R
epdt. The integral-differential equation that relates the circuit voltage ep

and the circuit total current ip of Fig. 32b is:

ip =CMp
dep
dt

+GDpep +
1
Lsp

Z
epdt. ð71Þ

LM

RM

Le

Ce

Re

Fig. 33 Equivalent circuit
model of a potentiometric
sensor
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If we substitute ep =
dϕp

dt in Eq. (24), where ϕp is magnetic flux, we get:

ip =CMp
d2ϕp

dt2
+GDp

dϕp

dt
+

1
Lsp

ϕp. ð72Þ

Comparison of Eqs. (66) and (72) will lead us to conclude that these equations
are also similar differential equations that bring out another set of equivalent
parameters as shown in Table 2. The parallel electric circuit equivalent of Fig. 32b
is termed as indirect or inverse equivalent model. Whether it is the mechanical
system described by Eq. (66) or the equivalent electrical systems described by
Eq. (69) or Eq. (72), the output of a system described by ordinary differential
equation for a given input can be obtained by solving the underlying differential
equation. An elegant way of solving an ordinary differential equation is to employ
the Laplace transform technique.

4.2 The Laplace Transform

The Laplace transform X(s) of a signal x(t) is defined as:

XðsÞ=LfxðtÞg=
Z ∞

0
xðtÞe− stdt ð73Þ

Here s is the Laplace variable [s = (σ + jω)] and is called the “complex fre-
quency”. Laplace transform exists for a given f(t) if and only if f(t) is integrable in
the range (0, ∞). It should be noted here that the Laplace transform is described as
given in Eq. (73) in the range (0, ∞) and is known as the single sided or unilateral
Laplace transform. In a more general form, the Laplace integral can be obtained in
the range (−∞, +∞). If the Laplace transform is defined in the range (−∞, +∞)
then the transform is popularly called the double sided or bilateral Laplace trans-
form. While the Fourier transform, transforms x(t) into the frequency domain, the
Laplace transform transforms x(t) into the “moments” (complex frequency domain)
of x(t).

Table 2 Electrical equivalence (indirect or inverse equivalent) of mechanical variables

Sl. No. Mechanical Equivalent electrical (indirect)
Variable Symbol Unit Variable Symbol Unit

1 Displacement xM m Magnetic flux ϕp Wb
2 Force F N Current ip A
3 Velocity vM m/s e.m.f ep V
4 Mass M kg Capacitance CMp F
5 Damping coefficient D Ns/m Conductance GDp S
6 Spring constant Ks N/m 1/Inductance 1/Lsp H−1
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Table 3 lists the Laplace transform of some commonly encountered functions.
Many difficult to ascertain operations in the time domain become simple mathe-
matical operations in the Laplace domain. For example the convolution of two
signals x1(t) and x2(t) given in Eq. (76), difficult to compute in the time domain
becomes simple multiplication of the Laplace transformed signals X1(s) and X2(s) of
signals x1(t) and x2(t) as given in Eq. (77).

x1 * x2 =
Z ∞

−∞
x1ðτÞx1ðt− τÞdτ ð74Þ

x1 * x2 =
Z ∞

−∞
x1ðτÞx1ðt− τÞdτ ⇒ LT X1ðsÞX2ðsÞ ð75Þ

Table 3 also lists two very useful theorems, called the initial value theorem and
the final value theorem wherein we exploit the Laplace transform and obtain the
value of the output at time t = 0 and t = ∞ respectively.

Table 3 Laplace transform of functions

Sl.
No.

x(t) X(s) Range of
convergence

1 Unit impulse (Dirac delta), δðtÞ 1 (−∞, +∞)
2 Delayed unit impulse, δðt− τÞ e− τs (−∞, +∞)
3 Unit step

uðtÞ=1 for t≥ 0 and= 0 for t<0½ �
1
s

Re(s) > 0

4 Delayed Unit step uðt− τÞ e− τs

s
Re(s) > 0

5 Ramp rðtÞ= t uðtÞ½ � 1
s2

Re(s) > 0

6 tn uðtÞ n!
sn+1 Re(s) > 0 and

n > −1
7 Exponential decay e− αtuðtÞ 1

s+ α
Re(s) > −α

8 Exponential build-up
1− e− αtð ÞuðtÞ

α
s s+ αð Þ Re(s) > 0

9 SinðωtÞ uðtÞ ω
s2 +ω2ð Þ Re(s) > 0

10 CosðωtÞ uðtÞ s
s2 +ω2ð Þ Re(s) > 0

11 Differentiation: dxðtÞ
dt , initial

condition xð0− Þ
sFðsÞ− xð0− Þ

12 d2xðtÞ
dt2 with xð0− Þ, x′ð0− Þand dxð0− Þ

dt
s2FðsÞ− sxð0− Þ− x′ð0− Þ

13
Integration:

Rt
0
xðτÞdτ

1
s FðsÞ

14 Initial value theorem
xð0Þ= Lim

t→ 0
xðtÞ

xð0Þ= Lim
s→∞

sFðsÞ

15 Final value theorem
xð∞Þ= Lim

t→∞
xðtÞ

xð0Þ= Lim
s→ 0

sFðsÞ
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Once we have the Laplace transform, it is possible to obtain the time domain
signal by performing the inverse Laplace transform. In a concise form the inverse
Laplace transform can be computed using Eq. (76) or Eq. (77)

xðtÞ=L− 1fXðsÞg= 1
2πj

Z ∞

0
XðsÞestds ð76Þ

If we have the Laplace transform as a polynomial in s then it is possible to apply
the inverse Laplace transform and obtain the result in the time domain. A unique
function X(s) with the Laplace variable s will result only when the function x(t) is
continuous. It is possible that we may get the same function in s for different
functions in the time domain if these functions contain discontinuities. For example
we will get 1/s as the Laplace transform for unit step function u(t) (uðtÞ is defined as
uðtÞ=1 for t≥ 0 and = 0 for t< 0) as well as for another function g(t), where

gðtÞ=
1 for 0< t<5
− 7 at t=5
1 for t>5

.

Note: the integrals in Eqs. (73) and (76) over the range (0, ∞) are ‘improper
integrals’. The proper mathematical representation for computation of, say, inverse
Laplace transform should be:

xðtÞ=L− 1fXðsÞg= 1
2πj

Lim
T →∞

Z k + jT

k − jT
XðsÞestds ð77Þ

Easiest way of obtaining inverse Laplace transform is to employ partial fraction,
resolve X(s) into smaller entities and then obtain the inverse using “pattern
matching” with the help of Table 3.

4.3 Sensor’s Performance Analysis Using Laplace
Transform

The discussions and methods of analysis given here are applicable not only for
sensors but also to any system, governed by a linear input output relationship. We
now look at the mass spring accelerometer, whose input output relationship is
governed by the ordinary differential equation given in Eq. (66).

If we apply Laplace transform to Eq. (66), we get (Assuming all initial condi-
tions to be zero):
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FðsÞ=Ms2XðsÞ+DsXðsÞ+KsXðsÞ ð78Þ

Here X(s) is the Laplace transform of the output [displacement x(t)] and F(s) is
the Laplace transform of the input (force F(t)) of the mass-damper-spring (ac-
celerometer) sensor. The process of applying the Laplace transform is illustrated in
Fig. 34. Rearranging Eq. (78), we get:

XðsÞ=FðsÞ 1
Ms2 +Ds+Ks

ð79Þ

The ratio of the Laplace transformed output X(s) and input F(s) gives us the
transfer function G(s) as shown in Eq. (77):

GðsÞ= XðsÞ
FðsÞ =

1
Ms2 +Ds+Ks

ð80Þ

Dividing numerator and denominator by M and multiplying the result by KS
KS
, we

get:

GðsÞ=
KS
M

s2 + D
M s+ KS

M

� � 1
KS

ð81Þ

Substituting ωn =
ffiffiffiffi
KS
M

q
and α= D

2
ffiffiffiffiffiffiffi
MKS

p we get:

GðsÞ= 1
KS

� �
ω2
n

s2 + 2ξωns+ω2
n

� �
. ð82Þ

ωn in Eq. (82) is popularly known as the natural frequency of the mass spring
accelerometer sensor (or any system that is governed by a second order transfer
function) and ξ is called the damping constant of the sensor or system.

sKDsMs
)s(G

++
= 2

1Input 
Force F(s) Output 

Displacement X(s)

sK
dt
dD

dt
dM ++2

2
1

Input 
Force F(t) Output 

Displacement x(t)

Time domain

s domain 

Fig. 34 Concept of the
transfer function of a sensor
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Note: Obtaining a transfer function to represent the behavior of a sensor is
similar to obtaining an analytical equation for a practical input output relation-
ship. Thus the transfer function of a sensor can be derived utilizing any of the two
distinct techniques listed below.

(i) Use the analytical input output relationship (obtained from a comprehensive
electrical equivalent circuit model of different parts with which the sensor is
made) and derive a transfer function by applying Laplace transform. Or

(ii) Use the input output characteristic and derive the transfer function directly
(curve fitting).

Equation (82) describes the normalized input output relationship of a sensor
(system) whose input output relationship is described by a second order differential
equation in the Laplace domain (s-domain) and is applicable for the mechanical
system shown in Fig. 24 and hence is equally applicable to the equivalent series and
parallel electrical circuits (systems) shown in Fig. 25. All these systems can be
viewed as a system described by the block schematic shown in Fig. 27.

In general G(s) can be a function consisting of a numerator polynomial and a
denominator polynomial of the Laplace variable s as given in Eq. (83).

GðsÞ= NðsÞ
DðsÞ =

NnSn +Nn− 1sn− 1 +⋯+N0

DnSn +Dn− 1sn− 1 +⋯+D0
ð83Þ

The coefficients of the Laplace variable s in Eq. (83), namely the Nns and Dns
are constants. It should be noted here that N0 and D0 are coefficients of s0. The
highest power of s in the transfer function determines the order of the system (of
course the order of the transfer function itself). The system described in Eq. (80) is
of order n or the system is an nth order system. If the input output relationship is
governed by a simple constant [only s0 terms N0 and D0 exist both in the numerator
and denominator of G(s)] then the order of the system is zero! We call these
systems as zero order systems. In a zero order system, the output is a true repre-
sentation of the input (for both static and dynamic inputs) and the frequency
response has an “all pass” characteristic (passes all frequencies or the sensor is
capable of responding to all frequencies and hence can sense perfectly inputs
possessing any type of waveform). It would make every ones life simpler if all
sensors are of zero order!

The function G(s) shown in Eq. (83) can be rearranged as:

GðsÞ= NðsÞ
DðsÞ =

Kðs+ znÞðs+ zn− 1Þðs+ zn− 2Þ⋯ðs+ z1Þ
ðs+ pnÞðs+ pn− 1Þðs+ pn− 2Þ⋯ðs+ p1Þ ð84Þ

It may so happen that some of the terms (zs and ps) in Eq. (84) may turn out to
be of negative or complex values. It is easily seen that the value of G(s) is zero
whenever s is equal to − zn or − zn− 1 or − zn− 2 or . . . − z1. Hence the zs are
called the “zeroes” of the transfer function G(s). Similarly whenever
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s= − pn or − pn− 1 or . . . − p1, the value of G(s) goes to infinity. Figure 35 plots
the values of G(s) at these special points and it is seen that whenever
s= − pn or − pn− 1 or . . . − p1, a “pole” of height infinity is placed at these points
to represent G(s) in Fig. 35. Thus the points − pn, − pn− 1 . . . − p1 are aptly called
the poles of G(s). Once we have the transfer function G(s) of a sensor, several types
of analysis can be obtained easily using the values of poles and zeroes of the
transfer function. An added advantage in describing the characteristic of a sensor
using the transfer function is the by simply replacing the Laplace variable s with the
complex frequency jω we can obtain the frequency response of the sensor as given
in the example below.

Example 1 The transfer function of a pressure sensor is given as GðsÞ= 9
s2 + 4s+9.

Determine its frequency response.
Solution: We get the frequency response by substituting s = jω in G(s) as:

YðωÞ=GðjωÞ= 9
−ω2 + j4ω+9

resulting in

Magnitude of YðωÞ= YðωÞj j= 9ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9−ω2ð Þ2 + 16ω2

q and

Phase of YðωÞ=ΦðωÞ= − tan− 1 4ω
9−ω2ð Þ

� �
.

The magnitude spectrum and phase spectrums of the pressure sensor are shown
in Fig. 36.

Computation of the response of a sensor for a given input.
Once we obtain the transfer function, the output of the sensor for any input, can

be obtained by simply multiplying the transfer function by the Laplace transform of
the input and derive the inverse Laplace transform of the resulting polynomial in

s

G
(s

)

s=-z1 -z2 - z3s=-p1 -p2 -p3

∞ ∞ ∞

Poles

Zeroes

Fig. 35 Poles and zeroes of
G(s)
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s. Thus the accelerometer whose characteristics is described by its transfer function
of Eq. (82), its output x(t) can be derived for any input force F(t) as:

xðtÞ=L− 1 GðsÞFðsÞf g ð85Þ

4.4 Analysis of the Behavior of a Sensor Using Transfer
Function

Once the transfer function of a sensor (or a system) is derived, the behavior of the
sensor can be easily obtained through analysis.

Characteristics of a sensor possessing a transfer function of order zero (Zero
order system).

The transfer function of a sensor falling under the category of zero order system
will be:

GðsÞ= YðsÞ
XðsÞ =K, ð86Þ

Here Y(s) is the Laplace transform of the output of the sensor y(t) and X(s) is the
Laplace transform of its input x(t). Then we have

yðtÞ=K xðtÞ, ð87Þ

where y(t) is the output of the sensor with x(t) as its input. From Eq. (87) we can
easily infer that the sensor will respond to dc as well as ac of all frequencies. Thus a
sensor of zero order transfer function possesses an all pass characteristic with an
infinite bandwidth and infinite slew rate, and hence is an ideal sensor. Sensors
possessing zero order transfer function are rare. If we model a sensor element alone
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phase plots of the output from
transfer function
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and not the full sensor then most resistive sensor elements will have a zero order
transfer function.

Characteristics of a sensor possessing a first order transfer function (First order
system).

The characteristics of quite a few sensors can be adequately represented utilizing
a first order transfer function. For example the thermometer, whose characteristic,
shown in Fig. 17, can be modeled as a resistor in series with a capacitor as indicated
in Fig. 37. The output vo(t) of the model represents the output of the thermometer,
namely, the height hθðtÞ of the mercury column in the capillary. The voltage vi(t),
the input to the equivalent electrical circuit model, represents the input (patient’s)
temperature to the thermometer. The voltage across the capacitor vo(t) in the circuit
of Fig. 37 represents the output hθðtÞ of the thermometer (and hence the reading of
the temperature θP). vo(t) can be derived as:

voðtÞ= 1
CT

Z
iðtÞdt, ð88Þ

where iðtÞ is the circuit current. If we apply Laplace transform to Eq. (88) then we
get:

VoðsÞ= 1
sCT

IðsÞ ð89Þ

Applying Kirchoff’s voltage law (KVL) to the circuit in Fig. 30, we get:

viðtÞ=RTiðtÞ+ 1
CT

Z
iðtÞdt ð90Þ

Applying Laplace transform to Eq. (90), we get:

ViðsÞ= IðsÞRT +
1

sCT
IðsÞ. ð91Þ

Rearranging Eq. (91), we obtain

IðsÞ= sCT

sRTCT +1
ViðsÞ. ð92Þ

Input

RT

~ CTvi vo

+ +
Output

i(t)Fig. 37 Electrical equivalent
of mercury thermometer
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Substituting IðsÞ from Eq. (92) in Eq. (89) we get:

VoðsÞ= 1
sRTCT +1

ViðsÞ= 1
1+ sτ

ViðsÞ ð93Þ

Here τ=RTCT , is known as the time constant of a series R-C circuit. Rear-
ranging Eq. (93), we obtain the transfer function of the thermometer as

GðsÞ= hθðsÞ
θPðsÞ =

VoðsÞ
ViðsÞ =

1
1+ sRTCT

=
1

1+ sτ
=

1 ̸τ
ðs+1 ̸τÞ ð94Þ

The transfer function in Eq. (94) is of order one (maximum power of the Laplace
variable s is 1) and has a single pole at − 1

τ and a zero at s→∞. Thus the
thermometer is a “first order system”. When we place the thermometer into a
patient’s mouth, we apply an input suddenly at the that time (say time t = 0) to the
thermometer. Mathematically we can represent this input as:

θðtÞ= 0 t<0
θP t≥ 0

⇒ θðtÞ= θPuðtÞ, ð95Þ

where θP is the temperature of the patient. For such an input, the output of the
thermometer can be obtained from its model described by Eq. (94) as:

hθðsÞ= 1 ̸τ
ðs+1 ̸τÞ θðsÞ; where θðsÞ=L θPuðtÞf g. ð96Þ

Resulting in

hθðsÞ= 1 ̸τ
ðs+1 ̸τÞ

θP
s
. ð97Þ

The time response of the thermometer can now be obtained by applying inverse
Laplace transform to Eq. (97) as:

hθðtÞ=L− 1 1 ̸τ
ðs+1 ̸τÞ

θP
s

� �
=L− 1 A

s
+

B
ðs+1 ̸τÞ

� �
. ð98Þ

From Eq. (98), we can derive:

θPð1 ̸τÞ=Aðs+1 ̸τÞ+Bs. ð99Þ

Putting s = 0 in Eq. (99), we get A = θP. Again substituting s = -1 ̸τ, we get
B = θP, resulting in:
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hθðtÞ=L− 1 θP
s

+
θP

ðs+1 ̸τÞ
� �

. ð100Þ

Using Table 3, we can get the inverse Laplace transform of Eq. (100) as:

hθðtÞ= θP uðtÞ− uðtÞe− t
τ

	 

= θP 1− e−

t
τ

	 

uðtÞ ð101Þ

Plot of the output of the thermometer as given by Eq. (101) is shown in Fig. 38,
assuming the patient’s temperature θP =37.4 ◦C (same as in Fig. 10) and time
constant τ to be 6 s. A comparison of Figs. 17 and 38 indicates that the responses
are nearly the same. The difference is that while the response in Fig. 17 starts from
the ambient temperature, the response in Fig. 38 starts from 0. This situation has
arisen because, we assumed zero initial condition.

The reader is urged to obtain a new transfer function including the initial con-
dition, namely, the temperature of the thermometer is equal to the room temperature
(by assuming a charge in and hence a voltage across the capacitor at time t = 0) and
plot the output of the thermometer. A practical mercury thermometer will have a
notch at the entrance of the capillary so that the mercury column does not fall back
as soon as the thermometer is taken out of the patient’s mouth facilitating easy and
leisurely reading of the indicated value. After a reading is taken, one has to rig-
orously shake the mercury thermometer so that the mercury from the capillary is
drained back into the reservoir and the thermometer is again ready for a new
measurement. We can introduce this aspect also into the model of the thermometer
given in Fig. 37 by inserting an ideal diode in parallel with a switch between the
voltage source and the resistor!

Characteristics of a sensor possessing a second order transfer function (Second
order system).
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We have already seen that normalized transfer function of a mass-spring
accelerometer sensor is:

GðsÞ= XMðsÞ
FðsÞ =

1
KS

� �
ω2
n

s2 + 2ξωns+ω2
n

� �
ð102Þ

Once again if we apply an input force F(s), as soon as the input is applied, the
sensor will go through the transient period and then reach steady state. To under-
stand the transient and steady state behaviors of a second order system (sensor
possessing a second order transfer function) we excite the sensor with a unit step
input and analyze its behavior. For this condition Eq. (102) gets modified as:

GðsÞ= XMðsÞ
UðsÞ =

1
KS

� �
ω2
n

s2 + 2ξωns+ω2
n

� �
ð103Þ

Substituting UðsÞ= 1
s in Eq. (103) and rearranging, we get:

XMðsÞ= 1
KS

� �
ω2
n

s2 + 2ξωns+ω2
n

� �
1
s

ð104Þ

Depending on the value of the damping constant ξ, the nature of the roots α and
β of the quadratic equation s2 + 2ξωns+ω2

n =0 will vary and hence the solution to
Eq. (104) will vary. The roots of Eq. (105) can be derived as:

α= − ξ+
ffiffiffiffiffiffiffiffiffiffiffiffi
ξ2 − 1

q� �
ωn and β= − ξ−

ffiffiffiffiffiffiffiffiffiffiffiffi
ξ2 − 1

q� �
ωn ð105Þ

(i) If ξ>1, then roots α and β will be real and distinct as given in Eq. (105). In this
situation, we can simplify Eq. (104) using partial fractions as:

XMðsÞ= A
s

� �
+

B
s− α

� �
+

C
s− β

� �
. ð106Þ

Using Eqs. (104) and (105) we can derive:

Aðs− αÞðs− βÞ+Bsðs− βÞ+Csðs− αÞ= ω2
n

Ks
ð107Þ

Substituting s = 0, α and β in turn in Eq. (107) we get:
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A=
ω2
n

αβKs
,B=

ω2
n

αðα− βÞKs
andC=

ω2
n

βðβ− αÞKs
. ð108Þ

Substituting the values of A, B and C from Eq. (108) in Eq. (106) and applying
inverse Laplace transform results in:

xMðtÞ= 1
Ks

1−
βe− αt − αe− βt

ðβ− αÞ
� �

uðtÞ

xMðtÞ= 1
Ks

1+
− ξ−

ffiffiffiffiffiffiffiffiffiffiffiffi
ξ2 − 1

p	 

e−ωn − ξ+

ffiffiffiffiffiffiffiffiffi
ξ2 − 1

p� �
t − − ξ+

ffiffiffiffiffiffiffiffiffiffiffiffi
ξ2 − 1

p	 

e−ωn − ξ−

ffiffiffiffiffiffiffiffiffi
ξ2 − 1

p� �
t

2
ffiffiffiffiffiffiffiffiffiffiffiffi
ξ2 − 1

p
0
B@

1
CAuðtÞ

ð109Þ

The condition ξ>1 is popularly called the over damped condition. The time
response of an over damped second order system for a unit step input is shown in
Fig. 39.

(ii) If ξ=1, then roots α and β will be real and equal with α= β= − ωn resulting
in

XMðsÞ= 1
KS

� �
ω2
n

ðs+ωnÞ2
1
s

ð110Þ

O
ut

(t)
/In

pu
t(t

)

Time, second

Transient for ξ = 0.2, τs = 25 s

Rise time forξ = 5, τs =23 s

Transient period for ξ = 5 and τs = 46.5 s

Transient for ξ = 1.0, Settling time τs = 10 s

ξ = 0.2
ξ = 0.6
ξ = 1.0
ξ = 5.0

Transient for ξ = 0.6, Settling time τs = 7 s

ΔOut

Δt

Slew rate = ΔOut/Δt

Fig. 39 Step response of a second order transducer
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In this situation, we can simplify Eq. (110) using partial fractions as

XMðsÞ= A
s

� �
+

B
s+ωn

� �
+

C

ðs+ωnÞ2
 !

ð111Þ

Using Eqs. (110) and (111) we can derive:

Aðs+ωnÞ2 +Bsðs+ωnÞ+Cs=
ω2
n

Ks
ð112Þ

Substituting s = 0 and s = −ωn in turn in Eq. (112) we get:

A=
1
Ks

, and C=
−ωn

Ks
, ð113Þ

Differentiating Eq. (112) and substituting s = −ωn, we get;

B=
− 1
Ks

, ð114Þ

Substituting the values of A, B and C in Eq. (111) and applying inverse Laplace
transform, we obtain:

xMðtÞ= 1
Ks

1− ð1+ tωnÞ e−ωnt½ � uðtÞ ð115Þ

When ξ=1, the sensor is called a ‘critically damped’ sensor. The response of a
critically damped second order type sensor is also plotted in Fig. 39.

(iii) If ξ<1, then roots α and β will be complex conjugates as:

α= − ξ+ j
ffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

q� �
ωn and β= − ξ− j

ffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

q� �
ωn

We can handle this situation in a slightly different way. We split the Laplace

transform given in Eq. (104) namely, XMðsÞ= 1
KS

	 

ω2
n

s2 + 2ξωns+ω2
n

	 

1
s as:

XMðsÞ= 1
KS

� �
A
s
−

B
s2 + 2ξωns+ω2

n

� �� �
ð116Þ
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Solving we get A=1,B= s+2ξωn, resulting in:

XMðsÞ= 1
KS

� �
1
s
−

ξωn

ðs+ ξωnÞ2 +ω2
nð1− ξ2Þ

 !
−

s+ ξωn

ðs+ ξωnÞ2 +ω2
nð1− ξ2Þ

 !" #

ð117Þ

Rearranging Eq. (117) gives:

XMðsÞ= 1
KS

� �
1
s
−

ξffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

p ωn

ffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

p
ðs+ ξωnÞ2 +ω2

nð1− ξ2Þ

 !
−

ðs+ ξωnÞ
ðs+ ξωnÞ2 +ω2

nð1− ξ2Þ

 !" #

ð118Þ

Applying inverse Laplace transform, we get:

xMðtÞ= 1
KS

� �
1−

ξffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

p e− ξωntSinωn

ffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

q
t

 !
− e− ξωntCosωn

ffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

q
t

� �" #
uðtÞ.

ð119Þ

Equation (119) can be further simplified as:

xMðtÞ= 1
KS

� �
1−

e− ξωntffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

p Cos ωdt+ θð Þ
" #

uðtÞ. ð119Þ

where

θ= − tan− 1 ξffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

p
 !

andωd =ωn

ffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

q
. ð120Þ

ωd is called the ‘damped natural frequency’ of a under damped sensor (system).
Figure 39 also illustrates the step response of a sensor possessing an under damped
second order transfer function. It is seen from Fig. 39 that the output of an under
damped sensor over shoots the expected value, goes through certain number of
oscillations and then settles down to steady state condition. The amplitude of the
first overshoot, the subsequent decay rate on the amplitudes of successive over-
shoots are dictated by how small is the damping constant. These and other char-
acteristics of a sensor possessing a slightly under damped transfer function
(0.6 < ξ<1) can be derived using Eqs. (119) and (120). The amplitude of the first
overshoot in percentage (peak overshoot expressed as a percentage of the steady
date value) is:
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%overshootjmax = e
− πξffiffiffiffiffiffiffi

1− ξ2
p

×100≈ 1−
0.6
ξ

� �
×100; for 0.6 < ξ<1 ð121Þ

and occurs at a time (when the first peak occurs) τp = π

ωn

ffiffiffiffiffiffiffiffiffi
1− ξ2

p = π
ωd
. The ‘Rise time’

of an under damped second order sensor can be derived as:

Rise time=
1.8
ωn

. ð122Þ

The settling time τs of an under damped sensor, for the sensor’s output to settle
within ±1% of the steady sate value can be derived as:

Settling time τsj±1% =
4.6
ξωn

ð123Þ

Decay rate (logarithmic) of an under damped sensor can be derived as:

Decay Rate δ=
1
m
ln

xk̂
xk̂+m

� �
=

1
m
ln

2πξffiffiffiffiffiffiffiffiffiffiffiffi
1− ξ2

p ð124Þ

where xk̂ is the peak of the kth overshoot and xk̂+m is the peak value of the (k + m)
th overshoot.

The settling times for different damping constants and slew rate are also marked
in Fig. 39.

Note: The behavior of a sensor predicted through the transfer function approach
matching correctly the sensor’s actual behavior depends on how well the transfer
function matches the elements that constitute a sensor. For example we may model
a sensor that is made of an coil (inductor) as a series combination of the winding
resistance Rc of the coil and its inductance Lc as shown in Fig. 40a. This model will
produce an excellent match between the actual sensor behavior and the one cal-
culated from the transfer function of the senor derived using this model if the
inductor is an air cored one and is excited by a source possessing a frequency in the
kilohertz range. If the inductor type sensor element is to be excited by a source
possessing high frequency (f in hundreds of kilohertz or megahertz range) then the
effect of inter turn and inter terminal capacitances become significant. The circuit
model shown in Fig. 40a will not be adequate for this case and the circuit model
shown in Fig. 40b is more appropriate.

Similarly if the inductor is constructed using a ferromagnetic core then a
resistance Ri that represents the losses in the ferromagnetic core placed in parallel
with the inductor Lc in the circuit model as shown in Fig. 41a will provide a better
match between the actual response of the sensor and its model at low frequencies.
On the other hand, if the same sensor is excited by a high frequency signal, then the
equivalent circuit given in Fig. 41b is more appropriate.
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4.5 Operating Environment Based Characteristics
of a Sensor

Apart from the characteristics listed above a sensor is also characterized for the
environment in which the sensor will work properly. The environmental conditions
to be checked when using a sensor are:

(a) Valid for low frequency

Cc

Input

Rc

~

Lc

Input

Rc

~

Lc

(b) Valid for high frequency

Fig. 40 Equivalent electrical circuit of an inductive sensor

(a) Valid for iron cored at 
low frequency

(b) Valid for iron cored coil 
high frequency

Input

Rc

~

Lc Ri

Cc

Input

Rc

~

Lc
Ri

Fig. 41 Equivalent electrical circuit of an iron cored inductive sensor
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(i) The operating temperature range: A sensor’s behavior, in most cases, is also
dependent on the temperature of the environment in which it is operated.
Most manufacturers test this aspect and will specify a range of temperature
over which the sensor is expected to work satisfactorily. Thus the range of
temperatures of the environment in which a sensor is expected to work
satisfactorily must be verified before selecting a sensor for a particular
application.

(ii) Over and above the temperature the humidity of the environment in which
the sensor is operating may also affect the operation of the sensor. If
excessive humidity is expected in the environment in which the sensor is to
be operated then a sensor which is capable of operating at that humidity level
must be chosen. Thus manufacturers of sensor also test the sensor at different
humidity levels and provide the result of the test. A sample specification is
given below for a typical out door temperature sensor.
“Humidity: <95% and non condensing”

(iii) Apart from the temperature, the environment in which a sensor is operating
may be polluted by debris, dust, water (humidity) and vibration. Thus it is
also essential to verify whether a particular sensor is suited for the operating
environment in which it is expected to work. The suitability of a sensor for
environmental condition is tested and certified by the manufacturer. The test
results are indicated through a standard code called the Ingress Protection
code (IP Code) as listed in Table 4. IP code is also enshrined in national
(AS 1939) and international standards (IEC 529, EN60529)

Table 4 Nomenclature for ingress protection code: IP klmXY

Single digit numerals Alphabets
k l m X (defines

the object
for k)

Y

Describes the
protection against
contact with object
or dust (vide
Table 5)

Details the
protection
against water
ingression (vide
Table 6)

Impact
energy
withstand
capability
(vide
Table 7)

A Hand H Can withstand
high voltage
environment

B Finger M Can withstand
movement in
water

C Tool S Can not
withstand
movement in
water

D wire W Can operate in
special weather
conditions (to
be specified)

Sensors and Their Characteristics 65



In the past, the IP code contained three numerals and may also contain two
additional alphabets as listed in Table 4. The third numeral in the past identified the
suitability of a sensor in an atmosphere wherein the sensor may be exposed to
vibration and or shock. Today the IP code is restricted to only two numerals
followed by one or two alphabets. The protection information conveyed by the first
two numerals that are still in vogue is listed in Tables 5 and 6. The first numeral, as
illustrated in Table 5, indicates the ability of a sensor to survive accidental contact
with a foreign body or dust. The second numeral, as illustrated in Table 6, provides
information on whether the sensor can survive/function normally in different
atmospheric condition such as mist or rain or inundated in water.

The letter m in the earlier version of the IP code provided information on the
ability of a sensor to withstand accidental impact. Table 7 lists the detail regarding
the values m can take in a typical IP protection code IP klmXY and the resultant
impact withstanding capacity. It should be noted that in 2002, after the introduction
of the international standard IEC 62262: 2002 the impact resistant capability was
separated from the Ingress Protection code and new code, namely, the IK code was
introduced. Table 8 lists the details of the IK code. For example if the IP

Table 5 IP code—classification for numeral k (protection against contact with objects)

No Type of protection guaranteed by the manufacturer

0 No protection The sensor has no protection against contact of an object, big or
small

1
Sensor Object

Objects < 50 mm 
can enter

Sensor can withstand contact of soft parts >50 mm (brief contact
with a hand can be tolerated—but no protection against deliberate
contact)

2
Sensor Object

Objects < 12.5 mm 
can enter

Sensor can withstand contact of soft parts >12.5 mm (such as
fingers)

3
Sensor Object

Objects < 2.5 mm 
can enter

Sensor can withstand contact of parts >2.5 mm (such as tools, thick
wires)

4
Sensor Object

Objects < 1 mm 
can enter

Sensor can withstand contact with parts >1 mm (thin wires, screws
….)

5
Sensor

Dust proof

Sensor can work in a moderately dusty environment

6
Sensor

Immune to dust

Sensor can work in a any type of dusty environment
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specification of a particular sensor says the sensor conforms to IP50, then the sensor
can be employed in a dusty environment but can not be employed in situations
where excess moisture in the atmosphere is expected. On the other hand, a sensor
specified to conform to IP67 can be used in any atmosphere (wet, dry and dry with
dust) but the water pressure acting on it must be less than 10 kPa.

Table 6 IP code—classification l (protection against ingress of water)

No Protection against ingress of water Test conditions

0 Sensor will work only in dry
atmosphere. Can not handle
ingress of liquid in any form

Duration: nil
Criteria: nil

1

Sensor

Immune to dripping 
water (vertical)

Sensor will work even if exposed
to vertically dripping water
environment

Duration: 10 min
Criteria: 1 mm/min
rainfall

2

Sensor

Immune to water
spray up to 15º

Sensor will work if exposed to
sprayed water impinging within
±15° to vertical position

Duration: 10 min
Criteria: 3 mm/min
rainfall

3
Sensor

Immune to water
spray up to 60º

Sensor will work if exposed to
spray of water within ±60° to
vertical position

Duration: 5 min
Criteria: spray at
0.7 L/min at 100 kPa

4

Sensor

Immune to water splash
from any direction

Sensor can withstand water
splashing from any direction

Duration: 5 min
Criteria: splashed at
10 L/min at 100 kPa

5

Sensor

Immune to water jets
from any direction

Sensor can withstand water jets
from nozzle (6.3 mm) in any
direction

Duration: 3 min
Criteria: jet at 10 L/min at
100 kPa

6

Sensor

Immune to water jets 
from any direction

Sensor can withstand water jets
from nozzle (12.5 mm) from any
direction

Duration: 3 min
Criteria: 12.5 L/min with
a pressure of 30 kPa at a
distance of 3 m

7

Sensor

Can be immersed in
water up to 1 m

Sensor

1 m
Sensor will work even if
submerged in water continuously
up to a depth of 1 m

Duration: 30 min
Criteria: submerged at a
depth of 1 m

8

Sensor

Can be immersed in
water up specified depth

specified
Sensor will work even if
submerged in water continuously.
Depth to be specified

Duration: continuous
(normally 72 h)
Criteria: submerged at a
depth to be specified
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5 Classification of Sensors

Sensors can be classified based on the principle of operation or based on the input
or output parameters. Classification of sensors helps understand the advantages and
shortcomings of a class of sensors and also provide insights in obtaining the best
performance out of a class of sensors.

5.1 Active and Passive Sensors

In a general sense, sensors can be classified as:

(i) Active sensors and
(ii) Passive sensors.

Active sensors are the sensors which provide a measurable electrical output
without the need for an auxiliary (external) power. Tachogenerators and thermo-
couples are examples of active sensors.

A passive sensor, on the other hand, requires power (and hence energy) from an
external voltage or current source for sensing (providing an electrical output pro-
portional to the physical input that is being sensed). Strain gage type pressure
sensors and Linear Variable Differential Transformers (LVDT) are examples of
passive type sensors.

Most of the sensors in vogue today are passive sensors and very few sensors are
of the active type.

Table 7 IP XXm impact withstanding capability (no longer in use)

Value of m Withstanding
impact energy

Remarks

0 0 Can not withstand impact—fragile
1 0.225 J Can withstand a 150 g mass dropped from a height of 15 cm
2 0.375 J Can withstand a 250 g mass dropped from a height of 15 cm
3 0.500 J Can withstand a 250 g mass dropped from a height of 20 cm
5 2.000 J Can withstand a 500 g mass dropped from a height of 40 cm
7 6.000 J Can withstand a 1.500 kg mass dropped from a height of 40 cm
9 20.000 J Can withstand a 5.00 kg mass dropped from a height of 40 cm
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5.2 Classification Based on a Sensor’s Parameter(s)

We have already learnt that a sensor (or a transducer) takes a physical quantity as
input and provides an easily measurable electrical quantity as output. For example a
tachogenerator (rotational speed sensor) takes the physical rotation of a shaft as
input and provides an electrical voltage (which can be easily measured with a
simple voltmeter) proportional to the rotational speed of the shaft as the output.
Hence we can classify sensors based on the input or output parameter they are
sensing as:

Table 8 Impact withstanding capability of a sensor as per IK cpode (EN62262)

IK
code

Impact
withstand
capacity (J)

Remarks Additional remarks

IK00 Nil Sensor is fragile IK01–IK10 compliance is tested
normally with a pendulum type
hammer. Spring type hammer can
also be employed for ascertaining
IK01–IK07 compliance. Free fall
hammer can be employed only for
testing codes IK07–IK10

IK01 0.14 Can withstand a 200 g
mass dropped from a
height of 7.5 cm

IK02 0.20 Can withstand a 200 g
mass dropped from a
height of 10 cm

IK03 0.35 Can withstand a 200 g
mass dropped from a
height of 17.5 cm

IK04 0.50 Can withstand a 200 g
mass dropped from a
height of 25 cm

IK05 0.70 Can withstand a 200 g
mass dropped from a
height of 35 cm

IK06 1.00 Can withstand a 500 g
mass dropped from a
height of 20 cm

IK07 2.00 Can withstand a 500 g
mass dropped from a
height of 40 cm

IK08 5.00 Can withstand a 1.7 kg
mass dropped from a
height of 20 cm

IK09 10.00 Can withstand a 5.0 kg
mass dropped from a
height of 20 cm

IK10 20.00 Can withstand a 5.0 kg
mass dropped from a
height of 40 cm

Sensors and Their Characteristics 69



Classification of sensors based on the input parameters
When we group sensors based on the input parameter we get:

• pressure sensors
• displacement sensors
• temperature sensors
• angle sensors (clinometers)
• acceleration sensors (accelerometers)
• flow sensors (flow meters)
• rotational speed sensors (tachometers)

Classification of sensors based on the output parameters
It is also possible to group sensors based on the electrical output as:

• Analogue (output) sensors.
• Digital (output) sensors.

We can also classify sensors based on the parameter associated with the sensing
element of the sensors. Examples are:

• Resistive type sensors.
• Inductive type sensors.
• Capacitance type sensors.
• Peizoelectric type sensors.

Since the sensors we are going to learn are mostly made of a sensing element
operated upon by an electrical or electronic signal conditioning circuitry (most
sensors available today are passive sensors and there are only a few active type
sensors), it would be logical to group sensors based on the type of sensor element.
In such a case, the electrical/electronic signal conditioning schemes applicable to
sensors sensing different physical inputs but using similar sensing elements can be
discussed in a coherent manner. In this book we take this approach and group
sensors based on the sensing element characteristic and study them together from
the electrical or electronic signal conditioning point of view.

6 Exercises

1 A 100 kPa full scale pressure gage has a scale marked with 100 divisions.
Determine the resolution of the gage.

2 A transducer has an accuracy specification of 1% of FS and a nonlinearity of
0.5% FS. Calculate the worst case error that can be expected in the reading
when a reading of 0.5 FS is obtained from the transducer.

3 A 500 kPa full scale pressure sensor’s accuracy specification is given as 1.0%
of reading and a nonlinearity of 0.2% full scale. Determine the worst case error
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that can be expected in the output if the sensor reads (i) 500 kPa, (ii) 200 kPa,
(iii) 50 kPa and (iv) 10 kPa. What do you infer from these results?

4 A sensor possess a characteristics of y = 100x + 0.2x2 + 0.1. If the maximum
value x can take is 1.0, determine the offset and the nonlinearity of the sensor.

5 A condenser type microphone employs a fixed circular plate and a clamped
corrugated circular plate that can vibrate when sound waves impinge on it.
Derive an equivalent circuit of the sensor. From the equivalent circuit deter-
mine its transfer function. Assume: Area of the plates is Ap, distance between
the plates is dp, air as the insulator, the mass of the corrugated plate is Mp, its
stiffness is Sp and the viscous damping is Dp.

6 A transducer is modeled as a first order system with a transfer function 1
ðs+1Þ.

Determine the magnitude and phase of the output of the transducer when its
input is 10 Sin 2t.

7 A sensor is modeled as a second order system with a gain of 2, natural
frequency of 1 rad/s and damping constant of 1. Determine its transfer func-
tion. If an input of 2u(t) is given to the sensor, plot its output. Determine the
sensor’s (i) Sensitivity, (ii) settling time (iii) slew rate (iv) bandwidth so that
the error in the output within the bandwidth is <0.5%.

8 Repeat Exercise 5, for a similar sensor but having a damping constant of 0.6.
Additionally calculate the number of overshoots and the peak value of the first
overshoot.

9 A sensor has a forward characteristics (when input is monotonically increased
from zero to full scale) defined by the equation y = m1x + C and exhibits a
reverse characteristics (when input is monotonically decreased from full scale
to zero) as y = m1x + D with C≠D. What kind of characteristics the sensor
possesses?

10 A displacement sensor has a characteristics y = 100x, where y is the output in
volts and x is expressed in micrometer. The bandwidth of the transducer is
500 kHz and the slew rate is 0.1 V/μs. The input to the transducer is a 0.1 V
amplitude sine wave at a frequency of 100 kHz. Determine its output.
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Advanced Interfacing Techniques
for the Capacitive Sensors

Tarikul Islam

Abstract Today, capacitive sensors are playing an important role in the
measurement of different types of physical and chemical parameters. The capacitive
sensor is very old and still it finds many new applications in different fields.
Different types of the capacitive sensors and the interface electronics can be used
for the instrumentation and the transduction application. The present chapter briefly
reviews the important capacitive sensors suitable for the transduction applications.
Some advanced electronic circuits for interfacing the perfect and the lossy capac-
itive sensors are discussed. The electronic circuits combine the advantages of the
bridge method and the oscillator method of interfacing.

1 Introduction

The term “sensor” means to perceive something. The sensor represents the most
important element in instrumentation, measurement and control applications. It is a
device which senses the presence of the chemical or the physical parameters to be
measured [1]. It is mainly used to collect different types of information from dif-
ferent sources which may be physical, chemical or biological in nature. Most often,
the sensor converts any non-electrical quantity into an electrical signal. The
transducer normally means a device, which converts the information from one form
to the other form. The output energy of the transducer may be same or different
from the input energy. According to the Instrument Society of the United States, the
transducer is a device, which produces a measurable output in response to the
specified physical or chemical measurand [2, 3]. A transducer is commonly called a
passive transducer, if the output energy is almost entirely supplied by the input
measurand while, an active transducer is one, which is having an auxiliary power
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source, which supplies most of the power to the output signal [2]. On the other
hand, an actuator acts opposite to a sensor, it generally receives the electrical signal
and converts it into a nonelectrical signal. For example, a motor can be called an
actuator [3].

The physical parameters to be measured by the sensors are generally pressure,
force, inertia, acceleration, torque, temperature, humidity, flow, level, viscosity,
displacement, speed, etc. The chemical parameters are of generally various toxic
gases such as CO, NH3, NO2, toxic organic vapors, ionic concentration, chemical
ware fare agents or biological species [1]. The sensors which work on the electrical
effects can be fabricated utilizing different techniques such as resistive, capacitive,
inductive, impedance, amperometric, electrolytic, ISFET, ChemFET, piezoelectric
(SAW) etc. [1]. Among various types, the capacitive method is widely used for
sensing a large number of physical and chemical parameters [2, 4–6]. For example,
in automobile industry, practically all accelerometer sensors are of the capacitive
type and most of the humidity sensors employ the capacitive method for humidity
detection [2, 7, 8]. Similarly, many toxic vapors such as ethanol, methanol, iso-
propyl alcohol, etc. can be detected by the capacitive sensor [9, 10]. The main
advantages of the capacitive sensor are easy fabrication, high sensitivity, low power
consumption, small size and low cost [2, 4, 5]. However, toxic gases are normally
detected by the resistive sensors and very recent, piezoelectric SAW devices get
popularity day by day [1]. The present chapter mainly focuses on the capacitive
type sensors and the recent advancement in the related electronic circuits. Three
important classes of the capacitive sensors are used for the transduction applications
[2, 6, 11–13]. These are

(a) Parallel plate capacitors
(b) Cylindrical co-axial capacitors
(c) Cylindrical cross-capacitors

Among them, the parallel plate capacitors are extensively used for the mea-
surement applications [2]. The design of the capacitive sensor can be broadly
classified into two categories: grounded and floating. In the grounded capacitive
sensors, one of the electrodes of the sensor is connected to the ground terminal,
while in the floating type capacitive sensors, neither of the electrodes are grounded
[14].

2 Capacitive Sensors for Sensing Applications

2.1 Parallel Plate Capacitive Sensor

A parallel plate capacitor shown in Fig. 1 with the dielectric of permittivity εr can
be expressed by the following expression [2, 11]
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c= ε0ϵr
A
t

ð1Þ

where ‘A’ is the cross-sectional area of the plate electrode, ‘t’ is the gap between the
electrodes. The expression (1) is true, when the gap between the electrodes is much
smaller than the overlapping area. This is due to the fact that for t ≪ A, the
fringing field is negligible. The capacitance (C) of (1) can be varied by (a) the
cross-sectional area, (b) the gap between the electrodes and (c) the relative per-
mittivity of the dielectric medium, (d) by inserting grounded plate between the
stationary main Electrodes (4). Both the translation and the rotational motions can
be measured by varying A and t. When the displacement is large, the gap is kept
fixed and the capacitance variation due to the variation of A is preferred. But for
smaller displacement, the area is kept fixed and the capacitance variation due to the
variation of the gap is preferred. The capacitive sensor, which works on the vari-
ation of the gap is more useful for the transduction applications provided the
variation of the gap is not large. The capacitance, with the gap variation can be
given by [2]

c= ε0ϵr
A

t+Δt
= ε0ϵr

A
t 1+ Δt

t

� � ð2Þ

The capacitance varies nonlinearly with the variation of t. In order to determine
the linear range, expand the expression using Taylor series expansion,

c= ε0ϵr
A
t

1−
Δt
t
+

Δt
t

� �2

−
Δt
t

� �3

+⋯

" #
ð3Þ

It is shown in the expression that for small change in gap, the change in C is
directly proportional to the change in t. For example, in MEMS based sensor, the
gap between the electrodes is of few µm only, so the proportionality can be
maintained when Δt is ∼nm order [3]. The nonlinearity due to the gap variation can
be eliminated by the use of the three electrode differential form of the structure as
shown in Fig. 2. The sensor consists of three electrodes with air as the dielectric
medium and forms two capacitances C1 and C2 with respect to the middle one. Both
C1 and C2 can be varied either by moving the middle electrode keeping the outer

t
P

Q

Electrode

Dielectric medium

Fig. 1 Parallel plate
capacitor
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electrodes fixed or by moving the outer electrodes keeping the middle one fixed. At
the exact middle position, both the capacitances are equal. But if the middle
electrode moves, one of the capacitances will increase, while the other will
decrease. The capacitance C1 and C2 can be written as

C1 = ε0ϵr
A

t−Δt
and C2 = ε0ϵr

A
t+Δt

ð4Þ

The differential form of the capacitance Cd = (C1 − C2) for Δt2 ≪ t2ð Þ can be
written as

Cd = ε0ϵr
A
t
2
Δt
t

ð5Þ

If we compare this expression with (2), the three electrode capacitor has linear
relationship between C and delta t and the sensitivity is almost double. If one of the
capacitances C1 is excited by an alternating voltage source (V, ω) and the other by
−(V, ω), then the current through the capacitor is given by

I = jωðC2 −C2ÞV = jω ⋅ ε0ϵr
A
t
2
Δt
t
⋅V ð6Þ

The current is proportional to the difference of two capacitances, which is
proportional to the variation of the air gap due to the movement of the middle
electrode. This current can be converted into a voltage signal using a current to
voltage converter circuit. If the electrodes are fixed, then the three electrode
capacitive structure can be used to measure the permittivity of the solid or the liquid
dielectrics. For example, if C1 is a free space air capacitor and C2 is a capacitor
with dielectric εr, whose permittivity is to be measured, then the permittivity of the
dielectric medium can be given by the following expression [15]

εr =
C2

C1
ð7Þ

Thus, the permittivity can be determined by taking the ratio of the two capac-
itances. Sometimes, there is a need to fabricate a multi dielectric capacitive sensor
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Air dielectric 
t
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Fig. 2 Three electrodes
parallel plate capacitor
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for sensing the measurands. For a parallel plate capacitive sensor with multiple
dielectric layers shown in Fig. 3, the capacitance value can be represented by [11].

1
C

=
1
C1

+
1
C2

+
1
C3

=
A

t1
ε1
+ t2

ε2
+ t3

ε3

ð8Þ

where t1, t2, t3 are the thickness of the dielectric layers of permittivity ε1, ε2, ε3
respectively. For example, a capacitive humidity sensor fabricated by depositing the
moisture adsorbing metal oxide film on the polyimide substrate, the resulting
capacitor structure with multiple dielectrics is formed. Such sensor is employed to
measure the humidity over a wide dynamic range [16].

Another interdigitated parallel plate (IDT) capacitive structure, which is very
popular in the literature for humidity and organic vapors sensing is shown in Fig. 4.
This is a multi-electrode capacitor fabricated on the dielectric medium [17, 18]. For
an interdigitated electrode capacitor with permittivity εr having N number of plates
(fingers), the capacitance can be approximately (electrodes are close to each other)
given by

C=
ε0εrðN − 1Þ

t
ð9Þ

The equation shows that the capacitance of the parallel plate capacitor can be
increased to a large value by using the multi plates with identical dielectric. The
number of plates on both sides of the capacitor may be same or be different. Some
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Q

Electrode
(t1, ε1)
(t2, ε2)
(t3, ε3)

Fig. 3 Multi dielectric
parallel plate capacitor

Dielectric medium 

t

Electrode

Fig. 4 Interdigitated
(multi-electrode) capacitor

Advanced Interfacing Techniques for the Capacitive Sensors 77



interdigitated capacitors with guard electrode are also reported in the literature [19].
The capacitive sensor based on the change in relative permittivity is most often used
for sensing the humidity and the organic vapors or determining the dielectric
constant of the dielectric materials or detecting the biological species [20]. For
sensing the water and the organic vapor molecules, the sensing film is deposited
either on the IDT or below the IDT.

2.2 Cylindrical Coaxial Capacitive Sensor

This is another useful capacitive structure for the sensing application. The most
practical example of the coaxial cylindrical capacitor, is the coaxial cable. Consider
two concentric conducting cylinders separated by the dielectric medium ε as shown
in Fig. 5a. The outer diameter of the inner cylinder is d meter and the inner diameter
of the outer cylinder is D meter. The expression of the capacitance with the cylinder
length L is [11]

C=
2πεL
ln D

d

ð10Þ

Such structure can find application for the measurement of non-conducting
liquid level or other parameters [21, 22]. The structure for the measurement of the
non-conducting liquid level using the cylindrical sensor is shown in Fig. 5b.
Suppose, the length of the cylinder is L meter and the level of the liquid is H meter,
then the capacitance for determination of the liquid level can be given by following
expression
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Fig. 5 a Cylindrical coaxial capacitor. b Coaxial capacitor for liquid level measurement
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C12 = 2π
Hεr + ðL−HÞεr1½ �

ln D
d

ð11Þ

where, εr and εr1 are the permittivity of the liquid and air respectively. The (11) can
be written as

C12 =KH εr − 1ð Þ+KL ð12Þ

where K = 2π
lnDd
. Thus, the capacitance is directly proportional to the level of the

liquid.

2.3 Cylindrical Cross-Capacitor

This is another very useful capacitive structure which is used as a primary standard
due to its single dimensional accuracy. Consider a cross-section of a conducting
cylinder of length L in a dielectric medium ε shown in Fig. 6. The cylinder is
divided into four equal parts (A, B, C, D) with very small insulating gaps at points
(a, b, c, d) [6].

The cross-capacitances (C1, C2) between the opposite parts A-C and B-D can be
given by

e−
C1πl
ε0 + e−

C2πl
ε0 = 1 ð13Þ

For C1 = C2 = C0, then C0 = lnð2ÞL.
In a well-designed cross-capacitor, C1 = C2 can be easily achieved. However, if

there is a deviation from the symmetry, C0 will differ from C1 or C2 by ppm only.
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The most important advantage of the cylindrical cross-capacitance is that the
capacitance value can be determined by a single length measurement. Therefore, the
accuracy of the capacitor depends on the accuracy of the length measurement only.
However, the structure proposed by the Thomson and Lampard is not suitable for
sensing application as the materials and the fabrication of the structure are costly.
Also the capacitance value is small, unless the length is larger. Rahman and VGK
Murty utilize the cross-capacitive structure for the measurement of the pressure
[22]. An alternative structure as suggested by the Heerens [12, 13] shown in Fig. 7a
is more suitable for the fabrication and may be useful for the sensing applications.

When r ≫ t, the capacitance value C is given by the following expression [12]

C=
ε0εrlnð2Þ

π
2πr 1+ 0.00043507

t
r

� �h i
− 0.050631437

t
r

� �2
+⋯ ð14Þ

The analytical calculation of the circular structure is complex and the numerical
solution based on the finite element method does not give desired accuracy. This
circular capacitor can be replaced by a lateral strip type capacitor. This strip sheet
capacitor shown in Fig. 7b can be treated as the transformation of the circular
cross-capacitor having guard electrode with infinite radius r [12].

The cross-capacitance of the strip sheet capacitor can be given by

C≅
ε0εr
π

L ln 2ð Þ+ ln cosh
πboverlap

2d

� �� �
ð15Þ

However, this capacitor is less symmetrical and hence, the sensitivity to the
parameter variations may be comparatively more than the circular cross-capacitor.
Fabrication of the strip capacitor is easy and may be useful for the precise mea-
surement of some of the measurands.
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3 Precautions Necessary for the Use of the Capacitive
Sensors

3.1 Shielding of the Capacitive Sensor

For the capacitive type transducer for sensing applications, most of the times, it is
absolutely necessary to shield the capacitors from the external electrostatic fields.
There are different sources, which produce the unwanted electrostatic field [6, 11].
Shielding is provided by enclosing the capacitor inside a grounded conducting
metal. The conducting shield may be made of aluminum, copper, brass or the wire
mesh [11]. Due to the presence of the shield, the charges accumulated on the shield
pass to the ground without affecting the overall capacitance value of the capacitors.
However, in one of the research papers, the metal shield of a three-electrode
capacitor has been used for the measurement of the speed of a rotating device like
motor [23]. A parallel plate capacitor within a metallic shield can be represented by
a three-terminal capacitor as shown in Fig. 8a. CAB is the actual desired capaci-
tance, CAG, and CBG are the parasitic capacitances formed at terminals A and B
respectively with respect to the grounded metal shield. CAG, and CBG can be
minimized by selecting a suitable circuit configuration of an interfacing electronic
circuit as reported in [4, 10, 15].

3.2 Guarding of the Capacitor Electrodes

To avoid the inaccuracy in the calculation of the parallel plate capacitor due to the
fringing fields at the edges of the electrodes, the guarding is necessary [11]. The
distribution of such unwanted fields is uncertain and this causes, an inaccuracy in
the exact value of the capacitance. Figure 9 shows the arrangement of a guard ring
of a parallel plate capacitor. The ring, which surrounds the electrode P of the
capacitor is of the metallic plate. The thickness of the guard ring may be of the same
plate thickness P. There is a small gap between the guard ring and the plate P. The
outer diameter of the guard ring is usually same as the diameter of Q, the other plate
of the capacitor.

If the guard ring is the same potential as that of the electrode P, then the fringing
field is transferred to the extreme edges of the guard and in this situation, the
effective area of the capacitor is now equal to the electrode of the plate P. The guard
electrode is essential for other types of the capacitive sensors such as the cylindrical
coaxial and the cylindrical-cross capacitor including the structure proposed by
Heerens [12]. For the cylindrical capacitor, the guard ring is also in cylindrical
shape and of the same diameter as that of the cylindrical electrode to which the
guard is attached. It is placed at one end and is coaxial to the cylindrical electrode.
In the cylindrical capacitor shown in Fig. 5b, for the liquid level measurement, the
guard ring is coaxial and placed at one end of the inner electrode.
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3.3 Shielded Cable and the Cable Length

These are other important precautions necessary for the capacitive sensors. These
requirements are more stringent for the low value capacitive sensors. The
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connecting wire is essential every time the sensor is to be interfaced with the
detection electronic circuit. Normally, the cable is having two insulated wire, which
has an unnoticed distributed wire capacitance along its length. The wire capacitance
depends on the type of the insulation of the conducting wires and the length. This
capacitance is combined with the desired sensor capacitance. The typical value of
the wire capacitance is 30 pF/ft and the resistance is of 0.01 Ω. One solution is to
use the shielded cable, which is having the metallic mesh or the thin sheet on the
outer periphery of the insulated signal wire. This grounded metallic shield prevents
the external electrostatic field to couple with the wire. However, the metal shield is
not effective to prevent the electromagnetic noise without magnetic shielding.
Magnetic noise picks up can be reduced by using a twisted signal wire (minimize
loop area). A commercially shielded cable is having twisted wires wrapped within a
metal shield. However, the internal distributed capacitance between the signal
conductors can be reduced by insulating the wires with high quality insulation like
Teflon and by reducing the length of the wire as far as possible [2]. Also, it is
important to avoid the formation of the ground loop, when the interface circuit is
connected to more than one ground point.

4 Lossy Capacitive Sensor

When a capacitor is excited by a constant DC voltage source of V volts, the
charging current flows through the capacitor for a short duration of time till the
capacitor is charged to the full voltage. The current through the capacitor stops
flowing, when the voltage, across the charged capacitor reaches the input voltage
level. A small conduction current continuously flows through the capacitor due to
the presence of very high resistance of the dielectric medium. But, it is observed in
practice, in most of the dielectrics, the initial charging current is much higher than
the conduction current and the current decays exponentially taking longer duration
to stop. This suggests, the other phenomena like the adsorptive nature of the
dielectrics. If a capacitor with an absorptive dielectric is initially charged, and then
discharged, it charges itself and the potential across its plates rises again. This
absorptive behavior is due to the viscous movement of the ions and the molecules in
the dielectrics.

Initially, when a capacitor is connected across a voltage source, the ions and the
molecules move very fast for a short duration of time giving rise to large initial
charging current, but later on due to slow motion, the current takes longer times.
For an absorptive capacitor, the time response of accumulation of the charges is
shown in Fig. 10a [10]. The time response of the charges Q consists of three
important parts: (i) the initial high charging current (ii) slowly rising absorptive
current and the steady state conduction current. An absorptive capacitor can be
approximately represented by an equivalent circuit shown in Fig. 10b. C is the
geometric capacitance due to the permittivity of the dielectric medium, Rb is
the resistance of the dielectric contributing the conduction current and (Ca, Ra) are
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the resistance and the capacitance contributing the absorbing current. In an actual
capacitor, there may be several such branches of (Ca, Ra) in the equivalent circuit.

When the capacitor is connected across an alternating voltage source V (rms),
the absorption effect causes the power loss. The current I (rms) through the
dielectric leads the voltage by angle Φ. This angle is equal to 90° for the perfect
capacitive sensor but for the lossy capacitor, it is less than 90°. The loss angle δ is
equal to (90 − θ)°. The dielectric loss is given by VIcosΦ or IVsinδ. An imperfect
capacitor at any signal frequency can be equivalently represented by a perfect
capacitor in parallel with a resistance showing the power loss (Fig. 11a). The
equivalent resistance in general varies with the frequency. For example, a humidity
sensor or an organic vapor sensor works as a lossy capacitor. The capacitance and
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the resistance of the sensor vary with the signal frequency [11, 18]. The power loss
in the imperfect capacitor can be given by P = V2ωCtanδ.

For example, consider a porous aluminum oxide capacitive humidity sensor. The
porous oxide is formed by anodization of a pure aluminum sheet in the presence of
acidic electrolytic solution (sulphuric or oxalic acid). Anodization is one of the
well-established methods to prepare the nanostructure of the metal oxide, which is
used for the measurement of the humidity over a wide dynamic range from %RH to
trace moisture in ppm level. The approximate equivalent circuit of the metal oxide
humidity sensor is shown in Fig. 11b [24]. In Fig. 11b, Cn, Rn are the capacitance
and the resistance of the alumina nano-walls, Cp, Rp are the capacitance and the
resistance of the void (pores), Cm, Rm denote the multi-dielectric (barrier layer,
chemisorbed layer, water condensed in the voids) capacitance and resistance
respectively.

5 Advancement in the Design of Electronics Interface
for the Capacitive Sensors

5.1 Introduction

An interface electronics or read out is a detection electronic circuit, which is
designed and realized according to the type and the output of a primary sensing
element. Sensors and the detection electronics are the most important parts of a
measurement system. Performance of a measurement system is generally specified
by accuracy, repeatability, sensitivity, resolution, linearity, response and recovery
times, hysteresis, drifts, cross-sensitivity [1]. The functional units of a sensor are
based on measurement system in general, and can be represented by the following
block diagram (Fig. 12).

The primary sensor/the transducer senses the presence of the desired physical or
chemical parameter to be measured. The output of the sensor may or may not be in
a suitable form for further processing. The sensor may be either the resistive or the
inductive or the capacitive type, sometimes, it provides the output in the form of the
voltage or the current signal. Most often, the desirable output of the electronic
circuit is to be in the form of voltage, current or frequency (time period). Since, the
real world phenomena are continuous in time, the output of the sensor is analog.
However, the digital output of the sensor is desirable for easy interfacing, noise

Fig. 12 A general block diagram of a measurement system
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immunity, storing and communication with a digital system. The parameters of the
sensor can be measured by a LCR meter, but for a low cost dedicated electronic test
system, the interface electronic circuit is needed. The interface circuit provides an
easy manipulation and the conditioning of the electrical signal such as amplifica-
tion, filtration, minimization of loading effects, (impedance matching) etc. When,
the sensor is remotely placed to monitor the measurand, it is necessary to transmit
data. Finally, the data should be represented in the form, which can be easily
displayed (analog or digital), recorded and stored. The signal conditioning unit is
another important unit in the measurement system. When a sensor is to operate in a
particular environment, there are some undesired inputs which invariably affect the
desired output signal causing significant measurement error. One of the inputs may
be called interfering input, which is often present in the environment such as 50 Hz
electromagnetic fields or electrostatic fields generated by the nearby electrical
apparatus. The ambient temperature or the humidity may be treated as other
interfering input. Sometimes, a situation becomes worse, when the interfering input
modifies the input–output relation of the desired signal. Therefore, care must be
taken to avoid the errors to ensure the correct measurement accuracy.

Different interface electronic circuits, based on resonant oscillators, AC bridge,
charge–discharge, capacitance to frequency (or time period) or capacitance to phase
angle have been reported in the literature to interface the different capacitive sensors
[25–28]. The suitability of the techniques for the measurement applications depends
on the requirement of accuracy, resolution, minimum baseline drift, immunity to the
stray capacitance, effects of humidity and ambient temperature and elimination of
the shunt conductance of the sensor [25]. The resonant method is very old and
effective for measuring both capacitance and conductance of the sensor. In this, an
unknown capacitor is a part of a resonant circuit, which is having known value of
the inductance. The resonance condition is obtained by varying the input signal
frequency and is detected either by measuring the voltage or the current. The
capacitance and the resistance of the sensor are measured from the expression
derived at the resonant condition. This method is rarely used nowadays because of
manual adjustment of the frequency of the source voltage for obtaining the resonant
condition and the difficulties of minimizing the stray effects [25].

In the charge-discharge method, the sensor capacitance is charged with a fixed
voltage V using an analog switch and then discharged through a current detector
using a second switch. The charge-discharge steps are repeated for several cycles
(f) with the controlled clock pulse. The average discharge current (=V f Cx) is then
converted into a DC voltage. For better accuracy and the minimization of the
conductance of the capacitor, sometime differential configuration having another
identical charge–discharge network with reference capacitance Cr is employed.
However, it also suffers from poor immunity to the stray capacitance effect [25].

The AC bridge method is still considered as the most accurate and stable method
for interfacing a capacitive sensor, which is having small capacitance change [25,
26]. The bridge consists of four arms formed by unknown impedance, reference
impedance, and two out of phase identical voltage sources. If the two impedances are
not in balance, an imbalance current flows through the bridge which can be
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converted into a voltage signal using a current to voltage converter (I-V). This is
immune to various sources of the errors, including the most prominent stray
capacitance. A phase detector circuit at the output of the I-V converter reduces
various sources of the noise, thus giving highly sensitive and accurate results. The
accuracy can be further improved by incorporating an auto balancing arrangement to
minimize the fluctuation of the excitation voltage. By auto balancing of the bridge,
the capacitance value lower than pF can be measured [29, 30]. The main drawback of
the AC bridge is the limited measurement range of the capacitance value [25].

In the oscillation method, the unknown capacitance Cx is the part of an LC or RC
oscillator circuit [25, 26]. The oscillation frequency (or time period) depends on the
value of the Cx, therefore, by measuring the frequency, the capacitance value can be
determined. Nowadays, the relaxation oscillator based interface electronics are
getting popularity day by day for both capacitive and resistive sensors [31–36]. This
method is suitable for interfacing the sensor, whose capacitance value varies over a
wide range. However, the oscillation method suffers from poor immunity to the stray
capacitance, the frequency stability and the effects of the shunting conductance.
There are some commercially available evaluation boards ICs which can be used to
directly interface the capacitive sensors like analog device AD7746, Texas Instru-
ment FDC1004EVM [37]. These evaluation boards are capable of measuring very
small capacitance with Femto farad resolution, but these boards do not provide much
flexibility to the user for different type of the capacitive sensors and are costly.

5.2 Interface Electronics Circuit for the Capacitive Sensors

A simple opamp based interface read out for a capacitive sensor is shown in
Fig. 13a. Often a large value resistance is connected across the feedback
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Fig. 13 The simple interface circuit using opamp as inverter a single sensor b double sensors
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capacitance to provide a path for the DC current due to the opamp offset voltage
and the DC bias current. Assuming ideal opamp, the voltage output can be given
by [2]

V0 = −Vi
Cr

Cx
, or V0 = −Vi

t
A

1
∈ 0 ∈ r

Cr ð16Þ

The output voltage is directly proportional to the gap (t) between the electrodes
of the senor. The output voltage can be directly calibrated into the motion of the
moving plate. If Cx and Cr are the two identical air capacitors with a common
electrode (terminal 2), the inverting opmap configuration shown in Fig. 13b can be
used to measure the relative permittivity (εr) of the dielectric medium [15, 38]. Such
three-electrode capacitive transducer is shown in Fig. 8c. For example, if Cr is the
capacitance with a dielectric medium and Cx is the free space air capacitor, then
Eq. (16) can be written as

V0 = −Vi ∈ r

since Cr =
∈ 0 ∈ r

t
A and Cx =

∈ 0

t
A

ð17Þ

Thus, the output voltage of the interface is directly proportional to the permit-
tivity of the dielectric medium to be measured. The circuit may be suitable for the
precise measurement of a capacitance with the immunity of the stray capacitance. If
the capacitive sensor is within a conducting grounded shield as shown in Fig. 8a,
then it can be represented by an equivalent circuit as shown in Fig. 8b. C2G and
C1G, are the parasitic capacitances. Output voltage V0 of the interface circuit will be
almost independent of the stray capacitances. This is because, the stray capacitance
C1G appears across the input voltage and the node 2 is at the virtual ground
potential, therefore C2G will be negligible. The same inverting opmap based
interface circuit can also be utilized to interface a lossy capacitive sensor like
porous silicon/porous alumina/polymer based humidity sensor. The amplitude or
the phase angle of the output voltage signal of the inverting configuration will vary
according to the variables. The circuit based on the phase detection principle with
input signal Vi is shown in Fig. 14. The possible waveforms at different terminals
of the circuit are shown in Fig. 15. The phase angle of the opmap output V1 is
shifted due to the change in impedance (Zx), caused by the measurand for example,
the humidity. The phase change of the output signal (V1) with respect to the input
signal (Vi) can be extracted by converting both the input and the output signals to
the square wave outputs using the comparators and then by comparing the outputs
by a digital XOR gate. The output of the XOR gate is a pulse wave signal, which
can be converted into a DC voltage (VDC) using a demodulator or into the pro-
portional clock pulses [39].

In Fig. 14, Z x(=Rx||Cx) is a capacitive sensor at the input and Zf(= Rf,|| Cf) is the
impedance at the feedback path of the opmap respectively. The output V1 at the
output of the inverter is given as V1 = −ViZf Yx, where the admittance
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Yx = 1
Zx
=Gx + jωCx and the impedance Zi =

Rf

1+ jωCf Rf
, Gx = 1

Rx

� �
, ω is the signal

frequency ð=2πf Þ. The output of the second stage inverter, V2 =ViZf Yx, which can
be written in polar form as
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V2 =KVm Zf
�� �� Yxj j∠ ωt+ θ1 − θ2ð Þ ð18Þ

where Yxj j= ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G2

x +ω2C2
x

p
, θ1 = tan− 1ωCxRx, Zf

�� ��= Rfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ω2C2

f R
2
f

p , θ2 = tan− 1ωRfCf ,

Vm is the peak amplitude of the excitation voltage. The output, V2 and the input Vi

are applied to the comparators to get square wave signals ‘S1’ and ‘S2’ then scaled
by the transistor. Finally, both the square wave signals are applied to the XOR gate,
the output of which is a pulse wave signal ‘C’. The output of the XOR gate is
digitally ANDED with high frequency stable clock pulses from the output of the
multivibrator. The output of the AND gate is then applied to a digital counter to
obtain the digital word that represents the phase angle [39]. The circuit was sim-
ulated using circuit simulation software and then was hardware implemented on the
breadboard. For hardware implementation, the active components use are Op-07,
comparator LM339, transistor 2N2222, XOR gate 74LS136 and AND gate
74LS11. The circuit was excited by a source voltage of 1 V(rms) and 1 kHz fre-
quency. Initial experiments were performed using discrete resistance and ceramic
capacitance for Zx and Cf = 100 pF, Rf = 1 MΩ for Zf. Suitably scaled square
wave signals using transistors 2N2222 are applied to the inputs of XOR gate with
the help of a digital buffer (74LS244). The output of the XOR gate along with the
high frequency clock pulses is applied to the AND gate. Schmitt trigger circuit
realized using CD40106B generates a 500 kHz clock frequency signal. Finally, the
digital counter CD4029 counts the clock pulses and seven segment display unit
displays the counted pulses.

Table 1 shows the counter output for the variation of the capacitance in the pF
range. The counter output increases almost linearly with the increase in the
capacitance value. The sensitivity and the resolution of the interface can be
increased further by using high frequency clock pulses and utilizing the fast opamps
for the comparator. The accuracy of the interface was analyzed for three different
sources of errors such as (i) offset voltage (ii) error due to rising and falling edge of
XOR gate output and (iii) the parasitic earth capacitance. The circuit was used to
interface different types of humidity sensors for measuring the humidity from % RH
to trace moisture in ppm level. Tables 2 and 3 show the responses of the circuit for
the porous alumina and porous silicon (PSi) based humidity sensors. The

Table 1 Response of the circuit for the discrete capacitance

Vi = 1 V, f = 1 kHz, Rx = 980 kΩ
Capacitance (pF) 100 150 200 250 300 350 400
Counter output 2 5 8 10 11 13 15

Table 2 Response of the interface circuit for PA humidity sensor

Humidity (%) 11 25 45 70 83 97
Counter output 20 27 38 52 57 59
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effectiveness of the interface to the lossy capacitive sensor is clearly visible.
However, the interface uses a single sensor may suffer from the baseline drift and
the effect of the ambient temperature.

5.3 Oscillator Based Transformer Ratio Arm Bridge
for Interfacing the Capacitive Sensor

The transformer bridge based AC bridge method is one of the oldest and accurate
techniques to measure the small capacitance. The AC bridge method has limited
capacitance measurement range. The oscillator based interface is popular for
interfacing the wide range capacitive sensor. If both the AC Bridge and the
oscillator based methods are combined, it is possible to measure the capacitance of
a sensor accurately with a wide measurement range. Therefore, in the present
circuit, AC bridge and oscillator has been combined to improve the range and the
measurement accuracy of the capacitive sensor [40].

5.3.1 Working of the Interface Electronic

Figure 16 shows the interface circuit. Part 1 enclosed within a block is the trans-
former ratio arm bridge circuit (TRA) realized using an audio frequency centre tap
transformer. The primary of the transformer is excited by the output of a relaxation
oscillator and the secondary of the transformer generates two 180° output of phase
signals (Vi and −Vi). The secondary outputs of the TRA are connected to the
reference capacitance Cr and the sensing capacitor Cx respectively. (Cp1 and Cp2)
and (Cr1 and Cr2) are the stray capacitances of Cx and Cr. Cp1 and Cr1 capacitances
that appear across the voltage sources of the transformer secondary and
ðCe =Cp2 +Cr2Þ is the parasitic capacitance at the detector terminal D, which is at
the virtual ground potential. The stray capacitances have negligible effects on the
output voltage V01 of the opamp A1 because of minimum voltage source impe-
dance and the virtual ground potential at point D. The unbalance detector current ID,
which is proportional to the difference of the capacitance (Cr − Cx) is converted into
the voltage signal V01 using a current to voltage converter circuit. Part 2 is the
relaxation oscillator circuit consisting of an integrator and a Schmitt trigger (hys-
teresis comparator). The output V01 of the TRA bridge with a buffer is applied to
one of the inputs of the integrator and the other input of the integrator is the output
of the comparator VC. The output of the integrator is connected to the positive input

Table 3 Response of the interface circuit for PSi humidity sensor

Humidity (%) 11 25 45 70 83 97
Counter output 21 23 25 28 32 34
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terminal of the comparator. The V01 output of the TRA bridge, at unbalance
condition in the time domain can be given by

V01 = − ðjωCrVi − jωCxViÞ 1
jωCF

or, V01 =
Cx −Cr

CF

� �
Vi ð19Þ
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Fig. 16 a Schematic diagram of the signal conditioning circuit. b Significant waveforms at the
different output terminals of the circuit
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5.3.2 Capacitance to Frequency Converter

When the peak of the comparator voltage output +Vp
�� ��= −VPj j=VC is sym-

metrical, the output voltage of the integrator is a triangular wave with V2(p-p) is
2 R1
R2
Vc, which is set by the Schmitt trigger circuit (comparator hysteresis) [19, 26].

During an unbalance of TRA bridge condition, the frequency of the output signal
can be given by

f = f0 1 +
R0

RG
ηδ

� �
ð20Þ

where, the central frequency at the balance condition f0 = R2
4R0C0R1

, δ= Cx −Cs
Cf

, and η
is transformation ratio of the transformer (η = Vi/VC). When the capacitance of the
sensor Cx in presence of measurand changes to Cx +ΔCx, then the frequency of the
output signal can be written as

f = f0 1 +
R0

RG
η
ΔCx

Cf

� �
ð21Þ

Thus, the change in the frequency is directly proportional to the change in the
capacitance of the sensor. Simulation work has been performed with the help of the
equivalent circuit of the bridge to study the frequency error due to the stray
capacitance and the effect of the temperature of the sensor. Errors due to the offset
voltage of the opamps, fixed time delay of the comparator, and the components
values are also analyzed [40]. The circuit provides satisfactory results.

5.3.3 Hardware Realization of the Circuit and Determination
of the Response Characteristics of the Humidity Sensor

The circuit was implemented using a high slew rate and fast response opamp
LF-351. The central frequency f0 is selected to be at 11.4 kHz for the response of a
capacitive moisture sensor. The component values are: C0 = 0.954 nF,
R0 = 0.232 MΩ, R1 = 0.978 kΩ, R2 = 9.89 kΩ, RG = 35 kΩ and CF = 100 pF.
For the TRA bridge, an audio frequency centre tap transformer with transformation
ratio η = 1/20 for the generation of the secondary voltage ð±ViÞ of 1.18 V has been
employed. Both the primary and the secondary windings are placed on the high
permeability core. The interface was initially tested with discrete ceramic capaci-
tances and the variable gang capacitors and finally with the capacitive humidity
sensor. Cr is a reference capacitance and Cx is an unknown variable capacitance
arm. The output voltage V01 has been measured by varying the capacitance Cx with
values Cr < Cx. Table 4 shows the values of V01 for different values of Cx

with Cr = 110 pF (fixed). It shows that the output voltage proportionally increases
with an increase in the difference (Cx − Cr) almost linearly with slop 0.0082 V/pF.
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Change in frequency of square wave output of the interface measured using a digital
oscilloscope (Agilent Technologies DSO1002A) with the discrete ceramic capaci-
tance at the central oscillator frequency of 3.95 kHz is shown in Table 5.

The interface was successfully utilized to develop a prototype digital hygrometer
using a laboratory fabricated trace moisture sensor [40–43]. For the development of
the meter for the moisture measurement, the output of the oscillator is interfaced
with a PIC microcontroller. The microcontroller was programmed in the timer
mode to measure the frequency. The frequency values are calibrated in-terms of the
moisture. The nonlinearity of the frequency variation due to the moisture is
addressed by the lookup table that is stored in the μC memory. The reading of the
prototype meter is compared to a commercial dew point meter. The comparison of
the reading of the prototype meter with the electronic circuit is shown in Table 6.
The frequency sensitivity and the nonlinearity of the sensor for 0–110 ppm mois-
ture range are found to be 10.94 Hz/ppm and ∼1% respectively. This is a linear,
sensitive, low baseline drift and simple differential capacitive bridge circuit for
converting the incremental capacitance change in the frequency with high resolu-
tion (1 ppm moisture) and accuracy (nearly 1%). However, because of the trans-
former, the circuit is not CMOS compatible and is suitable for the lossless
capacitive sensor.

5.4 A Microcontroller Compatible Oscillator Based Active
Bridge Circuit for Interfacing Capacitive Sensors

5.4.1 Working of the Circuit

An alternate form of the TRA bridge realized using the active devices are shown in
Fig. 17a [41]. It combines the properties of the capacitance to frequency convertor

Table 4 Output voltage V01 with change in the capacitance Cx

Cr = 110 pF (fixed)

Cx (pF) 110 134.3 177.4 199.2 218.6 233.7 247.7 261.7 279
V01 (V) 0.13 0.32 0.66 0.82 0.96 1.08 1.18 1.28 1.42

Table 5 Frequency (f) with the variation of the capacitance Cx

Cx (pF) 8.38 20.29 37.14 59.1 86.82 112.7 134.3 199.22
f (kHz) 3.94 4.486 5.02 6.14 7.37 8.58 9.60 12.43

Table 6 Reading of the prototype moisture meter

Commercial moisture meter (ppm) 21 39 56 63 101 108
Prototype meter moisture (ppm) 20 39 54 62 100 107
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and the capacitive ratio arm bridge technique with an output signal, which is
compatible to the microcontroller [25, 32–34, 41]. The circuit offers all the features
of the TRA bridge, including the CMOS compatibility. The circuit requires few
hardware components and is easy to integrate for an application specific integrated
circuit in a standard CMOS technology with configurable sensitivity. Figure 18 is
the output waveforms. Element R1, R2, C0 and CsðxÞ are the four arms of the bridge,
which, along with the opamp OA5 form an active bridge and, the opamp OA4 forms
a bridge amplifier. The operational amplifiers OA2 and OA3 work, as the integrator
and the Schmitt trigger circuit of the relaxation oscillator respectively. The bridge is
driven by the square wave voltage eCðtÞ (suitably scaled by diode clipper circuit)
obtained from the output of OA2. The bridge unbalanced voltage is amplified by an
op-amp OA4 to give the voltage, e3ðtÞ. This amplified voltage e3 tð Þ and the voltage
signal ec tð Þ are applied to the summing integrator of the oscillator. The frequency of
the output waveform can be given by

f = fo 1+K1
Cs xð Þ−Co

Co


 �
RI

RS

� 
ð22Þ

where, f0 = 1
K2RICI 2+ α+ 1

αð Þ is the central frequency at the balance condition when

δ=0.
The capacitance of the humidity sensor can be written as

CS xð Þ=Co 1+
1
K1

f − fo
fo


 �
RS

RI

� 
ð23Þ

Fig. 17 a. The oscillator based active bridge for the capacitive sensor. b Full active bridge. c Half
active bridge
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If Cx and C0 are the two capacitors of a three electrode capacitive transducer,
then the interface can be used to determine the relative permittivity of the dielectric
medium, for example, the permittivity of edible oils or the transformer oil [15, 41].
To measure the permittivity of the dielectric using the interface, the relative per-
mittivity can be given by

∈ r xð Þ= 1+
1
K1

f − fo
fo

� �
RS

RI

� 
ð24Þ

e3 tð Þ= eC tð Þ Cs xð Þ−C0

C3

n o
, for sRC≫ 1 and sR3C3 ≫ 1 for the full active bridge

and e3 tð Þ=eC tð Þ Cs xð Þ−C0

C3

n o
, for sR3C3 ≫ 1 for the half active bridge circuit.

5.4.2 Experimental Verification of the Interface Circuit

To confirm the performance as described, the circuit was hardware implemented by
using the active devices having high slew rate, ultra-low offset voltage. Operational
amplifier OP-07 was used for the integrator OA3 and the amplifier OA4, respec-
tively and for the remaining op-amps, LF-351s were used. 2.7 V Zener diodes were

Fig. 18 Significant
waveforms at different
terminals
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used for D1 and D2. For appropriate op-amp selection, the Gain Bandwidth Product
(GBWP) should be a factor of approximately 100 times higher than the maximum
oscillation frequency. The LF-351 op amp has a GBWP = 4 MHz (typ.) with
Vs =±15V [29] and hence, the excitation frequency or the oscillator frequency
should be below 40 kHz to achieve the satisfactory performance. The excitation
frequency has been selected around 10 kHz. The oscillator frequency was adjusted
to nearly 10 kHz by using the following component values: R1 =R2 = 2.189 kΩ,
R3 = 0.976 kΩ, Rp = 1.108 kΩ, Rq = 2.227 kΩ, Rd = 100Ω, RI = 382 kΩ,
Cs xð Þ=500 pF, CI = 100 pF and C0 = 500 pF. A high resistance value
R0 =Rf = 10MΩ was connected across the feedback capacitor that provides a dc
current path due to the dc offset voltage and the bias current. Initially, the discrete
capacitors were used in place of the capacitive sensor Cs xð Þ. Variation of the
frequency with the discrete capacitance values with corresponding relative error is
shown in Fig. 19. The maximum relative error of the capacitance value measured
by the interface is found to be nearly 0.62%. The circuit is also tested with the
capacitive sensors for the measurement of ppm level moisture and the dielectric
constant of the edible oils respectively. The change in frequency of the circuit with
the variation of the moisture in ppm is shown in Table 7. To determine the
dielectric constant of the edible oils, the components values are redesigned to obtain
the central frequency at 1 kHz. The capacitive sensor shown in Fig. 8c is used for
the same. Cx is the capacitance with edible oil sample and C0 is the free space air
capacitor. The experiment has been performed for different samples of the oils. The
percentage changes in frequency of the interface for the several identical samples of
the oils are measured. The average dielectric constants of the sunflower and the
mustard oil are ∼3.15, ∼2.95 and the percentage frequency changes are ∼9.5% and
8.7% respectively. The effectiveness of the circuit for measuring the capacitance of
the low value capacitive sensor is visible in the response. However, the circuit is
suitable for interfacing the perfect capacitive sensor.

Fig. 19 Frequency output with the capacitance Cx
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5.5 An Impedance Measurement Technique
for Wide-Range Lossy Capacitive Sensors

5.5.1 Working of the Interface

A new, simple and accurate impedance measurement technique (IMT) for wide
range lossy capacitive sensor (‘Cx’ in parallel with ‘Rx’) based on the separation of
in-phase and quadrature components of a modified active DeSauty bridge is dis-
cussed in this section [44]. The measurement range of the sensor parameters of the
basic interface circuit can be improved further using an auto-balancing approach. In
the auto balancing bridge, a voltage controlled variable reference capacitor, is
connected at one arm of the active bridge, which forcefully nullifies the quadrature
component of the output phase shifted signal. The phase difference of the output
with respect to the input signal is zero only, when the voltage controlled capaci-
tance is equal to the sensor capacitance, and at the same time, the output voltage of
the interface circuit is proportional to the resistance component. Thus, at the
quadrature component balance condition, the determination of Cx and Rx is pos-
sible. There are various circuits available in the literature for the measurement of the
capacitance of the perfect capacitive sensors. Most of the reported works for
the lossy sensors suffer from the complexity, the limited measurement range and the
lower accuracy. In comparison to other techniques [34, 45–49], the advantages of
the present interface circuit are; determination of Rx, Cx simultaneously; wide range
of the components values; low base line drift; the stray capacitance immunity; low
cost, capability of supplying same frequency signal to the sensor and the simplicity
of the electronics. The phase and the amplitude of the output signal change due to
the variation of the resistance and the capacitance of the sensor arm. The phase
change of the output signal is converted into the time domain pulse wave modulated
(PWM) signal using a phase sensitive detector as described in Fig. 14. Because of
the lower output impedance of the opamp A1 and the virtual ground of the opamp
A2, the output phase difference has negligible effect for the stray capacitances
across the sensor arm. The phase difference has been extracted by applying Vi, Vo

to the XOR gate through a zero crossing detector. The front-end of the first

Table 7 Reading of the
circuit with moisture
concentration

Moisture (ppm) Frequency (kHz)

4 9.99
13 10.12
29 10.20
50 10.28
60 10.32
70 10.35
81 10.4
90 10.44
100 10.48
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proposed configuration is shown in Fig. 20, which is designed using the following
elements: an inverting amplifier (A1), a reference capacitance (Cs), a lossy capac-
itive sensor (Cx and Gx) and an amplifier (A2). If the AC sinusoidal input voltage of
the bridge, Vi(t) = Visin(ωt), is applied to the input, then the output of the opamp
A2, Vo can be written as

V0 tð Þ=RmVi tð Þ Gx + jωCxð Þ− ðjωCsÞ½ � ð25Þ

The Eq. (25) can be rewritten as

V0 cosθ+ jsinθ½ �=RmVi GxÞ+ jωðCx −Csð Þ½ � ð26Þ

Separating real and imaginary parts of the Eq. (26), the values of Rx and Cx can
be obtained as

Rx =
ViRm

VoCosθ
and Cx =

VoSinθ
Vi ωRm

+CS ð27Þ

The phase difference θ can be converted into the time domain pulse wave signal
using a XOR gate. The high output of the XOR gate ‘tH’ can be related with θ as

tH
T

=
θ

2π

Fig. 20 The first basic impedance measurement circuit
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where T is the time period, and the Eq. (27) can be finally expressed as:

Cx =
VoSinð2πf ⋅ tHÞ

ViRmω
+CS, Gx =

Vocosð2πf ⋅ tHÞ
ViRm

ð28Þ

Thus, it is possible to estimate the values of the sensor parameters (Cx and Rx)
from Eq. (28) by simply measuring the amplitude of the output voltage ‘V0’ and
HIGH state ‘tH’ of the PWM signal. This can be easily done by using a micro-
controller or Lab VIEW software.

5.5.2 An Autobalance Active Bridge

The alternate form of the interface intended for improving the measurement range
and the resolution is shown in Fig. 21. Only modification to the first circuit made is
to obtain the voltage controlled variable capacitance Cs. In the modified circuit, a
multiplier ‘M’, an amplifier ‘A3’ with gain ‘A’ and reference capacitance CS form
one arm of the bridge. The output of the amplifier A3 can expressed as

V3 =
ViAK
10

ð29Þ

where K is the variable DC voltage obtained from the DAC output. The voltage V3

drives a current IS through the reference capacitance Cs, while V2 (=−Vi) causes a
current Ix through the sensor arm. The unbalance current at the input of A2 is
converted into a voltage Vo. The output Vo can be written as

Fig. 21 Auto balancing active bridge for the impedance measurement
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Vo =ViRm = Gx + jω Cx −
KACs

10

� �� 
,

And, ½θ= tan− 1 ω Cx −
KACs

10

� �
1
Gx

� 

The phase difference θ in time domain at the output of the XOR gate can be

written as tH = 1
2πf tan

− 1 ω Cx − KACs
10

� �
1
Gx

h i
. At balance condition, when tH is

zero, the Cx and Rx can be determined using the following expression:

Cx =
VcntrlA Cs

10
and Rx =Rm

Vi

V0
ð30Þ

Smallest detectable capacitance can be given by ΔCx = VDACA Cs
2n10 .

Where, ΔCx is the smallest detectable capacitance change, n is the number of
DAC bits, VDAC is the reference voltage of DAC unit (=Vctrl). For example,
suppose we have a 10-bit DAC with an operating voltage range of 5 V, if we
consider A = 10, and Cs = 10 pF, then the minimum detectable capacitance will be
0.0488 pF. In this sense, the readout operating range and the minimum detectable
capacitance are directly related to Vcntrl value, which is in-turn depends on the
number of DAC bits and the output voltage range of DAC. The electrical limit of
the control voltage of the analog multiplier is 10 V, and the saturation level is
9.5 V. Since the output voltage of the multiplier is internally reduced by a factor of
10, so the gain of the non-inverting amplifier A2 is selected according to the
required resolution and the bandwidth.

5.5.3 Experimental Results of the First Electronic Circuit

The circuit shown in Fig. 20 was tested with the values; Vin = sin(ωt), f = 1 kHz,
Cs = 100 pF, Rm = 480 kΩ. The ultra-low offset operational amplifier OPA-177
was used for A1, A2 and A3, the high slew rate operational amplifier LF351 was
used for comparator O1 and O2 and the XOR gate HCF4070 was used for the phase
detection purpose. The output of the XOR gate and the interface circuit were
acquired in Lab-VIEW software using ‘NI-ELVIS II’ data acquisition (DAQ) card
to simultaneously provide graphical user interface. Initial, discrete capacitive and
parasitic resistive components are used for the sensor arm. All passive components
have been first measured with an LCR meter (Agilent) and found to be ±2%
tolerance for the resistive elements and ±3% tolerance for the capacitive elements.

The experimental results with the circuit for different values of the resistance
from 68 to 10 MΩ and the capacitance from 200 pF to 1.1 nF is shown in Table 8.
The maximum relative error is found to be 6%.
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5.5.4 Experimental Results of the Autobalancing Bridge

To implement the autobalancing bridge, an analog multiplier ‘AD633’ [21] and a
PIC microcontroller ‘dsPIC33FJ16GS502’ [22] operating at 40 MHz and having an
inbuilt 10-bit DAC (3.3 V reference) were employed and the amplifier A3 with gain
30 was used to obtain the autobalance condition. The experiment was conducted
with discrete resistance and capacitance having an enhanced range of capacitance
(1.6 times of the previous range) and the resistance (3 times of the previous range).
The results of the capacitance and resistance measurement are shown in Table 9.
The maximum relative errors of the capacitance and the resistance measurement are
5% and 6% respectively. The minimum capacitance value of the autobalance
technique is 50 pF. The minimum range can be increased further by using advanced
opamps, high signal frequency and the high resolution DAC.

Table 8 Experimental results with discrete components

True value Rx = 10 MΩ Rx = 1 MΩ Rx = 68 kΩ
Cx (pF)
(LCR meter)

Cx (pF) circuit % error Cx (pF) circuit % error Cx (pF) circuit % error

200 195.3 −2.35 192.6 −3.7 189.2 −5.4
300 293.31 −2.23 291.9 −2.7 288.72 −3.76
400 395.12 −1.22 393.4 −1.65 386.8 −3.3
500 493.8 −1.24 491.7 −1.66 489.3 −2.14
600 595.70 −0.72 593.4 −1.1 592.5 −1.25
700 698.10 −0.27 696.43 −0.51 697.2 −0.4
800 803.4 0.43 801.36 0.17 806.64 0.83
900 906.09 0.68 906.48 0.72 919.17 2.13
1000 1009.2 0.92 1017.3 1.73 1035.8 3.58

1100 1114.85 1.35 1123.98 2.18 1147.08 4.28

Table 9 Experimental results with the autobalancing circuit

True value Rx = 4.7 MΩ Rx = 680 kΩ Rx = 100 kΩ
Cx (pF)
(LCR meter)

Cx (pF) circuit % error Cx (pF) circuit % error Cx (pF) circuit % error

100 96.8 −3.2 102.1 2.1 104.3 4.3
300 291.9 −2.7 302.79 0.93 312.6 4.2
600 586.32 −2.28 607.08 1.18 622.8 3.8
900 883.44 −1.84 909.09 1.01 934.38 3.82
1200 1178.64 −1.78 1223.04 1.92 1242 3.5
1500 1471.05 −1.93 1522.2 1.48 1556.1 3.74
1800 1781.1 −1.05 1834.56 1.92 1863.54 3.53
2000 2023 1.15 2061.2 3.06 2097.2 4.86
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Finally, the interface has been tested with the lossy capacitive type sensors like
humidity sensor. The resistance value of the sensor varies in the range of 35 kΩ–
4 MΩ and the capacitance value of the sensor varies in the range of 70–790 pF for
the humidity range of 10–90% RH. The result of the humidity measurement is
shown in Table 10.

5.6 Current Mode Oscillator Circuit for the Grounded
Capacitive Sensors

Voltage mode oscillator combining the advantages of the bridge method of the
capacitance measured has been discussed in Sects. 5.3 and 5.4. The voltage mode
oscillator has the limited dynamic range because of the frequency dependent gain of
the operational amplifiers which are utilized for the implementation of the circuit.
This problem can be avoided by a current mode oscillator utilizing the second
generation current conveyer (CCII). The current mode oscillator offers large
dynamic range, wide bandwidth, high linearity, possibility of designing with low
power consumption and simple analog circuit design. An oscillator based interface
circuit for the grounded capacitive sensors with wide dynamic range using CCII has
been discussed [51]. Its main operation is basically adopted from the voltage mode
approach of current integration, and the configuration is designed in such a specific
way that minimizes the effect of the parasitic components of CCIIs. The dynamic
range has been improved by reducing the effect of the parasitic components at node
X. This is done by avoiding the capacitive loads, keeping only grounded resistive
load of slightly higher value than the parasitic resistance at the same terminal. In
addition, it is also possible to set the circuit sensitivity and the operating frequency
range externally, using the passive components. Simulation and the experimental
results show a good agreement with the theoretical expectations with good linearity
in the wide dynamic frequency range.

5.6.1 Current Conveyer Based Oscillator

Figure 22a shows the symbolic representation of a basic second generation current
conveyer. The characteristics of the CCII can be described by the following
equations

Table 10 Capacitance of the humidity sensor measured by the circuit

RH (%) 11 20 29 39 50 73 85 91

CX (LCR meter) 70.0 71.9 74.9 81.7 91.1 302.5 576.2 782
Cx (meas) 65.4 66.4 70.7 78.2 87.4 313.6 589.1 798.3
% error −6.5 −7.6 −5.7 −4.2 −4.2 3.7 2.2 2.1
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iz =±αiix and vx = vy, iy =0 ð31Þ

The ‘±’ symbol of current transfer ratio ai indicates, whether the conveyor is
framed as non-inverting or inverting circuits, labelled as CCII+ and CCII−
respectively. The output current iz depends on the input current ix, which may be
directly injected by applying the input voltage at X node, or by coping the input
voltage from terminal Y. Analog device AD844 can be used as a CCII. The
schematic diagram, of the practical AD844 as current conveyer is shown in
Fig. 22b. The practical parasitic components values of the device are Cz = 4.5 pF,
Cy = 2 pF, Rz = 3 MΩ, Ry = 10 MΩ and Rx = 50 Ω. The actual interface elec-
tronic circuit is shown in Fig. 23a where CCII+‘A’ works as a voltage to current
converter and CCII+‘B’ works as a hysteresis comparator. The important wave-
forms at different nodes are shown in Fig. 23b. Considering the ideal conditions of
the conveyer, the peak to peak voltage, v02 can be written as

v02 p− pð Þ=Vs
R2 −R1

R2

� �
ð32Þ

The voltage across the capacitor due to current iXB can be expressed as

v02 p− pð Þ= Vs

2RxCx
T ð33Þ

Comparing (32) and (33), the time period of the oscillator output can be written
as

T =4RxCx
R2 −R1

R2
ð34Þ

vx

vy
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ZCCII+ CCII+
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vW
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ix

Fig. 22 a Symbol of the second generation current conveyer. b Analog device IC AD844 as a
practical current conveyer
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If we consider the parasitic components of the device AD844, the time period
can be written as

T =4 Rx +RXBð ÞCx
R2 − R1 +RXAð Þ

R2
ð35Þ

Time period is depending on both the values of Rx and Cx.

5.6.2 Experimental Verification of the Interface Circuit

The circuit shown in Fig. 23a was first simulated by varying CX and RX keeping
R1 = 6.8 kΩ and R2 = 10 kΩ. The simulation results are shown in Tables 11 and
12. The range of the oscillation frequency for the variation of the capacitance from
50 pF to 500 nF is 850 kHz to 99 Hz, very wide.

The circuit was also hardware implemented on the breadboard with the com-
ponents values R1 = 6.8 kΩ, R2 = 10 kΩ and Rx = 40 kΩ. The oscillation fre-
quency in the range of 0–250 kHz was measured with the variation of the
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Fig. 23 a Current conveyer based interface electronics circuit, b waveforms at important nodes
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capacitance, Cx from 100 pF to 200 nF. The maximum relative error of the mea-
sured oscillation frequency of the output signal with respect to the theoretical value
is nearly 8%. Similarly, the oscillation frequency was also measured with the
variation of Rx from 50 kΩ to 1.5 MΩ for the components values of Cx = 100 pF,
R1 = 7.4 kΩ, R2 = 10 kΩ. The maximum relative error of the actual frequency
with respect to the theoretical value is 9%. Finally, a comparison table showing the
performance of the current mode oscillator circuit with other existing similar cir-
cuits for the capacitive and the resistive sensors is shown in Table 13. The circuit
based on charging/discharging effect of resistance-capacitance (RC) cell, is having a
simple circuit topology requiring two CCIIs and four passive components only.

Table 11 Time period of the oscillator with the variation of Cx

Rx = 20 kΩ
Cx (pF) Theoretical time period (μs) Measured time period (μs) Relative error (%)

50 1.08 1.14 5.56
500 10.11 10.42 3.74
5000 108 102 5.80
50,000 1080 1020 5.54
500,000 10800 10100 6.48

Table 12 Time period of the oscillator with the variation of Rx

Cx = 50 pF
Rx (kΩ) Theoretical time period (μs) Measured time period (μs) Relative error (%)

10 2.56 2.70 5.18
100 5.31 5.40 1.67
500 27.54 27.01 1.96
1000 57.57 54.05 6.11
2000 119.47 107.41 10.09

Table 13 Comparison of the circuit with other similar circuits

Characteristics Frequency
range
(Hz–kHz)

Active
components

Passive
components

Output signal Prototyping
and
experimental

Double CCII(+)
based oscillator [51]

100–850 Two Four Square and
triangular wave

Yes

CCII(+) based
design [52]

25–225 Two Four Square and
triangular wave

Yes

CMOS/CCII(+)
differentiation
Based [53]

0.128–737 Two Six Square Yes

CMOS based
design [54]

25–260 Two Two Square No

CCII(+) based
design [55]

100–100 One Four Square/Triangular Yes
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6 Conclusions

Capacitive sensors both perfect and lossy are widely used for the measurement of
different physical and chemical parameters. The preference and the uses of such
type of the capacitive sensors are getting more importance day by day with the
needs of new information to be measured efficiently and reliably. The capacitive
sensors can be useful sometimes for the hassle free non-contact measurement of the
physical parameters. Different types of the capacitive sensors suitable for the
measurement of the parameters are discussed. Though the cross-capacitance is used
as primary capacitance standards for different national laboratories, its potential is
yet to be exploited fully for sensing applications. The capacitive sensor needs extra
precautions to avoid the errors due to stray effects, particularly for the low
capacitance measurement. Issues related to the development of the interface elec-
tronic circuit for the sensors are also discussed. Some advanced interface electronic
circuits for both the perfect and the lossy capacitive sensors are discussed. These
interface circuits are promising for interfacing different capacitive sensors with the
ability to minimize the stray capacitances, where the capacitance values vary
widely.
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A Simple Embedded Sensor: Excitation
and Interfacing

Md. Eshrat E. Alahi, A. Nag, N. Afsari Manesh, S.C. Mukhopadhyay
and J.K. Roy

Abstract Some of the basic sensors and their operating principle have been
explained in this chapter. There is the certain advantage of capacitive/inductive
sensors over resistive sensors. The operating principle of capacitive sensors and
type of measurement techniques are also explained. Finally, design and develop-
ment of a low-cost portable sensing system were explained which can measure the
impedance of a capacitive sensor and might be useful for different applications.
There are some various applications explained by using capacitive sensors.

1 Introduction

The world as we see today is encapsulated with sensors. The phenomenon of
analyzing the architect of the environment is done with sensors and circuits. Sensors
and transducers have made the understanding of nature much easier. Sensors are
incorporated inaccessible and partially accessible locations to get the data without
much of human intervention. Human skin can be considered an excellent sensor
depending on the dynamicity of applications it senses around it. For example, the
sensing it would experience in everyday life would include tactile sensing which
would involve the sensing of objects or food items before eating/drinking them.
Another type of sensing would involve the weather it senses to determine the attire
worn at that moment. The sensors used in the field of science senses the ambient
conditions and sent it to the attached conditioning circuit where the raw data is
processed and forwarded to the monitoring unit for understanding its significance.
The conditioning circuit depends on the type of data collected which as a result
depends on the application of the sensor. Figure 1 shows a simple block diagram of
a sensor involved in data reception and transmission to the monitoring unit.
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Different types of sensors are available for various applications it covers. Three
main categories of sensors, resistive, capacitive and inductive cover most of the
sensors commercially available in the market. The differences in the sensors lie in
the different parameters of the impedance that are examined. Each type of sensor is
briefly explained below with examples.

2 Type of Sensors

Sensors are classified in different types based on the application and circuitry it is
associated with. They can also be differentiated depending on the kind of input
voltage the circuit is supplied with. For example, resistive sensors need a DC input
whereas capacitive and inductive circuits need an AC input. The term DC refers to
the application of a fixed input voltage whereas AC refers to the frequency
dependency voltage signal as a function of time. Some of the types of sensors are
described in the following section.

2.1 Resistive Sensors

The most common type of sensors used for different applications are the resistive
sensors. Some of the common examples of resistive sensors are strain gauges,
potentiometric and piezo-resistive sensors. The measurement of the resistive sen-
sors is done directly by analysing the change in electrical resistance of a resistive
element. The resistance of a material is dependent on the electrical resistivity (ρ),
length (l) and area (A) of a material as given below in Eq. (1). The electrical
resistivity is the property of a material which determines the amount of electric
current flowing through a material. Higher value of resistivity indicates lower
current flow through the material. A and l are the cross-sectional area and length of
the material whose resistive is evaluated.

R= ρ *
l
A

ð1Þ

Fig. 1 Schematic diagram for the sensor data transmission
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The resistive sensors analyze the change in resistance which is caused as a result
of an analog input to the sensor. As a result, this change in resistance causes a
change in the output voltage which is measured to determine the characteristic of
the sensed parameter.

2.2 Capacitive Sensors

Capacitive sensors operates on the principle of coupling effect where the dis-
placement current is used as a parameter to transfer a certain amount of energy
between oppositely charged poles. Dielectric materials are placed in between the
two poles. The dielectric material is an insulator whose charges can be polarized by
the influence of an electric field. The intensity with which the electric field can
polarize a dielectric material depends on the permittivity of the material. Capacitive
sensors are more popular compared to the resistive ones due to their ability to store
energy. Different metals and alloys are used to develop these sensors. The type of
material used to develop the sensor depends on its application. The major difference
between a resistive and capacitive sensor is regarding the frequency dependency of
the input voltage to the material. Like resistive sensors, the size of the sensor is one
of the parameter that has an effect on the value of capacitance. The capacitance also
depends on the permittivity of the dielectric material chosen for the sensor. The
basic formula with which the capacitance of a material is calculated is given in
Eq. (2).

C=
∈ 0 * ∈ r * A

d
ð2Þ

where,

C is the capacitance of the interdigital sensor,
∈ o = 8.85 is the × 10−12 F m−1 is the permittivity of vacuum,
∈ r is the relative permittivity,
A is the effective area, and
d is the effective spacing between electrodes of different polarity.

There are two different types of capacitances—surface capacitance and projectile
capacitance. The common one is the surface capacitance where an alternating
voltage is applied to one of the electrodes making the other one as ground, thus
generating an electrostatic field. A touch on the top layer would create a capacitive
effect. The projectile capacitance involves the presence of capacitive layers forming
rows and columns from two different layers. The advantages of this mode of
capacitance are that it can detect multi—touch activation and also due to the
presence of multiple layers, the surface of the material is more resistant compared to
surface capacitors.
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2.3 Inductive Sensors

When a steady state electric current is fed into a coil with a specific area (A) and
length (l), magnetic flux are generated in the coil. This induces an electromotive
force (EMF) which is opposite to the direction of the current. The relationship is
given in Eq. (3). The induced EMF is exploited in mutual inductance where the
current in one conductor induces an EMF in a nearby conductor.

VL =N *
d∅
dt

=
μ *N2 *A

l
*
di
dt

ð3Þ

where,

VL is the induced EMF.
N is the number of turns of the coil.
Φ is the magnetic flux.
A is the unit area of the inductor.
l is the unit length of the material.
di/dt is the current per second.

The inductive sensors are useful to determine the position of a metallic object
through the generated magnetic field. It is difficult to find specific inductive sensors
in the market. The circuit consisting of an inductive element also consists of
resistive and capacitive elements. The advantages of using these sensors are the
robustness they have towards shock and turbulent environments. These sensors are
used in high security environments like aeronautics and space where the precise
location of a body is of crucial importance.

3 Types of Resistive Sensors

Resistive sensors were the simplest and elementary devices introduced in the field
of sensing technology. The resistive sensors operate just on one parameter, elec-
trical resistance which changes with the change in property of the material. Some of
the common types of resistive sensors are explained below.

3.1 Potentiometric Sensors

These types of sensors operate on the principle of potential difference between two
analytic materials. These sensors are popular as chemical sensors where the con-
centration of an analyte is changed to change its potential. The change is measured
by comparing it with a reference analyte with a zero or defined potential. The sensor
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connected to analyte material shows a change in its electrical resistance when the
concentration of the gas is changed. These sensors are advantageous because they
can used to study the behavior of a large number of analytes together. But there are
certain disadvantages associated with these sensors. The circuitry associated with
these sensors is complex. Also, the change in potential difference can take place
because of many factors, not just the concentration. Thus, there remains an ambi-
guity with the operation with these sensors.

3.2 Thermistors

Thermistors are the devices whose resistance changes with the change in temper-
ature experienced by the sensor. These types of sensors are used as temperature
sensors at houses or as self-regulating heating elements. The relation between the
changes in resistance with temperature is given in Eq. (4).

ΔR= k * ΔT ð4Þ

where,

ΔR is the change in resistance.
ΔT is the change in temperature.
K is then first order temperature coefficient of resistance.

There are two types of thermistors available in the market—positive temperature
coefficient (PTC) where the resistance increases with the rise in temperature and
negative temperature coefficient (NTC) where the resistance decreases with the rises
in temperature. The use of a particular type of thermistor depends on the applica-
tion. These types of sensors are generally used in batteries, thermostats, 3D printers
etc.

3.3 Light-Dependent Resistors

The light dependent resistors or photo-resistors are the devices where the resistor
changes depending on the intensity of incident photons. The resistance is inversely
proportional to the incident light intensity. The nature of the photo-resistors
depends on the intensity of light. For example, these devices behave as an insulator
with high resistance in areas with low light intensity. The increase in incident
photon intensity beyond a limit causes the transfer of energy of the incident photons
to the electrons leading to their excitation. This causes the flow of current making it
behave like a semiconductor. These resistors have been used in a lot of applications
like compressors or as LEDs. The disadvantages of these devices are the
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dependency of the resistivity on the ambient temperature as a result of which the
time constant (τ) varies to a large extent.

3.4 Piezo-Resistive Sensors

This category of resistive sensor is used as pressure sensors or in accelerometers
where the electrical resistance changes when a mechanical stress is applied on the
sensor. The highest change takes place when the stress is applied normally on the
patch. The electrons in the valence band are energized to travel to the conduction by
providing external stress. The relation between the original and changed resistivity
is given in Eq. (5). When a mechanical stress is mechanically applied on the sensor,
the resistance of the sensor patch decreases. This increases the pressure dependent
output voltage.

ρσ =
∂ρ
ρ

∈
ð5Þ

where,

∂ρ is the change in resistivity.
ρ is the original resistivity.
ε is the strain on the sensor.

Piezoresistive silicon sensors are a very common in industries due to the
advantage of their high elasticity and high resolution and sensitivity. Other types of
piezo-resistive sensors are fabricated from germanium and polyesters.

3.5 Resistive Level Sensor

Level sensors are used to detect the level of any solid or liquid in the surface of that
form. The criteria for the selection of level sensor are determined by the ambiance
parameter like temperature, pressure or dielectric constant of the experimental
medium. The level sensor operates in two different forms—point level and con-
tinuous level. Point level detection refers to the detection of any physical property
like capacitance or admittance of any solid particle like powders or solute particle
used in the medium. Different types of point level sensors like vibrating, capacitive,
rotating puddle are available in the market. The other one is the continuous level
detection sensors where the physical properties like the hydrostatic, magneto-static
or the air pressure is calculated of any liquid or gaseous form. The resistive level
sensors are mainly used in the large-scale manufacturing industries rather than
academic experimental purposes due to their high cost.
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3.6 Strain Gages

The operating principle for a strain gauge is similar to that of a piezo-resistive
sensor except that face that this device operates on the strain. Strain gauge operates
on the principle of Wheatstone bridge. When the gauge is stretched or compressed
with a certain stress within its limits, the electrical resistance increases or decreases
respectively. The change in strain of the gauge depends on applied stress and the
elastic properties of the stressed material. The factor of indicators (G.F.) is an
important parameter for the strain which is used to determine the output voltage.
The formulas for the strain, G.F., and the output voltage are given are Eqs. (6) and
(7).

∈ =
∂l
l

ð6Þ

where,

ΔR is the change in resistance of the strain gauge.
RG is the original resistance.

G.F. =
ΔR
RG

∈
ð7Þ

where,

ΔR is the change in resistance of the strain gauge.
RG is the original resistance.
ε is the strain exerted on the gauge.

V0 =
Vc*G.F.*∈

k
ð8Þ

where,

Vo is the output voltage.
Vc is the excitation voltage.
G.F. is the Gauge factor.
ε is strain on the sensor and k = 4.

3.7 Limitations of Resistive Sensors and Need
of Capacitive/Inductive Sensors

As explained in the previous section, different types of resistive sensors are
available and used for different applications. But still there are certain disadvantages
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of these sensors which make them unsuitable and unreliable to be used for precise
measurements. Some of the major disadvantages of resistive sensors are given
below:

1. Considerable amount of energy is generated in case of resistive sensors. This
energy is released from the system in terms of heat energy which is a loss to the
system.

2. Resistive sensors have very basic operating principle. Now, in some applica-
tions, the experimental parameter may not vary only in terms of electrical
resistance, but also on other aspects like capacitive sensing. For example, in case
of LPG gas detection [1, 2] or phthalate detection [3, 4], both the real part
(resistive) and imaginary part (capacitive) changes with the change in concen-
tration of the measured parameter.

3. The resistance of some devices like strain gauge changes with ambient
temperature.

4. The hysteresis loss in resistive sensors is high.

Each type of capacitive or inductive sensor is suited to particular applications.
An inductive sensor is a type of non-contact electric sensor. In order to be sensed by
an inductive sensor an object must be conductive. This limits suitable targets to
metal objects. In order to be sensed by a capacitive sensor the target doesn’t need to
be conductive. Capacitive sensors convert changes in position, or properties of
dielectric material into an electrical signal. A capacitive sensor will react to an
object acting as a dielectric material as well as a conductive object. This makes
metal and non-metal objects suitable targets for capacitive sensors.

4 AC Excitation of Capacitive/Inductive Sensors

Inductive sensors are designed based on the operating characteristics and principle
of inductors. Inductors store energy in the form of magnetic field that is generated
when a voltage is applied the terminals of an inductor. Capacitive sensors are
actually variable capacitors that their capacitance varies during the sensing process.
In some of them, capacitance change depends on the dielectric constant of the target
material, and in some others, it depends on the sensors dielectric constant. Applying
a voltage to conductive objects causes positive and negative charges to collect on
each conductors, that creates an electric field between them. Capacitive sensors use
an alternative voltage which causes the charges to move back and forth between the
objects, continuously, creating an alternating current that is detected by the sensor
(Fig. 2). Some of the measurement techniques are explained in the following
section.
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4.1 Electrochemical Impedance Spectroscopy

Electrochemical Impedance Spectroscopy (EIS) is a technique to characterize the
electrochemical systems. EIS measurement can be done by applying a small
amplitude AC excitation signal to the system and measure the response and com-
pute the impedance at each frequency. There are many advantages in using EIS
technique: The information content of EIS is much higher than DC techniques or
single frequency measurements; EIS provides information on the capacitive
behavior of the system and electron transfer, and it may be able to distinguish
between two or more electrochemical reactions taking place. This method has been
used to study of electrochemistry [6, 7], biomedical applications [8, 9], material
science [10] and others. The response of an electrochemical cell to a small
amplitude ac perturbation as a function of frequency and it has been reported to
estimate the dielectric properties of milk [11], meat inspection [12], quality testing
in leather [13], Saxophone reed inspection [14], detection of contaminated seafood
with marine biotoxin [15], food endo-toxins [15–19], evaluate electrical properties
of drinks, and water [20], and measuring water quality [21].

4.2 AC Bridges

It is the ancient of all the techniques initially used for the measurement of
double-layer parameters, principally of the hanging mercury drop electrode.
Another use of this method is to measure the electrode impedance in a faradaic
reaction to evaluate the dynamic processes at the electrode. Although this method is
slow, yet provides an excellent precision of measurements.

Fig. 2 Applying alternative
voltage to the capacitive
sensor [5]
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4.3 Lissajous Curve

Lissajous curves is called formation of the elliptical figures which can be resulted
from the simultaneous application of the applied AC voltage and resulting AC
current to a twin beam oscilloscope. Analyzes of Lissajous curves made on twin
channel oscilloscope screens is used to perform impedance measurements and had
been an approved method for impedance spectroscopy before to the advent of
modern EIS instrumentation. The measurement time involved in using this method
(often up to many hours) is long for a chemical cell to cause drift in the system
parameters. The cell can change through adsorption of impurities, oxidations,
degradations, temperature variations, etc. These have been widely used to measure
the impedance, but sensitivity to noise and frequency limitations and has limited the
use of this technique. Figure 3 shows the formation of Lissajous figures as a
consequence of two out of phase signals.

4.4 Fast Fourier Transforms

Fast Fourier Transforms (FFT) is a mathematical tool for evaluating the system
impedance. FFT is referred as taking the Fourier transform of the perturbation
signal in time domain and generation of corresponding frequency domain data
using a computerized algorithm. This method provides an efficient and fast algo-
rithm to compute the Fourier transforms. In practice, only limited length data is
transformed, causing the broadening of the computer frequency spectrum, com-
monly called ‘leakage.’ Another problem that is called ‘aliasing’ is linked with the
presence of the frequencies larger than one-half of the time domain sampling
frequency.

Fig. 3 Formation of
Lissajous figure
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4.5 Phase Sensitive Detections

Phase sensitive detection (PSD) is used in lock-in amplifiers interfaced with pre-
cision potentiostats for system impedance measurements. It contains one
time-independent component, depending on the phase difference between two
signals and proportional to the amplitude of the measured AC signal. The output
signal is given to a low-pass filter that averages the signal component having
frequencies above the cut-off frequency. The limitation of the lock-in technique is
that it contains the combination of harmonic frequencies present in the input signal.

4.6 Frequency Response Analysis

Frequency Response Analyzer (FRA) is a hi precision technique that determine the
frequency response of the system. FRA operates based on correlation of the studied
signal with the reference perturbation. The monitored signal is multiplied by the
cosine and sine of the reference signal of the same frequency and integrated over
one time period. Real and imaginary parts of the signal are recovered, deleting all
harmonics. The advantage of the correlation process is that the noise will be
reduced, but it is done at the cost of attenuation of the output signal.

FRA is a single sine-wave input measurement method in which a low amplitude
AC sine wave of a given frequency is overlaid on a dc bias potential, applied to the
working/excitation electrode and measurement of resulting AC current is done. The
system behaves pseudo-linear at small amplitude AC potential. This process is
repeated for a frequency range, and impedance is computed for five to ten mea-
surements per decade change in frequency. In order to make sure about the system
repeatability, linearity, and stability, this technique is rendered viable only for a
stable system in equilibrium. For this reason, instantaneous impedance measure-
ments are mandatory for non-stationary systems [22]. A non-linear system contains
harmonics (noise) in the measured current response. The drift in the measured
system parameters is often observed if the system loses its steady state during the
measurement time. The electrochemical cell can change through adsorption, oxi-
dation, coating degradation and temperature variations; to list, these are a few major
factors affecting the steady-state condition of the system under test. EIS is used to
measure the changes happening in the electrochemical system in and observe the
changes in the conductance and capacitance at the sensing surface, interface, and
layers, in particular.
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5 Simple Embedded Processor Based Excitation System

5.1 Sensing System

The aim of this section is to discuss the design and development of a low-cost
sensing system for a different application using the Interdigital sensor. The whole
system consisted of a microcontroller, capacitive sensor, power supply, the signal
processing circuit, and control circuit. The microcontroller generated the PWM
waveform which was filtered to get the sinusoidal excitation signal (input signal) at
certain operating frequency (frequency selection was based on the experimental
results). This excitation signal was applied to interdigital sensor and output was fed
into the signal smoothing circuit to eliminate the noise and amplify the signal. Both
the input and output signals were fed into zero cross detector to get the phase
difference between them and feedback to the microcontroller.

5.2 Interfacing to Microcontroller

The microcontroller board, Arduino Fio (Fig. 4) which is based on the ATme-
ga328P to perform the signal generation and data acquisition.

Arduino Fio operates at 3.3 v, and it has 14 digital pins and 8 analog pins which
are used as input or outputs. It has two external interrupts pins (D2 and D3) and
specific pins (D3, D5, D6, D9, D10, D11) for PWM output and controller by
corresponding timers. The objective of the interfacing sensor to microcontroller is

Fig. 4 Arduino Fio
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to measure the impedance of the sensor. In order to measure both the real and
reactive part of the impedance, the input voltage (V1) and the voltage across the
series resistance (V2) as shown in Fig. 5 were interfaced to the microcontroller via
ADC inputs A0 and A1 respectively. To measure the phase difference between
these two signals, the sinusoidal signals were first converted to square wave using
zero-crossing detectors (ZCD) and the waveforms from ZCD and then fed into
digital inputs D2 and D3 respectively. With the help of microcontroller, the time
difference was measured and converted into phase angle in degree.

Figure 6 shows the picture of Printed Circuit Board (PCB) that involves voltage
regulator, TLC555IP, the microcontroller, band-pass filter, LM324, LM338,
MOSFET for control.

The sinusoidal signal was produced using PWM output and a band-pass filter.
Pin 6 of the microcontroller was used to generate the PWM output which was
passed through a band-pass filter to reduce the noise and produce a smooth sinu-
soidal wave. The sinusoidal wave was used as the exciting source of the sensor.

5.3 Power Supply Circuits

Any rechargeable battery (12 V in this project) can be used to provide the power to
the embedded circuit. The microcontroller, operational amplifier (LM324) and
differential comparator (LM339) were required to provide power at a voltage level
at 3.3 V which was necessary to reduce the voltage down to 3.3 V by using a
voltage regulator. There are different types of a voltage regulator used for various
purposes. The linear voltage regulator is the easiest type to use, and it can be
divided into fixed and adjustable value voltage regulator. The advantages of linear

Fig. 5 The interfacing of sensor to microcontroller
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regulator include low noise, low output voltage ripple, fast transient response and
low cost but the excessive power dissipation is a major limitation of it [23]. L78L33
is a linear fixed voltage regulator with the output voltage of 3.3 V and output
current up to 100 mA which is sufficient for those components, so it was employed
for the experiment. Figure 7 shows the circuit for the voltage down from 12 to
3.3 V by using L78L33 combined with diode and capacitors. The diode (D1) was
used to nullify the inverse voltage in the circuit and allow the current to flow in one
direction. Capacitors (C3, C4, and C5) were used as decoupling capacitors to
reduce the effect of noise.

On the other hand, the switch-mode power supply (SMPS) is also widely used
for the application which requires high efficiency, high power density and low

Fig. 6 Picture of system prototype based on the microcontroller

Fig. 7 Circuit for 3.3 V voltage regulator application
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power dissipation [23]. SMPS can generate not only step-down output voltage but
also step-up and opposite output voltage. The input signal applied to the sensor
requires both the positive and negative magnitude of the alternating source, so the
TLC555IP is employed to provide the negative power source. 555 IC is used in a
variety of electronic application such as a timer, pulse generation, and oscillator.

Figure 8 shows the circuit that converted the positive input voltage to negative
output voltage by using TCL55IP and other essential components. R17 is the
pull-up resistor which was connected between VDD and discharging signal to make
sure that the discharging signal is in either high or low state. R17, R18 and C6 made
up a loop to generate the oscillatory output signal through charging and discharging
of C6. When the output signal is high, C8 was charging and D2 conducted the
current to the ground but D3 was cut off. When the output signal went to low, the
voltage across C8 went to zero as well. In this case, the polarity of D3 was changed
so it could conduct the current and C9 started charging. Due to this opposite
polarity, it generated the negative voltage.

5.4 Generating an AC Signal

The direct digital synthesis (DDS) method is popularly used to produce wanted
output at precise frequencies. DDS is implemented by breaking an analog wave-
form into discrete digital points which is stored in an array as a lookup table (LUT),
and the use of phase accumulator is done to calculate a phase angle for LUT and
then generate the digital value at different amplitude [24]. Figure 9 shows the
microcontroller code that stored the hexadecimal value of sine waveform in the
array as LUT.

Fig. 8 Use of 555
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As a requirement of a specified frequency at 120 Hz (operating frequency of the
capacitive sensor), for generating a smooth sinusoidal input signal and a minimum
of the board size, using PWM combined with a bandpass filter as DAC was a good
option. Figure 10 illustrates that the analog amplitude increases with the increase in
duty cycle and pulse width.

Fig. 9 Arrays for the hexadecimal of sinusoidal waveform

Fig. 10 PWM output
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To generate the smooth sinewave, the band pass filter (Fig. 11) was used only to
pass the frequency range between 106 and 338 Hz. The cut-off frequency (fc) was
calculated based on the value of capacitor and resistor, shown in Eq. (9):

fc =
1

2πRC
ð9Þ

The band pass filter was combined with a high pass filter (C1 and R1) and a low
pass filter (R2 and C2). The capacitor C1 connected to PWM output removed the
DC offset from this input signal and combined with R1 only allowed the frequency
(fH) above 106 Hz to pass. The capacitor (C1) value was computed based on
rearranged Eq. 5 using the resistor at a value of 10 KΩ:

C1=
1

2πRfH
=

1
2 * π * 10, 000 * 106

= 150nF ð10Þ

The low pass filter part consisted of R2 and C2, assuming the R2 was also fixed
at value of 10 KΩ and cut-off frequency (fL) is at 338 Hz, the C2 value was
calculated using Eq. 6:

C2=
1

2πRfL
=

1
2 * π * 10, 000 * 338

= 47nF ð11Þ

After filtering, the smooth sinusoidal waveform which had positive and negative
analog amplitude was generated as shown in Fig. 12 with a frequency of 120 Hz.

Fig. 11 Bandpass filter for
generating smooth sinusoidal
waveform
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The amplitude of generated input signal was at 3.24 V. A small excitation signal
usually applied for the electrochemical impedance spectroscopy (EIS) technique.
Therefore, the applied voltage to the sensor was reduced by adding a resistor, R3
(8.2 KΩ) after the band-pass filter, as shown in Fig. 13, to keep the linear rela-
tionship between the current and voltage. The equivalent resistance of the filter
along with R3 formed a potential divider and reduced the voltage to 860 mV which
was suitable for the operation. One amplifier served as the unity gain buffer or
voltage follower to reduce any current drawn from the input voltage, and it also
played a role in the impedance matching that minimizing the load effect.

Fig. 12 Smooth sinusoidal waveform produced by combined PWM output and band pass filter

Fig. 13 Circuit for generated input signal fed into sensor
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5.5 Measurement of the Sensing Voltage

To measure the impedance of the sensor, the voltage applied to the sensor, and the
current through the sensor was needed to be measured by the system. The excitation
voltage to the sensor is bipolar in nature, so it could not be fed directly to the
microcontroller. To avoid the negative excitation voltage, a level shift-up circuit is
used as shown in Fig. 14.

A resistor, Rs was connected to the sensor in series to determine current flowing
through the sensor as shown in Fig. 14. The value of Rs was significantly small so
that the effect of it was negligible. Based on the Ohm’s law, the current (Is) flows
through the sensor was calculated by Eq. (12):

Is =
Vin

Z
ð12Þ

where:

Vin: the voltage applied to the sensor
Z: the total impedance of the circuit

Fig. 14 Circuit for level shifting
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Therefore, the voltage across the sensor Vs is rearranged into Eq. 9:

Vs = Is*Rs =
Vin

Z
*Rs ð13Þ

where:

• Rs: series resistance, used for measurement of sensing voltage

In Fig. 15, another buffer had been connected to the output of Vs to reduce the
signal reflection from the load and transfer max power from the input. Also, the
active low-pass filter was employed in order to reduce the noise and amplify the
signal with a gain of 11 by using R20 and R21.

The reason to use an active low-pass filter was that the amplitude of the output
signal in pass low-pass filter is lower than the amplitude of its input signal [25] and
the gain is less than 1. In addition, the voltage across the sensor (Vs) is slight (the
peak voltage is around 80 mV) because the total impedance of the sensor was very
larger which resulted in a very small current going through the circuit. The resistor
value was picked at any value and gain was changed but the value of 10 and 1 KΩ
is a standard resistor value which is available. However, it resulted in the distortion
of the sinusoidal waveform which affect the accurate measurement of Vs. Therefore,
using the active low-pass filter with gain control reduced the noise across the signal
and amplify the Vs.

Rearranging the Eq. (12) into the term of Z, this was computed by Eq. (13):

Z=
Vin

Is
=

Vin

Vs
*Rs ð14Þ

The voltage applied to the sensor (Vin) and the voltage across the sensor (Vs)
were measured and Z was calculated by microcontroller. Series Resistor (Rs) was

Fig. 15 Circuit for processing the sensing voltage
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given at 10 KΩ. Figure 16 shows the precision rectifier circuit which was
composed of two operational amplifiers for reducing the voltage loss because the
Vsensor is very small. The output of voltage (Vsensor) from the sensor was full sine
wave which was fed into the first operational amplifier. When Vsensor > 0, only
positive half wave (Vpos) was generated from the first op-amp and Vpos = Vsensor/2.
The second op-amp worked as a subtractor, Vpos = Vfull/2 (where Vsensor = Vfull)
when Vsensor > 0, Vinmicro = Vfull – Vpos = Vfull/2; when Vsensor < 0, Vinmicro = 0–
(–Vfull) = Vpos; Therefore the output of Vinmicro was a full wave rectified wave. The
Vinmicro was then fed into the analogue input pin of the microcontroller.

The voltage applied to the sensor (Vin) and the voltage across the sensor (Vs)
were all fed into microcontroller ADC input pins for calculation of total impedance.
The compare output B register of Timer 1 was used as the trigger source for ADC
conversion. 160 sample points of the whole sinusoidal waveform were taken with
the sample rate at 19.2 kHz and each point was compared to get the maximum and
minimum of the value. Figure 17 illustrates the microcontroller code for collecting
and storing 160 sample values into an array. Figure 18 indicates how to obtain the
amplitude of voltage.

5.6 Measurement of the Sensor Impedance

The total impedance has two parts: real part (R) and imaginary part (X) of impe-
dance. Following equations can calculate them:

R= Z*cos∅ ð15Þ

X = Z*sin∅ ð16Þ

Fig. 16 Precision rectifier circuit
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Fig. 17 Microcontroller code for ADC data collection

Fig. 18 Microcontroller code for calculating the amplitude of voltage
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where: R and X are the resistance and reactance of the circuit, ϕ: phase angle
between Vin and Is. Therefore, the resistive part of the sensor (Rsensor) was calcu-
lated by Eq. 13:

Rsensor =R−Rs ð17Þ

To measure the phase angle (ϕ) between Vin and Is, the Schmitt Trigger was
used as zero crossing detector (ZCD). The Schmitt Trigger is based on the hys-
teresis comparator with zero reference voltage is shown in Fig. 19. The purpose of
employing Schmitt Trigger was to convert the sinusoidal waveform to square
waveform which can be easily red by the microcontroller and can reduce unde-
sirable transitions caused by the noisy input signal. The time delay has been cal-
culated inside the microcontroller. The time delay depends on the nature of the
impedance of the sensor. From the time difference (Td) and the period of one square
wave (Period), the phase angle can be calculated by Eq. (18):

phase angle=
Td

Period
*360◦ ð18Þ

Finally, real part and imaginary part of the impedance can be calculated from
Eqs. (15) and (16) and can be stored in the microcontroller for further use.

(a) 

Measurement of the input signal.

(b)

Measurement of the output signal.

Fig. 19 Zero cross detector circuit
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6 Result and Discussion

Some of the application of capacitive sensor will be explained in this part to
understand the range of implementation of a capacitive sensor.

In the first application, one interdigital sensor was used to measure the nitrate
concentration in water. The concentration level was 0.1–0.5 mg/L and measure-
ment was done by HIOKI LCR meter. The LCR meter provided the changing
impedance with changing concentration. The impedance measurement result is
represented in the Nyquist plot as shown in Fig. 20 with a frequency range from
1 Hz to 100 kHz. It illustrates that the total impedance is reduced when the con-
centration of the water solution was increased.

Due to the presence of ionic salts in the solution, there was a significant change
in the real part of the impedance compared to the imaginary part. From Fig. 21, it is
seen that the real part of the impedance changes with the change in frequency.

Fig. 20 Nyquist plot for NH4NO3 at different concentration

Fig. 21 Real part and imaginary part of impedance versus frequency at different concentration
(NH4NO3)
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Different concentrations of solution were considered to determine the sensitive
region (from 5 to 150 Hz) of the sensor under consideration. It also shows the
corresponding change in the imaginary part of impedance with the change in fre-
quency. It is seen from the figure that there is not much change in the reactance
values for the complete frequency range as compared to the change in the resistive
(Real part of Impedance) values.

In the next application, A real-time, non-invasive, and label-free sensing tech-
nique for the early detection of bone turnover by employing an EIS technique has
been reported. The proposed system incorporated antibody-antigen-based func-
tionalization by employing streptavidin agarose as a cross-linker for binding CTx-I
peptides-a bone loss biomarker. A planar capacitive interdigital sensor has been
used in conjunction with a FRA algorithm to measure the electrochemical impe-
dance of the samples. Four known concentration samples (0.147, 0.437, 0.798, and
1.693 ng/mL) were measured in the developed sensing system. The standard
solution with zero concentration of analyte was considered as the control. Exper-
iments were performed at room temperature (21 °C) at a humidity level of 31%. The
developed sensing system performed tests on the samples immediately after
preparing the sample solutions. Figure 22a represents the real part of impedance in
the frequency domain for all the analyte concentrations. As shown in this figure, the
real part of impedance (X) shows clear changes, especially at lower frequencies
between 150 Hz and 750 Hz, with a change in analyte concentration that is
attributed to the dielectric properties of the sample. The resistive of impedance
versus frequency for different concentrations of CTx-I is plotted in Fig. 22b. The
change in the real part of the impedance can be seen only at very low frequencies
(up to 150 Hz), that is mainly due to the ionic properties of the sample. The
sensitivity obtained from the imaginary part is also higher than the resistive
part. Therefore, the reactance was used to evaluate the concentration of the analyte
(CTx-I) in the sample solutions.

Figure 23 illustrates the Nyquist plot for the impedance spectrum obtained for all
four concentrations of CTx-I in the frequency range of 42 Hz–100 kHz. It was seen
that the diameter of the semicircle increases by increasing the analyte concentration

Fig. 22 a Imaginary part of the impedance versus frequency; and b real part of the impedance
versus frequency

A Simple Embedded Sensor: Excitation and Interfacing 135



depicting the increase in charge transfer resistance due to the presence of the more
concentration of CTx-I attached to the sensing surface.

The flexible, strain—sensitive sensors were used for determining physiological
movements. The sensor patch was attached to the knee and elbow with
bio-compatible tapes. A high testing HIOKI 3536 LCR Hi Precision Tester was
connected from the other end via alligator clips for monitoring purposes. Figures 24
and 25 show the monitoring of both the limbs in an oscillatory motion. The reading
was analyzed based on the change in capacitance for two different conditions.
Flexed referred to a condition when the limb was bent whereas extended relates to a
condition when the limb was stretched. The bending of the limb led an increase in
the capacitance value compared to the stretched one. The two different conditions
were easily identified for both the limbs using the flexible sensors.

Fig. 23 Nyquist plot for
different CTx-I concentrations

Fig. 24 Movement of left
and right arm
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7 Improvement

The embedded sensing device is a bit large compared to different ICs as impedance
analyzer which is available in the market. Though the explained system is easy to
develop and low cost which is one of the major advantage in different applications.
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Advanced Techniques for Directly
Interfacing Resistive Sensors
to Digital Systems

Ferran Reverter, Fernando Vidal-Verdú and José A. Hidalgo-Lopez

Abstract This chapter reviews advanced techniques for the direct connection of
resistive sensors to digital systems without using any analogue circuit, such as an
amplifier or an analogue-to-digital converter, in the signal path. The sensor elec-
tronic interfaces proposed herein rely on the following operating principle: the
digital system measures through an embedded digital timer the charging/
discharging time of an RC circuit formed by the resistive sensor and a known
capacitor. The chapter first explains how resistive sensors with a single, differential
or bridge topology can be directly measured using a low-cost microcontroller. The
uncertainty sources involved in the measurement (such as the mismatch of the
internal resistances, quantisation and trigger noise) and the performance in some
applications are reported. Next, the chapter deals with the direct connection of
resistive sensor arrays to field-programmable gate arrays, where different resis-
tances of the array are measured in parallel through a set of timers running
simultaneously. The new uncertainty sources (mainly, crosstalk) and the applica-
tions are also reported. Although the proposed sensor interfaces are quite simple in
terms of operating principle, their linearity and resolution are quite remarkable
provided that the design rules indicated along this chapter are followed.
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1 Introduction

In the society of the 21st century, many people have smart home appliances inside
smart buildings located in smart cities whose streets are full of smart cars. Almost
everything is getting smart thanks to the proliferation of information and commu-
nication technology and the deployment of technologies such as wireless sensor
networks and the internet of things. To become smart, it is essential in the first place
to monitor through sensors what is happening in and/or around the smart thing. The
data collected is processed and then a smart decision is taken with the aim of
improving the safety, efficiency, sustainability, mobility, etc. of the smart thing and,
hence, the people’s quality of life.

Real-time monitoring systems employ sensors to acquire information, the same
as human beings use their senses. The information acquired can be very diverse, for
instance: the carbon monoxide (CO) concentration in air in a smart city, the tire
pressure in a smart car, the vibration level in a smart building, or the laundry weight
in a smart washing machine. The magnitude of the measurand (e.g. CO concen-
tration, pressure, vibration and weight) determines the magnitude of the electrical
signal (e.g. resistance, capacitance, voltage or current) provided at the sensor out-
put. Anyhow, such an electrical signal is generally of low amplitude and carries
some noise and, therefore, an electronic interface is required between the sensor and
the processing digital system so as to correctly extract the information of interest.

A classical block diagram of a sensor electronic interface is shown in Fig. 1 [1].
The sensor output signal is first processed in the analogue domain by a signal
conditioning circuit that generally relies on operational amplifiers (OpAmp). The
main functions of this block are level shifting and amplification so as to match the
sensor output span to the input span of the ensuing analogue-to-digital converter
(ADC) and, hence, to make good use of the ADC dynamic range. Other common
tasks of the signal conditioning circuit are: sensor output-to-voltage conversion,
filtering, linearization and/or demodulation. The resulting analogue signal is then
digitized via the ADC. Finally, a digital system acquires, stores, processes, controls,
communicates (to other devices or systems) and/or displays the digital value with
information about the measurand. Nowadays, the most popular digital systems are
microcontrollers (µC) and Field-Programmable Gate Arrays (FPGA).

The sensor electronic interface shown in Fig. 1 can be implemented in various
ways, for example: (i) each block has its own integrated circuit (IC) and then those
are interconnected in a printed circuit board (PCB); or (ii) an application-specific IC

Sensor
Signal

conditioning
circuit

Digital
SystemADC

Analogue sig
nal

Amplifie
d analogue 

signal
Digital sig

nal

Fig. 1 Classical block diagram of a sensor electronic interface
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(ASIC) including the electronics of the four blocks shown in Fig. 1 is designed.
Intermediate solutions are also offered by the main semiconductor companies
through commercial ICs that include: (i) some signal conditioning circuit, the ADC
and the digital system (e.g. MSC1210 from Texas Instruments, TI); (ii) the sensor,
its signal conditioning circuit and the ADC (e.g. ADXL312 from Analog Devices,
AD); and (iii) the signal conditioning circuit and the ADC to measure a specific
type of sensor (e.g. ADS1232 from TI for bridge-type resistive sensors and
AD7745 from AD for capacitive sensors). These chips including the sensor together
with analogue and digital electronics are commonly known as integrated smart
sensors [2].

An alternative approach to reading some sensors (e.g. resistive [3–5], capacitive
[6–8], inductive [9, 10] and voltage-output [11] sensors) is shown in Fig. 2. This
circuit topology is known as direct interface circuit since the sensor is directly
connected to the digital system without using either the signal conditioning circuit
or the ADC [12, 13]. The digital system excites the sensor to get a time-modulated
signal that is directly measured in the digital domain through a digital timer
embedded into the digital system. In comparison with the sensor electronic interface
shown in Fig. 1, a direct interface circuit is simpler and needs fewer components.
Actually, it can be implemented with a common general-purpose 8-bit µC which is
a low-cost (say, 1 $) and low-power (say, about 1 mA in active mode and less than
1 µA in power-down mode [14]) device. Therefore, a direct interface circuit offers
advantages in terms of cost, physical space and power consumption, which is of
major interest, for instance, in autonomous sensors powered by either batteries or
energy harvesters. Furthermore, as will be shown along this chapter, the perfor-
mance of such circuits in terms of accuracy and resolution is quite remarkable
taking into account their simplicity.

This chapter reviews most of the research work carried out about direct interface
circuits for resistive sensor and is organized as follows. Section 2 describes the
operating principle of such circuits. Section 3 explains how a µC can be applied to
measure different topologies of resistive sensors. Section 4 does the same but using
FPGA applied to resistive sensor arrays. Finally, Sect. 5 takes some conclusions
and forecasts the future research work about this topic.

2 Operating Principle

Direct interface circuits for resistive sensors rely on measuring the charging or
discharging time of an RC circuit, i.e. a circuit with a resistance (R) and a capac-
itance (C), as shown in Fig. 3a. The digital system excites the RC circuit and then

Sensor Digital
System

Excitation signal

Time-modulated signal

Fig. 2 Direct interface circuit
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measures the time interval needed to charge or discharge the capacitance C to a
given threshold voltage through the sensor resistance.

The basics of the operating principle for the measurement of the charging time
and the discharging time are explained by means of Fig. 3b, c, respectively. In
Fig. 3b, assuming C initially discharged, if a step of amplitude V1 is applied to the
input of the RC circuit, then the transient response of the output voltage is

voðtÞ=V1 1− e−
t

RC

� �
, ð1Þ

and the time required to charge C from 0 to a given high threshold voltage (VTH) is

Tc =RC ln
V1

V1 −VTH

� �
, ð2Þ

which is proportional to R. On the other hand, in Fig. 3c, assuming C already
charged to V1, if a step towards ground is applied to the input, then the transient
response of the output voltage is

voðtÞ=V1e−
t

RC, ð3Þ

and the time needed to discharge C from V1 to a given low threshold voltage (VTL)
is

Td =RC ln
V1

VTL

� �
ð4Þ

which again is proportional to R. Therefore, in an RC circuit, changes of resistance
are proportionally converted to changes of time interval.

The RC circuit in Fig. 3a can be directly connected to a digital system using the
circuit topology shown in Fig. 4a, where R has been replaced by Rx (i.e. a resistive
sensor). Two input/output digital ports (pins 1 and P) are employed to excite the RC
circuit and to monitor through a Schmitt trigger (ST) buffer embedded into Pin 1 the
exponential charging or discharging voltage represented before in Fig. 3b, c,

R
C

Tc

vi vo
vi

vo

V1

VTH

t

V1

VTL
vi

vo

Td
t

(a) (b) (c)

Fig. 3 a RC circuit; b measurement of the charging time; and c measurement of the discharging
time
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respectively. This circuit can measure either the charging time or the discharging
time, but the measurement of the latter is preferable since it has lower variability.
This is because the discharging-time measurement uses the VTL of the ST buffer,
which is less noisy than the VTH used for the charging-time measurement [15]. For
this reason, the rest of the chapter always assumes that the direct interface circuit
measures the sensor resistance through the discharging time.

The circuit in Fig. 4a involves two operation stages: charging stage, and dis-
charging and measurement stage. During the charging stage, Pin 1 is set as an
output providing a digital ‘1’, whereas Pin P is set as an input offering high
impedance (HZ), as shown in Fig. 4b. Therefore, the capacitor C is quickly charged
to the analogue output voltage (V1) corresponding to a digital ‘1’, which is gen-
erally equal to the supply voltage (VDD) of the digital system. During the dis-
charging and measurement stage, Pin 1 is set as a HZ input and Pin P is set as an
output providing a digital ‘0’, as shown in Fig. 4c. Consequently, C is discharged
towards ground through Rx while a digital timer (embedded into the digital system)
measures the time interval required to do so. When the exponential discharging
voltage crosses the VTL of the ST buffer embedded into Pin 1, the timer is read and a
digital number proportional to Rx (see Eq. (4)) is achieved.

3 Interfacing Resistive Sensors to Microcontrollers

The operating principle explained in Sect. 2 can be implemented by a µC to
measure resistive sensors with a single, differential or bridge topology. Next, we
discuss the main features of both the sensor and the µC, and then we explain how to
join them to build a direct interface circuit. The uncertainty sources involved in the
measurement and the application of the proposed circuits are also reported.

Pin 1

Pin P
Rx

(a) (b) (c)

Rx Rx

C C C

1

Digital
System

HZ

‘1’ HZ

‘0’

Timer off Timer on

Digital
System

Digital
System

Fig. 4 a Basic topology of a direct interface circuit for a resistive sensor; b pin configuration
during the charging stage; and c pin configuration during the discharging and measurement stage
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3.1 Sensor

In monitoring systems based on resistive sensors, the measurand directly or indi-
rectly alters the electrical resistance (R) of a resistive element that can be modelled
as

R= ρ
l
A
, ð5Þ

where ρ is the resistivity of the material, and l and A are the length and
cross-sectional area of the conductor, respectively. Any of the three parameters
involved in Eq. (5) can be altered by the measurand, thus causing a change of
resistance.

Resistive sensors can be classified according to the number of sensing elements
that make up the sensor and how these are interconnected, with the following three
types:

(a) Single resistive sensors, with one sensing element whose resistance (Rx)
changes with the measurand, as shown in Fig. 5a. Such a resistance can be
modelled as

Rx =R0 ±ΔR=R0ð1± xRÞ ð6Þ

where R0 is the nominal resistance at a reference value of the measurand, ΔR is
the change of resistance due to (and, for some sensors, proportional to) the
measurand, and xR is the relative change of resistance (i.e. xR = ΔR/R0). These
sensors are commonly employed to measure temperature (e.g. platinum sensors
and thermistors), light (e.g. light-dependent resistors, LDR), gas (e.g. tin
dioxide gas sensors) and humidity.

(b) Differential resistive sensors, with two sensing elements (Rx1 and Rx2) that
share a terminal, as shown in Fig. 5b, and undergo opposite changes: a change
of the measurand causes an increase of Rx1 and a decrease of Rx2, or vice versa.
Such resistances can be modelled as

Rx

Rx2

(a) (b) (c)

Rx1

Rx1

Rx4

Rx2

Rx3

Fig. 5 Resistive sensor with
a single, b differential, and
c bridge topology
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Rx1 =R0ð1± xRÞ
Rx2 =R0ð1∓ xRÞ , ð7Þ

where xR is assumed to be equal in magnitude but opposite in direction for Rx1

and Rx2. Such a differential topology is quite often implemented through
potentiometric sensors that are applied to measure linear or angular
position/displacement, pressure (e.g. sensors based on Bourdon tubes) and
liquid level (e.g. float-based sensors).

(c) Bridge-type resistive sensors, with one, two or four sensing elements in a
Wheatstone bridge, thus resulting in a quarter-bridge, half-bridge or full-bridge
sensor, respectively. For the full-bridge topology shown in Fig. 5c, which is the
most popular since it provides the highest sensitivity, the four sensing elements
undergo the same xR but with opposite signs as follows

Rx1 =Rx4 =R0ð1± xRÞ
Rx2 =Rx3 =R0ð1∓ xRÞ , ð8Þ

These sensors are commonly used to measure weight (e.g. load cells based on
metal strain gages), pressure (e.g. sensors based on semiconductor strain gages)
and magnetic field [e.g. Anisotropic (AMR) and Giant (GMR) Magnetoresis-
tive Sensors].

3.2 Microcontroller

A µC is a programmable processor-based digital IC widely used in control and
measurement electronic systems. It has three main blocks embedded: (i) a central
processing unit (CPU), which executes instructions sequentially; (ii) a memory,
which saves the instructions to be executed and data to be processed; and (iii) pe-
ripherals, which enable the µC to interact with the off-chip world. The peripherals
can be digital (e.g. a timer/counter), analogue (e.g. an analogue comparator), or
mixed (e.g. an ADC). However, the direct interface circuits of interest exclusively
need digital peripherals, to be precise: input/output digital ports (if possible, with a
ST buffer embedded) and a digital timer (if possible, of 16 bits). With regard to the
number of bits of the CPU, 8 bits is enough for direct interface circuits, with the
corresponding benefits in terms of power consumption.

The tasks of the digital system shown in Fig. 4 can be implemented by a µC
following the operating principle represented in Fig. 6. First of all, the start of the
discharging-time measurement is synchronized with the timer. Once the measure-
ment has been started, the timer increases by one at every rising edge of its ref-
erence oscillator whose period equals TS. Then, when the exponential discharging
voltage crosses the VTL of the ST buffer embedded into Pin 1, the timer stops.
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In Fig. 6, the measurement result is the digital number 8, which has information
about the value of the sensor resistance included in the RC circuit.

In order to have an accurate measurement of the discharging time shown in
Fig. 6, the µC should have the following:

• A crystal oscillator as a reference for the embedded timer, whose temperature
coefficient and time drifts are very low.

• A reference oscillator of high frequency (nowadays, it can be up to tens of MHz)
to reduce the quantisation error in the discharging-time measurement. The
higher the frequency, the better the resolution, but also the higher the power
consumption.

• A capture module associated to Pin 1 (see Fig. 4) to automatically capture the
value of the timer when the voltage-threshold crossing occurs, regardless of the
instruction being executed by the CPU.

• A CPU with a power-down (or sleep) mode to suspend its activity and, hence, to
reduce the noise during the discharging-time measurement [16], provided that
the timer and the interrupt system keep working in this operating mode. This
feature is also of interest to decrease the power consumption.

• An appropriate decoupling capacitor between the power supply pins and a
suitable layout of the ground and supply tracks of the PCB to have a clean
supply voltage and, consequently, a clean VTL [15].

The measurement of time-modulated signals with a slow slew rate (i.e. a slow
transition from ‘1’ to ‘0’, or vice versa) is very susceptible to noise. In the case
shown in Fig. 6, the comparison between the two voltages (i.e. the discharging
voltage and VTL) can be erroneously triggered due to noise superimposed on either
of the two voltages, thus resulting in a wrong value of the digital number. There-
fore, any initiative promoting the reduction of trigger noise in the circuit (e.g. power
supply noise or CPU-activity noise) will improve the resolution of the
measurement.

Nowadays, there are many commercial µCs from different semiconductors
companies but with quite similar features that can be employed to build a direct

0 1 2 3 4 5 6 7 8

V1

VTL

Gnd

Timing 
starts

Timing 
stops

Reference oscillator
Embedded timer

TS

Td

Fig. 6 Discharging-time
measurement carried out by
the µC
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interface circuit. Some examples are: PIC16 family from Microchip Technology,
MSP430 family from Texas Instruments, and AVR family from Atmel. Low-power
versions of these µCs (e.g. PIC16 with extreme low power technology, or MSP430
with ultra-low power technology) are also available. Direct interface circuits have
been implemented using different commercial µCs, but the performance seems to be
fairly independent of the µC employed.

3.3 Interface Circuits

The resistive sensor topologies shown in Fig. 5 can be directly measured by a µC
through the interface circuits proposed in Fig. 7. In comparison with the circuit
shown in Fig. 4, the circuits in Fig. 7 have two additional resistors: Ri between Pin
1 and Node 1, which improves the rejection of power supply noise/interference [17]
at the expense of a longer charging stage; and Rs between Node 1 and the sensor,
which ensures that the discharging current is lower than the maximum output
current sunk by a port pin even when the sensor resistance is very low.

The direct interface circuit proposed for single resistive sensors is shown in
Fig. 7a [3], which applies the three-signal auto-calibration technique to have a
measurement result insensitive to both multiplicative and additive errors of the
circuit [18]. In order to apply such a technique, three measurements are performed
sequentially: (1) sensor measurement, which is intended to measure the discharging
time through Rx; (2) reference measurement, which is intended to measure the
discharging time through a reference resistor (Rref) whose value is known; and
(3) offset measurement, which is intended to measure the discharging time through
the internal resistance (Rp) of the port pins of the µC. The waveform of the voltage
across C in a whole measurement is shown in Fig. 8. The state of pins 2, 3 and 4 in
Fig. 7a during the discharging stages and the resulting discharging time for each of
the three measurements is summarised in Table 1, where kR = C ⋅ ln(V1/VTL).

Pin 4

Pin 2 

C

Pin 1

µC

Rx

Rref

Rs

Pin 3 

Ri

Pin 3
Pin 2 

Pin 1

Pin 4

Rs
Ri

C Pin 1
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Fig. 7 Interface circuit for a a single, b differential, and c bridge-type resistive sensor
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Using the three discharging times (Tx, Tref and Toff), the sensor resistance can be
estimated by

R*
x =

Tx − Toff
Tref − Toff

Rref , ð9Þ

which is insensitive to the tolerance and low-frequency variability of C, V1 and VTL.
A circuit similar to that shown in Fig. 7a but including diodes and switches has also
been proposed to measure remote resistive sensors cancelling the effects of the
connecting lead resistances [19].

For differential resistive sensors, we propose the direct interface circuit shown
in Fig. 7b [4], which also carries out three measurements: (1) sensor measurement
#1, (2) sensor measurement #2, and (3) offset measurement, which are intended to
measure the discharging time through Rx1, Rx2 and Rp, respectively, applying the
pins configuration indicated in Table 2. Using the three discharging times (T1, T2
and Toff), the parameter xR of the differential sensor can be estimated by

V1

VTL

Gnd

Discharging
stage

Timer starts Timer stops Timer starts Timer stops Timer starts Timer stops

Sensor
measurement

Discharging
stage

Discharg.
stage

Reference 
measurement

Offset
measurement

Charging
stage

Charging
stage

Charging
stage

Fig. 8 Waveform of the voltage across C during the charge-discharge process for each of the
three measurements involved in the circuit shown in Fig. 7a

Table 1 Pins configuration and discharging times for the circuit in Fig. 7a

Measurement Pin 2 Pin 3 Pin 4 Discharging time

Sensor ‘0’ HZ HZ Tx = kR(Rs + Rx + Rp)
Reference HZ HZ ‘0’ Tref = kR(Rs + Rref + Rp)
Offset HZ ‘0’ HZ Toff = kR(Rs + Rp)

Table 2 Pins configuration and discharging times for the circuit in Fig. 7b

Measurement Pin 2 Pin 3 Pin 4 Discharging time

Sensor #1 HZ ‘0’ HZ T1 = kR(Rs + Rx1 + Rp)
Sensor #2 HZ HZ ‘0’ T2 = kR(Rs + Rx2 + Rp)
Offset ‘0’ HZ HZ Toff = kR(Rs + Rp)
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x*R =
T1 − T2

T1 +T2 − 2Toff
. ð10Þ

Note that here it is better to estimate the measurand by means of xR rather than
Rx1 (or Rx2), since Rx1 (or Rx2) can also be altered by undesired inputs such as
temperature, thus causing multiplicative errors. Moreover, unlike the measurement
of single resistive sensors, here xR can be estimated without using any reference
resistor.

Resistive sensors in a bridge topology can be directly connected to a µC using
the interface circuit shown in Fig. 7c [5, 20]. This circuit measures four discharging
times (T1, T2, T3 and Toff) applying the pins configuration indicated in Table 3,
where the symbol “||” means in parallel. For a full-bridge topology, the parameter
xR of the sensor can be estimated by

x*R =
T1 − T3
T2 −Toff

. ð11Þ

For other bridge topologies, xR can be estimated using other time-based equa-
tions [5]. Furthermore, for sensors whose output is temperature dependent (e.g.
piezoresistive pressure sensors), the result obtained from Eq. (11) can be easily
corrected by estimating the temperature through the sensor itself [21].

3.4 Uncertainty Sources

The direct interface circuits proposed in Fig. 7 measure three (or four) discharging
times and then use them to estimate the sensor resistance or the relative change of
resistance through Eqs. (9)–(11). This operating principle involves the following
uncertainty sources:

(a) Mismatch of the internal resistances: For a CMOS µC, Rp corresponds to the
channel resistance of the NMOS transistor embedded into the output buffer that

Table 3 Pins configuration and discharging times for the circuit in Fig. 7c

Measurement Pin 2 Pin 3 Pin 4 Pin 5 Discharging time

Sensor #1 HZ ‘0’ HZ HZ T1 = kR[Rs + (Rx4||(Rx1 + Rx2 + Rx3)) + Rp]
Sensor #2 HZ HZ ‘0’ HZ T2 = kR[Rs + ((Rx3 + Rx4)||(Rx1 + Rx2)) + Rp]
Sensor #3 HZ HZ HZ ‘0’ T3 = kR[Rs + (Rx2||(Rx1 + Rx3 + Rx4)) + Rp]
Offset ‘0’ HZ HZ HZ Toff = kR(Rs + Rp)
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provides a digital ‘0’. In Sect. 3.3, we have assumed that Rp was the same for
all the port pins of the µC. However, there is a mismatch between those internal
resistances that brings about systematic errors in the measurement. If this
mismatch is considered, the estimated value ðR*

x and x*RÞ can be expressed in
function of the actual value ðRx and xRÞ for the single [3], differential [4] and
bridge [20] topology as follows, respectively,

R*
x ≈ ðRx +ΔR23Þ 1−

ΔR43

Rref

� �
ð12Þ

x*R ≈ xR −
ΔR43

2R0

� �
1+

ΔR23 +ΔR24

2R0

� �
ð13Þ

x*R ≈ xR +
ΔR35

R0

� �
1+

ΔR24

R0

� �
, ð14Þ

where ΔR23 = Rp2 − Rp3, ΔR43 = Rp4 − Rp3, ΔR24 = Rp2 − Rp4 and ΔR35 =
Rp3 − Rp5. According to Eqs. (12)–(14), we have R*

x =Rx and x*R = xR only
when the internal resistances are matched, otherwise there are offset and gain
errors. If the mismatch between internal resistances (ΔRp) is a few tenths of
ohm [3] and the sensor resistance is higher than 1 kΩ, the resulting ΔRp/R is
very low. Therefore, offset and gain errors due to internal resistances are
expected to be in the range of 0.01%.

(b) Quantisation: The starting point of the discharging-time measurement is
synchronized with the program executed by the μC and, hence, there is no
quantisation error at this point. However, the stopping point does suffer from
quantisation effects, as shown in Fig. 6. Because of these, the relation between
the discharging time to be measured (Td) and the measurement result (Tq) has a
quantisation error (i.e. Tq – Td) that ranges from –TS to 0 [4]. Equations
(9)–(11) can compensate for offset and gain errors obtained during the
discharging-time measurements, but not for the non-linearity error caused by
quantisation. This non-linearity error in the discharging-time measurement
causes offset, gain and/or non-linearity errors in the estimation of Rx and xR [4].
However, such errors are very low when a high-value capacitance (C in Fig. 7)
is employed, but at the expense of a longer measuring time.

(c) Trigger noise: The use of a high-value capacitance to reduce the effects of
quantisation can cause some non-desired secondary effects. The higher the
capacitance, the lower the slew rate at the stopping point of the
discharging-time measurement and, hence, the higher the effects of noise
coming from the supply voltage or the activity of the CPU. Due to this noise,
the discharging-time measurement shows some variability, i.e. different digital
numbers are obtained in the digital timer for the same value of the measurand,
thus limiting the resolution. Accordingly, the measurement resolution is not
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only limited by quantisation but also by the trigger noise [22]. Nevertheless and
unlike what happens with quantisation effects, trigger noise effects can be
reduced by averaging provided that the noise is random, but again at the
expense of a longer measuring time.

(d) Others: There are other uncertainty sources affecting the measurement but their
effects are expected to be less significant. A first example is the input leakage
current of the pins set as a HZ input during the discharging stage. However, in
modern low-power microcontrollers (e.g. PIC16F with extreme low power
technology), such a leakage current is 5 nA that is a million times lower than
the operating current of the circuit when measuring resistances of units of
kiloohm and, therefore, their effects are negligible. Another minor uncertainty
source is the dielectric absorption (DA) of the capacitor of the RC circuit. To
cope with that, it is not advisable the use of electrolytic capacitors whose DA is
higher than 10%, but the use of “poly” type capacitors, such as polycarbonate or
polypropylene, whose DA is lower than 0.1%.

3.5 Applications

The direct interface circuits for resistive sensors shown in Fig. 7 have been applied
to measure many physical and chemical quantities, for example: temperature [3],
magnetic field [5], atmospheric pressure [23, 24], gas [25, 26], light [27] and

Table 4 Applications of the direct interface circuits for resistive sensors shown in Fig. 7

Reference [3] [4] [5]

µC PIC16F873a AVR ATtiny2313b MSP430F123c

Supply voltage 5 V 5 V 3 V
Ref. oscillator 20 MHz 20 MHz 4 MHz
Sensor Temperature sensor

(Pt1000)
Potentiometric
sensor (1 kΩ)

Magnetoresistive
sensor (HMC1052d)

Topology Single Differential Full-bridge
Interface circuit Figure 7a Figure 7b Figure 7c
Capacitor (C) 2.2 µF 470 nF 2.2 μF
Other
components

Rref = 1470 Ω Rs = 470 Ω Ri = 120 Ω
Rs = 330 Ω Ri = 100 Ω

Meas. range [−45, 120] ºC [−100, 100]%e [75, 600] µT

Max. NLEf 0.01% FSSg 0.01% FSS 1.8% FSS
ENOBh

(measuring time)
11 b (5 ms) or
12.5 b (50 ms)

11.5 b (1 ms) or
13 b (100 ms)

7 b (50 ms)

aFrom Microchip Technology. bFrom Atmel. cFrom Texas Instruments. dFrom Honeywell. eSuch a
range means that the movable common terminal of the potentiometric sensor moves from one end
to the other. fNLE stands for non-linearity error. gFSS stands for Full-Scale Span. hENOB stands
for Effective Number Of resolution Bits
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respiratory rate [28]. The performance of these circuits in some of the previous
applications using different commercial µCs is summarised in Table 4.

Taking into account the simplicity of the proposed interface circuits, the values
of non-linearity and resolution shown in Table 4 for the first two cases [3, 4] are
quite remarkable. In these cases, the non-linearity error is mainly due to the effects
of quantisation in the discharging-time measurement, whereas the resolution is
determined by the effects of both quantisation and noise affecting the
voltage-threshold crossing. The experimental results for the third case in Table 4
[5], however, are not as excellent as the previous ones. On the one hand, this is due
to the non-linearity of the commercial sensor tested; in other words: if the direct
interface circuit in Fig. 7c measures a bridge circuit emulated by resistors instead of
such a sensor, the maximum non-linearity error of the circuit is about 0.1% FSS. On
the other hand, the lower value of resolution is due to the low sensitivity of the
commercial sensor. As a rule of thumb, direct interface circuits are able to detect
changes of resistance of about 0.1 Ω, which is a very low value when measuring a
temperature sensor [3] but not when measuring such a magnetoresistive sensor
whose dynamic range is around ±6 Ω.

4 Interfacing Resistive Sensor Arrays to FPGAs

As the complexity of the system and the number of sensors to be measured increase
(e.g. array sensors composed by a high number of sensing units), µCs may not have
enough resources to implement the techniques described in Sect. 3. In such a case,
FPGAs can be a good alternative since they have a high number of I/O pins and
also reconfigurable hardware resources to build timer-capture modules operating in
parallel. Next, we explain the main features of array sensors and FPGAs, and how
to join them to build a direct sensor-to-FPGA interface circuit.

4.1 Array Sensor

Array sensors are composed of many sensing units. These arrays are built to obtain
spatial patterns (for instance, a pressure map in tactile sensors) or exploit redun-
dancy to improve sensitivity or selectivity (for example, in electronic noses). Many
array sensors are small and implemented with microelectromechanical technologies
or conventional technologies for ICs. This is the case of smart vision chips or arrays
of thermopiles for infrared imaging. These array sensors commonly incorporate
signal conditioning circuitry on the same substrate and, hence, the concept of direct
interfacing is not the best choice for them. However, there are discrete arrays of
sensors, such as arrays of MOX gas sensors [29], whose interface with the
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processing electronics could be noticeably simplified through direct connection.
Moreover, direct interfacing is especially suitable for large-size sensors of different
shapes, for instance those made with printable electronics. Conductive polymer gas
sensor arrays [30], thermal imaging sensors [31] and tactile sensors [32] have been
implemented with these technologies.

Regarding its architecture, an array sensor with M rows and N columns can be
built with either one selection track per sensing unit in the array or organized in a
row and column fashion where many sensing units share the selection tracks, as
shown in Fig. 9a, b, respectively. The latter is obviously advantageous in terms of
cost and complexity of hardware. However, shared connections create parasitic
current paths that may originate crosstalk between sensing units.

4.2 FPGA

FPGAs are close to ASICs in terms of performance for real-time computing,
although ASICs exhibit better dynamic response-power consumption trade-off. The
main advantage of FPGAs is that they are programmable, thus allowing rapid
system prototyping at low cost. FPGAs are basically composed of cells that have
local memory such as flip-flops and are able to perform logic functions. These logic
cells are connected through switches to vertical and horizontal routing channels, so
the hardware is configurable. The same routing matrix connects the logic cells to a
high set of I/O pins. Besides the distributed local memory, FPGAs usually have
memory blocks and may incorporate more complex blocks such as multipliers.
Advanced versions of FPGA also implement processors as embedded cores, thus
resulting in powerful devices called Programmable Systems-on-Chip. The
embedded processors can be programmed in high-level languages, while config-
urable logic is programmed with graphical tools such as circuit schematics or with
hardware description languages (HDL). The main vendors of FPGAs are Xilinx and
Altera providing a large portfolio of devices with different technologies, number of

(a) (b)

Fig. 9 Architecture of an array sensor a with one selection track per sensing unit, and b addressed
in rows and columns
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I/O pins, number of logic cells, memory and dedicated resources for digital signal
processing and communications, and performance in terms of power consumption.

The architecture of an FPGA described before allows replicating the same block
(e.g. a digital timer) and, consequently, these devices are capable of parallel signal
processing and computation, which is of high interest in digital signal processing
and robotics applications. This inherent parallel processing capability increases the
bandwidth and reduces the input-output delay in control loops in comparison with
the sequential operation of a µC. In addition, since FPGAs are mainly intended to
interface to digital devices, they have a high number of I/O pins. These two
characteristics make them especially suitable to implement direct interfaces for
array sensors. Note, however, that FPGAs are more power demanding than µCs.
Moreover, FPGAs are much more limited than µCs regarding the interface to
analogue electronics because they do not commonly include ADCs or analogue
comparators.

Regarding the issues involved in the concept of direct interfacing depicted in
Fig. 4, FPGAs can easily be configured to have embedded digital timers measuring
the discharging time of the RC circuit. They also have enough I/O digital pins to
control the charge/discharge process of the RC circuit. These I/O pins, however, do
not commonly have a ST buffer. In any case, the flexibility of the FPGA allows
building dedicated hardware capture modules with similar or better performance
than that of ST buffers in terms of noise rejection. I/O drivers are flexible and can be
set in different modes such as ‘high impedance’ and ‘strong drive’. The current sunk
or sourced by an I/O pin is obviously limited, as in a µC. I/O pins also have
non-zero output impedance, which may cause crosstalk errors in the measurement
circuit. The clock block in FPGAs allows a flexible managing of the clock, for
instance to increase the frequency of the reference clock signal and reduce the
quantisation error. Current FPGAs can run at several hundreds of MHz.

Finally, the same requirements as those mentioned in Sect. 3.2 to have an
accurate measurement of the discharging time apply here. Specifically, a stable
reference oscillator, careful layout design, and decoupling capacitors are necessary.

4.3 Interface Circuits

If the measurement system has a large set of resistive sensors in an array topology,
the straightforward approach to measuring them is to use a replica of the circuit in
Fig. 7a for each sensing unit. Since the circuits for each sensor would be inde-
pendent of each other, this approach would not suffer from crosstalk between
sensors. However, a number of connections at least as high as two times the number
of sensors would be required to address the array sensor. Moreover, a capacitor and
a timer-capture module would also be needed per sensor.

A step in the direction of reducing the cost and complexity of the hardware is to
share the capacitor and the timer-capture module. This can be done with the
architecture of Fig. 9a and the interface circuit shown in Fig. 10. The array sensor is
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read as follows. First, the capacitors Cj with 1≤ j≤N are charged by setting pins
CLj to ‘1’ and the remaining I/O pins to HZ. Then, a whole row is selected by
setting its corresponding I/O pins to ‘0’. For instance, pins of the ith row Pij with
1≤ j≤N are set to ‘0’ while the remaining pins Pkj with k≠ i are set to HZ. The
capacitors are then discharged through the sensing resistances of that row and the
exponential discharging voltages across them are monitored independently by pins
CLj, which are set to HZ. A set of timers are started at the beginning of the
discharging phase and they are stopped when VTL is reached at the related column
pins. Therefore, a whole row is read in parallel. Techniques similar to those
described in Sect. 3.3 can also be applied here to improve the accuracy by adding
reference resistors. In this case, a row of reference resistors can be added to carry
out the three-signal auto-calibration technique.

Large array sensors addressed in rows and columns, as shown in Fig. 9b, can be
interfaced to the FPGA using the circuit shown in Fig. 11, where passive integrators
are replaced by active ones implemented by OpAmps. The basics of this circuit are
explained through Fig. 12 involving two stages. In the charging stage shown in
Fig. 12a, the OpAmp is shut-down by pin Sh and C is charged to V1. In the
discharging stage shown in Fig. 12b, the timer starts, the OpAmp is turned on and
the current through Rx is integrated into C. Therefore, the voltage at Pin 1 linearly
decreases until VTL is reached and then the timer stops, as shown in Fig. 12c. The
discharging time can be expressed as

Td =RxCðV1 −VTLÞ ̸V1 ð15Þ

As in Fig. 10, the array sensor in Fig. 11 is scanned so that all the resistances in
a row are measured at the same time. In a first phase, the selection pins Pi with

Fig. 10 Interface circuit for an array sensor with one selection track per sensing unit
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Fig. 11 Interface circuit for an array sensor addressed in rows and columns

(a) (b)

(c)

Fig. 12 Basic topology of the interface circuit with an active integrator employed in Fig. 11. Pin
configuration during a the charging stage, and b the discharging stage, and c the resulting
discharging time
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1≤ i≤M are set to ‘0’, CLj with 1≤ j≤N are set to ‘1’, pins Zj are set to ‘0’, Pin Sh
is set to ‘1’ and the capacitors Cj are charged to V1. In the second phase, a row is
selected and the set of timers start counting. For instance, pin Pi is set to ‘1’, thus
resulting in a voltage drop V1 across the resistances Rij. The OpAmps are turned on
by setting pin Sh to ‘0’, and pins CLj and Zj are now at HZ. Therefore, currents
iDj =V1 ̸Rij flow into the integrators and, consequently, the voltages at pins CLj

decrease until VTL is reached at every pin CLj, with the corresponding stop of the
timer. At this time, Zj is set to ‘0’ so as to avoid that the voltage at the inverting
input of the OpAmp grows and interferes the measurement of other resistances.
Note that the columns in Fig. 11 are virtually grounded thanks to the negative
feedback loop of the OpAmp, thus following a common strategy [33] to short
circuit the non-selected resistances and, hence, to avoid any contributing parasitic
current to the output.

The total number of I/O pins dedicated to address the array sensor is ðM +1Þ×N
in Fig. 10, whereas is 2 ×N +M +1 in Fig. 11. For instance, an array of 8 × 8
resistances requires 72 I/O pins in Fig. 10, but 25 in Fig. 11.

4.4 Uncertainty Sources

The interface circuits for array sensors shown in Figs. 10 and 11 suffer from
uncertainty sources similar to those described in Sect. 3.4. However, additional
errors arise due to the I/O features of the FPGA and to the array nature of the
sensors. These novel uncertainty sources are described next.

(a) Trigger noise: As said in Sect. 3.4, trigger noise alters the threshold voltage
and the discharging voltage signal, so the discharging time is affected in con-
sequence. The use of an I/O pin with a ST buffer in µCs reduces this uncer-
tainty because crosses of the discharging signal with the threshold after the first
one are ignored thanks to the hysteresis of the buffer. Unfortunately, FPGAs
generally do not have ST input buffers so the contribution of the trigger noise is
significant in a straightforward realization where the output of the input buffer
is used to stop the timer. Embedded resources of the FPGA can be configured to
build smart capture modules [34] that detect the first change of logical value at
the input buffer when the input signal reaches the threshold (label F in Fig. 13).
This can be done by adding positive feedback in digital circuits to achieve the
memory of the hysteresis cycle or with a level triggered latch. In addition, the
flexibility of the storage elements in the FPGA to be synchronized with both
edges of the clock signal, and also the detection of not only the first (label F in
Fig. 13) but the last (label L in Fig. 13) transition at the output of the input
buffer can be exploited to carry out averaging. This actually filters part of the
trigger noise and achieves more precision without losing bandwidth.

(b) Crosstalk: An additional source of uncertainty in the sensor topologies shown in
Fig. 9 with respect to those described in Sect. 3 is crosstalk. The sharing of circuit
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components to lower the cost has the drawback of introducing such an error. As a
consequence, the timing does not depend only on the value of the resistance that is
being measured but also on the value of other resistances in the array.

Regarding the interface circuit in Fig. 10, crosstalk is mainly due to parasitic
capacitances associated to connection tracks and I/O buffers set at HZ. If they are
taken into account, the discharging circuit is not that in Fig. 4c but the one depicted

Fig. 13 Effects of trigger noise when a ST buffer is not employed

Fig. 14 Crosstalk due to the parasitic capacitances in the interface circuit shown in Fig. 10
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in Fig. 14 for the column j, where Cpkj with 1≤ k≤M and k≠ i are such parasitic
capacitances. For a given Rij, the higher the resistance of the non-selected rows, the
shorter the discharging time Tdij, while its maximum value will be registered when
all these resistances are minimum. Therefore, a higher range of resistances increases
the difference between the minimum and maximum values of Tdij due to crosstalk
and the uncertainty in Tdij in consequence. A worst case estimation can be done for
a maximum range. In this case, for Rkj →∞ with 1≤ k≤M and k≠ i, Tdij is min-
imum and takes the value

TdijðminÞ =RijCjln
V1

VTLj

� �
. ð16Þ

On the other hand, for Rkj → 0, Tdij is maximum and results in

TdijðmaxÞ =RijCeqijln
V1

VTLj

� �
, ð17Þ

where Ceqij =Cj + ∑M
k=1
k≠ i

Cpkj. Therefore, TdijðminÞ ≤ Tdij ≤ TdijðmaxÞ and its actual

value depends on the specific values of the remaining resistances in that column.
For a uniform distribution of these resistances, the relative standard uncertainty of
Tdij generated by crosstalk is given by

uðTdijÞ
Tdij

=

∑
M

k=1
k≠ i

Cpkj

ffiffiffiffiffi
12

p
Cj

, ð18Þ

From (18), the higher the aggregated parasitic capacitance with respect to Cj, the
higher the relative uncertainty. Such an aggregated parasitic capacitance increases
with M and depends on the circuit layout and technology used to implement it. The
relative uncertainty in (18) can be reduced with a higher value of Cj, although there
is a tradeoff with the measuring time and with the trigger noise since both increase
with Cj. On the other hand, a high value of Cj reduces the uncertainty due to
quantisation. The aggregation of the errors caused by all these sources determines
the resolution of the measurement.

The circuit in Fig. 11 is subjected to more crosstalk error sources than that in
Fig. 10. The three main error sources are: (i) the internal resistance of the output
buffer that sources current to the selected row (i.e. Rpi in Fig. 15), (ii) the internal
resistance of the output buffer that sinks current from the column once the dis-
charging process has ended (i.e. Rnj in Fig. 15), (iii) the input offset voltage of the
OpAmps (i.e. Voff in Fig. 15). Because of these, the discharging time does not
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depend only on the resistance being measured but also on other resistances in the
array.

As for the effects of Rpi in Fig. 15, the discharging time in (15) is modified as

Tdij =RijCj
V1 −VTLj

V1

Rpi +Reqi

Reqi
, ð19Þ

where Reqi is the equivalent parallel resistance of the resistances in the row selected.
Note from (19) that the lower Reqi with respect to Rpi, the higher the crosstalk. This
imposes a lower limit of the range of resistances and also limits the number of
columns in the array for a given accuracy. The addition of known reference resistors
in a new reference column is proposed in [35] to obtain the following expression

Tdij =
Rij

Ric

Cj

Cc

V1 −VTLj

V1 −VTLc
Tdic, ð20Þ

where Ric, Cc, VTLc and Tdic are the row resistance, the capacitor, the input buffer
threshold voltage and the discharging time associated to the reference column,
respectively. Since the other resistances in the array are not in (20), the crosstalk
caused by Rpi is cancelled. Moreover, the use of known reference resistors in
another new reference row provides an expression of the discharging time that only
depends on the known value of the reference resistors and the measured discharging
times associated to these resistors and Rij [35].

The crosstalk caused by Rnj in Fig. 15 is related to the role of pin Z to clamp the
voltage at the column to zero. As said in Sect. 4.3, since non-selected rows are also
driven by a zero voltage signal, parasitic resistive paths are in principle short

Fig. 15 Crosstalk due to the I/O driver impedance and the input offset voltage of the OpAmp in
the interface circuit shown in Fig. 11
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circuited and then crosstalk is reduced. However, if the sensor resistance to be
measured is low, the current sunk by Pin Z is high, thus generating a voltage rise at
the column that causes parasitic currents and then crosstalk errors. This error can be
neglected for high enough values of the sensor resistance (see Table 5 in Sect. 4.5).
A minimum resistance is also required to accomplish with the maximum current
that is able to source the pin that selects the row and to sink the pin Z. A direct
strategy to overcome this limitation and reduce the crosstalk errors consists in
adding external resistors in series with Rpi to limit the current. In this case, note that
Eq. (20) is still valid since the measurements obtained from the reference column
provide indirect estimations of these resistances.

Another alternative to reduce the crosstalk caused by Rnj consists in ensuring that
OpAmps always work in the linear region so the negative feedback imposes always
a voltage close to ground. This is achieved if the range of resistances values is set to
guarantee that the longest discharging time corresponding to the highest resistance
is short enough to avoid that the output of the OpAmp of the column that reads the
smallest resistance (i.e. shortest discharging time) saturates. This is achieved if

RL ≤Rij ≤
V1

V1 −VTj
RL, ð21Þ

where RL is the lowest resistance value in the array. A strategy to increase the range
imposed by (21) is the reading of two rows at the same time, the one being scanned
and a reference row with known resistances. In this way, the reference resistors are
in parallel with the ones being read and the equivalent maximum resistance is
lowered, so Eq. (21) is met by the equivalent parallel resistances but the actual
range of the resistances in the array is much higher [35].

Table 5 Applications of the interface circuits shown in Figs. 10 and 11

Reference [37] [35]

FPGA Spartan3ANa Spartan3ANa

OpAmp – TLV2475Nb

Supply voltage 3.3 V 3.3 V
Ref. oscillator 50 MHz 50 MHz
Technology PCB, insertion sockets, axial-lead discrete resistors
Sensor topology Figure 9a Figure 9b
Sensor size M = 7, N = 8 M = 8, N = 6
Interface circuit Figure 10 Figure 11
Capacitor (C) 47 nF 47 nF
Meas. range [200, 7350] Ω [556, 3159] Ωc/[3296, 9975] Ωd

ENOB (scan time)e 12.2 b (5 ms) 7.9/8.6 b (5 ms)
Max. NLE 0.028% FSS 0.038% FSS/0.037% FSS
aFrom Xilinx. bFrom Texas Instruments. cThe OpAmp output does not saturate, i.e. Eq. (21) is
satisfied. dThe voltage at column jth is clamped to zero voltage with pin Zj when the threshold is
reached. eScan time is the time to read the whole array
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The input offset voltage of the OpAmps in Fig. 15 is also a source of crosstalk
error because it changes the voltage at the corresponding column with respect to
ground, thus causing parasitic currents in the array. Input bias currents of the
OpAmps also introduce error since they are added to the current being integrated
and change the discharging time. A procedure is proposed in [35] to reduce these
second-order effects where two reference rows and one reference column with
known resistances are added to the array. The target resistance Rij can be expressed
as a function of the known resistors and the associated discharging times only, and
the effects of the offset voltages and bias currents are cancelled.

4.5 Applications

The interface circuits presented before have been applied to the measurement of
tactile array sensors in [36] using an FPGA as a digital system. In addition, [37] and
[35] report results for the interface circuits shown in Figs. 10 and 11 applied to the
measurement of a generic array sensor made of discrete-lead axial resistors in
insertion sockets on a PCB. Table 5 shows a summary of the results for different
resistive ranges. Note that the time to read the whole array is 5 ms in all cases so a
very fast scanning is achieved thanks to the parallel acquisition. Moreover, a res-
olution as high as 12.2 ENOB for the circuit in Fig. 10 was experimentally mea-
sured for two times the standard deviation as error estimation and 500 samples. The
circuit in Fig. 11 requires much less I/O pins to address the array at the expense of
more complex circuitry with more uncertainty sources. A resolution around 8 bits
was reached, although it can increase for higher resistance values and wider
measurement ranges.

5 Conclusions

After explaining such circuits and techniques for the direct connection of resistive
sensors to digital systems, the following conclusions can be drawn:

• Direct interface circuits clearly simplify the measurement chain because neither
an amplifier nor an ADC are needed between the sensor and the digital system.
The key element is a digital timer that measures the charging/discharging time
of an RC circuit formed by the resistive sensor and a known capacitor.

• A common low-cost general-purpose 8-bit µC can be the core of these sensor
interfaces without requiring any on-chip ADC, OpAmp or analogue comparator.
For resistive sensor arrays, the use of an FPGA is more advisable because
different resistances of the array can be measured in parallel through a set of
timers running simultaneously.
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• In spite of their simplicity and low cost, these sensor interfaces have a satis-
factory performance in terms of linearity and resolution and, therefore, they are
very attractive for medium-accuracy, medium-resolution applications. A mea-
suring time of around units or tens of millisecond can be their main limitation if
the quantity to be measured changes quite fast.

• Since very similar results have been obtained when using different commercial
digital systems from different manufacturers, the design of these sensor inter-
faces can be considered independent of any specific device or IC from any
manufacturer.

From the authors’ point of view, future research work on direct interface circuits
could be focussed on the following directions:

• The analysis of the limitations when measuring resistive or capacitive sensors
subjected to dynamic changes, and not quasi-static changes as considered so far.

• The direct measurement of other types of sensor. For instance, the use of digital
timers to directly measure sensors providing an amplitude-modulated sinusoidal
voltage signal.

• The use of new digital peripherals, such as configurable logic cells, embedded
into the new generation of µCs to improve the performance of the proposed
sensor interfaces and/or to develop novel operating principles.
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Interfaces for Autarkic Wireless Sensors
and Actuators in the Internet of Things

Hubert Zangl, Stephan Muehlbacher-Karrer and Raiyan Hamid

Abstract Wireless devices need to operate without connection to an energy source

autarkically see below over a long time. As energy harvesting is limited this also

implies that power and energy management are a major concern. Thus, the devices

are often extremely reduced in terms of capabiltities and availability. Nevertheless,

accessing such devices from the internet should still be easy and hassle-free. We

show how the ISO/IEC/IEEE 21450-2010 smart transducer standard can be used for

this purpose. In addition, we provide an overview of common concepts that might be

used in a similar way. Furthermore, we discuss requirements with respect to various

energy modes.

1 Introduction

In the Internet of Things (IoT) many devices covering a huge range of applications

from home automation over automotive to industrial applications are interconnected.

The scale ranges from a single constrained device up to massive cross-platform

deployments of embedded technologies and cloud systems exchanging information

in real-time.

Numerous legacy communications protocols exist and numerous emerging com-

munication protocols are developed in order to tie everything together. With respect

to standardization, many alliances and coalitions have been created in order to unify

the somewhat unstructured organic growth of the IoT landscape. That limit the poten-

tial applications of the IoT. The fragmentation between the protocols utilized for

communication within and across resource-constrained devices and resource-rich

devices is not foreseen to change in the near future [1].

Sensors and actuators will play an important role in the IoT and embedded

devices are expected to be dominant in the IoT [2]. Many of these devices may be

H. Zangl (✉) ⋅ S. Muehlbacher-Karrer ⋅ R. Hamid

Institute of Smart Systems Technologies, Alpen-Adria-Universitaet Klagenfurt,

Klagenfurt, Austria

e-mail: hubert.zangl@aau.at

© Springer International Publishing AG 2017

B. George et al. (eds.), Advanced Interfacing Techniques for Sensors,
Smart Sensors, Measurement and Instrumentation 25,

DOI 10.1007/978-3-319-55369-6_5

167



168 H. Zangl et al.

Fig. 1 A typical transducer node architecture consists of several main blocks: a power supply unit,

a sensing or actuating subsystem, a processing and storage unit and a communication subsystem

wireless. True wireless sensors and actuators are either battery powered or come with

an energy harvesting system. However, if the operation should be over a long time,

power and energy considerations are a major concern. From the user perspective

the access of the sensors should be as intuitive as possible to provide a high usabil-

ity. This access will mainly be realized with software interfaces using certain proto-

cols. A typical configuration of an autarkic, i.e. self-powered wireless sensor/actuator

device is depicted in Fig. 1.

Even though the general structure is similar, the actual implementation of such

a wireless device may be quite different depending on the field of application. For

outdoor weather monitoring systems, large photo voltaic cells may be used and the

available energy may be quite sufficient to power long range wireless communication

using cellular networks. In other situations, e.g. indoor sensors for Heating, Ventila-

tion and Air Conditioning (HVAC) systems, the size of the devices may be limited.

Considering photo voltaic energy harvesting, indoor light intensities can also very

low, such that we obtain a very energy constraint system. In this contribution we

focus on such constrained situations, where energy management becomes a major

concern. Such systems will be in sleep mode as much as possible and limit transmis-

sion of data as much as possible.

Some typical IoT configurations are shown in Fig. 2. As we are interested in wire-

less sensors (and actuators) that should operate over a long time or survive solely by

energy harvesting, we may prefer designs, where the sensors are not directly acces-

sible using IPv4 or IPv6 protocols. Instead, we use a gateway (no power constrains)

that can be accessed directly from the internet. The communication between the gate-

way and the sensor does not have to be Internet Protocol (IP) based (yet it could).

Gateway and server may be the same device (as in example (b)) or may be separated

devices that would then also communicate using the IPv4/IPv6 network.

This chapter is structured as follows: In Sect. 2 we discuss energy management

and energy saving mechanisms, in Sect. 3 we analyse requirements with respect to
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Fig. 2 Examples (non-exhaustive) for the communication between a sensor (“data source”) and

a client (“data sink”) in the IoT. a Both client and sensor are linked to the IPv4/IPv6 internet, the

sensor directly acts as a server. b Both client an sensor do not directly use IP but are linked to the

internet by means of gateways. c As in (b) but here the client connects directly using IPv4/IPv6.

d Both sensor and client communicate directly using IPv4/IPv6. However, an additional server,

e.g. a cloud service or a message broker, relays the information. The server may actually store

and preprocess the data of many sensors. As the processing is moved to a powerful server, the

complexity of the sensor node can be reduced. e Same as (d) but with an additional gateway

autarkic wireless sensors and actuators, in Sect. 4 we provide an overview of cur-

rent approaches used in the Internet of Things. Finally, in Sects. 5–7 we specifically

discuss the use of ISO/IEC/IEEE 21450-2010 for autarkic wireless sensors.
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2 Energy Management of Wireless Sensors

Energy management is essential for autarkic sensors, i.e. sensors that are powered

solely by energy they can harvest from the environment and do not require exchange

or recharge of batteries. For such devices, the maintenance effort is low, which is

mandatory considering that the number of such devices is constantly increasing.

Figure 3 sketches the power consumption for different subtasks of a typical autarkic

wireless sensor as shown in Fig. 1. In order to determine the actual energy require-

ments, it is also important to consider the relative active times, as exemplarily illus-

trated in Fig. 4 [3].

Basically, according to these illustrations, reducing the average power consump-

tion of a wireless transducer can only be achieved by two mechanisms:

1. Be in sleep mode as long and as often as possible (Reduction of active time).

2. Use low power modes for each task as much as possible.

This not only holds for autarkic sensors but can also be extended to autarkic actuators.

However, actuation typically comes with very high power consumption and can thus

only be active for very short periods. It is also possible that modules offer different

power levels, e.g. transmitter power (see [4]), receiver sensitivity, accuracy of the

acquisition system and strength of an actuation may be adjustable. In addition, power

consumption can also be reduced on the receiver side by low power listening and

clear channel assessments as implemented, e.g. in the B-Mac protocol [5].

The two mechanisms described above do come at a price. The reduction of the

active time may lead to lower measurement rates and increased latency. Low power

modes for transmitter and receiver may lead to shorter communication ranges, lower

Fig. 3 Example of the power consumption of modules within a wireless transducer. The bar’s

annotations correspond to examples for transmission power (transmitter), receiver sensitivity

(receiver), measurement uncertainty (acquisition) and actuation intensity (actuation)
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Fig. 4 Example of active time of different modules of a wireless transducer. As transmission is

triggered by the transducer itself, it is only in active mode as long as needed. In contrast, if bi-

directional, asynchronous communication the receiver needs to be in active mode for much longer

times than for actual data transmission. The active time of sensors and actuators varies of large

scales depending on the application and implementation but may be significant

data rates, higher probability of packet loss and higher latency. Low power modes

for data acquisition modules may lead to higher uncertainty. Lowering power for

an actuator may lead to slow responses or even to the failure to perform a desired

action. For practical applications it is therefore important that the concepts are com-

paratively simple [6]. This has to be taken into account for the definition of the trans-

ducer interface.

If we use a networked sensor, the user (or client) should somehow be notified

of these energy related properties of the device. While classically, only the state of

charge of the battery is reported, there are many more aspects that could be consid-

ered. A universal sensor interface should provide mechanisms that this information

can be conveyed.

As mentioned above, one of the most common means to reduce the average power

consumption of wireless sensors is duty-cycling, i.e. to reduce the active time as

much as possible, e.g. by a reduction of the measurement rate. In the following we

present two other examples how reduction of average power consumption of wireless

sensors can be reduced. These can be applied, e.g. when a very accurate wireless sen-

sor is used in an application where high accuracy is not needed at all or at least only

under certain circumstances. Then we may save energy and thus extend operation

time by reducing the measurement accuracy.
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Fig. 5 Measurement block incorporating the bridge measurement circuitry (R1, R2, R3 and R4),

a signal conditioning and data conversation block and a DC-DC converter which can be powered

on and off by a digital controller. In addition, a buffer capacitor C and a switch SW is used to turn

on and off the measurement bridge to reduce the power consumption

2.1 Energy Efficient Acquisition: Trading Energy Versus
Accuracy

In this Section we illustrate by means of a simple example that different modes of

the data acquisition submodule can be beneficial. Basically, we are trading energy

and power consumption versus accuracy [3].

The concept is exemplarily depicted in Fig. 5 for a bridge measurement circuitry.

Bridge resistors, e.g. for strain gauges or pressure sensors, typically have compara-

tively low impedances in the order of k𝛺.

In order to achieve reasonable Signal to Noise Ratios (SNRs) it is thus necessary

to use substantial currents. While the SNR increases with the current in the resistors,

so does the power consumption

P = I2t ∗ Rt (1)

where It represents the total current and Rt the total resistance. Reducing the current

by a factor of 10 will decrease the SNR by 20 dB but also the power consumption is

reduced to, actually by a factor of 100.

Calculating the power consumption from the resistors and the auxiliary bridge

voltage we obtain

P =
(

1
R1 + R2

+ 1
R3 + R4

)
∗ V2

in (2)

This means that the power consumption is nonlinear in the voltage. If we assume

an adjustable voltage, we obtain a nonlinear relation between the parameter voltage

and power consumption. However, in order to predict the power consumption for a

certain choice of the voltage, this nonlinear relation should be provided in an elec-

tronic data sheet of the device. Additionally, it should be described how the choice

of the voltage affects the uncertainty of the measurement result, which can easily be

determined for changing parameters using software tools [7]. An approach for such a
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Table 1 Example for power consumption versus combined standard uncertainty for a bridge circuit

as shown in Fig. 5 [3]. With less power used for the bridge supply voltage, the standard uncertainty

of the measurement result for the unknown bridge resistor R1 increases. However, when the higher

uncertainty can be accepted in the application, significant power savings can be achieved

Supply voltage Vin Standard uncertainty u(R1) Power consumption P
V m𝛺 mW

0.1 400.3 0.01

0.8 52.9 0.6

1.6 30.4 2.6

3.3 21.1 11

description based on ISO/IEC/IEEE 21450-2010 is provided in Sect. 5 [3]. Example

data is provided in Table 1.

2.2 Energy Efficient Data Transmission: Trading Energy
Versus Accuracy

Communication has often a major share of the total energy consumption of a wire-

less sensor. Consequently, reducing the number of transmissions can be a useful

approach. Actually, the costs to transmit a single byte or a small payload may not

be that much different, as we typically have a minimum costs due to start up period,

synchronization, collision avoidance etc. So up to a certain packet size, the costs

of a transmission do not significantly increase. Depending on the permitted latency,

we may make use of a buffered transmission, i.e. collect several measurements and

transmit it at once.

This idea can be extended if we can compress the data. Basically, any lossless

data compression method could be used. However, in a resource constrained device,

the algorithms must remain simple. A simple yet lossy approach is to only transmit

data when a significant change has occurred or the elapsed time since the last trans-

mission would otherwise exceed the maximum permitted latency time (this ensures

a heartbeat signal). Again, it is necessary that the client and the sensor can exchange

information, i.e. on the one hand what changes are significant for the client and on

the other hand how much energy can be saved on the sensor side.

The concept is illustrated in Fig. 6. Note that data reduction not only helps to save

power but also helps to significantly reduce the load in the communication channel.

Similar approaches have been used in many applications ranging from data compres-

sion (e.g. [8]) to process control (e.g. [9]). Another (in terms of power consumption)

similar approach suggested in [10] could also be treated in a similar way.

It should be noted that triggered transducer configuration may also have an influ-

ence on the acquisition system. For instance, the trigger may be implemented in the
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Fig. 6 Example for a simple data reduction approach [11]. Here, a capacitive hand detection sen-

sor for a steering wheel only transmits data when the signal changes significantly (the level for

significance can be adjusted) or the maximum latency (2 s) has expired. Consequently, during the

transition of the signal (region “A”) many samples are transmitted, whereas in the steady phase

(“B”) only a heartbeat signal is transmitted. In comparison to the lossless compression in [12]

(where every signal change is compressed and transmitted) this approach discards data which does

not contain new information to the receiver. However, there is no information loss due to the fact

that the receiver knows that the signal stays at a certain level as long as it does not get a new package

from the transmitter. This approach trades energy savings against an increase of the uncertainty of

the data

Fig. 7 Sketch of a trigger circuitry. The microcontroller including an ADC and transmitter unit are

in sleep mode as long as the measurement signal is within a predefined range of 2Δ (see Fig. 6). If

the measurement signal is not in the range, the analog trigger circuitry fires a wake up interrupt to the

microcontroller and the measurement data is transmitted via the transmitter unit. The configuration

channels of the analog trigger circuitry are used to set the value of Δ

analog domain with highly power efficient analog comparators and Digital to Analog

Converters (DACs). Such a configuration is shown in Fig. 7. Note that we can apply

the same strategy as described in Sect. 2.1. Two embedded actuator channels may be

used to assign the limits for the change identification. The power consumption for
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the acquisition module will now be different for the triggered and the non-triggered

mode.

3 Requirements on Protocols and Standards with Respect
to Autarkic Wireless Sensors

Our aim is to provide quick and easy access to autarkic wireless devices. This

implies:

∙ No specific software should be required to access sensors and actuators, read and

understand sensor data, write actuator data and set configurations.

∙ Sensor responses should be human readable and also machine readable.

∙ All necessary information (i.e. the electronic datasheet) should be stored within

the devices, not just references to some server. This allows that such local devices

can be used and configured without the need to have direct access to the internet.

Additionally, no long term support (hosting of information) from the manufacturer

or a vendor is needed.

∙ Energy and power related aspects should be covered, i.e. different situation depen-

dent configurations (with varying performance and energy requirements) should

be possible. Standardized descriptions of the capabilities should be provided.

Analyzing above requirements, we find that the ISO/IEC/IEEE 21450-2010 [13]

standard covers several of these. It provides a Hypertext Transfer Protocol (HTTP)

Application Programming Interface (API) that allows to access sensors solely by

a web browser. It defines Transducer Electronic Datasheets (TEDS), suitable to be

stored in the device itself. With different data formats provided (html, xml and text)

the responses are both human and machine readable. Energy and power related

aspects of wireless sensors are not been directly addressed in the standard but can

be implemented, e.g. in the manufacturer specific part of the TEDS as proposed in

[3]. More details on ISO/IEC/IEEE 21450-2010 are discussed in Sect. 5.

4 Overview of Current IoT Approaches

In the following we provide a brief overview of related protocols and standards, with

a focus on sensors.

4.1 Infrastructure Internet

In Fig. 2 the IPv4/IPv6 internet connects all the devices. We consider this network

as the backbone of the IoT. We refer to the “Internet” as the global network, where

all connected devices could (if not prevented by firewalls) communicate with each

other using IPv4/IPv6 by knowing the address or an associated name.
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∙ IPv4: Internet Protocol version 4 (IPv4) is the fourth version of the IP and is

described in Internet Engineering Task Force (IETF) publication RFC 791 (Sep-

tember 1981) [14]. As of 2016 it still routes most internet traffic today despite

the ongoing deployment of a successor protocol, IPv6 [15]. IPv4 is a connec-

tionless protocol for packet-switched networking on the network layer accord-

ing to the Open Systems Interconnect (OSI) model [16]. The protocol does not

ensure packet delivery, correct packet sequencing and packets may be duplicated.

If needed, these aspects have to be handled on next upper transportation layer and

their protocols, e.g. TCP, UDP etc.

IPv4 uses a 32-bit address space and is thus theoretical limited to 4.29 × 109
addresses, which has been considered insufficient for the future internet. This has

led to the development of IPv6.

∙ IPv6: [17] is intended to replace IPv4 on the OSI network layer. Besides other tech-

nical benefits, a main advantage is the larger address space. IPv6 uses 128-bits for

device addressing, usually represented as eight groups of four hexadecimal dig-

its, separated by colons, e.g. 2001:0db8:0000:0042:0000:8a2e:0370:7334. With

about 3.4 × 1038 addresses it is believed that this will be sufficient for the future

internet, even though not all of the addresses can be used as some of them are

reserved for special use. Google statistics report that as of June 2016 about 12%

of accesses to their servers are over IPv6.

∙ 6LoWPAN: is an acronym of IPv6 over Low power Wireless Personal Area Net-

works. 6LoWPAN is an open standard defined in RFC 6282 [18] by the IETF.

6LoWPAN introduces an adaptation layer to be able to transmit IPv6 datagrams

over IEEE 802.15.4-Based wireless networks [19]. It allows IPv6 packets to be

transported within small link layer frames as those defined by IEEE 802.15.4.

It has also been adapted and used over a variety of other networking media

such as sub-1 GHz low power Wi-Fi, Bluetooth Smart, and Power Line Control

(PLC) [20].

∙ TCP: The Transmission Control Protocol (TCP) provides reliable, ordered, and

error-checked delivery of a stream between applications running on hosts commu-

nicating over an IP network [21] on the transportation layer. In order to achieve

this, it uses acknowledgment and retransmission of lost packets.

∙ UDP: In contrast to TCP, the User Datagram Protocol (UDP) [22] is a connec-

tionless transmission model on the transportation layer. With it, a device can send

messages to other hosts using an IP network without the need of a prior connection

setup. Thus it is simple, yet it does not guarantee delivery, ordering or duplicate

removal. It avoids overhead of acknowledgment and retransmission and is thus

favorable, e.g. for real-time or streaming applications, where retransmission of

lost packets is not useful.
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Table 2 IoT application protocols (adapted from [23])

4.2 Data Protocols

While IPv4/IPv6 in combination with TCP or UDP ensure the data transmission

between two end points (transportation-oriented), it is also necessary to define how

this data communication is used, i.e. how requests and responses are described and

how the data is transported (application-oriented). Table 2 provides a comparison

of a selection of common protocols. Besides Message Queue Telemetry Transport

for Sensor Networks (MQTT-SN) these have in common that they are based on

TCP or UDP and thus using the IPv4/IPv6 internet. Most protocols provide a pub-

lish/subscribe approach, HTTP only provides a request/response approach. Security

is provided using the standard Secure Socket Layer (SSL) or Datagram Transport

Layer Security (DTLS) protocols.

∙ REST HTTP: REST stands for Representational State Transfer [24]. It constraints

the client server interaction to be stateless, i.e. each request from client to server

must contain all of the information necessary to understand the request by the

server. The server does not store and context, states are entirely kept by the client.

REST is usually used with HTTP and provides a simple approach to use HTTP

request to read, write or delete data.

∙ CoAP: The Constrained Application Protocol (CoAP) [25] is an application layer

protocol that is intended for use in resource-constrained internet devices, such as

Wireless Sensor Networks (WSN) nodes. It realizes a subset of REST common

with HTTP but optimized for Machine-to-Machine (M2M) applications. CoAP

can be used for refashioning simple HTTP interfaces into a more compact protocol.

It also offers features for M2M such as built-in discovery, multicast support, and

asynchronous message exchanges.

∙ MQTT: It is a lightweight publish-subscribe-based messaging protocol for M2M

communication on top of the TCP/IP protocol [26]. It requires a message broker
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such as Mosquito [27], which is responsible for distributing messages to interested

clients (compare Fig. 2d).

∙ MQTT-SN: It is a lightweight publish/subscribe middleware specifically designed

for embedded devices on non-TCP/IP networks, such as Zigbee. MQTT-SN is

close to MQTT, but redesigned to deal with the requirements of WSN such as

high link failures, low bandwidth, etc. and resource limited devices in terms of

energy, processing power, memory, etc. [28] (compare Fig. 2e).

∙ XMPP: Extensible Messaging and Presence Protocol represents an open technol-

ogy for real-time communication, which aims to power a wide range of appli-

cations including instant messaging, presence, multi-party chat, voice and video

calls, collaboration, lightweight middleware, content syndication, and generalized

routing of XML data. The core specifications for XMPP are developed at the IETF

[29]. An extension of XMPP specifically addresses sensor data in the IoT [30]. As

of 2016, the status of the extension is “experimental”.

∙ DDS: Data-Distribution Service for Real-Time Systems represents a middleware

standard developed by the Object Management Group (OMG). It directly addresses

data centric publish-subscribe communications for real-time and embedded sys-

tems [31]. In particular it provides control of Quality of Service (QoS) parameters,

including reliability, bandwidth, delivery deadlines, and resource limits. It uses a

background discovery protocol to automatically find data. DDS systems are typi-

cally more contained, i.e. not spread across Wide-Area Network (WAN).

∙ AMQP: Advanced Messaging Queuing Protocol is an open internet protocol for

business messaging [32], often used for server to server communication, yet it also

finds applications in the IoT. Originating from banking industry, a main focus is

on not losing messages, regardless of failures or reboots.

∙ STOMP: Simple (or Streaming) Text Oriented Message Protocol [33] is a sim-

ple text based interoperable protocol designed for asynchronous message passing

between clients via mediating servers (brokers), similar to MQTT. STOMP is a

frame based and assumes a reliable 2-way streaming network protocol (such as

TCP) underneath. Being text-based, it is possible to directly communicate with a

server, e.g. using a telnet connection.

Beside this selection of common protocols numerous other protocols have been

developed and all of them come with certain advantages and disadvantages. The best

choice will depend on the number of devices, required response times, etc. Servers

often support multiple protocols so that clients using different protocols can access

the same data.

4.3 Semantics

Semantics in this context means that sensors are described in a standardized, typi-

cally machine-interpretable representation. As much of the IoT potentials is due to

the capabilities of low-cost and energy-efficient sensors (and actuators) with mature
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wireless communication capacities and the interests in integrating the physical into

the cyber worlds such semantics can help to handle the heterogeneity of things and

to infer new knowledge together with other intelligent processing techniques [34].

Additionally, if the relation between performance and power consumption can be

included in such a device description, an intelligent adaptive energy management

becomes possible (compare Sect. 2).

Besides TEDS defined in [13] (compare Sect. 7), many other approaches to

describe sensors have been suggested. In the following we briefly describe some

prominent examples.

∙ SensorML: It provides standard models and an XML encoding for describing sen-

sors and measurement processes [35]. It originates from geospatial sensing and

thus includes location information but it is not limited to such applications. Defin-

itions of metrological terms are partially different compared to the field of metrol-

ogy as defined in [36, 37].

∙ EDDL: The Electronic Device Description Language is used in several industrial

standards. An Electronic Device description (EDD) based on EDDL is usually

provided by the manufacturer of a device. It is not stored in the device itself and it

needs an interpreter to be executed. It is rather a programming language, e.g. for

user interfaces in the Industrial Internet of Things (IIoT) and Industry 4.0 [38].

∙ Semantic Sensor Net Ontology—W3C: This ontology describes sensors and obser-

vations they make of the physical world using definitions of classes and proper-

ties (e.g. measurement range, latency, attached system) [39]. With respect to the

‘quality of results’ is uses the term measurement accuracy, which [36] defines as

non-quantitative.

∙ Wolfram Language: Connected Devices provide symbolic representations

of devices [40]. The devices can be accessed with a standard set of

Wolfram Language functions like DeviceRead, DeviceExecute, DeviceReadBuffer

and DeviceReadTimeSeries. It has a large number of devices in the database,

yet not all device descriptions are very detailed. Currently, the support with, e.g.

respect to measurement uncertainty appears limited.

4.4 Power Efficient Lower Layer Wireless Sensor Protocols

Numerous wireless technology standards such as WIFI, NFC, ANT, IEEE 802.15.4,

ZigBee, WirelessHART, Bluetooth SMART, LoRaWAN etc. as well as proprietary

solutions are used for the lower layer of wireless communication between sensors and

the internet. From the perspective of the sensor interface as seen from the internet, it

should not make a difference how the data is actually transferred. Consequently, all

these technologies allow to cope with the requirements given in Sect. 3. The choice

for a protocol will mainly depend on the requirements with respect to range, data

rate, routing and multi-hop capabilities and of course power consumption.
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4.5 Security

Security is a crucial topic for any communication network. In our approach we have

three aspects:

∙ Security of the internet communication. This can be achieved by the usual means

that are used for internet traffic.

∙ Security of the wireless link. This has to be addressed by the wireless communi-

cation protocol and depends on the respective standards.

∙ Security of the server.

The server in an architecture, where it, e.g. acts as a message broker may not just

relay the information provided by the sensor but may also perform some processing,

e.g. calibration or archiving for historical data access. Consequently, in this situation

it must be able to read the data. Therefore, an approach using, e.g. message broker

can not provide an end-to-end encryption.

As security is one of the major topics for IoT it actually is a topic on its own. A

survey of existing protocols and open research issues can be found, e.g. [41].

5 Using ISO/IEC/IEEE 21450-2010 with Autarkic Wireless
Sensors

The ISO/IEC/IEEE 21450-2010 [13] (prepared as IEEE 1451.0-2007) is part of

a set of smart transducer interface standards developed by the Institute of Elec-

trical and Electronics Engineers (IEEE) Instrumentation and Measurement Soci-

ety’s Sensor Technology Technical Committee describing a set of open, common,

network-independent communication interfaces for connecting transducers (sensors

or actuators) to microprocessors, instrumentation systems, and control/field net-

works. To go beyond the previous definitions, an ISO/IEC/IEEE 21450-2010 smart

transducer is defined as a smart transducer that provides functions beyond those

necessary for generating a correct representation of a sensed or controlled quan-

tity. This functionality allows for simplifying the integration of the transducers into

applications in a networked environment. One of the key elements of these stan-

dards is the definition of TEDS for each transducer. The TEDS is a memory inside
the transducer, which stores transducer identification, sensor and actuator channel

descriptions, optional calibration data, etc. The goal of this family of standards is

to allow the access of transducer data through a common set of interfaces whether

the transducers are connected to systems or networks via a wired or wireless means.

This means ISO/IEC/IEEE 21450-2010 smart transducers have capabilities for self-

identification, self-description, self-diagnosis, self-calibration, location-awareness,

time-awareness, data processing, reasoning, data fusion, alert notification (report

signal), standard-based data formats, and communication protocols [42].
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Fig. 8 Architecture in style of IEEE 1451-5. The network capable application processor, which is

accessible from the network (e.g. IPv4) acts as an interface to the autarkic wireless devices. This

corresponds to architecture (c) in Fig. 2. Energy and power management is important for both, the

wireless link and the other components inside the transducer

Using ISO/IEC/IEEE 21450-2010 with wireless sensors, a so called Network

Capable Application Processor (NCAP) acts as a wireless base station and connects

the transducer to a network. Energy management of NCAPs is not considered here,

as we assume that these devices are not limited in terms of power or energy. There-

fore, the usual architecture is that the transducers connect in a star-like topology to a

NCAP. Such topologies are fairly common, e.g. in wireless communication in vehi-

cles or aircraft and also in industry [43]. Distances are usually short and the main

backbone of the system is wired (at least for the power supply), e.g. based on Ether-

net. An example configuration is illustrated in Fig. 8.

In this approach the NCAP acts both as a server and a gateway. Even when using

6LoWPAN for communication between the NCAP and the server, the sensors would

not directly be accessed by their IPv6 address but only through the NCAP. From the

client point of view it does not matter which wireless communication is used. It may

follow one of the IEEE-1451-5 wireless standards such as ZigBee of Bluetooth or

may make us of proprietary protocols of manufacturers or researchers. The different

behaviour of the communication interface might find an abstraction in the PHY-

TEDS, which is a mandatory part of the TEDS.

As energy management is crucial for wireless devices, a standard on smart trans-

ducers should also consider this aspect. A TEDS may provide information on aver-

age power consumption in different operation modes. The idea is to simply pro-

vide the information on how much power each mode requires, no matter how it is

implemented. Therefore, we are not looking into the implementation details of each
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protocol but look at it from the point of view of the application. Besides the mea-

surement and update rate, the latency is an important factor. At the end, probability

of failure is most important. The most common cause for a battery powered wireless

device to fail is simply that it runs out of energy. This can be avoided as the system

that utilizes a transducer has a reasonable prediction of the remaining lifetime of the

device. In case that we run out of energy, the system can safely go into a safe system

state.

6 ISO/IEC/IEEE 21450-2010 HTTP API

Besides the standard transducer service API and the module communications API,

which may be used in programming languages such as Java or C++, the ISO/IEC/

IEEE 21450-2010 standard also defines HTTP APIs corresponding to the transducer

service API. With HTTP the request/response approach can be used. However, call-

backs and a publish/subscribe approach are not supported in this API. The server

may directly be implemented on the NCAP (compare Fig. 8) or may run on a sepa-

rate device. In the following we assume that the NCAP also hosts the HTTP server.

The methods provided in the API can be classified into four groups:

∙ Discovery: Methods for applications to discover available Tranducer Interface

Modules (TIM) (i.e. wireless sensor nodes) and TransducerChannels organized

in this interface.

∙ TransducerAccess: Access to sensor and actuator TransducerChannels will be by

use of methods on this interface.

∙ TransducerManager: Applications that need more control over TIM access can use

methods on this interface. An example are locks on TIMs for exclusive use.

∙ TEDSManager: Applications can use methods on this interface to read (and write)

TEDS.

The HTTP APIs focuses mainly on accessing transducer data and TEDS using

the HTTP 1.1 protocol. Users can send a HTTP request (see Table 3) to a server on

the NCAP and get a response in the following way:

(a) A user or client sends a HTTP request to the HTTP server on the NCAP.

(b) The HTTP server on the NCAP receives the HTTP request, processes it, com-

municates with the transducers if necessary and gets the corresponding results.

(c) The HTTP server returns the corresponding HTTP response to the user.

In the standard it is suggested that internally in the NCAP the standard APIs

of ISO/IEC/IEEE 21450-2010 should be used between the HTTP server and the

NCAP. However, as this can not be seen from the client side it is also be possible

that the HTTP server directly processes the request and communicates with the wire-

less devices. In our implementation we actually follow this approach.
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Table 3 Commands in the HTTP API

A HTTP request can be made using any web browser by typing a command with

the following syntax in the address field:

http://<host>:<port>/<path>?<parameters>
<host> represents the domain name or internet address of the NCAP, e.g. for

IPv4 this could be “191.168.0.101”. <port> is optional and only needed if the

HTTP server on the NCAP does not use the standard port (80) for HTTP servers.

<path> indicates the ISO/IEC/IEEE 21450-2010 path including the command (e.g.

“1451/TransducerAccess/ReadData”), parameters associated with the command are

passed using <parameters> e.g.

timId=1\&channelId=2\&timeout=14\&samplingMode=
continuous\&format=xml).

The available commands are provided in Table 3.

Using the format parameter, it can be selected if the response should come as

plain text, HTML or XML. An example schema for a XML response on a ReadData

request is shown in Table 4.
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Table 4 Example schema for a response of the HTTP server in XML format (command: ReadData)

Table 5 General format of ISO/IEC/IEEE 21450-2010 TEDS

7 TEDS Structure and Energy Related Extensions

In contrast to most description languages described in Sect. 4.3, which are text based,

the ISO/IEC/IEEE 21450-2010 TEDS represents a comparatively compact binary

description. However, with its clear structure, it can easily be translated into other

formats, e.g. into XML. There is not just a single TEDS for one transducer. Actually,

four TEDS are mandatory. The Meta-TEDS for all information needed to gain access

to any TransducerChannel, plus information common to all TransducerChannels, the

TransducerChannel TEDSs for all information concerning the TransducerChannels,

the Transducer Name TEDS to provides a place to store the name by which the sys-

tem or the end user will know this transducer and the PHY TEDS for all information

needed to with respect to communication (this depends on the type of communica-

tion and is thus not described in ISO/IEC/IEEE 21450-2010).

The general structure of a TEDS is shown in Table 5. Every TEDS starts with the

length information, continues with a variable number of data blocks and ends with

a check sum.

The individual data blocks are described using a Type/Length/Value approach as

illustrated in Table 6. The standard provides a number of predefined types. Some of

them, e.g. channel identifiers for physical units are mandatory, others are optional.

Furthermore, the manufacturer can define additional types. We use this possibility

to define additional types to include energy related information as described in the

following. It would be beneficial if future standards would natively include such

energy related extensions.
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Table 6 Description of fields in ISO/IEC/IEEE 21450-2010 TEDS

Following the discussions in Sect. 2 the data section of an extended datasheet

may start with the number of (energy-)modes, as each mode obtains an individ-

ual datasheet. The first section for each mode is then the common data sheet, e.g.

according to the current standard or including modifications as suggested, e.g. in

[44] for PHY TEDS. This is followed by a parametric description of the average

power consumption and the combined standard uncertainty for a transducer chan-

nel or the latency for the PHY TEDS, again using newly defined types. A possible

general form of a parametric model is given by

X =
{

(c0 + cpp)𝜆, 𝜆 ≠ 0
ln(c0 + cpp), 𝜆 = 0 (3)

where c0, cp and 𝜆 are the coefficients provided in the data sheet using additional

types. The parameter p is set using an embedded actuator channel, i.e. an actuator

channel that is internally used in the transducer. If this channel is set to zero, then

no parameter is used. X may stand for average power, latency, or combined standard

uncertainty depending on the data sheet. We believe that (3) provides better fits than

a second order polynomial approximation, which would require the same number

of coefficients. However, both descriptions could be included using corresponding

types.

The section as described above repeats for each mode and thus N-times, where

N is the number of modes. The mode is also selected by an embedded transducer

channel. If the channel is set to zero, than there is only one mode. The total average

power consumption can thus be calculated as the sum of the power consumption of

all Nsubmodule modules, i.e. the transducers and the communication unit:

Ptotal =
Nsubmodule∑

i=1
Pi (4)

An example for an extended TEDS is given in Table 7.

An energy storage device attached to a TIM is treated as a sensor channel, report-

ing the state of charge of the device, optionally using a calibration TEDS. Whereas

the static information about the nominal capacity of the battery is also stored in the
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Table 7 Energy management extension for TransducerChannel TEDS [3]

TransducerChannel TEDS (self defined type). Furthermore, a harvesting device is

also treated as a sensor channel, reporting actual energy harvesting, optionally using

a calibration TEDS. Information on maximum harvesting power is also stored in

the corresponding TransducerChannel TEDS. Consequently, only minor extensions

of the current standard are needed to implement an energy management information

exchange. Please note that the approach to configure the TIM by means of transducer

channels also permits the use of virtual TEDS and TEDS caching (compare [13]),

as the TEDS information can be read only. However, as explained in Sect. 3, TEDS

that are directly stored in the devices offers some distinct advantages.

8 Steps for Using an Autarkic Wireless Sensors Example
with IEEE 21450-2010 HTTP API

Accessing a sensor will typically involve the following steps:
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∙ Find the relevant NCAP: The wireless device will connect to a NCAP nearby, thus

we need to know the address of this NCAP. Usually, this will be known from the

installation fo the NCAP to the network.

∙ Discovery Request: Obtain the TIM IDs connected to that NCAP.

∙ MetaTEDS Request: Obtain the META TEDS for the TIMs. The meta TEDS con-

tains the information, how many channels a certain TIM provides.

∙ Obtain the channel TEDS: The channel TEDS is a description of the sensor or actu-

ator channel including, e.g. the physical dimension of the quantity being reported

and maximum standard uncertainty linked to this measurement.

∙ Obtain additional TEDS (optional): More information such as calibration data

may be required.

∙ Configure Device (optional): Use, e.g. embedded actuator channels to configure

physical channels.

∙ Get the Data: Read from a sensor channel (Write to an actuator channel).

Considering that we just want to get the data from a sensor, it may appear that

above procedure is complex. However, the advantage is that we do not just get

numeric values but also interpretation of the data and means to adjust the device to

the specific needs in an application. Indeed, several steps can be done in an automated

fashion, i.e. getting calibration TEDS and carry out calibration in the background.

Thus, the practical application is still simple.

9 Summary

In modern systems, sensors and actuators are frequently used in a network and nowa-

days the network is often directly connected to the Internet. Consequently, the sen-

sors and actuators become parts of the IoT. Therefore, it will be important to have

standardized interfaces on how to connect to the devices. Currently, this field is quite

fragmented with many different protocols and interfaces in use. An interface for

Internet access to autarkic wireless sensors and actuators has to provide more than

just access to sensor data and actuator settings. With the huge number of deployed

devices it is important to identify the devices and also get an interpretation of the

results. Furthermore, energy management is important and should also be accessible

by the interface. By this, the remaining battery lifetime or the sufficiency of energy

harvesting of a device can be predicted and safe system states can be achieved before

a wireless transducer runs out of power. The ISO/IEC/IEEE 21450-2010 HTTP API

allows to access sensors and actuators from the Internet using NCAPs and provides
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TEDS that can be extended to include information relevant for energy management.

Such extension could also be implemented for other protocols and device descrip-

tions.
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Lock-In Amplifier Architectures
for Sub-ppm Resolution Measurements

Giacomo Gervasoni, Marco Carminati and Giorgio Ferrari

Abstract Ideally, lock-in amplifiers (LIAs) would be able to measure a minimum

signal variation limited by the noise of the front-end amplifier and the filtering band-

width. On the contrary, a detailed characterization of digital LIAs shows an unfore-

seen 1/f noise at the instruments demodulated output, proportional to the total signal

amplitude. The signal-proportionality and 1/f nature of the measured noise pose a

fundamental limit to the LIAs achievable resolution. This limit has been found to

be dependent from the instrument maximum operating frequency, from few ppm for

LIAs operating up to few hundreds of kHz, to few tens of ppm for LIAs operating

up to few MHz or tens of MHz. The additional noise is due to slow gain fluctua-

tions that the signal experiences from the generation stage to the acquisition one. To

compensate them, a switched ratiometric technique based on two ADCs alternately

acquiring the signal coming from the device under test and the stimulus signal has

been conceived. The idea is that both signals should experience the same gain fluc-

tuations, which can be successively removed by means of a division on the outputs

of the synchronous demodulation. An FPGA-based LIA working up to 10 MHz and

implementing the technique has been realized and results demonstrate a resolution

improvement of more than an order of magnitude compared to standard implementa-

tions working up to similar frequencies (from tens of ppm down to sub-ppm values).

1 Introduction

Lock-in amplifiers (LIAs) are extensively used for synchronous (phase-sensitive) AC

signals detection and measurement in a wide range of scientific fields [1]. Two main

reasons justify such a widespread application of LIAs [2]. First, the idea of trans-

lating signals in frequency domain (signal modulation), instead of performing DC

measurements, arises from the ubiquitous presence of static errors and 1/f noise,
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given by electronic circuits, devices, sensors or other elements taking part into exper-

iments. The frequency of the measurement is easily selectable using a LIA architec-

ture allowing an operation in the frequency range where the signal-to-noise ratio is

maximum. Secondly, the physics of the experiment itself can impose an AC mea-

surement, as in the case of sensors based on impedance measurements, capacitance

measurements or resonant phenomena. In both cases, a LIA extracts the amplitude

and phase of the AC signal from the background noise and spurious signals with

an excellent frequency selectivity, thus combining the advantages of an AC mea-

surement with an optimal signal-to-noise ratio. State-of-the-art lock-in instruments

are able to measure voltage signals down to a few nV in a wide range of operating

conditions.

For some sensors it is necessary to detect very small variations of an electrical

parameter (such as current, resistance or capacitance) with respect to a relatively

large baseline value [3–7]. As an example, sensors for counting the number of cells in

a liquid [8, 9] or the number of airborne particulate matter [10] can be obtained with

an impedance measurement. The fluid under investigation is forced to flow between

two electrodes or over them. When no particles are in the volume sensed by the

electrodes, the impedance is related to the electrical properties of the fluid and to

the geometry of the electrodes. When a particle passes in the sensed volume, the

impedance of the sensor changes of a quantity related to the volume of the particle

and to its electrical properties. Thus, by monitoring the impedance variations in the

time, it is possible to count the number of particles flowing in the fluid. The capability

of counting particles with a small (micrometric) size imposes a sensor interface able

to sense the correspondingly tiny impedance change superposed to the impedance

of the fluid, i.e. a high resolution measurement is required.

Here we discuss the limitations to the best resolution achievable with digital LIAs

and how to overcome them. The main noise sources playing a role in measurements

with ppm resolution are identified in Sect. 3 and two methods are described to reduce

their effects. The first method, described in Sect. 4, is the well-known differential

approach where the signal from the sensor is measured with respect to a reference

device. By applying to the sensor and to the reference the same stimulus signal and

by choosing a reference as similar as possible to the sensor, the baseline signal is

effectively reduced, thus relaxing the specification of the LIA in terms of resolution.

When a reference path, matching the sensor parameters for all the experimental con-

ditions, is unpractical, it is necessary to design a LIA specifically conceived for high

resolution measurements. The second part of the chapter (Sects. 5, 6 and 7) discusses

an enhanced lock-in amplifier able to reach sub-ppm resolution in a wide range of

operating frequencies without requiring a reference device.

2 Lock-In Amplifier Working Principle

Figure 1 describes a simplified schematic of a lock-in amplifier. A sinusoidal stim-

ulus A cos(2𝜋f0t) is generated and applied to a generic Device Under Test (DUT)
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Fig. 1 Simplified scheme of a Lock-In Amplifier

that includes all the elements between the output of the LIA and its input. The

sinusoidal stimulus is modified in amplitude and in phase by the transfer func-

tion TDUT (f ) at the operating frequency f0. The lock-in amplifier acquires the sig-

nal coming from the DUT and multiplies it in parallel by two sinusoidal signals,

synchronous with the stimulus signal: cos(2𝜋f0t) to obtain the in-phase component

and − sin(2𝜋f0t) to obtain the in-quadrature one. Both multiplications provide two

terms, the first one in DC, while the second one at the double of the working fre-

quency (2f0). The second term is cancelled out through low-pass filtering, while

the first terms
1 X = 1

2
A|TDUT | cos(𝜑DUT ) and Y = 1

2
A|TDUT | sin(𝜑DUT ) are respec-

tively proportional to the in-phase and quadrature components of the input signal.

From these two outputs, also the signal modulus and phase can be easily obtained:

R = 2
√
X2 + Y2 = A|TDUT | and 𝜑DUT = arctan( Y

X
).

For high sensitivity measurements, it is useful to calculate the Signal-to-Noise

Ratio (SNROUT ) at the output of the lock-in amplifier. First, from the previous

calculations it is possible to define the LIA signal power gain, defined as the ratio

between the power of the output DC signal P(Vout,DC) and the power of the input

sinusoidal signal P(Vin,AC), obtaining:

GSign Power,X =
P(Vout,DC,X)
P(Vin,AC)

=

(
A|TDUT | cos(𝜑DUT )

2

)2

(A|TDUT |)2
2

=
cos2(𝜑DUT )

2
(1)

GSign Power,Y =
P(Vout,DC,Y )
P(Vin,AC)

=

(
A|TDUT | sin(𝜑DUT )

2

)2

(A|TDUT |)2
2

=
sin2(𝜑DUT )

2
(2)

1
Here and in the successive calculations |TDUT | and 𝜑DUT are the magnitude and the phase of the

transfer function TDUT (f ) at the working frequency f0.
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Fig. 2 Frequency shifting and power scaling of the input noise in lock-in amplifiers in the case of

f0 >> fc

In order to compute the LIA output SNROUT , it is also necessary to calculate how

the noise at the input of the LIA is transferred to the output. To do it, an analysis in

the frequency domain using the power spectral density of the noise is preferable to a

time domain analysis. Looking at the in-phase component extraction chain, the mul-

tiplication by the sinusoidal signal cos(2𝜋f0t) corresponds, in the frequency domain,

to a convolution operation that scales and shifts the power spectral density of the

noise at the input around ±f0 as shown in Fig. 2. The noise power density gain is

defined as the ratio between the output noise at f = 0 and the input noise at the LIA

operating frequency f0:

GNoise Power Density =
Sn,OUT ,bilat(0)
Sn,IN,bilat(f0)

=
Sn,IN,bilat(f0)

1
2

Sn,IN,bilat(f0)
= 1

2
(3)

where Sn,IN,bilat and Sn,OUT ,bilat are the bilateral power spectral density of the input and

output noise, respectively. The same result is obtained for the in-quadrature chain.

The power of the noise at the output is obtained by integrating the output power

spectral density in the bandwidth of the low-pass filter. Usually the bandwidth is

much smaller of the operating frequency f0 for an effective reduction of the noise

and of the spurious harmonics at the output of the demodulator. In this condition the

output noise spectral density is commonly assumed white in the bandwidth of the

filter irrespective of the frequency dependence of the input spectral density [1, 11,

12]. Consequently, the noise integration in the bandwidth of the low-pass filter is

obtained with a multiplication of the spectral density by the equivalent noise band-

width of the filter. Then, by considering for simplicity the case of the input signal in
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the in-phase output
2

(𝜑DUT = 0), the LIA SNROUT is:

SNROUT = POUT ,Sign

POUT ,Noise
= PIN,Sign GSign Power,X

Sn,IN,bilat(f0) GNoise Power Density 2BW

= PIN,Sign frac12
Sn,IN,bilat(f0)

1
2 2BW

= PIN,Sign

Sn,IN,mono(f0) BW
(4)

where BW is the equivalent noise bandwidth of the low-pass filter and Sn,IN,bilat =
Sn,IN,mono∕2 by definition. Equation 4 confirms the LIA efficiency in extracting the

information from a sinusoidal signal: SNROUT is simply given by the ratio between

the rms value of the input sinusoidal signal and the input noise density at f0 inte-

grated in the noise bandwidth BW without a degradation of the SNR at the input of

the LIA. This excellent result on the SNR of the measurement is obtained with addi-

tional advantages compared to a direct AC measurement of the signal: (i) simplicity

in the selection of the operating frequency f0; (ii) a small bandwidth is feasible inde-

pendently of f0 without the implementation of a tuned band-pass filter as required

for a standard AC measurement; (iii) both the in-phase and quadrature components

are available as DC values at the output of the instrument.

2.1 Digital Lock-In Amplifiers

Early LIAs were designed with analog electronics, while digital designs of the low-

pass filters emerged in the 1980s. By the early 1990s even the analog demodula-

tors were replaced by high-resolution ADCs and Digital Signal Processors (DSPs).

The capabilities of modern DSP-based LIAs in stability, dynamic reserve, and flex-

ibility were revolutionary, making them a mainstay for researchers and engineers.

Nowadays, powerful Field Programmable Gate Arrays (FPGAs) are widely used to

perform the digital processing required by fast (up to 600 MHz, UHFLI by Zurich

Instruments) digital LIAs, whose basic functional scheme is represented in Fig. 3.

The FPGA generates the in-phase and in-quadrature reference signals in the digital

domain using a Direct Digital Synthesizer (DDS). An output stage based on a digital-

to-analog converter (DAC) and a programmable gain amplifier (PGA) generates the

output analog signal VOUT . The amplitude of the input signal of the LIA is amplified

by a second PGA and low-pass filtered by a wide bandwidth anti-aliasing filter. The

digital samples obtained by the analog-to-digital converter (ADC) are demodulated

and filtered by the FPGA.

2
This condition can be easily obtained in a digital LIA by adjusting the phase of the internal refer-

ence by a factor 𝜑DUT (f0).
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Fig. 3 Basic scheme of a digital lock-in amplifier (LIA) connected to a generic Device Under Test

(DUT)

3 Resolution Limit of Digital Lock-In Amplifiers

As shown in Sect. 2, the minimum detectable signal of a lock-in amplifier depends

on its input equivalent noise at the working frequency f0 and the chosen filtering

bandwidth BW. State-of-the-art instruments show an input equivalent noise as low

as few nV∕
√
Hz when used with an input range of few mV.

Ideally, the minimum detectable signal variation of a LIA is independent of the

signal amplitude given a fixed input range. On the contrary, experimental evidence

shows that digital lock-in amplifiers have an unforeseen 1/f output noise proportional

to the measured signal [13]. Consequently, when this contribution becomes domi-

nant, the minimum detectable signal variation becomes proportionally dependent to

the total signal itself and orders of magnitude greater than the expected minimum

detectable signal. Moreover, being the additional noise with a 1/f spectrum, it can not

be effectively low-pass filtered, posing a fundamental limit to the lock-in amplifier

relative resolution, defined as the ratio between the minimum detectable signal vari-

ation and the total signal itself and expressed in ppm. In the following, the relative

resolution will be simply called resolution in absence of ambiguity.

Table 1 shows the resolution experimentally measured with different LIAs when

the stimulus signal is directly connected to the input of the instrument. The band-

width was set to 1 Hz and the relative resolution are calculated on a time duration of

100 s.

Results show that the instruments resolution limit can not be improved by increas-

ing the stimulus amplitude or by changing the operating frequency. The LIAs res-

olution are related to the instrument maximum operating frequency, from few ppm

for LIAs operating up to few hundreds of kHz, to few tens of ppm for instruments

operating up to few MHz or tens of MHz. The distinctive results obtained with the

successively presented Enhanced-LIA (ELIA) are highlighted in red.
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Table 1 Experimental comparison of LIA performances. Test conditions are: stimulus signal

directly connected to the LIA input, bandwidth of 1 Hz and measurement time of 100 s. The custom

LIAs are described in [14, 15]

Model
Maximum 
frequency 

[MHz]

Signal
amplitude [V]

Measurement 
frequency [MHz]

Relative 
resolution 

[ppm]

Custom LIA [14] 0.1 0.1, 0.3, 1 0.01, 0.05 1

SR830
(Stanford Research 

Systems)
0.1 0.1, 0.3, 1 0.01, 0.05 12

MCL1-540
(SynkTek)

0.5 1.4 0.1 1.3

SR865
(Stanford Research 

Systems)
2 0.3 0.5 45

Custom LIA [15] 10 0.03, 0.1, 0.3, 1 0.1, 1 9
HF2LI

(Zurich Instruments)
50 0.03, 0.1, 0.3, 1 0.1, 1, 10 39

Enhanced-LIA 
(Section 5)

10 0.1, 0.3, 1 0.0001-6
6-10

0.6-1
1-3.5

3.1 Lock-In Amplifiers Noise Experimental Characterization

In order to deeply understand the results reported in Table 1, the noise of the state-

of-the-art lock-in amplifier HF2LI by Zurich Instruments has been characterized and

analyzed. A 1 MHz sinusoidal stimulus ranging from 0 to 1 V has been generated at

the instrument output and directly connected to its input (Fig. 4a, top). In all mea-

surements the input and output range have been set at 1.1 V and 1 V respectively. The

signal, after synchronous demodulation, is filtered (80 kHz bandwidth) and acquired.

The FFT is performed and the results are shown in Fig. 4a.

In the absence of signal (stimulus voltage VOUT set to 0 V) the demodulated signal

shows a white noise equal to the noise of the analog front-end at 1 MHz, as expected.

However, as the sinusoidal signal amplitude increases, additional 1/f noise propor-

tional to the signal amplitude appears. The same behavior has been observed with

all tested LIAs.

As already mentioned, this signal-proportional 1/f noise produces two drawbacks:

(i) due to the 1/f spectral distribution, narrowing the filter bandwidth is no more

effective in order to reduce the output noise of the instrument; (ii) increasing the sig-

nal amplitude does not improve the measurement resolution due to the concomitant

noise increase. As a consequence, when dominated by this 1/f noise, the LIA reaches

its ultimate resolution limit.
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Fig. 4 a Noise spectral densities of the demodulated LIA output obtained directly connecting the

output terminal to the input of the commercial HF2LI. In addition to the white noise, a 1/f con-

tribution proportional to the signal amplitude is present. The dashed line refers to the noise in the

quadrature output with a DC value of 40 mV, b resolution obtained with the HF2LI (directly con-

necting output and input of the instrument and performing measurements 100 s long) for different

signal amplitudes and two filtering bandwidths (1 kHz and 10 Hz)

This limitation is confirmed by Fig. 4b, which shows the resolution obtained using

the same setup of Fig. 4a and varying the signal amplitude (from 0 to 1 V) and fil-

tering bandwidth (10 Hz and 1 kHz). For comparison, the figure also reports the

expected theoretical result considering only the instrument white noise measured

for VOUT = 0 V. By increasing the signal amplitude, the resolution reaches a plateau

of about 40 ppm independently of the measurement bandwidth fixed by the low-pass

filter. The resolution degradation due to the additional 1/f noise results remarkable.

For example, with a 1 V signal amplitude and 10 Hz low-pass filter, it would be ide-

ally achievable a noise of 280 nVrms and a corresponding resolution of about 0.28

ppm instead of the measured 40 ppm, a factor 140 worse.

3.2 Flicker Noise Sources Identification

Benchtop digital LIAs commonly implement a homodyne detection in the digi-

tal domain in order to overcome the limitations of analog multipliers in terms of

dynamic range, voltage offset and output noise. In particular, a digital demodulator

is ideally free from 1/f noise and by operating the digital LIA at frequencies where

the noise of the analog circuitry is white, also the noise level at the output of the

instrument should be white.

Since the additional 1/f noise is proportional to the signal amplitude, the role of

the waveform generator of the LIA has been investigated. The noise added to the



Lock-In Amplifier Architectures for Sub-ppm Resolution Measurements 199

Fig. 5 Visualization of the

various multiplicative blocks

along the signal path in a

digital LIA, affected by slow

gain fluctuations which set

the resolution limit as

detailed in (Eq. 5)
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DUT
,

sinusoidal waveform by the output stage of the generator is modulated by the digital

demodulator of the LIA giving a non-flicker noise at the output of the instrument,

thus cannot explain the obtained results. The phase noise of the signal generator has

been discarded as well. In fact, although its contribution is proportional to the signal,

it would produce a noise level of the quadrature term higher than the noise of the in-

phase term ([1], pp. 71–73). On the contrary, experimental evidence (Fig. 4a) shows

a noise of the quadrature term much smaller than the in-phase noise.

A further noise term of a waveform generator is the amplitude noise. A random

modulation of the amplitude of the sinusoidal signal is down-converted by the LIA

giving an additional noise in the in-phase component (or in the signal amplitude

modulus), in agreement with the experimental results. Indeed, every component

defining the amplitude of the signal, not only in the generation but also in the acqui-

sition chain, is a source of a random amplitude modulation if its gain fluctuates.

For example, the unavoidable 1/f noise of the reference voltage used by the DAC

and ADC results in signal amplitude modulation. In fact, if the DAC reference volt-

age increases, the corresponding output voltage range results stretched and signal

amplitude increases, while if the ADC reference voltage increases, the digital signal

processed by the LIA decreases. Similar effects can be originated from internal cir-

cuits of the ADC and DAC that define the conversion gains. Regarding the analog

stages, the resistors setting the gain of the transfer function are examples of ampli-

tude modulation sources. The intrinsic 1/f noise and temperature fluctuations change

the value of resistors and therefore the gain experienced by the signal. Figure 5 shows

the effect of these gain fluctuations in a simplified LIA scheme, where the nDAC, nADC
and nG terms summarize the converters and analog stages different contributions to

the fluctuations. The digital processor operates on the digital signal Vdig given by

Vdig(k) = A|TDUT |(1 + nDAC)(1 + nG)(1 + nADC) cos(2𝜋f0kT + 𝜑DUT ) (5)

where A is the amplitude of the stimulus voltage and |TDUT |, 𝜑DUT are the magni-

tude and phase at f0 of the DUT transfer function and T is the sampling period. The

amplitude R measured by the LIA is
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Fig. 6 Example of a

differential setup (bridge) for

high-resolution

measurements
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R = 2
√
X2 + Y2 = A|TDUT |(1 + nDAC)(1 + nG)(1 + nADC) (6)

Thus, the slow gain fluctuations are reflected in slow fluctuations of the amplitude

provided by the LIA, setting the resolution limit of the instrument independently of

f0. Whatever signal is measured, it will always be affected by the LIA gain fluctua-

tions, so if these fluctuations are in the order of tens of ppm, it will not be possible

to measure the signal with a better resolution.

4 Differential Measurements

The slow gain fluctuations of the LIA add a noise proportional to the signal. This

gives a severe limitation of the minimum detectable variation of a relatively large sig-

nal. In order to improve the sensitivity in the measurement of a signal variation, one

possible approach is to remove the large component of the signal that does not change

in the time. This can be performed with differential configuration [13] between the

signal to be measured and a reference signal.

An example of a differential scheme for the measurement of an impedance ZDUT is

the well-known Wheatstone bridge reported in Fig. 6. The LIA measures the differ-

ence ADIFF between the DUT signal and a reference signal. If the bridge is balanced,

it gives a null signal ADIFF , making negligible the amplitude-dependent noise pro-

duced by the input of the digital LIA. The reference signal is generated starting from

the same wave generator applied to the DUT arm, thus its noise is cancelled out by

the differential approach as well. The more the reference signal is similar (at any

given time) to the DUT signal, the smaller is the differential signal and the less is

demanded to the LIA in terms of resolution performance. This widely used technique

allows measurements with resolution lower than 1 ppm, as reported for capacitance

bridges [16, 17].

The differential solution can also be implemented for current measurements. In

Fig. 7 are shown three differential schemes with a TransImpedance Amplifier (TIA)

as current sensitive circuit. The difference can be achieved in current mode (i.e. at

the virtual ground of the TIA before amplification) or in voltage mode (i.e. by means

of a differential INA amplifier connected to the output of the TIA).



Lock-In Amplifier Architectures for Sub-ppm Resolution Measurements 201

Current subtraction can be impl emented in two ways. In Fig. 7a the sensor C1
is coupled with an identical replica C2, with the common terminal connected to the

virtual ground and the other terminal driven by an inverting buffer in counter-phase

with VOUT . If the two impedances are perfectly matched and the inverting buffer is

ideal, all the current flowing in C1 flows in C2 and no current is amplified by the

TIA, leading to a zero voltage at VIN . Any unbalance between the two arms of the

sensor (behaving as a half bridge with differential driving) produces a nonzero cur-

rent signal that is amplified and demodulated by the LIA. When the technology does

not allow the fabrication of a differential sensor, a separate compensation impedance

(such as the dummy capacitor CC in Fig. 7b) could be added of a value close to the

expected sensor impedance (CS in Fig. 7). In this solution, a variable-gain inverting

amplifier (G) allows precise tuning of the counter-injected current to obtain perfect

cancellation, i.e. accurate matching between the currents in CC and in CS. Similarly,

solution in Fig. 7c consists in the addition of a full signal chain in parallel to the sen-

sor impedance ZS, including a dummy impedance ZC, a second TIA and, if necessary,

a phase shifter to be tuned, together with RFC, to adjust the magnitude and phase of

this auxiliary signal path. The output voltage of the dummy path is subtracted to the

signal path by a differential amplifier, leading to only the residual small signal to be

processed by the LIA.

The details of the hardware implementation of solutions (a) and (c) are reported

in specific works, focusing on capacitive sensing of dust microparticles in air [10]

and on detection of magnetic beads guided by nano-magnetic rails in liquid [18]

respectively.
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Fig. 7 Differential configurations with a subtraction in current mode: a for matched sensors C1 −
C2 and b with tunable gain G to match CC with CS. c Differential subtraction in voltage mode

of a compensation signal coming from a parallel dummy path with tunable gain (RFC) and phase

(reprinted with permission from [13])
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Here the experimental results obtained with these two implementations and using

the HF2LI are reported. For solution (a), employing a TIA with capacitive feedback

(CF = 1 pF) and a triplet of matched band electrodes, the switch from a single cou-

ple of electrodes to a differential configuration allows a reduction of the noise from

30 aF down to 1.1 aF (VOUT = 1 V, fAC = 1 MHz, BW = 1 Hz). The resolution is

improved by a factor of 27 reaching ≈ 2 ppm. The performance is still limited by the

slow fluctuations of the lock-in amplifier because of the imperfect matching of C1

and C2 (mismatch of 5% limited by lithography of the microelectrodes). For solution

(c), the activation of the dummy impedance path and the subtraction at the lock-in

input (VOUT = 50mV due to the liquid environment [18], fAC = 2MHz, BW = 1 Hz)

reduces the conductance noise from 28 nS down to 2.6 nS. In both examples, the

reduction of the signal at the input of the lock-in amplifer given by the differential

approach has allowed an improvement of the resolution better than an order of mag-

nitude.

Although the differential approach obtains excellent results, the generation of a

well-balanced reference signal starting from the same signal source applied to the

DUT could be cumbersome. The amplitude and phase of the reference signal has

to match the DUT signal for every bias condition, operating temperature and fre-

quency of measurement. Consequently, a calibration process is generally required

for every DUT and measurement condition, adding complexity to the system and to

the measurement itself.

5 Switched Ratiometric LIA Architectures

In order to enhance the LIA resolution performance, without the restrictions imposed

by the differential approach, its gain fluctuations should be reduced. Regarding the

analog conditioning stages, this can be obtained by implementing resistors with a low

temperature coefficient (< 5 ppm∕K) where necessary, i.e. where resistors set the

signal transfer function of the instrument [14]. Such components are less sensitive

to temperature variations and are usually associated with a low intrinsic 1/f noise

(thus with lower resistance value variations). Instead, regarding the DAC and ADC,

which are the major fluctuations contributors in our custom LIAs, there are no studies

suggesting a way to reduce the effects of both of them. The simple solution of a

common voltage reference would allow the cancellation of the reference effect, but

it is not effective for the internal fluctuation sources of ADC and DAC converters

such as, for instance, the 1/f noise of a simple buffer at the reference input.

5.1 Digital Switched Ratiometric LIA with a Single ADC

The effect of gain fluctuations added by the DAC and all the generation chain can

be reduced using the ratiometric technique, a well-known approach. For example it
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is a common solution to compensate the light source intensity fluctuations in optical

measurements [19]. In LIAs, the acquisition of the stimulus (STIM) signal in addi-

tion to the DUT signal (Fig. 8a) and their separate processing with a standard lock-in

approach, produces two measured amplitudes (ADUT and ASTIM), both proportional

to the gain fluctuations of the DAC (and generation chain). Thus, a ratio operation

between the two amplitudes gives a value independent of the fluctuations of the gen-

eration stage (in Fig. 8 the effect of the analog stages is not considered). The phase

can be retrieved as a simple difference between the DUT phase and the STIM phase.

Since the phase is less sensitive to a random amplitude modulation, in the following

we only analyze the measurement of the amplitude.

This first approach is not effective in many cases because of the gain fluctua-

tions of the two independent ADCs, which are not compensated. In order to also

remove their effect, a novel switched ratiometric approach has been conceived. A

first single-ADC version, relies on the acquisition of both DUT and the STIM sig-

nals with the same ADC, which allows them to be equally affected by the ADC gain

fluctuations and consequently to cancel out their effect through a ratio operation.

Figure 8b shows the architecture of this switched ratiometric LIA with single ADC.

A switch SW periodically changes the input of the ADC alternating the DUT and the

STIM signals. The switching frequency is chosen fast enough to assume the same

ADC gain for the DUT samples and the STIM samples in a switching period. The

digital processor separates the digitized samples in order to reconstruct the two sig-

nals in the digital domain, implements the synchronous demodulation of them and

finally calculates the ratio of the amplitudes. Although the gain fluctuations are slow

(up to few kHz from Fig. 4a), the switching frequency of SW should be chosen fast

enough to satisfy the sampling theorem in order to avoid loss of information. Such a

condition is difficult to be fulfilled in the case of high frequency digital LIAs, with

sampling rate of tens or hundreds of MS/s, in particular for the voltage transients

given by the switching of the ADC input.

(a)

Fig. 8 a Simplified scheme implementing a ratiometric measurement. b Simplified scheme of a

switched ratiometric LIA based on a single ADC



204 G. Gervasoni et al.

5.2 Digital Switched Ratiometric LIA Based on Two ADCs

In order to reduce the switching frequency required by the scheme of Fig. 8b, an

architecture based on two ADCs, as shown in Fig. 9, has been recenty porposed and

is patent pending. Two switches SW1 and SW2 are added in front of the ADCs to

alternatively acquire the DUT and the STIM signals with each ADC. The signals are

reconstructed in real-time using a FPGA to obtain their time evolution with continu-

ity in the digital domain. The following demodulation and averaging are performed

as in a standard dual-phase LIA obtaining amplitude and phase of the DUT and

STIM signals. The switching frequency fSW of SW1 and SW2 is chosen of few kHz,

that is faster than the slow random gain fluctuations of the ADCs. As a consequence,

the equivalent gain in a period 1∕fSW experienced by the two reconstructed signals

is the same and is equal to the mean of the two ADC gains. The effect of the gain

fluctuations is finally canceled out by performing the ratio between the amplitudes

of the DUT and STIM signals. Obviously, the gain fluctuations of the DAC are also

included in both signals and therefore removed as well, allowing a high-resolution

measurement of the DUT signal.

5.3 Theoretical Analysis

Here the working principle of the presented switched ratiometric scheme is mathe-

matically analyzed. Then, some considerations on the harmonics generated by the

switching operation and how to prevent them from causing performance degradation

are made.

The two digitally reconstructed signals DUT and STIM (Fig. 9) can be represented

by:

SDUT (t) = A|TDUT | cos(2𝜋f0t + 𝜑DUT )
⋅ [GADC1(t)𝜙SW (t) + GADC2(t)(1 − 𝜙SW (t))] (7)

A
m
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Fig. 9 Architecture of a switched ratiometric LIA based on two ADCs
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Fig. 10 Fourier transforms of the square wave signals 𝜙SW (b) and 1 − 𝜙SW (c) and of the ADCs

gains GADC1(t) (d) and GADC2(t) (e)

SSTIM(t) = A cos(2𝜋f0t) ⋅ [GADC2(t)𝜙SW (t) + GADC1(t)(1 − 𝜙SW (t))] (8)

where 𝜙SW (t) is a square wave (0–1) with a duty cycle of 50% and period TSW (as

shown in Fig. 10a). |TDUT | is the magnitude at f0 of the DUT transfer function. For

simplicity is assumed 𝜑DUT = 0 and neglected the noises of DAC, analog stages and

quantization.

These reconstructed signals are demodulated in phase and quadrature by the lock-

in amplifier. The in-phase component (multiplication by cos(2𝜋f0t)) is:

SDUT ,demod(t) =
A
2
|TDUT |[GADC1(t)𝜙SW (t) + GADC2(t)(1 − 𝜙SW (t))]

+ A
2
|TDUT |[GADC1(t)𝜙SW (t) + GADC2(t)(1 − 𝜙SW (t))] cos(2𝜋2f0t) (9)

SSTIM,demod(t) =
A
2
[GADC2(t)𝜙SW (t) + GADC1(t)(1 − 𝜙SW (t))]

+A
2
[GADC2(t)𝜙SW (t) + GADC1(t)(1 − 𝜙SW (t))] cos(2𝜋2f0t) (10)

These two signals can be studied performing the Fourier transform and exploiting

the convolution theorem. Although Eqs. 9 and 10 are characterized by two terms, it is

useful to start taking into account only the first one, while the second one, multiplied

by cos(2𝜋2f0t), will be treated successively:
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Fig. 11 Spectra obtained from the sum and convolution of the various terms of Eqs. 11 and 12.

For graphical clarity the successive harmonics at ±3fSW , ±5fSW , etc. are not depicted

{SDUT ,demod,I−term(t)} = A
2
|TDUT |

⋅{ [GADC1(t)] ∗  [𝜙SW (t)] +  [GADC2(t)] ∗  [1 − 𝜙SW (t)]} (11)

{SSTIM,demod,I−term(t)} = A
2

⋅{ [GADC2(t) ∗ [𝜙SW (t)]] +  [GADC1(t)] ∗  [1 − 𝜙SW (t)]} (12)

In order to compute the Fourier transform of the two signals (Eqs. 11 and 12) it is

useful to compute and represent the Fourier transform of their various terms. The

Fourier transform of the square wave signals 𝜙SW and 1 − 𝜙SW are described by

a series of Dirac delta functions at frequency 0, ±fSW , ±3fSW , etc. (as represented

in Figs. 10b, c)
3
. The Fourier transforms of GADC1(t) and GADC2(t) are sketched in

Figs. 10d, e and are characterized by a 1/f noise
4

which becomes negligible starting

from a frequency defined fc∗, while their white noise is neglected.

In Fig. 11 the spectra obtained from the sum and convolution of the various terms

are shown. In DC, both the signals of interest
A|TDUT |

2
and

A
2

from the demodulated sig-

3
Rigorously the Fourier transform should be represented by the real and imaginary part or by mod-

ule and phase. For simplicity real and imaginary parts are here combined in a single graph.

4
In Fig. 10 the Fourier transforms of GADC1 and GADC1 are qualitatively sketched with their spectral

power density. The analysis in the main text uses the Fourier transform which has the important

feature of keeping the phase information, unlike the power spectral density.
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nals DUT and STIM respectively, are multiplied by the same factor
GADC1(f )+GADC2(f )

2
.

This confirms the intuitive idea that the two signals (DUT and STIM) experience an

equivalent gain given by the mean of the two ADCs gain. Instead, the terms at ±fSW
and successive harmonics result multiplied by a different factor in DUT and STIM,

which in both cases depends on the difference between the two ADC gains.

Finally, the LIA implements a low-pass filter of bandwidth BW. It is evident that

it should cut the harmonics at ±fSW and successive, comprised their tails. The higher

harmonics ±3fSW , ±5fSW , etc. are not taken into account and represented in Fig. 11

because they are easier to be filtered and smaller respect to the first one. To study the

effect of the successive ratio operation, it is useful to work in the time domain, thus

the Fourier anti-transform is performed, obtaining:

SDUT ,demod,I−term(t) =
A
2
|TDUT |

⋅{1
2
[GADC1(t) + GADC2(t)] +

1
𝜋

[GADC1(t) − GADC2(t)] sin(2𝜋fSWt)} (13)

SSTIM,demod,I−term(t) =
A
2

⋅{1
2
[GADC1(t) + GADC2(t)] +

1
𝜋

[GADC2(t) − GADC1(t)] sin(2𝜋fSWt)} (14)

Looking at the terms between brackets we can notice that the first term of both

Eqs. 13 and 14 is identical, while the second is not, as expected from the different

spectra. Thus, in order to make the ratio operation effective in canceling the effect

of GADC1(t) and GADC2(t), it is important to filter the harmonics at ±fSW including

their tails. From a different point of view, given a certain filtering bandwidth BW it

is important to select fSW in order to make the harmonics (and tails) stay out of the

filtering bandwidth BW. Mathematically this necessary condition is:

fSW > fc∗ + BW (15)

If this condition is satisfied, it is possible to write:

SLPFDUT ,demod,I−term(t) =
A
2
|TDUT |

[
GLPF

ADC1(t) + GLPF
ADC2(t)

2

]
(16)

SLPFSTIM,demod,I−term(t) =
A
2

[
GLPF

ADC1(t) + GLPF
ADC2(t)

2

]
(17)

and performing the ratio between the two signals:
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Fig. 12 Useful demodulated DUT signal in DC and harmonics due to the second term (multiplied

by cos(2𝜋f0t)) of Eq. 9 which can fall into the measurement bandwidth ±BW. The same spectral

distribution is expected for the demodulated stimulus signal SSTIM,demod

SLPFDUT ,demod,I−term(t)

SLPFSTIM,demod,I−term(t)
= |TDUT | (18)

obtaining a measurement of the DUT independent of the two ADCs gain fluctuations.

If the second term of Eqs. 9 and 10 is taken into account, others harmonics

appear, in particular at the frequencies 2f0, 2f0 ± fSW , 2f0 ± 3fSW ,… ,−2f0, −2f0 ±
fSW , −2f0 ± 3fSW , ..., as shown

5
in Fig. 12. Also in this case it is important that the

various harmonics with their tails do not fall into the bandwidth of interest between

±BW. Looking at the bilateral spectrum of Fig. 12, in order to avoid harmonics in

bandwidth ±BW it is necessary to satisfy this condition
6
:

BW < 2f0 − (1 + 2k)fSW − fc∗ (19)

or this other condition:

2f0 − (1 + 2k)fSW + fc∗ < −BW (20)

for each natural number k. At this point it is possible to summarize the conditions in

this way:

{
fSW > fc∗ + BW
{(1 + 2k)fSW > 2f0 + fc∗ + BW ∨ (1 + 2k)fSW < 2f0 − fc∗ − BW}

(21)

In some practical cases, these conditions are considerably simplified. In particular

if a narrow bandwidth ±BW is assumed (much smaller than fc∗) and if the switching

frequency fSW is much higher than fc∗, the conditions becomes:

5
Only the modulus of the Fourier transform is represented.

6
The conditions are easily written by considering the components produced by the 2f0 term (red

harmonics in Fig. 12). The harmonics from −2f0 (in green) are specular and give the same condi-

tions.
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⎧⎪⎨⎪⎩

BW << fc∗
fSW >> fc∗
(1 + 2k)fSW ≠ 2f0

(22)

the last condition must be satisfied with a certain margin (at least the value of fc∗)

given the performed approximations.

Obviously, working with f0 − BW < fSW < f0 + BW is also not a convenient con-

dition. In particular, due to the risk of injecting into the ADCs inputs a feedthrough

signal (given by the switches commutations) which exactly falls into the modulated

signal bandwidth.

6 Enhanced-LIA Board Realization

An enhanced-LIA (ELIA) instrument based on the switched ratiometric technique

has been realized and fully characterized. The prototype comprises a generation

channel, two identical acquisition channels and is controlled by a Xilinx Spartan

6 FPGA mounted on a commercial module XEM 6010 by Opal Kelly connected to

the board, which also provides an USB interface.

Figure 13 represents the hardware scheme of the realized board. The elements

whose gain fluctuations are compensated by the switched ratiometric technique are

highlighted in blue. The detailed board design is described here [20].

6.1 Analog Architecture Design Details

Switches Position
The switched ratiometric technique allows compensating the gain fluctuations of the

stages following the switches. For this reason, it could be useful to insert the switches

as the first stage of the acquisition channels. Nevertheless, in this first implementa-

tion, it was decided to implement them just before the ADCs for two reasons: (i) the

dominating gain fluctuations source is the ADC; (ii) the samples immediately after

the switching of SW1 and SW2 are correctly acquired thanks to the fast differential

OpAmp and switches. Figure 14 shows the experimental acquisition and reconstruc-

tion of the DUT and STIM signals during the swap between the two ADCs operated

by SW1 and SW2. A fast recovery of the correct signals value, after about three

acquisition samples (37.5 ns), is shown. With the switches as first stage, the last

condition would not be satisfied due to the settling time of the anti-aliasing filter.

The noise folding due to the fast differential OpAmp has been taken into account,

and its noise results negligible at the end of the acquisition chain.

Not Compensated Gain Fluctuations
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Fig. 13 Detailed hardware scheme of the ELIA instrument. The gain fluctuations of the compo-

nents in the shaded boxes are compensated by the switched ratiometric technique

Fig. 14 Acquisition and

reconstruction of the DUT

and STIM signals during the

swap between the two ADCs.
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have a dynamic of ±1.1 V. In
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The gain fluctuations of the elements located in the two independent acquisition

paths, from the pre-amplifier to the switches, are not compensated by the switched

ratiometric technique. In particular, the elements to be considered are: (i) the resistors

involved in the channel transfer function; (ii) the PGAs; (iii) the switches before the

ADCs.

In order to minimize the resistors effect, non-standard resistors characterized by

low thermal coefficient (<5 ppm/K) and low 1/f intrinsic noise, have been employed

[14].



Lock-In Amplifier Architectures for Sub-ppm Resolution Measurements 211

Temperature fluctuations also vary the PGAs gain, characterized by a gain temper-

ature coefficient of about 25–35 ppm/K [21]. Experimental results show a small per-

formance degradation when the two PGAs are not by-passed (from 0.6 to 0.85 ppm

as shown in the next section). However, it is important to notice that integrated cir-

cuits comprising two PGAs with a good channel-to-channel gain temperature coeffi-

cient match (few ppm/K) are availabe [22]. This feature will be considered for future

implementations.

Regarding the switches network, it is important to consider the voltage divider

between the switch resistance and the finite differential input resistance of the

ADS5542 ADCs, specified of RADC ≈ 6.6 kΩ. A random fluctuation of the ADC

input resistance is not an issue itself, because its effect is compensated by the tech-

nique. Instead, the resistance of the switches can vary independently each other,

causing uncorrelated fluctuations of the two signals acquired by the ADCs. To

reduce their effect, low resistance (R = 15 Ω) switches have been selected. This way,

their fluctuations affect the transfer function by a reduced factor RSW∕(RSW + 15Ω +
RADC) ≈ 0.0023.

6.2 Digital Architecture Additional Modules

Only two additional digital modules, with respect to a standard LIA, are required as

shown in Fig. 15. The first is a module to reconstruct in the digital domain the DUT

and STIM signals by taking alternatively the samples from the two ADCs coherently

with the position of the switches. A delay block allows to set the correct timing

for the signals reconstruction considering the acquisition pipeline delay. The second

module simply calculates the amplitudes of the DUT and STIM signals and operates

the division between them to remove the gain fluctuations.

7 Results

In this chapter the effectiveness of the switched ratiometric technique and the correct-

ness of the previous theoretical analysis are demonstrated. In particular, it is shown

that this technique enhances the ELIA instrument resolution limit by more than an

order of magnitude (from 9 to 0.6 ppm). After a first technique assessment with a

simple resistive DUT, the ELIA instrument has been used to measure a more com-

plex DUT, demonstrating its performance independence from changes in the DUT

signal phase and amplitude. Another experiment confirmed the importance of select-

ing a switching frequency greater than the 1/f noise corner frequency of the single

channel as expected.
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Fig. 15 DUT and STIM signals acquisition and processing chain: after analog-to-digital conver-

sion, the signals are coherently reconstructed taking in consideration the delay between the analog

switches and the converted digital words. Successively are processed as in standards LIAs and

finally the ratio between the two obtained amplitudes is performed

7.1 Assessment of the Resolution Capability of ELIA

In order to verify the effectiveness of the switched ratiometric technique, a sinusoidal

signal of 1 V at a frequency of 1 MHz has been generated and applied to the input

of ELIA through a resistive voltage divider as shown in Fig. 16a. In the first experi-

ment, whose results are reported in Fig. 16b, the DUT and STIM signals have been

separately acquired with a specific ADC. The demodulated signals are normalized

and the fluctuations appear of the same amplitude (about 9 ppm), but not correlated.

Although the DAC fluctuations are shared by the two signals, the ones of the two

ADCs are indeed uncorrelated, making this simple ratiometric approach ineffective.

In a second experiment, the switches have been enabled to perform the switched

ratiometric technique. In this case the fluctuations of the reconstructed DUT and

STIM signals are clearly correlated (Fig. 16c). Thus, they can be effectively reduced

by means of a ratio operation, obtaining a residual uncertainty of only 0.7 ppm in

this case (Fig. 16d). Given the obtained results and the fact that the DUT and STIM

signals are of different amplitude (0.5 and 1 V respectively), the demodulated output

fluctuations cannot be related to an additive noise, but necessarily to gain fluctua-

tions.

As second experiment to evaluate the ELIA performance, Fig. 17a shows the

tracking of a time-varying resistance of 250 Ω periodically changed (period of 10 s)

of 𝛥R = 1.25 mΩ, i.e. 5 ppm. The measurement has been performed in three dif-

ferent conditions: (i) using the commercial HF2LI by Zurich Instruments; (ii) using

ELIA as a standard lock-in amplifier (i.e. only measuring the DUT signal with a sin-

gle acquisition channel); (iii) using ELIA with the switched ratiometric technique

here proposed (with fSW set to 1 kHz). The signal amplitude applied to the time-

varying resistance is 300 mV, the signal frequency is of 3.2 kHz and the filtering

bandwidth of 1 Hz. The resolution enhancement of more than an order of magnitude,

from 9 ppm to 0.6 ppm, given by the switched ratiometric technique, allows a clear
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Fig. 16 Demonstration of the technique effectiveness in making the DUT and STIM signals expe-

rience the same gain fluctuations in order to allow their cancellation by means of a simple ratio

detection of the tiny (5 ppm) resistance modulation, which is is completely masked

by noise in standard LIA implementations, as reported in Fig. 17a. Figure 17b shows

the measured noise spectra at the LIAs output in the same three experimental con-

ditions. In order to obtain noise spectra going up to 1 kHz, the LIAs frequency has

be increased at 100 kHz, the filtering BW at 1 kHz, selected an internal switches fre-

quency fSW = 2 kHz and the modulation of the DUT resistance has been disabled.

The spectra clarify that the performance improvement given by the switched ratio-

metric technique is due to a substantial reduction of the 1/f noise affecting the stan-

dard implementations. The technique improves the resolution not only with narrow

low-pass filtering (BW ≤ 1 Hz), but also with higher filtering bandwidths.

7.2 Independence from Signal Phase and Amplitude

Differently from a differential technique, the effectiveness of the switched ratiometric

technique is in principle insensitive to the phase and amplitude relationship between

the DUT and STIM signals. In order to experimentally prove it, the instrument has

been tested with an R-RC network. Figure 18a, b shows the measured transfer func-

tion, characterized by a change of a factor 5 of the amplitude and of about ∠(𝜋∕4)
of the phase. In Fig. 18c is shown the measurement resolution at every specific fre-

quency. Sub-ppm performance (< 1 ppm) have been achieved up to about 5 MHz,

demonstrating an operation insensitive to the signal phase and amplitude.
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Fig. 18 Measured transfer function TF of the test complex network a used to assess the effect of

amplitude and phase changes of the DUT signal. The resolution is below 1 ppm up to about 5 MHz

independently of the DUT signal changes with respect to the STIM one (b)

The performance degradation observed for frequencies higher than 5 MHz can be

explained by the channel transfer function. At 6 MHz it is decreased by 2% due to

anti-aliasing filtering and is starting to rapidly decrease. It means that the capacitors

value, characterized by a poor thermal coefficient of 30 ppm/K, becomes increas-

ingly important in defining the transfer function, thus possibly decreasing the reso-

lution performance (about 3 ppm at 10 MHz).

The insensitiveness of the ELIA instrument to the amplitude and phase of the

DUT signal with respect to the STIM signal, allows it to operate as a standard LIA,

which does not require calibration steps at any new experiment or measurement fre-

quency change, as happen with a differential approach.

7.3 Resolution and Switching Frequency

Consistently with the discussion in Sect. 5.3, a relation between the switches fre-

quency fSW and the instrument resolution has been experimentally observed.

Figure 19a shows the noise spectrum obtained with the ELIA instrument, but only
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using a single channel (the DUT channel) as in standard implementations. The stim-

ulus frequency has been set to 500 kHz and the instrument output directly connected

to the input. The obtained 1/f noise corner frequency fc is about 1 kHz. Figure 19b

shows the resolution obtained enabling the switched ratiometric technique and vary-

ing fSW . The filtering bandwidth was 1 Hz and each measurement was 100 s long.

With a switching frequency greater than 1 kHz the resolution flats on sub-ppm val-

ues. On the contrary, by lowering fSW the resolution gets worse due to the overlapping

with the side harmonics 1/f noise as discussed in Sect. 5.3. The time domain inter-

pretation is that a significant gain fluctuation occurs during the switching period,

thus the ADC gain and its fluctuations are not equivalent for the two signals DUT

and STIM.

8 Conclusions

The maximum measurement resolution achievable using lock-in amplifiers is lim-

ited by an unexpected 1/f noise proportional to the signal to be measured. The mea-

surement resolution cannot be improved narrowing the filtering bandwidth, because

the noise is 1/f, neither increasing the signal amplitude, because the noise is signal-

proportional, posing a fundamental limit.

The source of this 1/f noise (and of the resolution limit) has been identified in

the effect of gain fluctuations of various elements of the generation and acquisition

chain, in particular due to the digital-to-analog and analog-to-digital converters.

A differential approach reduces the effects of the gain fluctuations, enabling the

measurement of small variations. However, it requires the design of a reference path

matched to the signal path for all the experimental conditions. In order to simplify the

experimental setup and avoid a calibration step of the reference, a LIA based on two
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Fig. 19 Resolution dependence on the switching frequency. To achieve the best performance the

condition fSW > fc + BW (Eq. 15 of Sect. 5.3) needs to be satisfied, in this case equivalent to fSW >
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ADCs alternately acquiring the signal coming from the Device Under Test (DUT)

and the stimulus (STIM) signal, has been conceived. This enhanced-LIA allows the

compensation of the slow gain fluctuations of both DAC and ADC, considerably

reducing their effect on the measurements.

Experimental results demonstrate the technique effectiveness. It allows enhancing

the instrumentation resolution limit by a factor 15, from 9 to 0.6 ppm, a resolution

value which is considerably better than the examined state-of-the-art LIA standard

implementations working up to similar frequencies, as shown in Table 1.

The technique does not require additional external elements or accurate case-by-

case calibrations, two typical constraints of the alternative differential technique.

Instead, it only requires to satisfy some defined conditions when choosing the switch-

ing frequency of the internal ADCs switches.
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Biomedical Sensors and Their Interfacing

Rajarshi Gupta

Abstract Biomedical sensors provide an interface between the electrophysiologi-
cal activity of different body organs and the instruments those facilitate an in-depth
analysis of the pathological conditions. They constitute the most important part of a
biomedical health monitoring system. Electrocardiogram (ECG), Photoplethysmo-
gram (PPG), Blood pressure (BP) and respiration are the most fundamental cardiac
and respiratory function indicators in a human body. This chapter is aimed to
provide a brief overview of these sensors and interfacing techniques for digitized
acquisition.

1 Introduction

Many organs in the human body, such as the heart, the brain, muscles, and eyes,
have underlying electrophysiological activities and involve generation of electric
fields and small biopotentials. Measurements of these and other bio-electric signals
can provide information on normal or pathological functions of the organs. The
fundamental objective of any medical signal acquisition system is to faithfully
capture the information which represents the physiological event or phenomena
using a suitable sensor. Over the years, various types of medical sensors have been
developed using the principles of materials science, electrical engineering, and
electronics science. Historically, the earliest uses of these sensors were confined to
clinical use, mainly in hospitals and healthcare clinics. However, with the
ever-changing societal demands (busy work schedule of common people) as well as
application of medical technology to non-medical domain (space application, sports
physiology, military applications, smart home systems to name a few), there were
requirements to access medical data remotely, using portable systems (handheld
gadgets) and also at the mobile condition of the subject (patient). These demanded
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contribution from embedded technology, information and communication tech-
nology, computer science into the broad area of biomedical engineering. The
technological challenge in this area in the current century is primarily two fold.
First, development of lightweight, miniature and wearable sensors so that medical
signals can be acquired from a patient even during his normal daily activity. Sec-
ond, use of wireless senor networks, embedded technology, and computing tools
for continuous monitoring of patients for early detection of pathological events
from medical signal(s). Among the various medical signals, cardiovascular signals
are considered the most important ones. The frequently used cardiovascular signals,
viz., Electrocardiogram (ECG), peripheral pulse, blood pressure (BP) and respira-
tion provide an in-depth assessment of the organs like heart, lungs, and circulatory
system. The scope of this chapter is to discuss the basic sensing principles and
interfacing of these cardiovascular and respiration sensors for their digitized
acquisition in a processor based system. These signals are also functionally and
physiologically interrelated in the sense that a pathological symptom obtained in
one signal can be sometimes clinically correlated to the other one(s). The layout of
the chapter is as follows: Sect. 2 discusses the fundamental bioelectric phenomena
underlying the origin of physiological signals and requirements of any medical
signal acquisition system. In Sect. 3, basic origin of the cardiovascular and respi-
ratory signals is discussed in brief. Section 4 is dedicated for signal conditioning
circuits and interfacing of these signals, followed by a discussion on wireless
biomedical instrumentation in Sect. 5. Section 6 highlights two recent develop-
ments of modern medical sensors. For the curious and enthusiastic readers, end of
chapter references will help to get comprehensive information on the pertinent areas
in detail.

2 Basic Aspects of Biomedical Data Acquisition Systems

Biomedical signals, according to their sources and acquisition principles, are
divided into two broad classes, viz. (a) endogenous signals and (b) exogenous
signals. The endogenous signals arise from natural physiological processes (hence,
also called physiological signals) and are measured within or on living creatures.
Example of such signals are EEG, ECG, EMG, EOG, blood glucose; etc. The
exogenous signals arise from the modulation of an externally applied energy or
radiation onto a physiological organ. The external energy or radiation may be of
suitable wavelength, X-ray, ultrasound energy, magnetic field etc. Examples of
such signals are PPG, SpO2, blood pressure etc. While endogenous signals can be
acquired invasively or non-invasively, exogenous signals are mostly drawn
non-invasively.

The sources of nearly all physiological signals may be attributed to the transients
in intercellular membrane potentials known as resting membrane potentials
(RMP) in excitable living organisms [1, 2]. The electrophysiological basis of
generation of such tiny potentials is due to the fact the living cells undergo a
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reversible change due to an external stimulation. The asymmetric distribution of
Na+, K+, Ca++, and Cl− ions which are the principal constituents of intra and extra
cellular fluids and semi-permeable nature of the membrane gives rise to the
RMP. The RMP of most human living cells is around −20 to −70 mV while
measured inside to outside of the cell membrane. The steady state RMP was rep-
resented by Goldman–Hodgkin–Katz equation [3]:

Vmo = −
RT
F

f ½Na
+ �iPNa+ + ½K + �iPK + + ½Cl− �iPCl−

½Na+ �ePNa+ + ½K + �ePK + + ½Cl− �EPCl−
g ð1Þ

where, T is the Kelvin temperature, R is the MKS gas constant (8.314 J/(mol K)), F
is the Faraday number, 96,500 Cb/mol, and PX is the permeability for ion species X.

This ‘polarized’ behaviour cell of the cell gets changed due to application of
short duration external stimulus. An ‘ion pump’ theory describes the movement of
ions through the cell membrane which makes the cell potential rapidly reversed for
some time, called ‘depolarization’ of the cell. After the stimulus is withdrawn, it
slowly recovers to the initial polarized state through a slow ‘repolarization’ and
occasional after-potentials. The recording of the membrane potential during these
reversible changes is called action potential of the cell, the magnitude, shape and
duration of which depends on the type of cell, like nerve, muscle or cardiac [3].

The recording of any physiological signal is the collective representation of these
tiny action potentials over space and time at predefined body location(s). The basic
aspects of any medical signal acquisition system are [4]:

(a) Sensing of very weak amplitudes, since most biopotentials appear in the order
of millivolt or microvolt signal at the body surface. This requires that the
sensing electrodes should be sensitive enough to capture these weak biosignals.

(b) Removal or minimization of unwanted signals, collectively named as noise and
artifacts, which can be external (interferences from power line, radiofrequency
sources, amplifier noise etc.) or internal (physiological signals from other body
tissues). If not minimized, these can corrupt the desired medical signal com-
pletely, making it either unacceptable for clinical diagnosis or prone to wrong
diagnosis.

(c) Safety of the subject (patient) from (i) electrical power supply of medical
instrument; (ii) radiation energy imparted on the patient for exogenous signals
(for imaging applications), and (iii) any other toxic materials or effects in the
process of signal acquisition.

(d) Presentation of the signal in an acceptable format or standard that is suitable for
interpretation by the medical experts. This mainly refers to the protocols or
standard lead configurations for acquisition of different medical signals, for
example, 12-lead ECG for Electrocardiograms.
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3 Cardiovascular and Respiratory Signals: Origin
and Basic Principle

Cardiovascular and respiratory signals arise from the pumping actions of the heart
in conjunction with the circulatory systems that supply the blood to each body cell
and, inhalation and exhalation of air to purify the blood through pulmonary cir-
culation, respectively. The signals which represent proper functioning of these two
systems are, ECG, peripheral pulse (also known as digital volume pulse or Pho-
toplethysmogram), saturated oxygen in blood (SpO2), systolic and diastolic BP and
respiration.

3.1 Electrocardiogram Signal

The Electrocardiography (EKG or ECG) is the prime investigation tool for pre-
liminary level cardiac functions. It represents time averaged representation of the
tiny electrical potentials generated at the sinoatrial (SA) node of the heart and their
propagation along specialized conduction fibers over the heart’s surface, as recor-
ded at predefined body positions. As shown in Fig. 1, a typical ECG waveform
consists of P, QRS and T waves, which represent sequential depolarization and
repolarization of the atrial and ventricular myocardium cells [5]. Among these, the
P-wave is represented by atrial depolarization during which the electric pulses move
from SA node to atrio-ventricular (AV) node, where the conduction is delayed to
form the equipotential PQ segment. This is followed by spreading of electric
conduction pulses through bundle of His, left bundle branch and right bundle
branch along the ventricular region, representing its depolarization to generate QRS
complex which suppresses the simultaneous atrial repolarization. A little time pause
here gives rise to equipotential ST segment, after which ventricular repolarization

1 
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9 

Legends: 
1: QRS interval; 2: P duraƟon
3: T duraƟon; 4: PR interval
5: ST segment; 6: QT interval
7: P height; 8: T height
9: QRS amplitude

Fig. 1 A typical representative ECG beat in important clinical features (printed from “Hybrid
Encoding for Real Time Compressed Electrocardiogram Acquisition”, Measurement, Vol. 91,
Sept. 2016, (Elsevier Sc.) by P. Bera et al. with permission)

222 R. Gupta



starts with conduction pulses spreading over Purkinjee fibers, with generation of T
wave. The important clinical features (marked as 1–9 in Fig. 1) that describe the
cardiac function lies in the different time durations and amplitudes of constitutes
waves and wave segments. These provide a set of quantitative and qualitative
(curvature of a wave, elevation or depression of a segment etc.) metrics which
provide a foundation of objective assessment by a cardiologist [6, 7]. A lot of
cardiac disorders like arrhythmia, ectopic beats, myocardial infarction, hypertrophy,
bundle branch block etc. can be detected by visual analysis or computerized
analysis of such features or their suitable combination [8].

‘12-lead ECG’, an internationally accepted standard for recording of ECG in
clinical practice, represents body positions and referencing system to record ECG.
Left arm, right arm and left leg are used for recording three standard bipolar leads I,
II and III and three unipolar augmented limb leads aVL, aVR, and aVF. Six
unipolar chest leads v1, v2, v3, v4, v5 and v6 are attached to different intercostals
spaces on the rib-cage. For unipolar leads, the reference is taken as the Wilson
Central Terminal (WCT). With the advent of computerized recording and analysis,
these 12—lead traces can be simultaneously acquired and analysed to provide
preliminary level assessment of cardiac abnormality.

3.2 Peripheral Pulse Signal

Peripheral pulse signal can provide vital diagnostic information on blood circula-
tory functions through the veins and arteries spread over the whole body. They
represent blood volume changes in the micro vascular bed of tissue at the peripheral
body parts (like fingertips, earlobes, and forehead) with respect to a cardiac cycle.
The most popular technology to acquire such signals is photoelectric plethys-
mography or, Photoplethysmography (PPG) [9, 10]. Here, an optical
source-detector combination attached to the body part is used to illuminate a small
portion of skin and sense the change in blood volume information based on dif-
ference of absorbance of the light radiation between blood-full and blood-less skin
at near infrared (IR) wavelengths. The sensor electronics projects this change in the
output voltage. A typical PPG waveform shows a steady (DC) component (repre-
senting thermoregulation and autonomic functions), and a pulsatile component
(representing blood volume changes). As shown in Fig. 2, the rising part of the
pulsatile component is called anacrotic phase, and it represents ventricular systole
(contraction), where the supply of blood to the peripheral capillary increases. It is
characterized by the systolic peak (point SP), after which the falling part, named
catacrotic phase starts, representing ventricular diastole (expansion). For healthy
arterial condition, a diastolic peak (point DP) reflects momentary rise in blood
supply due to reflection of pulse wave pressure from the closed aorta. Like ECG,
PPG also provides a set of objective measurements based on its morphological
features, as indicated in Fig. 2. A multitude of cardiovascular parameters like heart
rate, cardiac output, respiration, endothelium functions, arterial compliance, and
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blood pressures can be correlated from the PPG and ECG-PPG combination [11–
16]. Over the last two decades, an increase in interest in PPG technique by the
biomedical research community has raised its use for various clinical monitoring
purposes due to its non-invasive acquisition, low cost instrumentation, single site
measurement and favourable sensor configuration [17, 18].

Notation Description

Amplitude (F-SP) Systolic amplitude (SA)
Duration (h1-h2) Pulse width (PW)
Duration (SP-DP) Peak to peak time (PPT)
Duration (F-SP) Crest time (CT)
Amplitude (F-DN) Dicrotic notch amplitude (DNA)
Amplitude (F-DP) Diastolic peak amplitude (DA)
Ratio (SA/DA) Augmentation index (AI)

3.3 Respiration Signal

The objective assessment of lungs, airways and chest wall functionality can be
made by direct or indirect measurement of various variables which are associated
with two key events in the respiratory system, viz., transport of the gas from
environment and the alveoli via the branching airway tree, and, diffusion of the
gases across the physical barrier separating the alveoli from the pulmonary capil-
laries. The various measurements under the respiration system can be classified
under the following heads: (a) gas pressure; (b) gas flow and volume; (c) concen-
tration and partial pressure of gases; (d) pulse oximetry and capnography; (e) lung
mechanical function (spirometry and body plethysmography) and, (f) gas exchange
[19]. In this chapter, discussion is confined to airflow sensing and breathing rate
measurements using plethysmography.

NotaƟon DescripƟon
amplitude (F-SP) Systolic amplitude (SA)
duraƟon (h1-h2) Pulse width (PW)
duraƟon (SP-DP) Peak to peak Ɵme (PPT)
duraƟon (F-SP) Crest Time (CT)
amplitude (F-DN) DicroƟc notch amplitude 

(DNA)
amplitude (F-DP) Diastolic peak amplitude (DA)
RaƟo (SA/DA) AugmentaƟon index (AI) F 

SP

DN

DPh1 h2

Fig. 2 A finger pulse waveform representing main clinical features
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Thermal convection flow meters employing sensing elements like (electrically
heated) metal wires, metal films, and thermistors are used to measure gas flow rate
through the nasal cavity and provides indirect measurement of respiration in terms
of lung volume or its changes [20]. These thermal flow sensors are based on
convective heat exchange that takes place when the fluid flow passes over the
sensing element (hot body). They are connected in a full Wheatstone bridge and
normally designed to operate either in constant temperature mode or, in constant
current mode. The basic sensing principle is shown in Fig. 3. The airflow due to
breathing activity takes away the heat from the sensing element. In constant tem-
perature mode, the heater element is maintained at constant temperature by
adjustment of current from the source, whereas in constant current mode, the heater
is supplied with constant current and bridge unbalance provides a measure of air
flow rate.

A popular form of respiratory air flow sensing is employing microwave Dop-
pler radar [21–23] which avoids sensor attachment, or special clothing, and pro-
vides additional advantages like robustness against environmental factors,
interference from other sensor signals etc. The sensor operates by transmitting a
radio wave (typically in the GHz range) signal and receiving the modulated version
of the signal due to quasi periodic motion of the chest wall/abdomen due to
inhalation, exhalation and the pause in between.

Plethysmography is a general technique used for measuring respiration, or
breathing effort by change in volume (abdominal or chest sectional area). The basic
configuration employs change in elastic belt tension (piezo or strain gauge as
sensing element), electrical impedance (change in current between two electrode
positions) and inductive type (frequency change in a RF signal looped in a chest
belt) [24–26]. Among these, chest belt type respiratory inductive plethysmography
(RIP) sensors are popular and often taken as standard to calibrate other respiration
sensors. In RIP [27], a low current is looped through a coil would around the chest
and activated by a high frequency (∼kHz) current source. As a result of
quasi-periodic motion of chest and abdomen, the body sectional (chest) area
changes and so changes the resultant magnetic field. This can be measured by
change in frequency in the loop current.

Measurand (air flow)
Heater temperature 

maintained by 
current change  

Current drawn to 
maintain Wheatstone 

bridge balance   

Current output  

Measurand (air flow) Cooling of heater 
(temperature 

change)  

Wheatstone bridge 
unbalance voltage  

Voltage output  

(a)

(b)

Fig. 3 Basic principle of thermal convection flow meters: a Constant temperature mode.
b Constant current mode
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3.4 Blood Pressure Signal

Blood pressure (BP) is the pressure exerted by the circulating blood in the walls of
the peripheral vascular system and different chambers of the heart. BP measurement
is a standard clinical practice and gives a rough estimation of the integrity of the
cardiovascular system. Measurement of BP mainly aims to determine the systolic
pressure (when the ventricles contract), diastolic pressure (when the ventricles
expand) and mean arterial pressure [28]. The Association for the Advancement of
Medical Instrumentation (AAMI) demands a pressure range of –30 to 300 mmHg
for a blood pressure transducer. Additionally, it should not be damaged with an
overpressure in the range of –400 to 4000 mmHg.

There are several direct and indirect methods for measuring BP. Direct BP
measurements involve minor surgical procedure to couple the (body) site pressure
to an external sensor, and categorized into extravascular and intravascular sensors.
These are applied for pre-and post-surgical patients under hospital set up. Modern
electrical type direct BP measurement methods adopt ‘catheterization’ techniques,
which detect deflection of an elastic member by the exerted pressure. The secondary
sensing principle may utilize strain gage, piezoelectric, capacitive or fiber optic
principles and mostly of intravascular type.

In routine clinical check-ups, however, indirect BP measurements (non-invasive)
employ an inflated cuff by air purging for occlusion of a blood vessel (normally
brachial artery). In general, the cuff is inflated above the tentative systolic BP and
slowly bled off at a rate of 2–3 mm/Hg. With gradual release of cuff pressure, blood
leaks through the occluded artery. Based on the sensing principle, the measurement
methods are categorized into auscultation, palpation, flush and oscillometric tech-
niques [4, 29, 30]. The auscultation method uses a stethoscope to hear the
appearance and disappearance of different phases of Korotkoff sounds with the
gradual decreases of cuff pressure. Several improvisations of the auscultation
methods facilitate automated detection of systolic and diastolic BPs by employing
secondary transducers like piezo crystals, ultrasonic, photoelectric, and electroa-
coustic transducers. The palpation of the radial artery with gradual release of the
cuff pressure can be manually sensed to detect the systolic pressure only. The
oscillometric method measures the amplitude of oscillations that appear in the cuff
pressure signal created by the arterial wall as the blood leaks through the brachial
artery. This method can provide systolic, mean and diastolic (using algorithm)
pressures. In the last two decades, several sensor designs and computational
methods have been proposed for indirect BP measurement using ECG and PPG
[31–33]. These have opened up a new domain of non-invasive [34], continuous and
ubiquitous cardiovascular measurements.
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4 Sensor Configurations and Interfacing
of Cardiovascular and Respiratory Signals

Most of the real world biomedical signals are weak in amplitude (order of millivolt
or microvolt) and so, require amplification, scaling, isolation and filtering before
being finally acquired in a collecting device. These functions are collectively known
as signal conditioning. The biomedical sensors are interfaced with the signal con-
ditioning circuits at the first stage of recording. Among these, filtering is used to
pass the clinical bandwidth of the signal and discard any noise from the raw input.
Isolation is a special function used for endogenous medical signals (like ECG,
EMG). The signal conditioning circuit configuration depends on the biomedical
signal being acquired and provides an amplification from 10–106 to the raw input.

4.1 Electrocardiogram Signal

The ECG is measured from the predefined positions of human body. However, for
its proper measurement electrodes are required which convert the ionic current
(inside the body) to the electronic current in an external circuit, i.e., the measure-
ment electronics. Apart from that, ECG signals being weak in magnitude (±3 mV
peak), they are inherently corrupted by other physiological signals (like muscle
noise) and external unwanted interferences, collectively known as ‘artifacts’.
Hence, proper filtering, amplification and isolation are required for its proper
recording, presentation and safety of the patient.

The block diagram of a typical ECG signal conditioning is shown in Fig. 4,
which can generate a unipolar voltage. The lead selector circuit can be manually
operated or controlled by the data acquisition (DAQ) board.

The objective of the isolation circuit is to provide galvanic isolation (1000 MΩ
or more) between the patient body and the signal conditioning to prevent any
accidental current flowing through the patient body. The total gain of the amplifier
is around 2000, distributed over a pre-amplifier and an instrumentation amplifier
(INA). The first stage, pre-amplifier provides a low gain, typically 10–20. The filter
circuit mainly discards high frequency noise and passes the clinical bandwidth of
0.05–100 Hz to the output. The INA provides a gain of 100–200. After INA, the

Lead 
selector
Circuit Pre- 

amplifier

IsolaƟon 
circuit

INAFilter 

Electrode 1

Electrode 2 
(Reference)

Level 
shiŌer

DAQ

Ref voltage

Fig. 4 Block schematic of a ECG amplifier circuit
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final level shifter is used to get a unipolar voltage 0–5 V. In the following sections,
the components of the ECG signal conditioning are elaborated.

4.1.1 Electrodes

Electrodes facilitate conversion of the ionic current within the body tissue to an
external current using a metal-electrolyte interface. Electrodes are categorized into
polarized and non-polarized according to their electrical behaviour. A detailed
analysis of the biopotential electrodes are available in [2, 4]. Silver-Silver Chloride
electrodes provide the most stable performance. They are made of silver disks
coated electrolytically by silver chloride. The electrolyte (gel) additionally provides
protection against slippage of the electrodes. Commercially, two types of electrodes
are used in ECG recording, viz., reusable and disposable.

Figure 5 shows common electrodes used for ECG recording. Here, (a), (b) and
(c) are metal reusable electrodes used in common clinical settings. Materials used
for these types of electrodes include German silver (a nickel-silver alloy), silver,
gold, and platinum. Among these, (a) is a suction cup electrode for precordial or
chest leads. The (b) type is used as limb electrode. The type (c) is a general metal
disc electrode which is normally used in long-term ECG recording. A lead wire is
soldered into the back surface for electrical connection to recorder. A thin insulating
material epoxy or polyvinylchloride protects the conducting part from lead wire.
(d) Shows another reusable Silver-Silver Chloride electrode attached to the skin by
non-allergic adhesive tape, and provides high quality measurement. (e) and (f) are
disposable electrodes used in research due to their improved design. Configuration
(e) provides a secure arrangement by attaching a large foam pad to the electrode

Electrical connecƟons

(a) (b) (c) (d)

(e)
(f)

Fig. 5 Some electrodes used for ECG acquisition
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body with adhesive coating on one side. The gel is trapped in the pocket between
the electrode contact surface and skin. A double sided adhesive tape fixes the
electrode on one side, and the body surface on the other. Such electrodes are
particularly suited in ambulatory recordings for long term use. Configuration
(f) shows special conductive polymer electrodes developed in recent times, with the
advantage of conducting and adhesive properties simultaneously. The polymer is
attached to a metallic backing made of silver or aluminum foil, allowing electric
contact to external instrumentation.

4.1.2 Isolation Circuits

According to guidelines from AAMI, all medical amplifiers must comply with
certain safety standards. Among them, one important is IEC 60601-1 standard,
which prescribes a limiting patient auxiliary current (current that can flow between
two separate leads connected to the patient body) up to 100 µA at 0.1 Hz. The
isolation between the patient and the electrical recorder is achieved in two ways.
First, complete galvanic isolation using optical, capacitive or magnetic coupling
between the recording leads and amplifier inputs. Second, using surge protection
arising from electrosurgical equipments or defibrillators [35].

In magnetic isolation, a transformer is used to achieve nearly 7 kV of isolation
between the primary and secondary. The low frequency ECG signal modulates a
high frequency carrier (around 500 kHz) signal, and transferred to secondary
through magnetic coupling. At the output, a demodulator (low pass filter) extracts
the ECG. This is schematically shown in Fig. 6a.
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Demodulator 
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Circuit 
common Earth Ground
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Transformer
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Circuit 
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-D

P R

Fig. 6 Different types of isolation strategy in ECG amplifiers: a magnetic isolation. b Optical
isolation
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An optical isolation amplifier uses a linear opto-coupler using infrared LED and
a phototransistor to separate the input and output (Fig. 6b).

4.1.3 Filtering Circuits

Among the major artifacts which corrupt the ECG signal are electromyography
noise, baseline wander, motion artifacts, power line interference (PLI), electrode
pop or contact noise, baseline wander, electrosurgical noise, and amplifier noise [8].
Some of these artifacts have overlapping spectra with the ECG, and hence only
filtering in analog domain may not be sufficient for their complete removal.
However, for practical purposes, a band pass filter in the frequency range 0.05–
70 Hz can remove most of the artifacts, except PLI. Two filtering circuits at the first
stage (pre-amplifier) are shown in Fig. 7. In (a), small ferrite beads (T1) and
inductors at the lead wires, along with a low pass filter using R0 and C0 can
substantially reduce the high frequency electromagnetic and radio frequency
interference. A band pass filter using the R1, C1 and R2, C2 combination can select
the clinical bandwidth of ECG using band pass filter, with the pass band given by:

f =
1
2π

ð 1
R1C1

−
1

R2C2
Þ ð2Þ

Fig. 7 Filtering circuit for noise reduction: a band pass filtering; b power line interference
(printed from “ECG Acquisition and automated remote processing”, (Springer, 2014) by R. Gupta
et al. with permission)
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A twin T notch filter, shown in (b) can minimize the PLI. The rejected frequency
is given as:

f =
1

2πR1C1
ð3Þ

where, R1 = R2 = 2R3; C1 = C2 = C3/2.
Another improvisation to minimize power line noise is to use driven right leg

circuit, frequently used in commercial ECG recorders and research equipments. The
right leg of the subject is used as reference for unipolar lead ECG measurements.
A feedback circuit from the first stage (pre-amplifier) output using a voltage divider
can reduce the PLI, as shown in Fig. 8. Stray electrical capacitances are formed
with the patient body, lead wires and the power line. The induced displacement
current id creates a common mode voltage (V0 = id × r0) at the lead wires (having
resistance r0 ) which, at power line frequency can be as high as 20 mV. The DRL
circuit uses a feedback amplifier to reduce this common mode voltage to:

Vc =
idro

1+ 2R2
R1

ð4Þ

Here, by proper choice of R2 the PLI effect can be minimized.

4.1.4 Instrumentation Amplifier (INA)

An ECG INA should have some basic characteristics for faithful amplification of
the low amplitude signal. The most essential of them are: high common mode

Vc =idr0

id

Vc =id r0 / (1+2R2/R1)

+
id

+

- 

- 

- 

+

R1

R1

R2

Power line Power line
Displacement 

current

Fig. 8 Power line interference reduction using driven right leg circuit (printed from “ECG
Acquisition and Automated Remote Processing”, (Springer, 2014) by R. Gupta et al. with
permission)

Biomedical Sensors and Their Interfacing 231



rejection (CMR) and high input impedance. The CMR at the first stage
(pre-amplifier) is one prime factor to minimize the noise generated from PLI as well
as potential arising out of electrode-skin interface, which can saturate the output of
the final amplifier. A typical CMR ratio of 250–300 dB and input impedance of
100 MΩ at 60 Hz can provide good results. Apart from these, the amplifier should
have a good ‘recovery’ property which enables it to track the input after saturation
due to sudden movement of the patient during ECG procedure. A modified con-
figuration of classical three-OPAMP circuit is shown in Fig. 9 [8], where the total
gain is distributed among the three stages, given by:

G= ð1+ 2R2

R1
ÞðR4

R3
Þð1+ R7

R6
Þ ð5Þ

This design also offers a band pass filter in the final stage:

Δf =
1
2π

ð 1
R7C2

−
1

R5C1
Þ ð6Þ

Some low power monolithic INA designs are available in [36, 37]. AD620 from
Analog Instruments is used in some ECG amplifier designs in recent times. This IC
has some attractive features, like, using a single external register (RG) to achieve a
gain in the range 1 to 103, very good CMRR of 100 dB at gain of 10, low operating
voltage 2.3 V, which outperforms a classical three-OPAMP IA circuit for ECG
amplifiers.

A practical ECG amplifier (without the isolation stage) with AD620 is shown in
Fig. 10. The circuit consists of four stages. In the first stage AD620 provides low
gain, typically 10–15 and high CMRR. The filter at this output can prevent the
saturation due to electrode offset voltage. The second stage (CA3140) implements a

Fig. 9 Three OPAMP classical ECG amplifier configuration (printed from “ECG Acquisition and
automated remote processing”, (Springer, 2014) by R. Gupta et al. with permission)
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low pass filter of 70 Hz cutoff and a gain of 10. The third (OP177) stage, a simple
inverting amplifier, provides a gain of 20. The final OP1-177 provides an adjustable
bias to get unipolar final output. This design also implements driven right leg
circuit.

4.2 Peripheral Pulse Signal (Photoplethysmogram)

There are two configurations of PPG sensors, viz., transmission mode, and,
reflectance mode. The transmission type is more common in use and can be applied
in peripheral body parts. In this mode a matched pair of LED and photodiode is
attached to opposite surface of body extremity. In the 0.8–1 µm wavelength (named
optical water window), the light is least absorbed by the water content of the tissue.
A pulse of blood in the illuminated capillary increases the optical density, and there
is a decrease in received light intensity at photodiode. The absorption is quantita-
tively expressed by Beer Lambert’s law, which states that the intensity (I) decays
from the original (I0) according to following equation:

I = I0e− αlc ð7Þ

where, α: absorption coefficient of the material; l: length of travel; c: concentration
of the medium. However, there are other factors like scattering, reflection and
refraction of light from the bones and skin tissues causing reduction of intensity
those are not covered in the law. By convention, the waveform is inverted so that it
correlates positively with blood volume [38].

In reflection mode, the source-detector combination is placed on the same side
of tissue. In the recent time, green LED operating in 0.5–0.6 µm wavelength has

Fig. 10 Practical ECG amplifier using AD620
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become popular. In this mode, the emitted photons follow banana-shaped path from
photodiode to the detector, and barely penetrate deep into the skin [39]. Figure 11a
shows the basic principle of reflective PPG sensing.

A typical PPG sensor electronics contains a forward biased LED, producing a
light intensity proportional to conductive current with a voltage drop of nearly 2 V
across the LED. In Fig. 11b, a current limiting resistance Rlim is so chosen that the
current (ILED) is sufficient to drive the LED. In the detecting circuit, a load resistor
in the phototransistor is used to convert the output current to a voltage as per the
following equation:

VL = ICERL ð8Þ

A typical PPG signal conditioning circuit is shown in Fig. 12 [40]. The total
circuit consists of two stages, viz., stage 1 amplifier and filter, and stage 2 amplifiers
and filter. The stage 1 and stage 2 are similar in configuration, and use a passive
high pass filter of 0.5 Hz and active low pass filter at 3.4 Hz to select the clinical
bandwidth of the PPG, which is around 1.5 Hz. The potentiometer P provides an
adjustable gain to the final analog output. The reference voltage is kept fixed at
2.0 V. In recent years several wearable PPG sensors have been proposed [41–43].

4.3 Respiration Signal

This section describes the sensor and their interfacing principles for measuring
respiration signal using most common methods, viz., differential pressure, thermal
convection, microwave Doppler radar, ultrasonic and inductive plethysmography
approaches.

LED
(Source)

Photodiode 
(Detector)

Epidermis

Dermis Capillaries

(a)

(b)

Fig. 11 Photoplethysmography: a tissue penetration and backscattering; b source and detector
circuit configuration
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4.3.1 Differential Pressure (DP) Respiration Sensors

Differential pressure flow meters are one of the oldest and widely used for air flow
rate and volume measurement devices. The principle is based on measuring the
differential pressure across an element of known resistance, popularly known as
pneumotachography. The older version offered by Fleisch is schematically shown
in Fig. 13. It provides small capillary tubes as restrictors parallel to the flow line
inside the flow conduit. At laminar flow rates, the pressure drop (ΔP) across the
restriction is given as:

ΔP=
12μl
πNd4

V ð9Þ

Where, d: diameter of each capillary tube, N: Number of tubes; µ: viscosity of
the air medium; l: gap between pressure taps; V: flow rate.

Vin from 
sensing 
circuit

Stage 1 amplifier and filter Stage 2 amplifier and filter

-

+ 
+ 
- 

+ 
-

VREF VREF

4.7μF 4.7μF 

68K 
68K10K 100nF

100nF

470K 

10K

470K 

Analog output

P 

Passive
HPF

Passive
HPF

AcƟve
LPF

AcƟve
LPF

Buffer

VREF

Fig. 12 Signal conditioning of PPG sensor

Capillary tubes

Air flow

Pressure taps: 
HP: high pressure
LP: low pressure

DP cell

Diaphragm Electrical 
output 

HP LP

MagneƟc rod

Fig. 13 Schematic of Fleisch pneumotachograph

Biomedical Sensors and Their Interfacing 235



The pressure taps (high pressure and low pressure) activate a diaphragm
movement in a liquid filled DP cell to generate an electrical output through the
displacement of a magnetic plunger rod around which a coil is wound to form an
electromagnetic transducer. A modified version, named screen pneumotachograph,
uses fine wire mesh replacing the capillary tubes. Both versions have flat frequency
response up to 20 Hz but sensitive to changes in temperature, humidity, and gas
composition [19]. A variable orifice type flow meter uses almost same principle and
overcome with the additional advantage of handling turbulent flow [44].

4.3.2 Thermal Convection Type Respiration Sensors

Hot wire anemometers are the most popular type air flow measurement systems
used in commercial systems under clinical setting. A typical configuration is shown
in Fig. 14a. A heated wire is mounted perpendicular to the flow line (nasal cavity or
mouth) in a tapered tube and constitutes one arm of a full Wheatstone bridge. The
heater element is maintained at constant temperature. The airflow due to breathing
takes away the heat from the sensing element. In signal conditioning circuit, shown
in Fig. 14b, the bridge unbalance voltage is fed to a high gain DC amplifier and an
emitter follower stage [45]. The current drawn from the source to maintain the
constant temperature of sensor wire can be used to measure the volumetric flow
rate.

A convective heat transfer based sensor design for neonatal ventilation system is
proposed in [46]. Two electrically heated transistor elements (T1 and T2), mounted
on separate circuit boards (c1 and c2) flushed into the flow pipe and held perpen-
dicular to the air flow is used as sensor assembly, as shown in Fig. 15a. The circuit
boards are held at a small gap, with sensing elements mounted on opposite faces,
thus thermally insulating them. Each transistor is used in common-emitter config-
uration and supplied with constant current. Thus, the heat taken away by the cold
(er) air will be different for each sensor in bidirectional flow (inspiration and
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expiration cycle). The signal conditioning circuit as shown in Fig. 15b, utilizes the
difference in base-emitter voltage of two transistors through first stage and INAs to
get the final analog output (Vout). Another silicon based thermal convection type
respiration measurement unit is described in [47].

4.3.3 Microwave Doppler Radar (MDR) Type Respiration Sensors

A typical MDR system employs a pair of transmit and receive antenna mounted
close to the body of the subject and captures the frequency shift of the reflected
wave from the target (chest or abdomen) based on its quasi periodic motion due to
respiration. The theoretical analysis [23] shows that the inhalation, exhalation and
the pause in between them can be represented as a phase modulated signal, with the
phase shift directly proportional to the object’s chest movement.

A typical test-set up with interfacing schematic is shown in Fig. 16. A pair of
Tx-Rx antenna transmits and receives the frequency modulated CW microwave
radiation in the GHz range (based on antenna size), controlled by the MDR unit.
The received signal is passed through a direct quadrature demodulator with RF and
baseband automatic gain control, facilitating quadrature demodulation into direct
baseband frequencies [48]. The final output is low pass filtered (with amplifiers) to
extract the respiration signal Vout [49, 50].
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c1 c2
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T2

b

b Vbe 2
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ΔVBE
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A2 

Vout 

(a) (b)

Fig. 15 Thermal convection type respiration sensing using differential heating of transistors:
a Sensor mounting. b Signal conditioning schematic
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Fig. 16 Typical test set up of a MDR system for respiration measurement
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4.3.4 Ultrasonic Respiration Meters

Ultrasonic respiration sensors can either use Doppler effect, i.e., change in fre-
quency or phase shift of the reflected signal based on quasi-periodic motion of the
chest due to respiration [51], or use transit time principle. A piezo crystal operating
at 40 kHz frequency transmits short bursts of ultrasonic wave to the target (human
chest), which reflects back the pulses to the receiver. The receiver calculates the
time of travel, considering the speed of sound wave in the medium (air). The
resolution in measurement can be improved with higher frequency. However, direct
time of flight measurements suffer from the inaccuracies that occur in measurement
of the flight time (∼µs or less), and inertial delay problem in piezo sensor. To
counteract these, envelope detection principle is used in [52, 53]. This provides an
indirect measurement of time-of-flight of the pulses. A typical configuration is
shown in Fig. 17.

The transceiver is placed near to the body, typically within 100 cm to avoid
heavy attenuation of reflected wave energy. The reflected signal is passed through
an amplifier, an envelope detector and a band pass filter to extract the low frequency
respiration information. An envelope detection circuit detects the peaks from the
amplitude modulated high frequency signals at the output of amplifier. Finally, the
analog output is digitized and collected in a personal computer.

4.3.5 Respiratory Inductive Plethysmography (RIP) Sensors

The common RIP sensor consists of an elastic chest and abdomen belt (around 1
inch wide) with a zigzagging wire sewn into it and worn around the chest (rib cage
under the armpits) and abdomen. A small current (some 10–20 mA) is passed
through the coil from an oscillator. During inspiration, the abdomen (rib cage) area
decreases (increases) with the lung volume. A typical RIP configuration is shown in
Fig. 18. The outputs of the sensing units are separately amplified, and filtered to
extract the respiration information before being added. Since the amplitudes of
abdomen and chest sensors are unequal, the outputs of filters are normalized before
addition.

An improved version of RIP sensor [54] uses pulsed current excitation (15 mA
at 400 kHz for 100 µs) in time division multiplexing (TDM) to activate multiple
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Fig. 17 Ultrasonic respiration measurement schematic
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sensors controlled by CMOS switching circuit. For sensing, a parallel LC circuit is
used with a fixed C and L being the loop wire inductance. This combination
virtually acts as a band pass filter with variable central frequency, which changes
the output amplitude as per change in inductance due to breathing. Thus voltage
change across the sensing unit can be detected to reflect the respiration rate.

4.4 Blood Pressure Signal

This section briefly describes the sensor interfacing for catheter type electrical
blood pressure sensors. The most common configuration involves an elastic
member (diaphragm) to be deflected by the blood pressure. The different secondary
sensing principles can be categorized into the following.

4.4.1 Capacitive Blood Pressure Sensors

The displacement of the elastic diaphragm can be utilized to form a variable
capacitance transducer, using the diaphragm with a thin conductive coating as
movable plate. For a circular diaphragm fixed at the periphery, the approximate
deflection (y) at the centre is given as:

y=
3PR4½ð1σÞ4 − 1�
16Eð1σÞ2δ3

ð10Þ

where, E: Young’s modulus of the material, σ: Poisson’s ratio, P: applied pressure,
δ: thickness of the diaphragm, R: radius of the diaphragm.

The sensor structure and lead connectors are encapsulated in a small volume by
macro machining technique to achieve a sensor dia of 500 µm, diaphragm thickness
and plate gap of 1 µm each, giving a capacitance value of 3 pF [55]. The problems
encountered with this type of sensors are higher inherent electrical noise,
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LP Filter
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HP Filter (35 Hz)

∑
Vout

Amplifier
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Fig. 18 Basic RIP sensor configuration and signal conditioning
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requirement of complex signal processing, internal oscillator and demodulator,
which also increases the overall cost.

In another configuration [56], the variable capacitance is realized in a FET
structure, so that, with the movement of the diaphragm reduces the gate and source
resistance and source-drain current is altered.

4.4.2 Piezoresistive Blood Pressure Sensors

A four arm Wheatstone bridge is used with four active resistive elements each
connected to one arm; with two in compression mode and the rest in expansion
mode. Common piezoresistive transducers are ion-implanted into a thin silicon
monocrystalline membrane [56, 57]. Typical values are 100–3 kΩ and powered by
3 V. The output (v0) of the four-arm Wheatstone bridge excited by supply vs is
obtained as,

v0 = vs
Δr
r

ð11Þ

where, Δr/r is the fractional change in resistance, assumed to be equal in each
piezoresistive arms. The schematic circuit diagram is shown in Fig. 19. The bridge
output is fed to an INA, followed by a successive approximation type AD
converter.

4.4.3 Optical Blood Pressure Sensors

Their most advantageous feature is use of an optical beam, thus the risk of inducing
current to the patient body is avoided, along with decoupling of associated elec-
tronics at the sensor site. The basic principle of sensing can be divided into the
following categories: (a) Intensity reflective fiber optic sensor; (b) light coupling
between two fiber optic sensors, (c) microbending fiber optic sensor, and (d) fiber
optic sensing based on interferometer principles. The most straightforward
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configuration uses passing or reflecting light beam through the deflection system
(elastic member) [58, 59] and measures the modulation by an electronic circuit.
A classical configuration of a cantilever fiber optic catheter probe is shown in
Fig. 20a. A cantilever arrangement accepts the pressure on a membrane coupled to
a reflector, which faces the single Fiber cable acting as inlet and outlet and guides
the light pulses to the catheter tip. A change in pressure alters the amount of
reflected light into the output fiber. The modulation in light intensity is sensed by a
photo electric detector and the final output is filtered, amplified to get a scaled
output. The signal conditioning schematic is shown in Fig. 20b.

In another configuration [60] a Fabry-Perot (FP) interferometry is described to
measure aortic arch and right coronary artery pressure. As shown schematically in
Fig. 21, it consists of a single mode fiber, a multi-mode fiber, and a SiO2 dia-
phragm. The SiO2 diaphragm couples the pressure (P) at the catheter tip. An FP
cavity is formed by multi-mode fiber—air cavity interface and air cavity—di-
aphragm interface. The single mode fiber guides the light exciting on the FP cavity
and collects the reflected light. The multiple reflections of light in the FP cavity
form an interference pattern.

The change in pressure on the diaphragm alters the FP cavity length and this is
reflected in the phase change of the interference pattern. This in turn brings sinu-
soidal changes the intensity of the final reflected optical beam. The reflected light
can be split into two fibers using an optical splitter, one directly connected to an
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optical detector (broadband channel) and the other via a tunable filter (narrowband
channel). The difference in pattern between the two detectors can be mathematically
correlated to the blood pressure.

A temperature compensated extrinsic fiber optic interferometer BP sensor is
schematically presented in Fig. 22. It contains an integrated fiber Bragg grating
(FBG) core by periodic change in the refractive index inside a single mode fiber.
The fiber is drawn into a glass capillary, at the end of which a diaphragm is sealed
by splicing a multimode, which accepts the blood pressure. A FP cavity is formed
between the diaphragm and the FBG which facilitates reflection of light. The
outside pressure can change the cavity length (ΔL) through deformation of the
diaphragm, calculated as in [61]:

ΔL=
3
16

ð1− μ2Þ
E

r4

h3
ΔP ð12Þ

The measurement set-up consists of an optical source, coupler with switch
(operating in time multiplexing mode and controlled by DAQ card), an optical
spectrum analyzer (OSA), data acquisition card and computer. The coupler directs
the light pulses from sources and redirects the reflected light into the receiver fiber.
The OSA converts the received radiation into intensity modulated electrical pulses,
which are finally analysed in the computer.

4.4.4 Oscillometric Blood Pressure Sensor

Most of the automatic BP monitors use the principle of oscillometry, where the
oscillations in occluded cuff pressure with gradual release of cuff pressure is sensed
by peizoresistive sensors connected in a Wheatstone bridge. The bridge output is
filtered, amplified and processed by a microcontroller to compute the systolic,

Light

Capillary Fiber Bragg GraƟng Cavity 

Diaphragm

P

Source
Coupler switch

OpƟcal Spectrum Analyzer

DAQ card

Catheter

(a) 

(b) 

OF cable

Computer

Fig. 22 a Schematic of fiber bragg grating type FP interferometric BP sensor. b Measurement set
up
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diastolic and mean arterial pressures (MAP). Figure 23 describes a schematic layout
of such a system. The air cuff is provided with a controlled air supply and air valve
control system, both controlled from a central microcontroller. The sensor output is
typically filtered by a series of low pass (10 Hz) and high passes (2.2 Hz) filters and
a gain control stage to generate an analog output that is fed to the microcontroller
unit. The microcontroller determines the MAP by taking the cuff pressure when the
pulse with the largest amplitude appears. Typically, in some commercial units [62]
calculates the systolic pressure (diastolic pressure) equal to the measurement taken
in the cuff with a pulse with 70% (50%) of the amplitude of the MAP while the cuff
pressure is above (below) the MAP value.

5 Wireless Biomedical Instrumentation

With the advent of low power microelectronics, embedded systems, sensing tech-
nology and wireless communication techniques, the area of medical instrumentation
has undergone sea change in the last two decades. Using miniature wearable sen-
sors with digital intelligence, a patient’s medical condition can be remotely mon-
itored under his normal activity. Development of low power hungry digital
microcontrollers has enabled fast real-time analysis of the acquired signals for
conditioning monitoring of critical patients. Hence, modern biomedical instru-
mentation systems are not only confined to measurement, and acquisition of data,
but include significant computing tasks for analyzing the acquired signals [63].
Over the last decade, low power industrial, scientific and medical (ISM) band
protocols (ZigBee, WLAN and Bluetooth) have been widely used in short range
health monitoring applications [64–66].

A typical configuration of multi (two)-channel wireless biomedical instrumen-
tation system is shown in Fig. 24. The hardware acquisition module (HAM) is a
small circuit encompassing the signal conditioning functions and digital interface to
transfer the signals through a wireless media to handheld gadgets, or remote ser-
vers. The HAM includes a low power microcontroller which controls the
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Fig. 23 Block schematic of an automatic BP monitor using oscillometry
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multiplexing of the conditioned signals and transfers the data using a serial protocol
to the on-board RF interfaces. For short distance monitoring, these RF modules
utilize license free ISM bands and comply with either ZigBee or Bluetooth or
WLAN protocol. For remote-end connectivity, all the sensors’ data is routed
through a gateway to a public communication network (PSTN, internet or ISDN
etc.). Now a days, a variety of low power RF modules are commercially available in
the consumer market, which can be used to develop custom make health monitoring
applications [67]. Body area network (BAN), a specialized application of sensor
network has enabled wireless networking among various sensors attached to dif-
ferent parts of the body using dedicated wireless protocols (medical implant
communication service, MICS, at 402–405 MHz and wireless medical telemetry
services, WMTS at 608–614 MHz).

6 Trends in Biomedical Sensor Technology

Considering the huge potential of biomedical science and healthcare in the coming
days, the following developments are expected to play key roles in medical
instrumentation domain.

6.1 Use of Wearable Integrated Biomedical Sensors

With the increasing demand from the patients to stay in normal life while being
monitored for their physiological activity, wearable biomedical sensors can play an
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important role. Towards this objective, new adhesive tape type wearable sensors
enable integration of sensors, signal conditioning, digitization, controller, energy
source (collector) and low power RF module in a small area (less than 2 sq. inch)
and fixed on human body [68, 69]. Figure 25 shows the diagram of a flexible ECG
sensor which contains three electrodes, an amplifier, microcontroller and RF chip
and transceiver units on small flexible polymer strip.

The design challenges for these units are low power consumption, ease of
wearing, and energy harvesting for continuous data supply.

6.2 Context Aware Smart Biomedical Sensors

For continuous monitoring of patients in their normal activity, an important
requirement is real-time recognition of abnormal ‘events’ (fall, unconsciousness
etc.) which can be communicated to a caregiver. Autonomous sensor systems, as
described in last section lack in computational capability due to small size of the
embedded processor. However, such smart capability can be achieved in con-
junction with a device with higher computational capability, typically a mobile
phone or PDA which the patient often carries. The software in the device can be
intelligent enough to discriminate a normal and abnormal condition, however, in
such systems additional sensors (like accelerometers, temperature sensors) may be
deployed.
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Interfacing and Pre-processing Techniques
with Olfactory and Taste Sensors

Rajib Bandyopadhyay and Anil Kumar Bag

Abstract In human beings, analytical conclusion about any object is governed by
the brain from the sensual influences coming from visual, auditory, olfactory, taste
and touch organs. However, these conclusions are purely subjective in nature and
target specific and may widely vary due to different human factors due to variability
in mood and health conditions. Scientists and engineers have been trying to mimic
the sensory organs of the humans in order to provide sufficiently reliable and
selective analysis on the object, and imitation of these sensual organs, nowadays,
has advanced to a great extent due to the immense development in sensor tech-
nology and intelligent smart electronics. In this regard, the electronic gadgets for
visual, audio, and touch system have traversed a long journey in terms of accuracy
and resolution and these three sensual organs now can be faithfully reproduced with
reasonable accuracy. However, the electronic gadgets like electronic nose for
olfactory system and electronic tongue for taste system, till now, are under research
to find a profile to be commercialized widely. There are many challenges in this
regard; firstly the selection of right sensor or sensor array for the application in
hand. Secondly, design of reliable signal conditioning and pre-processing. In this
chapter, we present the different types of sensors used for electronic nose and
electronic tongue systems and associated interfacing circuits and preprocessing
techniques.

R. Bandyopadhyay (✉)
Department of Instrumentation and Electronics Engineering,
Jadavpur University, Kolkata, India
e-mail: rb@iee.jusl.ac.in

A.K. Bag
Department of Applied Electronics and Instrumentation Engineering,
Heritage Institute of Technology, Kolkata, India
e-mail: anilkumarbag@gmail.com

© Springer International Publishing AG 2017
B. George et al. (eds.), Advanced Interfacing Techniques for Sensors,
Smart Sensors, Measurement and Instrumentation 25,
DOI 10.1007/978-3-319-55369-6_8

249



1 Electronic Nose and Tongue

Smell and taste sensations in mammals are due to multidimensional effects of
specific and nonspecific molecular recognition by the olfactory receptors or gus-
tatory receptors. But factors like individual variability, decrease in sensitivity due to
prolonged exposure, infection, adverse mental state affect the sensual responses and
thus, mimicking the mammalian olfactory or taste systems is difficult and chal-
lenging. So far, the electronic nose and electronic tongue systems have been
developed to mimic these two sensual systems for specific applications only and
universal gadgets for the mammalian olfactory and taste system are still far from
reality. These application specific electronic gadgets comprise of sensor array,
signal conditioning unit, data acquisition system, signal processing unit and a
pattern recognition system.

1.1 Electronic Nose

“An instrument which comprises an array of electronic chemical sensors with partial
specificity and an appropriate pattern recognition system, capable of recognizing
simple or complex odor” [1] is an accepted definition of an electronic nose. The
purpose of electronic nose is to produce rapid, inexpensive analysis of volatile
organic compounds without any assistance of specialist technicians [2]. The block
diagram of the conventional electronic nose is shown in Fig. 1, where the odour
handling and sample delivery module ensures delivery of the odour molecules to the
surface of the sensors in the array. This is usually done using delivery or suction
pumps. Once exposed to the chemicals, the sensors in the array interact with the
molecules to produce sensual responses/patterns. The signals obtained from these
sensors are conditioned and passed through the data acquisition and signal processing
block to make the dataset appropriate for pattern recognition. The pattern recognition

Fig. 1 Block diagram of conventional electronic nose
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system is analogous to the human brain which provides the result of classification or
the final result depending upon the application for which the electronic nose is used.
Out of all the blocks in the diagram, the most critical ones are the sensor array and
pattern recognition. The other modules also play important roles and their perfor-
mance is crucial for the desired output from an electronic nose.

1.2 Electronic Tongue

An electronic tongue (e-tongue) is an analytical instrument that artificially repro-
duces the sensation of taste. It typically consists of an array of chemical sensors
coupled to chemometric processing used to characterize complex liquid samples [3]
and the block diagram of the e-tongue is shown in Fig. 2. According to IUPAC
technical report it is defined as “a multisensor system, which consists of a number
of low selective sensors and uses advanced mathematical procedures for signal
processing based on the pattern recognition (PARC) and/or multivariate data
analysis” [4]. The chemical sensor array produces electrical signals (characteristic
pattern) which are not necessarily specific to a particular species, but do form a
pattern that can be correlated to certain features or qualities of the sample [5, 6]. The
sensual pattern thus produced needs to be processed using suitable preprocessing
techniques and then is interpreted by multivariate statistics including principle
component analysis (PCA), linear discriminant analysis (LDA), discriminant
function analysis (DFA), soft independent modelling of class analogy (SIMCA) and
partial least squares (PLS). For non-linear responses, artificial neural network
(ANN) can be used for data modelling [7].

2 Sensors/Transducers for Electronic Nose and Tongue

The devices which produce some form of response to any stimulus are termed as
sensors. When these sensual responses are converted into electrical form with the
help of suitable signal conditioning unit (SCU), the sensor along with its SCU is
termed as a transducer. The physical, chemical or bio-chemical interaction of the

Fig. 2 Block diagram of electronic tongue [36]
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sensor materials with the stimuli produces certain change in electrical properties
like resistance, capacitance or inductance. When these electrical parameters are
suitably conditioned with electronic circuits, the sensual responses are produced.
These sensual responses carry the information about the stimuli quantitatively or
qualitatively or both. Certainly, the correlation between these inputs and outputs
may be linear or nonlinear and proper calibration is required for obtaining the
desired performance.

2.1 Electronic Nose Sensors

2.1.1 MOS Sensor

A metal oxide semiconductor (MOS) sensor uses metal oxide based sensing thick
films deposited on to a Si-micro-machined substrate. The electrodes attached with
the sensor measure the resistance of the sensing layer. When oxygen in the
atmosphere is adsorbed on the surface of the n-type semiconductor, the free elec-
trons are trapped from the semiconductor and consequently a high resistive layer is
formed in the vicinity of the surface. The reaction between the reducing gas and
oxygen generates electrons and increases the conductivity of the resistive layer as a
result of increase in carrier concentration. The detection principle of the MOS
sensor is sketched as shown in Fig. 3.

This mechanism follows the reaction as written below:

e+
1
2
O2 →OðsÞ−

RðgÞ+OðsÞ− →ROðgÞ+ e

where, e is the electron, R(g) is reducible gas, s and g imply surface and gas,
respectively.

Fig. 3 Sketch of a MOS
sensor illustrating the
detection principle [37]
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MOS sensors are responsive to many reducible gases in the sensing environment
and undergo change in resistance upon redox reaction between the gas and oxygen
[8, 9]. The sensor resistance value depends on the concentration of the reducible
gases and their adsorption and desorption of gas to the sensor surface. The tem-
perature of the sensor decides the level, type and rate of adsorption and desorption of
the gas and oxygen. At moderate concentrations, above the noise floor and below the
saturation level of the sensor, resistance is related to the gas concentration as follows:

RS =
1

ACα

where, Rs is the resistance of the metal oxide sensor, C is the concentration of the
gas, A and α are constants. The constants A and α depend on the type of
the reducing gas and the sensor temperature. The noise in the sensor heaters and the
surface chemistry variation put limitations on this relationship at the lower end. At
the upper end, increase in sensor surface temperature induced by exothermic
reactions between the gas and the sensor surface produces changes in the above
relationship. In a controlled environment, this relationship fits well to the gas
concentration between these high and low limits, although effects of diffusion,
turbulent air flow and similar other factors are not considered in the above equation.
Nature of sensor response significantly depends on operating temperature and the
amount of oxygen available on the sensor surface to be desorbed in the presence of
reducible gases. Sometimes the presence of impurities and catalytic metals like
platinum or palladium increases the sensitivity and selectivity. Amount and type of
impurity material decide sensitivity and selectivity of the sensors respectively.

Most commonly used semiconductor material as a gas sensor is SnO2 doped
with small amount of impurities and catalytic metal additives. Operating temper-
ature of the sensor is application specific and varies from 200 to 500 °C.

2.1.2 Organic Conducting Polymer

Organic polymers are also a type of chemoresistors [10]. They undergo change in
conductance upon interaction with the reducible or oxidizable gases. Adsorption
and desorption of the chemical substances from the metal surface produce rever-
sible changes in conductivity of the sensor. Organic CPs show response to a wide
range of polar molecules at temperature as low as room temperature and they have
high sensitivity down to 0.1 ppm. This is why the organic CP materials find
applications in odour sensing and electronic nose technology. Popularity of the
organic CP sensors is due to the following facts:

1. A wide range of materials is available for the sensor fabrication,
2. They are relatively low cost materials,
3. Sensors are sensitive to various kinds of organic vapors,
4. Operating temperature is low.
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2.1.3 Chemocapacitors

Certain polymers adsorb gaseous analyte molecules and show changes in capaci-
tance of the substrate [11]. Change in dielectric property as well as physical
property (volume) of the polymer matrix occurs upon adsorption of the analyte
molecules. Capacitance under air environment gives the baseline signal and that in
sample environment gives the analyte signal. The detection mechanism of the
chemocapacitor is shown in Fig. 4.

2.1.4 Potentiometric Odour Sensors

Change in work function of the Schottky diodes in presence of the chemical species
on their surface is the principle of working of this type of odour sensors. In another
type, the MOSFET can be used [12], where the gate is made of a gas sensitive
metal. Concentration of the analyte gas in the sample environment determines the
threshold voltage. Use of different gate material makes the sensor to be responsive
to different analyte gases.

2.1.5 Thermal (Calorimetric) Sensors

These sensors are formed from the basic thermal sensors [13] like pyroelectric [14]
or thermopiles which use coatings that adsorb the analyte of interest. Heat is
generated in the coating as the analyte gas is absorbed by the coating and provides
the quantitative information about the gas.

Another type of thermal sensor is the catalytic sensor along with the platinum
resistance thermometer. At about 500 °C, the hydrocarbon in the analyte sample

Fig. 4 Chemocapacitor based on capacitance measurement of sensitive layers [11]
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undergoes catalytic oxidation and liberates heat of combustion. This heat, in turn
increases the temperature of the platinum wire and so also the wire resistance.
Higher the concentration of the hydrocarbon, larger is the wire resistance. These
types of sensors were used in the very early versions of the electronic noses.

2.1.6 Gravimetric Odour Sensors

Recent research on electronic nose sensors is mostly concentrated on these types of
sensors [15]. Sensors are of piezoelectric type and detect the effect of sorbed
molecules on the propagation of acoustic waves. Two basic types of gravimetric
sensors, quartz crystal microbalance (QCM) and surface acoustic wave (SAW),
have been used as the odour sensor. Sorbent materials are coated on the sensor
substrate and when sorbs the vapor molecules from the sample environment exhibit
change in mass of the sensor and hence change in resonant frequency of the sensor.
This frequency shift from the baseline provides qualitative as well as quantitative
information about the sorbent molecules. Selectivity of both the sensors depends
upon the type of coating material used on the sensor surface to produce sensing
membrane.

QCM odor sensors [16] are fabricated from single crystal of quartz and have thin
film gold electrode on the both surfaces of the crystal. Schematic of the QCM is
shown in Fig. 5. Fundamental frequency of the sensor depends on the thickness of
the sensor following the equation λ ̸2= t. The Sauerbrey equation states the change
in resonant frequency of the QCM sensor is related to the change of the mass of
QCM loading by

Δf = − 2f 20mf ̸A ρqμq
� �1 ̸2

where,

Δf change in resonant frequency,
f0 resonant frequency,
mf mass change due to adsorption of gases,
A electrode area,
qq density of quartz and
μq shear modulus

QCM sensors are generally operated at 10 MHz and are sensitive to about 1 ng
of mass change to give a change in frequency of 1 Hz. Measurement model and
mechanism of QCM are as in Fig. 6.
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SAW sensors [17] are fabricated from relatively thick piezoelectric material of
ST quartz crystal. Propagation of the acoustic wave can be trapped or otherwise be
modified near the surface of the sensor and is affected by changes in the properties
of the piezoelectric crystal surface. Basic structure of SAW sensor is as given in
Fig. 7.

There are two interdigital transducers (IDT) on the surface, one of which is used
as the transmitter of acoustic wave by means of application of ac signal to it and the
other is to receive the modified signal in terms of output voltage. Application of ac
signal on IDT produces a strain pattern (acoustic wave) on the surface induced by
inverse piezoelectric effect. This strain pattern when received by the receiver IDT

Fig. 5 Quartz crystal microbalance (QCM) [38]

Fig. 6 Measurement model and mechanism of QCM [38]
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produces voltage following piezoelectric effect. The SAW devices are usually
operated in one of two configurations such as a delay line and a resonator. The
change in frequency of the SAW with sorption of vapor, Δfv for a simple mass
loading effect, is given by

Δfv =ΔfpcvKp ̸ρp

where,

Δfv is the change in frequency caused by polymer membrane itself,
cv vapor concentration,
Kp partition coefficient and
qp is the density of the polymer membrane used

Operating frequency of the SAW sensor is of the order of GHz compared to
QCM sensor (several MHz).

2.1.7 Optical Odour Sensors

Surface plasmon resonance (SPR) sensors utilize the evanescent field of a special
mode of electromagnetic field propagating at a metal/dielectric interface. The sur-
face plasmon measures changes in the refractive index of the dielectric in the
proximity of the interface [18]. The principle of analysis is based on the mea-
surement of light reflected from the sensor interface and includes methods like
angle modulation [19], wavelength modulation [20], intensity modulation [21], and
phase modulation [22]. The sensor module consists of a glass slide with a thin gold
coating mounted on a prism as shown in Fig. 8. Light passes through the prism and
slide, reflects off the gold and passes back through the prism to a detector.

Changes in reflectivity versus angle or wavelength give a signal that is pro-
portional to the volume of biopolymer bound near the surface. The resonance angle
at which the minimum reflection intensity occurs is due to coupling of energy
between the incident light and the surface plasmon waves. A flow cell allows
solutions above the gold surface to be rapidly changed.

Fig. 7 Basic structure of a
SAW device [39]
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2.1.8 Fluorescent Odour Sensors

This type of chemosensor consists of optical fibers deposited with fluorescent
indicator Nile Red dye in polymer matrices of varying polarity, hydrophobicity,
pore size, elasticity, and swelling tendency to create unique sensing regions that
interact differently with vapor molecules [23]. In a fiber-optic chemosensing sys-
tem, the optical sensing element is typically composed of a reagent phase immo-
bilized at the fiber tip by either physical entrapment or chemical binding. The
chemical indicator in reagent phase experiences some changes in optical properties,
such as wavelength shift in fluorescence, intensity change, lifetime change and
spectrum change, upon interaction with analyte gases or vapors. The responses
depend upon the nature of the organic vapor and the strength of its interaction with
the different polymer systems used.

2.1.9 Amperometric Sensors

Principle of working of these sensors [24] involves the measurement of the current
in the electrochemical cell between the working and counter electrodes as a function
of the analyte concentration. The sensor uses a potentiostat circuit and produces
current or signal when exposed to a gas/vapor containing an electroactive analyte.
The analyte diffuses into the electrochemical cell and participates in a redox
reaction with the working electrode surface. The cell current is directly related to
the rate of reaction taking place at the electrode surface as described by Faraday’s
Law, relating the mass, W, of a substance of molecular mass M (grams/mol) as:

W =
QM
Fn

Fig. 8 Scheme of an optical system of an SPR sensor [18]
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where,

Q the charge per unit electrode area,
F Faraday’s constant in coulombs/ equivalent, and
N the number of electron equivalents per mole of the reacting analyte

The observed current, i ðdQ ̸dtÞ is directly proportional to the amount of analyte,
W, that is supplied to the working electrode and, this in turn can be related to the
gaseous analyte concentration.

Commercially available electronic nose systems mostly use the MOS and CP
sensors. With the advancement of the fabrication technology and other associated
techniques, QCM and SAW sensors have attracted considerable interest among the
researchers for use in electronic nose. Besides the quantitative and qualitative
analysis of different products based on their odour, now a days, more complex and
pertinent problems regarding contamination, purity, hazards, etc. are being targeted
using sensor array. As a result the application area of an electronic nose has become
more broadened.

2.2 Electronic Tongue Sensors

2.2.1 Potentiometric Sensors

Any type of charge transfer involves generation of potential and been represented
by means of the Nernst equation. Potentiometry is a direct application of the Nernst
equation to measure the potential between two non-polarized electrodes under the
conditions of no current flow (Fig. 9). The concentration and nature of ions present
in the solution as well as on the medium and the type of electrodes employed [25]
determines the strength of potential to be developed. The developed potential in the

Fig. 9 Potentiometric multichannel taste sensor system [40]
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electrochemical cell is the result of the free energy change that would occur if the
chemical phenomena were to proceed until the equilibrium condition has been
satisfied. Therefore, the potential thus developed carries the analytical information
about the components of the solution under test.

Potentiometry based electronic nose comprises of an ion selective electrode, a
reference electrode and a voltage measuring device. The silver/silver chloride
(Ag/AgCl) electrode is commonly used as reference electrode. The electrode con-
sists of a silver wire coated with silver chloride placed into the chloride ions solution.
A porous plug serves as a salt bridge to the outer solution. On the other hand, an
ion-selective electrode uses an ion selective membrane instead of the salt bridge. The
differential potential developed at the two sides of the membrane carry the infor-
mation about the analyte. The membrane should be non-porous, water insoluble and
mechanically stable and should have an affinity for the selected ion [26].

The underlying measurement principle is potentiometric and sensor response are
recorded as mV values. According to Nernst equation, the electrode potential
depends on activity of the substance and is expressed as in equation below.

E=E0 +
RT
zF

ln ai

where, E is the electrode potential; Eo is standard electrode potential; R is universal
gas constant; T is temperature (K); z is ionic valence of the substance; F is Faraday
constant; and aið= ficiÞ is activity of the substance. ci is the concentration of the
substance; fi is the activity coefficient of the substances.

Toko and co-workers [27] presented the first electronic tongue based on
potentiometry. Several kinds of lipid/polymer membranes were used for the
transformation of taste quality information into an electric signal. The output
responses carry the information about the taste quality and intensity, because dif-
ferent output electric patterns are obtained for chemical substances producing dif-
ferent taste qualities. Legin et al. [28] introduces another type of potentiometric
electronic tongue using several non-specific sensors based on chalcogenide glasses
as transducers.

2.2.2 Voltammetric Sensors

A voltammetric electronic tongue consists of three different electrodes—a working
electrode, a counter electrode and a reference electrode (Fig. 10). In voltammetry, a
potential is applied on the working electrode and thus a current will be established
through the electro-chemical cell between the working and counter electrode. As a
result, an electrochemical redox reaction occurs at the electrodes’ surface and gives
rise to the measured current. The current carries the information about the elec-
troactive species as they are participating in the oxidation or reduction reaction. The
current in a voltammetric cell is equal to
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i=
nFADðCbulk −Cx=0Þ

δ

where n is the number of electrons in the redox reaction, F is Faraday’s constant,
A is the area of the electrode, D is the diffusion coefficient for the species reacting at
the electrode, Cbulk and Cx=0 are its concentrations in bulk solution and at the
electrode surface, and δ is the thickness of the diffusion layer [29].

In practice, multiple working electrodes are used in an electronic tongue and
they are switched one by one to get more information regarding the analyte. An
example of a voltammetric electronic tongue is the developed by Winquist et al. [5],
where multiple working electrodes made of inert materials such as gold, platinum,
palladium, iridium and rhodium are used. The excitation voltage may be different
and based on the variation of applied excitation voltage, the voltammetry may be of
cyclic, pulse, square-wave type.

2.2.3 Impedance Spectroscopy based Sensors

Electrochemical impedance spectroscopy (EIS) has now being used for qualitative
analysis using electronic tongue [30]. Riul et al. [31] first introduce the electronic
tongue based on impedance spectroscopy. The sensors were constructed from pure
and composite nano-structured films of conducting polymers. Impedance mea-
surements are advantageous because of their simplicity and shorter response times
[30] compared with potentiometry or with voltammetry.

Fig. 10 Voltammetry setup
[41]
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3 Signal Conditioning and Interfacing Circuits

Once the stimuli interact with the sensor to produce certain changes in the material
properties in terms of electrical, chemical or of any form, it now needs to be
converted to a form appropriate for input into the data acquisition system. In most
applications, sensor outputs are to be converted into the voltage form (if it isn’t
already) in addition to amplification, filtering, digitization etc. The correct design of
the signal conditioning system is critical for mapping the sensor output to the data
acquisition input. Thus, it is important to note the changes in the properties of the
sensor signal caused by the conditioning circuitry.

Interface circuit of various forms generates an electrical (analog or digital)
characteristic fingerprint (or smellprint) from the sensor array corresponding to the
odour stimulus. These electrical signals may be severely affected by temperature,
pressure, humidity, and drift and hence become noisy. In this regard, the signal
conditioning unit (SCU) finds crucial role in association with the interface circuit.
The role of an SCU is buffering, amplification, filtering and some other special
functions. The function of buffer is to isolate different electronic stages and provide
impedance matching, which benefits to maximize energy transfer between circuits
or systems. The voltage buffer and the current buffers are the two types, purposes of
each is same that is to isolate circuits to avoid loading the input circuit or source
from the output stage. Amplification of the sensor signal is necessary to suit the
dynamic range of the analog to digital converter or some other dedicated data
acquisition (DAQ) card used to interface with computer. Different types of filtering
circuits are used to remove unwanted frequency components from the sensor sig-
nals. Sometimes various special functions like linearization, integration, differen-
tiation, logarithmic and antilogarithmic conversion, peak-to-peak and phase
detection, and temperature compensation are included to enhance the sensor signal
quality in terms of compensation for cross-sensitivity, nonlinearity and deficiencies.
The sensor array signal after proper signal conditioning is digitized and either
analysed online or stored for offline analysis.

The chemoresistor output is in change in resistance value and a voltage divider
with this chemoresistor or a Wheatstone bridge circuit forms the basic interface
circuit as shown in Fig. 11. Care should be taken to design these circuits to have
enhanced sensitivity. Standard condition for figure of merit is adopted in the bridge
circuit. For improving selectivity of the sensor, the interface circuit often adopts the
AC impedance spectroscopy where a small amplitude AC voltage with a sweep
frequency of preset range is impressed across the sensor and the corresponding
current values are measured. The current actually shows the contributions made by
the sensors for different molecular structures of the vapours/gases. Plots of the
resistance to reactance ratio for different vapours at different concentrations show
sharp peaks at different frequencies [32].

Interfacing circuits of QCM or SAW devices are required to measure shift in the
resonance frequency and frequency counters are employed as shown in Fig. 12.
The crystals which are employed for this purpose have typical resonant frequencies
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of 10 MHz or 20 MHz. The frequency deviation is of order of a few hundred Hertz
or even fraction of a hundred Hertz and the counter circuits can measure this
deviation accurately.

A crystal oscillator circuit is commonly used as an interfacing circuit for QCM
sensor. It uses a piezoelectric crystal (commonly a quartz crystal) as a frequency
sensitive element. The crystal mechanically vibrates as a resonator when excited by
voltage and the resonance frequency is modified upon addition or removal of a
small mass due to film deposition at the surface of the resonator. The output
frequency of the oscillator circuit is the resonance frequency of vibration.

Fig. 11 Signal conditioning
circuit for the MOS sensor

Fig. 12 Interfacing circuit (counter based) with QCM
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The circuit as shown in Fig. 12 employs a clock generator circuit using IC 8284 and
the quartz crystal. The output of the oscillator circuit is connected to a frequency
counter circuit, which gives the frequency of the circuit.

4 Signal Preprocessing

For all applications, prior to pattern classification, data preprocessing is essential for
enhanced performance of the classifiers. The signals collected are the transient
responses from the sensors/electrodes, which constitute the raw data for compu-
tation. The signals are converted to a voltage level suitable for the analog-to-digital
converters with the help of a signal conditioning circuit. These raw data are then
processed prior to subjecting the same for pattern classification algorithms. There
are a number of mathematical techniques for preprocessing of multivariate data.
But, as there are no general guidelines to determine the appropriate preprocessing
technique, it is important to investigate the efficacy of these techniques in terms of
cluster separability measure and pattern classification accuracy on a case to case
basis.

Data preprocessing involves techniques that transform a dataset in order to
provide a better input to the pattern recognition engines [33]. The new data set is
thus a better substitute of the former one as far as data analysis is concerned. As
already mentioned, the choice of the most appropriate preprocessing technique
changes from one sensor system to another and hence a number of such techniques
have been considered in this paper. Table 1 shows the most commonly used
standard preprocessing techniques [33–35].

In Table 1, M is the feature matrix for n samples from p sensors, Mij is the
response of the ith sample for the jth sensor, mj contains responses of all n samples
for sensor j and mi contains the response of all p sensors for the ith sample.

Table 1 Standard data preprocessing techniques

Preprocessing technique Mathematical expression

Relative scale1 Mij =Mij ̸maxðMÞ
Relative scale2 Mij =Mij ̸maxðmjÞ
Relative scale3 Mij =Mij ̸maxðArÞ,Ar is a 1 × n reference response

Relative scale4 Mij =Mij ̸jjmijj
Background subtraction mi =mi − ab, ab is the 1 × p blank response
Range scale1 Mij = ðMij −minðmjÞÞ ̸ðmaxðmjÞ−minðmjÞÞ
Range scale2 Mij = 2 ðMij −minðmjÞÞ

ðmaxðmjÞ−minðmjÞÞ

� �� �
− 1

Baseline subtraction Mij =Mij −M1j

Standard normal variate transform Mij = ðMij −meanðMÞÞ ̸stdðMÞ
Auto scale Mij = ðMij −meanðmjÞÞ ̸stdðmjÞ
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Different preprocessing techniques bear different implications [35]. Relative
scaling is used to reduce the effect of concentration of the sample. While in relative
scale1, global compression with a maximum value of 1 is realized, relative scale2
compresses values per feature with a maximum value of 1. In relative scale3, a
reference reading is taken, and the compression is relative to that response. The
reference reading in our experiment is the response of the electrode array with only
distilled water as the sample. Relative scale4 compresses data with respect to the
Euclidean norm. Background subtraction attempts noise correction by removing a
blank response of the sensors. Range scale1 and range scale2 set the limits at (0, 1)
and (−1, 1) respectively. A baseline subtraction removes the base reading of a
sensor prior to applying the pulse waveform, and is often used in temporal data
collection. Mean-centre sets the mean of the data to the origin. Standard normal
variate transform reduces within-class scattering. Auto scale uses the mean-centre
and sets the variance within the data to 1. This method is often used when responses
are on different magnitude scales.

5 Conclusion

Electronic nose and tongue are relatively new entrants in the measurement and
instrumentation domain and because of uncertain inputs, the interfacing circuits,
sample delivery methods and preprocessing techniques are difficult to design and
unique in nature. Research in this area is being carried out by the scientists and
technologists all over the world. There are many variants, and in this chapter a
broad overview of the techniques are mentioned. As the sensors used in electronic
nose and tongues are different from other conventional sensors, a brief outline on
the basic principle of the sensing mechanism is also illustrated. In both the
instruments, the multiple sensors are simultaneously used to extract more infor-
mation and the interfacing and preprocessing techniques presented in this chapter
may be applicable in other areas as well.
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Harnessing Vision and Touch
for Compliant Robotic Interaction
with Soft or Rigid Objects

Ana-Maria Cretu and Pierre Payeur

Abstract The chapter discusses recent research achievements related to sensing
issues and interfacing techniques to enable safe interaction of commercial-grade
robot manipulators with objects exhibiting rigid or soft surfaces. The main chal-
lenges are described, including the identification of proper combinations of vision
and touch sensor technologies, and their placement and trajectory with respect to
the objects of interest to enable safe navigation and close interaction. Various
selective data acquisition procedures are also examined to ensure fast and sufficient
monitoring of the interaction behaviour of the object under forces imposed by a
robotic manipulator or a multi-finger gripper. Issues related to sensor calibration
and data fusion are detailed. Potential solutions are presented in the context of
various interaction tasks, including adaptive surface and contour following, object
characteristics identification, and dexterous robot hand manipulation of soft objects
using the Barrett hand. Numerous experiments demonstrate the validity of the
proposed solutions.

1 Introduction

Modern robotic systems to be employed in industrial, security and space applica-
tions require the development of a new generation of autonomous robot manipu-
lators able to intelligently perform sophisticated manipulation tasks [1] in
environments that are often unknown, variable or unstructured. Over the past
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decades, a huge research effort was invested in the design and development of robot
systems able to sense and react intelligently to their environment and safely handle
rigid and deformable objects. Building such systems that can interact autonomously
with unknown objects is a complex task, requiring a combination of sensing
technologies, control systems, knowledge of computer and mechanical engineering,
as well as an understanding of human abilities that could be mimicked in order to
produce more flexible, general and intelligent solutions.

Human vision-touch experience shows the ability of vision in assisting grasping,
handling and manipulation tasks. In a similar manner, autonomous robot manipu-
lators can count on the coordination of these two sensory capabilities to adapt to
unpredictable situations and work efficiently in unknown environments. Vision
sensing, as provided by stereo cameras, RGB-D sensors or range scanners provides
rich information on the geometry and topology of the objects to be manipulated.
Along with advanced image processing techniques, it can also enable the moni-
toring or tracking of soft object deformations under forces exerted by the manip-
ulator. Visual feedback can improve the grasping and manipulation process by
guiding the robot manipulator and assist in the estimation of the relationship
between the object and the end-effector. Integrating visual feedback with touch
(contact, force) sensing also compensates for the inaccuracy of vision systems alone
due to occlusions and the inability of vision sensors to provide force measurements.
Moreover, the use of vision sensing in the system can guide the touch probing
towards areas of relevant features in order to shorten the exploration time which can
be long, as the manipulator must execute multiple complex motions to collect tactile
data.

Most of current research effort in the robotics literature is focused on manipu-
lation and grasping of rigid objects. Relatively few researchers yet dedicated their
interest to the interaction with deformable objects, while in fact numerous
real-world objects are mostly unsymmetrical, compliant, and exhibit alterable
shapes. The robotic manipulation of deformable objects still offers an important
challenge to the robotics community and makes it a subject of significance for the
development of future generations of autonomous robots. This chapter discusses
challenges in rigid and deformable object grasping and manipulation based on a
combination of vision and touch sensor technologies. The authors’ research groups
investigated their placement and trajectory with respect to the objects of interest to
enable safe navigation and close interaction, the various selective data acquisition
procedures to ensure fast and relatively complete monitoring of the interaction
behaviour of the object under forces imposed by a robotic manipulator, as well as
object modelling techniques. These issues and some potential solutions are exem-
plified in the context of various interaction and manipulation tasks, including
adaptive surface and contour following, surface characteristics identification, and
dexterous robotic hand manipulation of soft objects using the Barrett hand.
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2 Challenges of Robotic Interaction with Soft or Rigid
Objects

While the interaction with objects exhibiting soft or rigid surfaces is one of the
fundamental capabilities of autonomous robot systems, the design and development
of comprehensive autonomous robotic systems able to interact with surfaces and
manipulate objects, in particular soft deformable objects, without human inter-
vention remains a challenging task. As briefly highlighted in the introduction, such
complex interaction can only take place with the assistance of multisensory data
acquisition systems that combine vision and touch (tactile, force-torque) measure-
ments. Such sensors allow for the recuperation of crucial information on the
interaction, including the location (pose) of the object in the environment, the
occurrence of a contact between the manipulator and the object, the size and shape
of the object, its material properties, the magnitude and position of forces exerted by
the manipulator or the detection of slippage of the object from the manipulator.
A coordinated fusion of this information opens door to dexterous manipulation.
However, there are several issues that complicate the automation of this information
acquisition and fusion.

In the case of large rigid objects, if multiple vision sensors are involved, a
calibration process is required prior to their use. An object model is indispensable to
represent the geometry of the object and to enable its close inspection or the
interaction with it. Ideally, this model needs to be compact to support the robot’s
operation in real time. Moreover, because local tactile probing is time consuming,
intelligent selective algorithms should be employed to only select areas of interest,
such as areas where the local geometry changes, for enhancing the sensing pro-
cedure. Path planning algorithms have to be employed accordingly to guide the
interaction with the object.

In contrast to the manipulation of rigid objects which has been extensively
studied in the literature and for which well-established procedures exist, the
investigation of the manipulation of soft deformable objects represents a more
recent undertaking. While several 1D and 2D solutions tackle the issue of grasping
and manipulation of soft objects [2, 3], few researchers have addressed the
manipulation and grasping of 3D objects [4–7]. This is due to its complexity and to
the fact that a majority of researchers hope to tackle simpler 1D and 2D modelling
problems before generalizing to a 3D solution. One of the most critical issues is the
difficulty to estimate or predict in real-time the deformation properties of the object
[8]. These properties tend to vary greatly among various objects. Their under-
standing and their prediction, ideally without making assumption on the material
(such as linearity, homogeneity and isotropy), is necessary to coordinate the motion
of the manipulator and its interaction with the object. If touch sensors are involved
as well (i.e. force-torque sensors), a synchronization of visual and force (or tactile)
data is required as different sensing technologies work at different sampling rates.
As well, in this case, as for rigid objects, the probing should be restricted only over
areas of interest. Furthermore, monitoring the coupling between the contact forces
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and the object deformation is also necessary to study the impact of the position, the
magnitude and the angle of forces applied to the object over the various stages of
the shape deformation. In order to implement and evaluate the interaction tasks of a
soft object with a robot manipulator, a soft object model is required to represent the
deformation characteristics during the physical interaction. In classical models, the
deformation characterization generally implies the approximate identification of
elastic parameters of the model, generally a mass-spring model [5, 9] or a finite
element representation [10–12], by comparing the real and simulated object subject
to interaction and aiming to minimize the differences. However, these approaches
work only by making assumptions on the object material, such as linearity,
homogeneity or isotropy, which do not transpose well to multiple materials such as
foam or rubber. These justify our interest in the development of methods that do not
make assumptions on the material of the object, but rather directly employ
experimental data to make decisions on the properties of the object and capture
implicitly the deformation behaviour.

Once the model is developed, a control scheme has to be proposed to ensure
smooth interaction with the object. For rigid object exploration or contour fol-
lowing, a path planning algorithm is required to guide the motion of the manipu-
lator to achieve the desired task. In case of dexterous grasping and manipulation of
soft objects, this operation needs to be performed robustly in spite of possible
uncertainties in the robot environment in which a deformable object is neither
located at a precise position, nor modelled with high accuracy. For such dexterous
manipulation, it is important to consider the difference between the ways of han-
dling a rigid or a deformable object, in particular the major distinction between the
definitions of grasping and manipulation respectively [13]. The manipulation of a
rigid object requires only the control of its location and therefore grasping and
manipulation can be performed independently. Grasping of a rigid object requires
the control of grasping forces only, while manipulation of a freely moving rigid
object results in the change of its position and orientation. On the other hand,
grasping and manipulation interfere with each other in the manipulation of
deformable objects. Handling of a deformable object requires controlling both the
location of the object and its deformation. But grasping forces yield the deformation
of a deformable object, which may change the shape and location of the object.
Hence contact between fingers and the object may be lost and grasping may be
compromised due to the deformation at the fingertips. Therefore, in the handling of
deformable objects, grasping and manipulation must be performed in a collabora-
tive way.

These issues will be exemplified in the context of practical interaction (manip-
ulation) applications in Sect. 4, after the following section describes some of the
relevant work on robotic interaction with rigid or soft objects, respectively.
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3 Related Work on Robotic Interaction with Rigid or Soft
Objects

The literature reports on relatively few research that has been performed in the
context of 3D soft object modelling and on robotic interaction with 3D rigid and
deformable objects. In [7], an approach is proposed for the in-hand modelling of 3D
rigid objects using RGB-D data. An estimate of the position of a robot manipulator,
the object and the Kinect sensor is produced at each frame by a Kalman filter based
on depth and visual information. These estimates enable the segmentation of the
object and its model is built using a series of surfels. Also using surfel models, the
authors of [14] propose a registration method on multi-resolution surfel maps that
provides a dense displacement field between deformable object shapes monitored in
RGB-D images. Petit et al. [11] explore the issue of real-time tracking of 3D elastic
objects in RGB-D data. Assuming that a prior segmentation of the object of interest
is available, the object is tracked using a graph-cut approach. The iterative closest
point (ICP) method is then applied on the resulting point-cloud to estimate a rigid
transformation from the point-cloud to a linear tetrahedral finite element model
(FEM) representing the object. Linear elastic forces exerted on vertices are com-
puted from the point cloud to the mesh based on closest point correspondence and
the mechanical equations are solved numerically to simulate the deformed mesh.
A linear isotropic 3D deformable object in interaction with a three-fingered robot
hand is modelled by Zaidi et al. [12] as a mass-spring system based on a tetrahedral
mesh. The object deformations and the contact points estimation is based on
tracking the node positions by solving the dynamic equations of Newton’s second
law. The authors of [15] measure the stiffness of a 3D planar elastic object by the
curvature of surface points from the object geometry and describe the local
deformation in terms of a level curve set. In the same line of research, the authors of
[16] inscribe markers on the surface of a paper to track its folding in the visual data
input. The paper in interaction with a robot hand is represented as a 2D grid of
nodes connected by links that specify the bending constraints, namely a resting
distance between two nodes and the stiffness coefficient that are tuned manually.
Choi et al. [9] propose to tune elasticity parameters of moving deformable balls,
painted red against a blue background, by tracking their global position in a video
stream and optimizing the differences between the real object captured and its
mass-spring representation. In [17], models are acquired and tracked via a webcam.
While visual features alone work correctly for some objects, many objects lack
sufficient texture for this type of tracking. Sparse sets of oriented 3D points along
contours of objects manipulated by a robotic manipulator are monitored in Kraft
et al. [18] using a stereo camera, and then predicted based on the motion induced by
the robot. Schulman et al. [19] track deformable objects from a sequence of
point-clouds by identifying the correspondence between the point-cloud and a
model of the object composed of a collection of linked rigid particles, governed by
dynamical equations. An expectation-minimization algorithm aims at finding the
most probable node positions for the model given the measurements. Tests are
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performed in a controlled environment, against a green background that limits its
applicability to normal conditions. A solution for robot manipulation of elastic
objects that allows to control simultaneously the object’s final position (i.e. points
of interest over the object and its centroid) and its deformations (i.e. compression
distance between points of interest, folding angle and normalized curvature of the
object, as estimated by the curve passing through 3 points of interest) is proposed in
[8]. In Hur et al. [20], a 3D deformable spatial pyramid model is introduced to find
the dense 3D motion flow of deformable objects in RGB-D data without assuming a
prior model or template for the object. The point-cloud is corrected with a depth
hole-filling algorithm and treated with a Gaussian filtering prior to the computation
of a series of perspectively normalized descriptors. The 3D deformable spatial
pyramid finds dense correspondences between instances of a deformed object by
optimizing an objective function, in form of an energy corresponding to a Markov
random field that takes into consideration the translation, the rotation, the warping
costs and the descriptors matching costs.

4 Vision and Touch Sensing Systems for Soft Object
Interaction

The main challenge in developing autonomous robotic systems able to handle
deformable objects originates from the fact that a series of interconnected problems
have to be solved, starting with data acquisition, data fusion, data modelling,
simulation and validation of objects properties, and the definition and tuning of a
control scheme to safely handle the manipulation or the interaction with an object.
Figure 1 illustrates these issues in the context of a combined use of vision and
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Fig. 1 The series of interconnected problems in rigid or soft object interaction with a manipulator
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tactile sensing to enable an autonomous interaction and/or manipulation of rigid or
soft objects.

These issues and some possible solutions are discussed in the following
subsections.

4.1 Data Acquisition

In the data acquisition process, there are multiple aspects to be taken into account in
practical applications, including: the sensor technologies to be used, the placement
of the sensors in the environment, the calibration between multiple sensors and
sensor technologies, data sampling strategies and selective acquisition schemes to
allow for the collection of only relevant data and acceleration of sensing.

4.1.1 Sensor Type and Placement

Realistic, plausible models for objects require the acquisition of experimental
measurements using physical interaction with the object in order to capture its
complex behavior when subject to various forces. Tests can be carried out based on
the results of instrumented indentation tests and usually involve the monitoring of
the evolution of the force (e.g. its magnitude, direction, and location) using a
force-feedback sensor (i.e. force-torque) (Fig. 2a) or measuring forces applied by
the fingers of a robot hand (Fig. 2b, c) accompanied by a visual capture of the
deformed object surface to collect geometry data.

In order to collect 3D geometry data, a classical solution offering high precision,
are laser scanners. However, they are expensive and the acquisition is often lengthy.
In this case, algorithms should be employed to only collect relevant data
(Sect. 4.1.3). Stereo systems (Fig. 2b) provide good results, but at the price of a
significant computational load and they are prone to important feature matching
constraints which often lead to low density depth maps [21].

Moreover, most of the current sensors cannot capture color and depth simulta-
neously. To overcome these limitations, several attempts have been made to cap-
italize on the use of the RGB-D Kinect sensor (Fig. 2a, c). The sensor proves to be
a simple, fast and cost-effective alternative to collect high density depth maps and
the associated color information in a fraction of a second. In spite of the low
resolution of the depth map, it generally offers enough precision for most robot
manipulation tasks.

Visual data provided by Kinect, has been successfully used for the reconstruc-
tion of 3D point clouds of objects by merging data from multiple viewpoints
(Fig. 2a), for rigid [7] and non-rigid objects [24, 25] as well. A few open-source
[26] and commercial solutions [27] are also available. To collect a full 3D model
the sensor is turned around the object of interest following a trajectory similar to the
one marked by blue arrows in Fig. 2a and integrating the partial collected point
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clouds. Alternatively, a partial 2.5D point cloud obtained from a single sensor is
sufficient to track contours and detect the object material characteristics (Fig. 2c).

Vision data obtained by Kinect can be also used to locate the object in an
unknown environment and to guide the robot arm in proximity to the object.
Located behind the robot at a given distance, it can provide the global shape and
depth information in complex contour following tasks (Fig. 2d) [23]. This infor-
mation can, in this case, complement the higher accuracy measurements on the
contour location recuperated from an eye-in-hand camera.

4.1.2 Calibration

In the case of large objects, a single Kinect cannot be used to capture the entire
surface. When multiple sensors are grouped and operated as a collaborative network
of imagers in order to enlarge the overall field of view and allow for modelling large
objects, such as automotive vehicles (Fig. 3), a precise mapping between the color
and depth components of all the Kinect sensors must be achieved. The internal and
external calibration processes proposed in [28] can be used in such situations. The
internal calibration corresponds to estimating intrinsic parameters for the color and
IR cameras inside a given Kinect, while the extrinsic process provides accurate
estimates of the extrinsic parameters in between any respective pair of Kinect
devices.

Fig. 2 Multi-sensory vision and tactile data acquisition platforms systems for: a–c soft object
deformation—a Kinect sensor and force-torque sensor collecting 3D data on an object of interest,
b object handled with a Barrett hand observed by a stereo-system [22], c 3D soft object
deformation monitoring using a Kinect sensor—and d contour following operation [23]
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4.1.3 Data Acquisition Schemes

In terms of visual data acquisition schemes, several options are possible. Uniform
sampling offers a straightforward solution to ensure complete coverage of a surface.
However, in order to achieve adequate sampling density over regions where the
local geometry is most likely to vary, the sampling density must be uniformly high
over the entire surface and this may lead to inefficiency in certain applications. Each
point of the object has an equal chance of being measured in random sampling, but
only a lower number of points are actually collected. With an increase in the
percentage of sampled points, the cost gets higher to eventually become equal to
that of uniform sampling. As well, sampling points randomly might lead to missing
important features. In stratified sampling, spaced samples are generated by subdi-
viding the sampling domain into non-overlapping partitions and then by sampling
independently from each partition. Such a technique ensures that an adequate
sampling is applied to all partitions. It can also be employed in the context of
post-processing of large point clouds or meshes [29, 30], where a subdivision of
models into grid cells occurs and sample points falling into the same cell are
replaced by a common representative. However, all these methods are not meant to
be incorporated in the actual sampling procedure, but they rather post-process
collected data.

Meant to be incorporated directly in the sampling procedure, a framework to
achieve automated selective scanning over large workspaces [31] is illustrated in
Fig. 4. A self-organizing neural network architecture, namely a growing neural gas
network, adaptively selects regions of interest for further refinement from a cloud of

Fig. 3 a Sensor system using 5 Kinect sensors K0-K4 for vehicle inspection [28], b calibration of
sensor using checkerboard, c data acquisition over vehicle, and d views of reconstructed vehicle
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3D sparsely collected measurements. Starting from an initial low resolution scan of
an object, the network is employed to model the resulting point cloud. Those
regions that are worth further sampling in order to ensure an accurate model are
detected by finding higher density areas in the resulting map. This is achieved by
applying a Delaunay tessellation to the resulting growing neural gas output map and
by subsequently removing from the tessellation all the triangles that are larger than
a set threshold. The latter is automatically computed based on the length of vertices
for every triangle in the tessellation.

Rescanning at higher resolution is performed for each identified region (shown
in yellow over the car door model in Fig. 4) and a multi-resolution model is then
built by augmenting the initial sparse model with the higher resolution data from
regions of interest. In this way, a much more compact model can be achieved (i.e.
for the car door model in Fig. 4 only 17% of the total number of points that would
have resulted from a full-scan) and that contains accurate details only in the regions
of interest.

In terms of data acquisition schemes for tactile measurements, current research
concerns itself with computer generated objects and their simulation. Conducting
strain-stress relationship measurements for objects made of materials that exhibit
nonlinear behavior is extremely challenging. Therefore, many applications leave the
choice for the selection of elastic parameters to the user, or values are chosen
according to some a priori knowledge regarding the deformable object model. This
is a subjective process that cannot be applied where accuracy is expected. When
measurements of elastic behavior are performed, often a single probing of the object
is collected. While this procedure gives satisfactory results for objects made of
homogeneous materials, it is unsuitable for objects that are non-homogeneous and
have varying elastic properties in different parts of their bodies. Furthermore, the
procedure for the acquisition of tactile measurements from each point of an object is

Fig. 4 Selective vision and tactile scanning scheme (adapted from [31])
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extremely time-consuming. These two aspects explain the considerable interest in
finding fast sampling procedures for the measurement of the tactile properties of 3D
object surfaces. Appropriate sampling control algorithms should be able to mini-
mize the number of the sampling points by selecting only those points that are
relevant to the elastic characteristics.

Due to the human vision-touch experience showing the ability of vision in
assisting grasping, handling and manipulation tasks, visual information and par-
ticularly the regions of interest into visual information can be used for the collection
of tactile measurements. This approach is also justified by the fact that changes in
the geometry are very often associated with changes in the elastic behaviour of
objects. Using the same framework shown in Fig. 4, if the growing neural gas
network is applied not only over the geometry data, but is supplemented with
compliance information (an approximate measure of elasticity), during the learning
procedure, the model contracts asymptotically towards the points in the input space,
respecting their density and thus taking the shape of the object encoded in the point
cloud. The regions of interest are identified in a similar manner to the one followed
for visual data, but removing from the tessellation not only all the triangles that are
larger than a set threshold, but also those which have the same compliance. Due to
these properties, if tactile measurements are collected over these identified regions
of interest (marked with yellow boxes over the triceratops model in the bottom of
Fig. 4), the density of the tactile probing points is higher in the regions with more
pronounced variations in the geometric shape. The advantage of such a model is not
only to identify relevant sampling points, but also to allow for the determination of
clusters of sampling points with similar geometric properties, due to its ability to
find an optimal finite set that quantizes the given input space. This provides a robust
mechanism that can be extended to model non-homogeneous objects.

It is expected that the collection over points of interest inspired from a visual
attention mechanism in vision data [32] could also improve the tactile data
acquisition process. The consideration of various aspects derived from psycho-
logical studies could also be included in advanced intelligent sensing systems to
enable the next generation of intelligent autonomous robotic manipulators. For
example, the bias of visuo-haptic estimates towards vision, that is the fact that
stimuli are judged to be slightly softer under vision-only condition than under
touch-only condition and that the haptic softness perception is more reliable with
deformable as compared to rigid surfaces [33] can efficiently guide sensing
strategies. Additional testing is required before confirming the effectiveness of these
procedures.

4.1.4 Data Cleaning and Synchronization

Data collected using the vision sensors, such as Kinect, often contains undesired
elements, such as a background or a surface over which an object is placed, some
fixed landmarks required by the software to merge 3D data from multiple view-
points, or the probing tip when a force-torque sensor is used, as it can be noticed in
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Fig. 2a. These can be eliminated in part automatically (e.g. supporting surface and
landmarks). However, when a tactile sensor probing tip touches the surface and gets
acquired as part of the object, a manual intervention might be required to remove
the tip and fill the resulting holes. A mesh processing software (e.g. Meshmixer
[34]), can be employed for this purpose.

Due to the different sampling rates found in vision (3D data collection on one
side and image analysis to recuperate the angle of the probing tip with respect to the
surface on the other side) and force-torque sensors (force magnitude measure-
ments), a synchronization process is also required in order to associate the correct
surface deformation with the corresponding force magnitude and angle measure-
ments. This can be achieved by calculating a mean of all the recorded force
magnitude and also of the angle of measurement over the time it takes for the 3D
object model to be collected. The deformed object model can be considered as a
result of the application of a force with a magnitude equal to the mean magnitude
and applied at an angle equal to the mean angle value.

4.2 Object Modelling and Simulation

4.2.1 Object Position Recuperation and Segmentation

The object of interest is normally selected in the visual environment using user
guidance. A user-selected point can guide the segmentation algorithm towards the
location of the object of interest. Such user guidance is common in current tracking
literature, going from more extreme approaches in which a prior segmentation of
the object of interest is assumed to be available in [11], to cases when the user is
asked to crop the object in the initial frame [9]. Other solutions capitalize on the
automation of the process, by exploiting the fact that the manipulation of objects
takes generally place in relatively controlled environments. Therefore the solutions
need to be insensitive to smooth changes in lighting, contrast and background, but
do not have to deal with multiple moving objects, or with severe changes in the
environment. One such solution based on growing neural gas [6] is illustrated in
Fig. 5, where the segmentation is treated as a clustering problem based on color
information (HSV color components) and spatial features (X and Y coordinates of
each pixel in a color image extracted from a video stream). The HSV color space is
chosen because it represents better the color similarities and is able to more
accurately identify pixels on the same surface in spite of some differences between
their colors due to non-uniform illumination or shading effects. A growing neural
gas is adapted over the color and spatial information and the resulting map is then
classified as one of two categories: object of interest or background based on the
mean HSV value computed for the two clusters and making the assumption that
generally the background is darker in color than the object of interest. The latter
assumption is generally satisfied due to the controlled environment in which the
experiments are performed. To identify the color of the object of interest, the mean
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is computed for all HSV values in the corresponding cluster. The identified color is
then searched in the initial image and over all images in the sequence where
movement occurs and all pixels with this color code or a very similar code (within a
tolerance level required due to different lighting conditions and due to the fact that
the object edges are perceived darker in the image because of shadow effects) are
replaced with 1 and the rest with 0 in order to segment the object of interest in
subsequent frames. A median filter is finally applied on the result to reduce isolated
patches of color and the contour of the object is identified based on the filtered
image with the aid of the Sobel edge detector.

4.2.2 Monitoring/Tracking the Object

Once the soft object contour is extracted, it can be tracked over the video sequence
as it progressively deforms. To achieve this, a second growing neural gas is initially
used to detect the optimum number of points on the contour that accurately rep-
resent its geometry. This compact description is employed as an initial configura-
tion for a sequence of neural gas networks that track the contour over each frame in
the image sequence in which motion occurs. In each case, a new neural gas network
is applied, initialized with the contour of the object in the previous frame, to predict
and adjust the position of its neurons to fit the new contour. As illustrated in the
flowchart of Fig. 5, this process is repeated until the end of the sequence (i.e. last
frame). Due to the choice of a fixed number of nodes used in the neural gas network
and to the proposed learning mechanism, the nodes in the contour retain their
correspondence with specific points throughout the deformation. This one-to-one
correspondence of the points during tracking helps to avoid their mismatch during
deformation and ensures a unified description of the contour throughout the frames.
Methods such as fast level sets [35] are also an interesting alternative to the

Fig. 5 Object segmentation and tracking (adapted from [6])
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proposed neural gas solution for tracking. However, in this case, the one-to-one
correspondence of the contour representation cannot be guaranteed.

The resulting contours (in a number equal to the number of frames with motion)
representing each neural gas network can be analyzed in order to detect the object
material properties (Sect. 4.2.3) or further associated to the measured interaction
parameters (e.g. position of the fingers of a robotic hand and applied force mag-
nitude at each finger) for a comprehensive description and prediction of the object’s
deformation under manipulation (Sect. 4.2.4).

4.2.3 Object Material Characterization

The contour of the object recuperated from video data or the profile of an object as
recuperated from a laser scanner can be used to characterize the object elastic
properties based on the following observations: elastic objects return to their initial
shape or profile once the interaction with them stops (Fig. 6). Therefore, in order to
detect if the object is elastic, the final deformation profile, after the interaction stops
is compared to the initial deformation profile, collected in the beginning of the
measurement procedure, before any force is applied. If the two contours are almost
identical, within a certain tolerated noise margin, the object is elastic. The com-
parison between the initial profile, the profile under force and final profile after
force removal can also be exploited to detect plastic and elasto-plastic deformations.
If these are different (more than a threshold to cover the noise in the recuperated
profiles), it means that either a plastic or an elasto-plastic behavior occurred. The
distinction between the plastic and elasto-plastic behaviors can be made by com-
paring the final deformation contour with the contour while force is applied. If they
are identical, it means that a plastic deformation occurred.

Fig. 6 Object material characterization [31]
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If they are different, the material exhibits elasto-plastic properties or the object is
within its elasto-plastic deformation stage. If the three profiles are identical, the
object is rigid. If a one-to-one correspondence is maintained in the tracked contours,
as it is the case of the neural gas solution in Sect. 4.2.2, this comparison is trivial. If
one has to deal with profiles or contours of different lengths, an efficient solution to
automatically compare them is dynamic time warping [36].

4.2.4 Data Fusion and Deformation Prediction for Multisensory
Vision and Tactile Models

Capitalizing on the automated selective scanning framework in Sect. 4.1.3, data
selectively collected over regions of interest in terms of vision and tactile mea-
surements can be fused in a representation based on tactile patches (Fig. 7). Such a
representation is coherent with psychological studies that have shown that the
synthesis of a complex shape is based on the geometric properties of simpler
primitives and that this phenomenon occurs in human vision and tactile sensing as
well [37]. In such a model, regions of interest from vision are probed at higher
resolution and the geometric component of the multi-resolution object is based on
the sparse collected data enhanced with these regions. The identification of regions
where changes occur in the elastic behavior can lead into the separation of the
object in “tactile patches” each exhibiting different elastic properties (i.e. the bottle
cap and the bottle body in Fig. 7). A feedforward neural architecture is then used
for each patch to capture the relationship between the measured parameters (force
magnitude, angle of application, point of interaction of the probe with the object,
and object pose with respect to measurement equipment) and the object surface

Fig. 7 Modelling of 3D objects as tactile patches (adapted from [31])
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deformation. Due to its properties, any of the neural networks is able to provide
real-time estimates of the elastic behavior (providing the deformation profile) for
those points where the behavior was not probed, therefore eliminating the need for
any interpolation of values that normally occurs in any classical model for
deformable objects.

The use of neural networks also avoids the problem of recuperating explicitly
elastic parameters, which is almost impossible to solve for highly nonlinear elastic
materials. The proposed scheme deals easily with piecewise homogeneous mate-
rials, due to the existence of tactile patches.

In a similar manner, feedforward architectures can capture and predict the local
deformations when the deformed contour is recuperated from a sequence of images
of an object under interaction with a robot hand (Fig. 8). If instead of tracking the
contour or the profile of an object, the deformation of a 3D object is monitored
using a Kinect sensor turning around an object of interest under the interaction of
forces exerted with an ATI force-torque sensor (Fig. 2a), a solution to capture
implicitly the object behavior capitalizing on a stratified sampling procedure based
on the deformation depth, followed by a neural gas-tuned simplification [39] is
illustrated in Fig. 9.

Fig. 8 Prediction of object shape under manipulation with a robot hand (adapted from [38])

Fig. 9 Data-driven representation of deformable objects under interaction with force-torque
sensor
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After the cleaning and synchronization of collected data, in order to better
characterize the deformation around the probing tip, instead of using the entire
collected point cloud, a selectively-densified mesh is first constructed, in which the
area around the point of interaction between the probing tip and the object surface is
preserved at higher resolution, while the other areas are simplified. This ensures the
small deformed area around the probing tip has a higher density of points with
respect to the rest of the object’s surface. Each deformed mesh is then clustered
according to the distance to the initial non-deformed mesh (i.e. blue in Fig. 9 is the
closest, and progressing to green, yellow, orange and red as the distance gets
higher). Points are sampled randomly but in various proportions from each cluster
to identify the adequate amount of data to be used by monitoring the evolution of
errors (see Sect. 4.2.5). These proportions are varied by taking into consideration
the fact that a good representation is desired specifically in the deformed area and
therefore more samples are desired for regions in which the deformation is larger.
But this stratified sampling is not sufficient, as the fine differences around the
deformed zone might not be appropriately represented, which is the reason why a
neural gas-tuned mesh simplification is also applied. The latter is important in order
to ensure that fine differences around the deformed zone can be captured in the
model. This fitting allows a redistribution of triangles over the mesh such that the
fine details are accurately reproduced. The type of model obtained is denser in the
region of the deformation (i.e. an average of 97% perceptual similarity with the
collected data in the deformed area), while still preserving the object overall shape
(i.e. average of 71% similarity over the entire surface) and only using on average
30% of the number of vertices in the mesh. If desired, a feedforward neural network
can then be trained to predict the position of the vertices in the neural gas fitted
mesh representing each deformed shape of an object based on an applied force
magnitude at a given angle.

4.2.5 3D Model Quality Assessment

The quality of a 3D geometrical model can be evaluated from the quantitative and
qualitative points of view. In terms of quantitative approaches, Metro [40] allows
comparing two models based on the computation of the Hausdorff distance and
returns the maximum and mean distance as well as the variance. The second
category of quantitative errors can be a form of perceptual error, such as the
normalized Laplacian pyramid-based image quality assessment error [41] that takes
into account human perceptual quality judgments. As this error is meant to be used
on images, images have to be collected over the models of objects from multiple
viewpoints and these images can be used pairwise to compute the error. The error
measures for each object are then to be reported as an average over the viewpoints.
A qualitative evaluation of the results is obtained using Cloud Compare [42] that
allows visualizing in an intuitive, color-coded manner the regions most affected by
error with respect to its original version.
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If the model is a predictive one, in the sense that it is able to predict the
deformation of an object for unknown force measurements, the model can be
validated qualitatively and quantitatively by using the same metrics as above, but
by comparing the predicted mesh with a limited number of real measurements, in
which the prescribed forces are exerted on the object.

4.3 Control Schemes for Object Interaction

Combining vision sensors with touch sensing has been explored in recent research
to determine the appropriate forces to be applied by the fingers of a robotic hand on
a deformable object under manipulation. The goal is to ensure that the hand adapts
its behavior to the type of object and to the interaction scenario to achieve an
intelligent autonomous manipulation. The stereoscopic vision system depicted in
Fig. 2b provides global information by detecting and tracking the deformation of
the object in three dimensions. Force and tactile sensors embedded in a Barrett
robotic hand are used to provide local information about the deformation at contact
points. This knowledge is then used to estimate an object’s elastic characteristics
and a corresponding control law is defined to maintain a stable and stationary grasp.

From a control system point of view, hand grasping and manipulation processes
are carried out by controlling interaction forces at the contact points with an object.
Most of the developed control algorithms follow either one of two classical control
strategies to solve the force control problem. These are respectively the hybrid
position/force control scheme [43] and the impedance control scheme [44]. How-
ever, there still exist only limited solutions to the control of robotic manipulation of
deformable objects, as the classical approaches require in-depth a priori knowledge
of the manipulated object dynamics. The various vision and touch sensing strategies
explored in the previous sections can better support the control process by pro-
viding live and more comprehensive information about the behavior of soft objects
under manipulation.

In general, the typical sequence to grasp and manipulate an object with a robotic
hand involves a sequence of logical steps: (i) estimate the object’s pose and
geometry using 2D or 3D vision sensors; (ii) safely approach the hand with position
control to perform the grasp; (iii) determine the contact points and required forces to
ensure stable grasp and prevent damages; and (iv) perform manipulation process
under force feedback. Vision sensors generally remain involved but mainly to
monitor the overall process and detect possible failures. In the initial research that
we performed, the focus has been placed on testing the object with a robotic hand
immediately after the first contact and the initial grasp is established in order to
automatically determine its elasticity characteristics and fine tune the grasping and
manipulation process.

Closed-loop manipulation with a robotic hand typically involves a certain form
of compliance. Conventional PID controllers have proved successful to ensure
stable contact against a compliant surface. However, such an approach requires the

286 A.-M. Cretu and P. Payeur



modeling of the hand dynamics through which torques, or forces, at joints are
determined to drive the fingers’ motion during the manipulation. In a real imple-
mentation, estimating the dynamic system’s parameters with full accuracy proves
very difficult, even impossible, which compromises the tuning of a PID controller.
Consequently, adaptive control [45] offers a promising alternative to tackle the
modeling and control issues for robotic hand control. Considering parameter esti-
mation and adaptive dynamic control simultaneously copes with varying operating
conditions, non-nonlinearities, or un-modeled dynamics, as those characterizing
deformable objects. Therefore an adaptive feedback control algorithm is being
developed for the purpose of dexterous robotic hand manipulation. While the
detailed development of the control scheme remains beyond the scope of this
chapter, the multisensory systems presented in Fig. 2b, c, that combine stereoscopic
and 2.5D RGB-D imaging with force and tactile sensing, along with the charac-
terization process for deformable objects reported earlier, are being put to advantage
to control in real-time the motion of a robotic hand with specific determination of
the amount of force to be applied at the fingertips. Fine tuning the interaction at
each contact point is critical when manipulating deformable objects in order to
ensure stable grasp, integrity of the object, or achieving desired shape forming.

5 Conclusion

The chapter discussed some recent research achievements related to sensing issues
and interfacing techniques to enable safe interaction of commercial-grade robot
manipulators with objects exhibiting rigid or soft surfaces, as developed over years
in the authors’ research groups. The main challenges of such systems are described,
and recent trends in the literature are presented. The main objective being the
development of autonomous robotic systems able to handle a wide variety of
objects, the solution is decomposed in a series of interconnected challenges to be
solved, starting with the data acquisition, data modelling and simulation of objects,
and the definition and tuning of control schemes to handle safely the manipulation
or the interaction with the object. Within each of these problems potential solutions
are proposed and exemplified in the context of practical applications such as:
adaptive surface and contour following, object characteristics identification from
video and RGB-D data and dexterous robot hand manipulation of soft objects using
the Barrett hand.
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IEEE1451 Smart Sensors Architectures
for Vital Signs and Motor Activity
Monitoring

Octavian Postolache, Vítor Viegas, João Freire,
José Miguel Dias Pereira and Pedro Girão

Abstract The chapter presents a set of smart sensing systems, compatible with
IEEE1451 standard, intended to unobtrusively monitor the vital signs and motor
activity of a wheelchair user. The IEEE 1451 standard was considered to add
smartness to transducers: clause 1451.4 adds plug-and-play and self-identification
capabilities to the sensors, and clause 1451.1 provides the information model used
to share data and functionalities across the network. The .NET Framework was
considered to implement the 1451.1 information model as it provides a rich
development environment. The .NET’s implementation of the 1451.1 information
model, including the customization efforts to meet application-specific require-
ments, is described. Referring to the measurement channels considered in the
present approach, photo-plethysmography (PPG), skin conductivity (SKC), ballis-
tocardiography (BCG), and electrocardiography (ECG) were chosen to monitor
cardiorespiratory activity, while a simple 3D accelerometer was used to monitor
motor activity.

1 Introduction

In the last years the necessity to reduce the hospitalization costs and to allow
proactive and preventative care led to a set of developments in the field of home
health monitoring [1–3]. Such systems, denominated vital signs monitors, can
include measurement units for blood pressure, heart rate and oxygen saturation [4].
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Usually the data from the monitors are sent to a clinical server for early identifi-
cation of clinical needs, adjustments to the treatment plan and medications,
thus reducing emergency room visits and unplanned hospitalizations. In order to
reduce the number of clinical staff needs, but also to diminish the stress induced on
the patient by the measurement setup (e.g. deployment of ECG electrodes),
unobtrusive embedded vital signs monitors associated with daily used objects
represent interesting alternative solutions [5]. Our group has been developing a set
of smart objects for vital signs and motor activity assessment of elderly people, or
related to rehabilitation and mobility assessment, as part of different prototypes of
smart wheelchairs and smart walkers [6–9]. To assure modular and flexible solu-
tions, sensors are assembled in plug-and-play modules characterized by appropriate
conditioning circuits, processing units make use of low power microcontrollers and
communications are supported by wireless links. Several solutions regarding
“plug-and-play” smart sensors are reported in the literature [10–13].

The IEEE 1451 standard [14] provides guidelines to build open, high perfor-
mance and smart transducer systems. It defines a set of neutral communication
interfaces for connecting transducers to computers, instrumentation systems and
networks. The IEEE 1451 for smart sensors is composed by the following clauses:

• IEEE 1451.0: Introduces the concept of Transducer Interface Module (TIM) as a
peripheral that interfaces one or more transducers. The TIM acts as a Data
Acquisition (DAQ) board with support for transducer self-identification,
self-diagnosis and self-calibration. The clause defines common functions,
communication protocols and Transducer Electronic Data Sheet (TEDS) formats
to support these advanced features.

• IEEE 1451.2/3/5: Specify the TIM concept for the cases where the TIM con-
nects to the computer through a set of different communication interfaces.

• IEEE 1451.4: Defines digital wiring, communication protocols and TEDS
structures to make analog transducers smarter.

• IEEE 1451.7: Defines communication protocols and TEDS structures to interact
with RFID tags.

• IEEE 1451.1 [15]: Defines a generic information model to represent the func-
tionalities of a smart transducer system. The processor that runs the application
(and hence implements the information model) is called “Network Capable
Application Processor” (NCAP). The information model is composed by three
classes of objects: Blocks (intended to process data), Components (intended to
store block-related data), and Services (intended to support communications).

The use of commercial development platforms to implement smart transducer
interfaces helps to improve market acceptance of the IEEE 1451 standard. A good
example is the .NET Framework [16, 17], which can be used to implement the
1451.1 information model. This well-known and well-supported framework pro-
vides last-generation programming languages (C# and VB.NET), a
high-performance execution environment, and a set of highly productive software
libraries. Among these is included the Windows Communication Foundation
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(WCF) [18, 19], which contains all the stuff needed to develop distributed appli-
cations (raw sockets, protocol stacks, web services, etc.).

Following this idea, we implemented a software library—named “Service
eXtensions for Instrumentation” (SXI)—that combines the better of two worlds: the
communication model provided by WCF and the information model provided by
the IEEE 1451.1 clause.

Several implementations of the IEEE 1451 standard for smart transducers are
considered, with special attention being granted to clauses 1451.1 and 1451.4. The
effectiveness of the SXI library was proven through its usage in the particular field
of healthcare monitoring, together with IEEE1451.4 hardware implementations that
are following described.

2 IEEE 1451.4 Hardware Implementation

The IEEE 1451.4 standard for smart sensors defines a mechanism for adding
self-describing behavior to the traditional transducers characterized by analog
output signals [20, 21]. This is the case of the biomedical sensors used for vital
signs (PPG, SKC, BCG, ECG) and motor activity monitoring. According to this
standard the implemented hardware is based on a microcontroller platform (uCtrl)
that allows the acquisition of both analog and digital data from vital signs sensors
(Fig. 1). The connectivity between sensors interface modules (SIMi) is assured by a
connection board (CB) characterized by a set of 8 sensors and a network controlled
circuit (NCC). The SIMi are powered through the power supply line (PWR).

In the present case, the identification is based on the use of an EEPROM
memory that stores the IEEE 1451.4 Basic TEDS (Transducer Electronic Data
Sheet) information for each vital sign transducer characterized by analog output
(e.g. photoplethysmography transducer). The information stored in the memory is
transmitted to the microcontroller through a 1-wire interface multi-drop bus.
According to the IEEE 1451.4 class 2 architecture, the analog signals are acquired
by the ADC of the microcontroller after signal conditioning performed at the CCi
level. The communication between the microcontroller platform and the host PC is
performed using IEEE 802.15.4 wireless communication protocol. The used
topology was the star network topology, thus Digi XBee ZigBee transceivers were
used for each ZigBee end nodes and a USB to XBee wireless adapter was installed
in a client PC to materialize the ZigBee coordinator. The client PC is an important
component of the smart sensing system as it performs advanced data processing,
data logging and data publishing. The main components of the implemented
IEEE1451.4 system are detailed in the following sections.
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2.1 The Smart Gateway

The prototype of the implemented smart gateway (Fig. 2) is based on a PIC
24F128GA010 microcontroller and is responsible for the management of the smart
sensor network. The smart gateway can be considered as a reduced version of
NCAP (network capable application processor) defined by clause IEEE 1451.2
[14].

The platform assures acquisition of biomedical sensors (BSi) analog output
signals using the 10-bit A/D converter of the microcontroller. The microcontroller
operates at a frequency of 8 MHz with the A/D block converter allowing a sample
rate of up to 10 kS/s for each channel. Considering the ADC range, the conditioning
circuit (CCi) must assure signal amplitudes between 0 V and 3.3 V. The TEDS
memories communicate through a 1-wire interface allowing a multi-drop bus
configuration. In this way, all the memories share the same bus hence reducing the
microcontroller digital ports requirement, since the 1-wire protocol bus only uses
one single pin. Additionally, two universal asynchronous receiver/transmitter
interfaces of the microcontroller (UART1 and UART2) are used to establish
communication with the client PC based on IEEE802.15.4 protocol and provide
connectivity with a 125 kHz RFID reader.

The RFID reader is added to the system to provide identification functionalities
for the wheelchair or walker user through the usage of passive LF RFID tags.
Additionally, the LF RFID technology can be used for indoor walker or wheelchair
localization where the LF RFID reader detects a set of distributed tags [22].
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Fig. 1 The block diagram of a microcontroller platform compatible with IEEE 1451.4
standard for smart sensors embedded in wheelchair (BSi biomedical sensors, CCi—conditioning
circuit, ANT-RFID antenna, SIMi sensor interface module, PWR-power supply lines, CB—
connection board, MEMi—1-wire EEPROM, NCC—network control circuit)
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2.2 IEEE 1451.4 Sensor Interface Module (SIM)

All transducers for vital signs monitoring were designed to fulfill the IEEE 1451.4
mixed mode interface (MMI) class 2 specifications having two separate connections
for analog and digital signals. The use of class 2 was considered taking into account
that the class 1 requires switching between the analog and digital signals, which
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Fig. 2 IEEE1451.4 Smart Gatteway: a block diagram; b implemented prototype
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means higher complexity and reduced reliability for the system. A set of sensor
interface modules (SMIi) were designed and implemented, each SMIi being asso-
ciated with an analog output signal delivered by the vital signs measurement
channels embedded in the wheelchair. Thus, a smart equipment sensor network
(e.g. wheelchair smart network) based on SMIi is materialized. Figure 3 shows an
example of an IEEE 1451.4 MMI class 2 smart sensor interface, while the prototype
IEEE1451.4 sensor interface module (SIM) is presented in Fig. 4.

The SMIi prototype provides voltage supply for each analog biomedical sensor
and a connection for the analog output of the sensor, together with a 1-wire
EEPROM to store digital information expressed in Basic TEDS format. The SIM
board was designed to allow the use of two different types of 1-wire EEPROM
(DS24B33 or DS28E04-100), however, only one should be soldered to the board.
The DS24B33 memory is just a memory capable of storing 1 kbytes of digital
information. Besides having also 1 kbytes of memory, the DS28E04-100 EEPROM
has also two PIO pins that can control external circuitry that exists in the BSn or
CCi. This could be very useful, for example, if one should want to control switches,
multiplexers or other type of circuit that can be digitally controlled. In the current
implementation, photoplethysmography (PPG), skin conductivity (SKC) and bal-
listocardiography (BCG) biomedical sensors and an accelerometer were used
together with a DS24B33 1-wire EEPROM.

These types of EEPROMs have a unique 64-bit (8 bytes) ROM code address
which identifies each node in the smart sensor network. Since each node of the
network is not physically associated with the analog output of the sensor, an
external circuit was developed to allow the microcontroller platform to make this
association.

The information stored into the EEPROMs contains the IEEE 1451.4
Basic TEDS which is the minimum of information that can be stored in order to
fulfill the IEEE 1451.4 requirements. Additional information about sensors can be
stored in the host computer and accessed using the Basic TEDS elements. The
Basic TEDS is 64-bit (8 bytes) long and has a structure that is represented in
Table 1.

Fig. 3 Example of IEEE 1451.4 class 2 multi-wire interface
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By using a smart sensor database, the Manufacturer ID and Model Number will
be responsible for identifying the type of biomedical sensor (e.g. PPG, SKC or
BCG) or motor activity sensor. The remaining Basic TEDS fields will serve as
upgrade and version control data of the sensors. As an example, the Manufac-
turer ID “107” was used, since all Man. IDs from 0 to 106 are reserved or already
taken by other manufactures [23]. To distinguish between the types of sensors that
can be used, Model Number based identification was made as it is presented in
Table 2.

ANALOG
TRANSDUCER

1-WIRE
EEPROM

control

+5V

+3.3V

Analog

1-Wire

Ground

(a)

(b)

Fig. 4 Sensor Interface
Module: a block diagram;
b implemented prototype
based on 1-wire EEPROM
DS24B33

Table 1 Basic TEDS content

Basic TEDS
Manufacturer ID Model number Version letter Version number Serial number

14 bits
(17–16381)

15 bits
(0–32767)

5 bits Chr5
(A–Z)

6 bits
(0–63)

24 bits
(0–224–1)
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2.3 Sensor Interface Module Connection Board

Since the smart gateway based on microcontroller is mounted on a wheelchair, an
additional NCAP-SIM external connection board was developed. A NCAP-SIM
extension board turns the system modular and more flexible because the sensor
input connectors are not physically attached to the microcontroller board. The
circuit designed to control the 1-wire smart sensors network is also on the sensor
interface module extension board (Fig. 5).

It consists of two quad-analog switches that sets up the network as a 1-Wire
multi-drop bus or as a bus of 8 single point-to-point connections to 8 channel
analog multiplexer. The system needs to switch between two buses typologies so
the smart gateway based on microcontroller can identify which of the EEPROMS is
associated with which analog output, i.e., get the unique 64-bit ROM code of each

Table 2 Model numbers
for smart sensors associated
with Manufacturer ID “107”

Model number Type of sensor

1 Photoplethysmography
2 Skin conductivity
3 Electrocardiography
4 Ballistocardiography
5 Acceleration

Fig. 5 The block diagram of 1-wire network control system embedded in the sensor interface
module extension board
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memory that will be associated with an analog channel. This way, it is possible to
link the information of the Basic TEDS to an analog channel without having to
previously program the TEDS with the measurement location of the sensor or to use
an address programmable EEPROM (like a I2C memory type used in the previous
implementation [4]). This requires four additional digital pins from the microcon-
troller: one pin to control the analog switches (SW) and three pins (ABC) to control
the multiplexer selection input/output (IO) bits from 000 to 111 (0 to 7). Each
multiplexer IOs is virtually associated with an analog channel. To find the 64-bit
ROM from each memory, SW must be zero (point-to-point connections), and ABC
should go from 000 to 111 to go through all IOs of the multiplexer. Once the ROM
codes are retrieved from the memories, SW should go high (multi-drop bus) and the
last multiplexer ABC combination that has an EEPROM available should be
selected by the microcontroller. This multiplexer channel will be responsible to
transmit and receive all the multi-drop bus information, thus all the other channels
from the multiplexer go into a high impedance state.

The connection between the smart gateway based on microcontroller and the
NCAP-SIM connection board is made through a 20-pin cable. There are 8 pins to
all 8 analog channels, with 3.3, 5 V voltage, 1 ground, and 4 remaining pins for
desired future connections. Voltages 3.3 V and 5 V will be used to power the
biomedical sensors, conditioning circuit and the 1-wire EEPROM DS28E04-100, if
used. The 1-wire EEPROM DS24B33 is powered by the data line. The connection
board includes a set of 8 connectors with 5 pins associated with the maximum 8
SIMs of the system.

Each SIM board connects to the NCAP-SIM connection board through a 5 pin
connector, which has pins for analog input, digital data, 3, 5 V and ground.

2.4 Communication and Data Logging

The host computer performs the remote control of the microcontroller platform
using a set of commands. Several of the implemented commands are listed in
Table 3. It should be noted that all command bytes are followed by a length byte to
indicate the number of bytes to be read by the host.

Considering the possibility of adding or replacing new sensors, the start host
connection becomes important as it gives the number of available sensors in the
network. The Read Basic TEDS command retrieves the Basic TEDS from each
network node in the format ‘0x02 + length (two bytes) +[channel number + basic
teds bytes (8 bytes)] × number of channels available’. The real-time data from the
sensors is transmitted to the PC host in the format ‘−0x0000 0x1111 0x2222
0x3333 0x4444 0x5555 0x6666 0x7777\n’ if all sensors are available. The previous
message represents the maximum size of a real-time data message and has a total
size of 25 bytes (space characters included). The 10-bit ADC data from each
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channel is represented by two bytes. To get data from each channel, the micro-
controller scans the available analog channels in a polling fashion.

The communication to a client PC can be made either through wires or wire-
lessly by using the wireless transceiver connected to one of the available micro-
controllers UART ports. In the case of wired communication to the client PC, in
order to convert the signals coming from the microcontroller’s UART bus to client
PC USB port, a FTDI RS232-to-USB converter is used for wired communication.
For wireless communication, a Maxstream XBee 802.15.4 module is used and
configured to work in transparent mode at a baud rate of 57600 bps.

Even though the sampling can be up to 10 kS/s for each analog input, trans-
mitting the data in real-time has its limitations due to the use of the UART trans-
ceiver. This happens in both wired and wireless communications since the interface
used is the same. Since the microcontroller is working at 8 MHz, the communi-
cation rate is limited to 57600 bits/s. If the UART is setup with one stop bit,
transferring 1 byte implies sending also one start and one stop bit, i.e. 10 bits. Thus,
the data transferred will be 57600/10 = 5760 bytes/s. Since each message trans-
mitting real time data is 25 bytes long, there is only the possibility of sending
5760/25 bytes = 230 messages frames per second, which means the maximum
real-time transmission rate will be of 230 S/s per channel. In the implemented
system the sending rate of 100 S/s per channel was used.

When there is no connection available to client PC, the acquired data is saved
into an SD Card through an available SPI bus. To manage the reading and writing
to the SD Card, the Microchip’s Memory Disk Drive File System library was used,
and in this way can be carried out the write and read files operation from FAT32 file
system. When the data will be saved in the memory card faster sample rate of the
signals can be reached, since writing to the SD Card takes about 0.5 ms between
messages. Since scanning 8 analog channels takes about 0.25 ms, only after
0.25 + 0.5 = 0.75 ms is possible to sample again. Thus, the maximum allowed
sampling rate is about 1333 Hz/channel, which is acceptable for the bandwidth of
the biomedical signals that were considered in the present implementation.

Table 3 Microprocessor platform supported commands

Command Function

0x01 Start host connection and get number of available channels
0x02 Read Basic TEDS from smart sensors memories
0x03 Write Basic TEDS into smart sensors memories.

Ex: 0x03 + packet length + channel ID + Basic TEDS bytes
‘a’ Toggle ADC data acquisition at a specified sample rate. E.g.:

‘a’ + length + 0x03E8 (for 1 KS/s)
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2.5 Prototype Tests

The benefits offered by the adoption of the IEEE 1451.4 standard for vital signs and
motor activity sensing was evaluated for the particular case of a smart wheelchair.
Thus, the signals of the sensors embedded in the wheelchair and the TEDS
information stored in the 1-wire memories are acquired by the microcontroller
platform that transmits the data to the host computer running ‘SmartSwheel’ soft-
ware developed in LabVIEW. This software is able to perform TEDS operations
associated with smart sensors and wheelchair user identification, digital signal
processing of the acquired signals, and display the processed signals and computed
vital signs parameters (e.g. heart rate). Referring to the signal processing compo-
nent of the developed LabVIEW software, it includes digital filtering, peak
detection, and the calculation of statistic parameters related with motor activity
performed by the wheelchair user, who is identified using the RFID also controlled
by the implemented software.

Taking into account the complexity of the software designed for configuration
and for data reading, different software functionalities are active according to the
type of the user. Thus, the administrator can access, after identification, all the
software functionalities including TEDS, Measurement and Data Base Manage-
ment. However, a physician, nurse or therapist can access only the Measurement
and Data Base Management functionalities (Fig. 6). Regarding to the wheelchair

Fig. 6 The graphical user interface of smart sensors for wheelchair (SmartSwheel) LabVIEW
application
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user, the identification provides him the possibility of reading the data of the
different vital signs channels and of calculated parameters (e.g. heart rate vari-
ability) and of motor activity.

In Fig. 6 can be observed the capability of the system to highlight the active
sensors (PPG and SKC in the present case) using a set of software LEDs in
accordance with the detected active channels. At the same time, for each detected
active channel, the Basic TEDS information is presented and also the signal
associated with the active channel (PPG associated with ch1 active measurement
channel). Several vital signs parameters, such as Heart Rate (HR), are calculated
and also presented on the user interface level. Using the RFID reader control
capabilities and a stored table of the wheelchair users the name or the ID of the
identified user is also presented in the GUI’s digital display.

Taking into account the requirement of IEEE1451’s NCAP fast software pro-
totyping, the following paragraph focus on the developed Service eXtension for
Instrumentation library (SXI) that merges the strengths of the 1451.1 information
model with the advantages provided by the .NET Framework and the Windows
Communication Foundation (WCF).

3 Service eXtensions for Instrumentation

The SXI library is expressed as a materialization of the IEEE1451.1 model using
last generation framework in order to obtain an easy-to-use middleware resource
targeted for instrumentation.

The SXI library contains 14 classes (see Table 4), which were coded in VB.
NET, compiled in Visual Studio 2013 and assembled in the file sxi.dll. Despite all
the efforts to follow closely the 1451.1 information model, some adjustments had to
be made to the .NET Framework, namely the redefinition of some data types and
methods, and the use of native WCF proxies instead of client and publisher ports.

3.1 Communication Services

The SXI library takes advantage of the communication model provided by WCF.
All non-abstract classes were implemented as WCF services marked with the fol-
lowing attributes:

• InstanceManagement = singleton: The service is a unique instance that shares
its state with all clients.

• UseSynchronizationContext = false: Each remote call is served by a dedicated
thread.
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• ConcurrencyMode = single: The remote calls pass by a built-in arbitration
mechanism that guarantees exclusive access to the service. In other words, the
remote calls are served one at a time.

The WCF follows the client/server communication model: each service, during
instantiation, registers itself on a client/server endpoint and exposes its methods on
the network. Any client, having the dispatch address of the service, can create a
proxy, call a given method and collect the results (if any). Client/server endpoints
can use one of the following bindings:

• BasicHttpBinding: Binding fully compatible with standard web services (WS).
Messages are formatted according the Simple Object Application Protocol
(SOAP) and transported over HTTP. It promotes interoperability over perfor-
mance, making it suitable for communications between cross-platform appli-
cations across the internet.

• WSHttpBinding: Adds support for web services enhancements (WS-*), making
it more versatile but also less interoperable. Well-suited for communications
between uni-platform applications across the internet.

• NetTcpBinding: Messages are formatted according a proprietary binary protocol
and transported over TCP. It promotes performance over interoperability,
making it suitable for communications between uni-platform applications inside
an intranet.

Table 4 SXI information model

Class name Description

Root Root of all classes
Entity Adds functionalities to identify and localize objects.
Block Base class for blocks. Adds functionalities to retrieve information about

the block, change its execution state and interact with its owned objects.
PBlock Top-level block that represents the application as whole.
FBlock Base class for function blocks.
Component Base class for components.
Parameter Represents a network-visible variable.
Parameter with
update

Adds functionalities to synchronize the parameter value with its owning
block.

Physical
parameter

Adds metadata to describe the contents of the parameter.

Scalar parameter Represents a physical quantity well represented by a scalar.
Service Base class for services.
Client Dynamic proxy useful to make remote calls.
Publisher Issues publications on a UDP multicast address.
Subscriber Listens to publications on a UDP multicast address.
Notes
(1) Classes in bold are non-abstract
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The publish/subscribe communication model was implemented taking advantage
of the multicast capabilities of UDP. Publications were implemented as methods
with no return values registered on a given multicast address. A call to such a
method is forward to all subscribers registered on the multicast address, thus acting
as a “one-way” message from one to many.

The SXI library is quite flexible in terms communications: remote calls can be
made using the client/server model (for one-to-one communications) or the
publish/subscribe model (for one-to-many communications); data can be formatted
using SOAP or a proprietary binary protocol; messages can be transported over
HTTP (using port 80) or directly over TCP (using a user-defined port number).
With so many options available, communications can easily be tuned for perfor-
mance (by transmitting raw binary messages over TCP) or for interoperability (by
transmitting SOAP messages over HTTP).

3.2 Control Stations

The objects contained in the SXI library are the bricks used to build high-level
applications. If those applications are meant to control physical processes they are
referred as “control stations”.

A typical control station works as a Programmable Logic Controller (PLC): it
loops continuously acquiring data from sensors, executing control algorithms and
updating actuators (see Fig. 7a). Function blocks are used to implement the control
strategy, while parameters are used to store network-visible variables. Remote calls
can be made to change the behavior of functions blocks and to read/write variables.

Control stations can issue publications to inform the network about significant
events. During start-up, periodically as a beacon, or on demand, the station can
issue publications of type PSK_NCAPBLOCK_ANNOUNCEMENT and
PSK_NETWORK_VISIBLE_SERVER_OBJECT_PROPERTIES to say that is alive
and to announce the services it exposes. During runtime, the station can issue
publications of type PSK_PHYSICAL_PARAMETRIC_DATA whenever the value
of a parameter changes.

Figure 7b shows a proposal of graphical interface for control stations. The
interface is composed by a tree list that is populated by all the services the appli-
cation exposes. The value of each parameter can be read or written provided that is
scalar.

3.3 Engineering Stations

“Engineering stations” are SXI-based applications intended to take care of control
stations. A single engineering station can manage all the control stations attached to
the same intranet. The management work consists of two main tasks:
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• System configuration: Task done by subscribing publications of type PSK_
NCAPBLOCK_ANNOUNCEMENT and PSK_NETWORK_VISIBLE_SERVER_
OBJECT_PROPERTIES. The attached data lists all the control stations visible
on the network and the services they expose. Each service is described in terms
of type, name, unique IDentifier (ID), dispatch address and owning relation.

Network

Control 
station

output(s) input(s) DAQ 
board

Physical process

Parameter

sxi.dll

PBlock

Timed loop

SXI objects

Function block

(a)

(b)

Fig. 7 Control station:
a architecture; b graphical
interface
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This information is sufficient to call any method on any service on any station;
in other words, is all that is needed to configure the entire system.

• Data monitoring: Task done by subscribing publications of type PSK_PHYSI-
CAL_PARAMETRIC_DATA. The attached data contains the updated value of
the parameter and meta-fields that explain its meaning. The value can be
extracted and logged to a file. The log engine makes use of fast-access binary
files of type TDMS (Technical Data Management Streaming).

Figure 8 shows a proposal of graphical interface for engineering stations. The
interface is composed by two panes: on the left pane, the user can navigate through
all the services available on the network; on the right pane, the user can read/write
the properties of a given service.

4 SXI Support for Smart Wheelchair

An example of SXI support for a measurement system associated with healthcare
monitoring is following presented. Thus, the considered measurement system is
expressed by a wheelchair characterized by vital signs and motor activity mea-
surement channels. The implemented measurement channels provides information

Fig. 8 Engineering station
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about electrocardiogram (ECG), heart rate (HR), skin conductivity (SKC) and
motion activity. The measurement channels, including the sensors and conditioning
circuits are connected to the analog inputs of data acquisition module USB con-
nected to an embedded computer (see Fig. 9).

4.1 Vital Signs Measurement Channels

The ECG and SKC signals are sensed by dry electrodes made of e-textile. The
electrodes were sewn to the lining of the wheelchair arms. As shown in Fig. 10, the
ECG electrodes are in contact with both hands, while the SKC electrodes are
in contact with one hand only.

The ECG signal is conditioned by an instrumentation amplifier (INA114 with
gain = 107), followed by a 2nd order Butterworth band-pass filter (with gain = 10
and cutoff frequencies = 0.3 and 20 Hz).

The SKC signal is conditioned by a voltage divider (formed by the skin resis-
tance and a 2 MΩ fixed resistor), followed by a buffer.

System layout.

Control station
(embedded PC)

DAQ board

USB

Network

ECG SCK Force Acc.

WiFi

Eng. station
(desktop PC)

Fig. 9 System layout
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4.2 Acceleration and Force Measurement Channels

The acceleration signals are provided by a 3D micro-machined accelerometer,
model MMA7260QR from Freescale. The sensor was properly positioned to sense
motion on the XY plane and to detect freefalls on the Z axis. The device is
characterized by built-in signal conditioning, low power consumption and select-
able sensitivity (1.5g, 2g, 4g or 6g).

It is known that the forces applied to the e-textile electrodes affect the contact
resistance. To avoid this problem (i.e. to increase the repeatability of the measure-
ments), two force sensors were placed under the electrodes. Only if both forces are
above a pre-defined threshold, the ECG and SKC signals are considered to be valid.

The forces are measured by two piezoresistive sensors, model FlexiForce
A201-25 from Tekscan. The sensors are characterized by good linearity (in terms of
conductance G = 1/R) and high sensitivity (11 kgf full scale). The conditioning
circuit is done by an inverter amplifier excited by a constant voltage.

4.3 Data Acquisition

The conditioned signals (ECG + SKC + 2 forces + 3 accelerations) are acquired
by a general-purpose, low-cost DAQ board, model USB-6009 from National

Fig. 10 E-textile electrodes
and conditioning circuits
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Instruments (NI). The acquisition is done at a fixed sampling rate of 1 kS/s, in
records of 4000 samples, covering time intervals of 4 s.

The configuration of the analog inputs was facilitated by the use of virtual
TEDS compliant with the IEEE 1451.4 clause [10–13]. Each virtual TEDS is
composed by two sections: the basic TEDS, which uniquely identifies the sensing
channel; and the template TEDS, which contains the technical characteristics of
the sensing channel (such as signal type, range, coupling, excitation, etc.). In the
present case, the template ID = 30 was used because all the sensing channels are
classified as “high-level voltage output”. The virtual TEDS were built using the
TEDS Library for LabVIEW (provided by NI) having resulted in four files with
extension *.ted.

4.4 Data Processing

The acquired samples are processed by a control station hosted by the embedded
PC, which is characterized by an i5 processor, 4 GB RAM and 240 GB SSD disk.
The station, which runs on top of Windows 7 Professional and .NET Framework
v4.5, performs the following tasks (for each record of samples):

• The physiological signals are valid if the user is quiet and its hands are effec-
tively in contact with the e-textile electrodes. The first condition is met if the
variance of the XY acceleration (in g2) stays below the threshold MOTION_TH.
The second condition is met if both forces stay above the threshold
CONTACT_TH.

• The ECG waveform is applied to a Hilbert-based peak detector to extract the
HR. The extraction algorithm consists of an input filter (to remove motion
artefacts), an adaptive thresholding stage (based on the Hilbert transform) and an
R-peak detector.

• The SKC is extracted from the mean value of the corresponding waveform.
• If the variance of the XY acceleration (in g2) exceeds the threshold

MOTION_TH, then the Boolean variable MOTION_FLAG is turned on (other-
wise is turned off). This variable is useful to track the motion activity of the
wheelchair.

• If the Z acceleration falls below the threshold FALL_TH, then the Boolean
variable FALL_FLAG is turned on (otherwise is turned off). The default value of
the threshold is 0.5 g, which means a slope of 60º. The Boolean variable is
useful to detect eventual falls of the wheelchair (and its user).

The control station was coded in VB.NET and compiled in Visual Studio 2013.
The application exposes the following services (here identified by their tags):

• WCHAIR1 (type = PBlock): Top-level block that owns all the services hosted
by the station.
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• WCHAIR1!MOTION_TH and WCHAIR1!CONTACT_TH (type = Parameter,
access = read and write): Represent the thresholds of motion activity and fall
alert, respectively. Their values can be accessed only through remote procedure
calls (following the client/server communication model).

• WCHAIR1!HR and WCHAIR1!SKC (type = ScalarParameter, access = read
only): Represent the HR and SKC variables, respectively. Their values can be
accessed by making remote procedure calls or by intercepting publications of
type PSK_PHYSICAL_PARAMETRIC_DATA.

• WCHAIR1!MOTION_FLAG and WCHAIR1!FALL_FLAG (type = ScalarParam-
eter, access = read only): Represent the motion and fall flags, respectively. As in
the previous case, their values are published on the network whenever they are
updated.

4.5 Data Monitoring

An engineering station was added to the network to perform system configuration
and data monitoring. The station runs on a desktop PC characterized by an i7
processor, 8 GB RAM and 500 GB hard risk. The station can handle multiple
wheelchairs (i.e. control stations) although, in this case, only one has been used.

5 System Tests

Tests were done to characterize the sensing channels and to verify the communi-
cation capabilities of the SXI library.

5.1 Heart Rate Estimation

The accuracy of the HR sensing channel was evaluated as follows:

• A patient sat on the wheelchair and put its hands over the e-textile electrodes. At
the same time, additional wet-electrodes were placed on the wrists and the right
leg to sense cardiac activity using the Medlab P-OX100, a commercial pulse
oximeter and ECG monitor. The Medlab P-OX100 outputs two analog signals
representing the ECG waveform and the corresponding HR estimate.

• The signals provided by the Medlab P-OX100 were acquired by the DAQ board
and processed side-by-side with those provided by the wheelchair.
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• Both ECG waveforms, the one from the e-textile electrodes (under test), and the
one from Medlab P-OX100 (used as reference), were logged to a file and plotted
on Fig. 11.

5.2 Motion Activity

Acceleration measurements were made to help defining a threshold value for
motion activity. Figure 12a plots the amplitude of the XY acceleration vector (in g)
for several motion profiles: wheelchair stopped (black line); wheelchair moving in a
straight line (blue line); and wheelchair turning left (green line). Figure 12b shows
the corresponding variances (in μgRMS^

2), calculated using 0.5 s time windows
with 0.3 s of overlap. Analyzing the results obtained, a variance of 1 μgRMS^

2

seems like a good value to distinguish between motion and no motion.
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Fig. 11 ECG waveforms: a from the e-textile electrodes (under test); b from Medlab P-OX100
(used as reference)
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6 Conclusion

A set of architectures based on IEEE1451 including hardware and software for vital
signs and motor activity of the wheelchairs’ users was presented in the chapter.
A detailed description of the design and implementation of a microcontroller
platform for IEEE 1451.4 is carried out highlighting in particularly elements of
hardware expressed by eight measurement channels where the digital information is
accessed through 1-wire protocol. The presented IEEE1451 implementations
mainly focus on wheelchair user physiological parameters monitoring based on the
information acquired through the ECG, PPG, BCG, SKG measurement channels,
special attention being granted to kinematic variables (motion activity) monitoring.
In one of the hardware implementation physiological variables are sensed by
e-textile electrodes embedded on the wheelchair arms, while motion activity is
sensed by a 3D MEMS accelerometer. Data acquisition and processing is done
onboard the wheelchair by a control station that runs on an embedded PC with a
WiFi link. Data monitoring is done remotely by an engineering station installed on
a desktop PC. A service extension for instrumentation library is described and the
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usage for control and engineering stations which implements the 1451.1 informa-
tion model using WCF services is exemplified. Additionally, smart biomed Lab-
VIEW software, including graphical user interface adapted to the user type was
presented, as so as the test results obtained with the presented IEEE1451 imple-
mentations. Some tests were done to characterize the sensing channels and to verify
the communication capabilities of the SXI library. The obtained results, when
compared to reference instruments, showed high performance and good robustness.
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