
Research Methods 
in the Study of 
Substance Abuse

Jonathan B. VanGeest
Timothy P. Johnson
Sonia A. Alemagno Editors



Research Methods in the Study
of Substance Abuse



Jonathan B. VanGeest
Timothy P. Johnson
Sonia A. Alemagno
Editors

Research Methods
in the Study
of Substance Abuse

123



Editors
Jonathan B. VanGeest
Department of Health Policy
and Management, College of Public
Health

Kent State University
Kent, OH
USA

Timothy P. Johnson
Survey Research Laboratory,
Department of Public Administration,
College of Urban Planning and Public
Affairs

University of Illinois at Chicago
Chicago, IL
USA

Sonia A. Alemagno
Department of Health Policy
and Management, College of Public
Health

Kent State University
Kent, OH
USA

ISBN 978-3-319-55978-0 ISBN 978-3-319-55980-3 (eBook)
DOI 10.1007/978-3-319-55980-3

Library of Congress Control Number: 2017935551

© Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or
part of the material is concerned, specifically the rights of translation, reprinting, reuse of
illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way,
and transmission or information storage and retrieval, electronic adaptation, computer software,
or by similar or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are
exempt from the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in
this book are believed to be true and accurate at the date of publication. Neither the publisher nor
the authors or the editors give a warranty, express or implied, with respect to the material
contained herein or for any errors or omissions that may have been made. The publisher remains
neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

This monograph provides an introduction and overview of the most common
research methods currently being employed to study substance use- and
abuse-related behaviors, primarily in regards to alcohol and/or illicit drugs,
with a focus on their application in advancing understanding, prevention and
treatment. Substance abuse research draws both its theories and methods
from a variety of other fields, and we have tried to incorporate insights from
these various perspectives here. We acknowledge up front some variation in
the definitions of key concepts used in the field, particularly with regard as to
what constitutes substance “use,” “misuse,” and “abuse.” Inconsistencies in
terminology abound, with “misuse” and “abuse” even used interchangeably
by researchers. Some even abandon theses terms all together to focus on
clinical diagnostic criteria indicative of use disorders, such as those found in
the latest edition of The Diagnostic and Statistical Manual of Mental
Disorders. While definitional issues are addressed in the text, due to lack of
consensus in the field, some discretion is given to the chapter author(s) with
regard to their preference. The monograph is divided into six parts. In the first
of these, two overview chapters are provided. In Chap. 1, we chronicle how
research in the field has advanced over the past fifty-plus years and how
multiple waves of innovation contributed to current standards and best
practices. In Chap. 2, Jennifer Reingle and Timothy Akers introduce the
transdisciplinary research framework known as epidemiological criminology,
which is now considered a promising approach for innovation in substance
abuse research.

Part II covers quantitative approaches, including randomized controlled
trials in Chap. 3 (by James Swartz), sampling strategies in Chap. 4 (by
Joseph Gfroerer, Arthur Hughs and Jonaki Bose), methods of primary and
secondary statistical data analysis in Chap. 5 (by Adam King, Libo Li and
Yih-Ing Hser), and longitudinal methods in Chap. 6 (by Brent Teasdale and
Jerreed Ivanich). Qualitative and mixed methods are examined in Part III.
Paul Draus presents an overview of qualitative methods in Chap. 7, followed
by Henry Browstein’s discussion of qualitative data analysis methods in
Chap. 8. The use of geographic information systems in substance abuse
research are presented by Jacqueline Curtis and Andrew Curtis in Chap. 9,
and Sheryl Chatfield and Jeffrey Hallam investigate mixed methods research
strategies for substance abuse research in Chap. 10.
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Measurement issues are addressed in Part IV. A general overview of
substance abuse assessment is provided by Timothy Grigsby, Steve Sussman,
Chih-Ping Chou, and Susan Ames in Chap. 11. This is followed by Brian
Perron, David Cordova, Christopher Salas-Wright and Michael Vaughn’s
consideration of measurement validity in Chap. 12. The use of surveys to
measure substance use behaviors is reviewed by Timothy Johnson and
Jonathan VanGeest in Chap. 13, and Michael Fendrich, Timothy Johnson
and Jessica Becker provide an overview of the use of biological measures in
Chap. 14. In Part V, challenges and special considerations in conducting
substance abuse research with several subgroups of the general population
are discussed. In Chap. 15, Dianne Kerr and Willie Oglesby consider issues
in the conduct of adolescent substance abuse research. In Chap. 16, these
same authors address substance abuse research in the LGBT Community.
Sage Kim and Michael Puisis discuss the conduct of research with incar-
cerated populations in Chap. 17. Finally, Part IV examines policy analysis
methods. John Carnevale outlines the role played by research in the for-
mulation of substance abuse policy in Chap. 18. The economic evaluation of
substance abuse and prevention programs is examined, in Chap. 19, by
Willie Oglesby and Lauren Birmingham, and the general evaluation of
substance abuse prevention and treatment programs is discussed by Peggy
Stephens, Zili Sloboda, and Deric Kenne in Chap. 20.

As we acknowledged earlier, substance abuse research draws ideas,
theories, and methods from a variety of other disciplines. As such, we found
it necessary in organizing this volume to similarly reach out to experts across
a variety of fields in an effort to provide a comprehensive overview of current
knowledge and practices. We are sincerely grateful for the contributions of
all authors whose contributions are presented in this monograph, and thank
them for their patience in working through multiple drafts with us over the
past several years. We are hopeful that you, the reader, will agree.

Kent, OH, USA Jonathan B. VanGeest
Chicago, IL, USA Timothy P. Johnson
Kent, OH, USA Sonia A. Alemagno
November 2016
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Overview



1History of Substance Abuse Research
in the United States

Jonathan B. VanGeest, Timothy P. Johnson,
and Sonia A. Alemagno

1.1 Introduction

Substance abuse is a global problem of epidemic
proportions (Degenhardt and Hall 2015; Gowing
et al. 2015; Griffiths et al. 2008). In the United
States alone, an estimated 17 million people are
dependent upon or have abused alcohol in the
past year, with males at greatest risk, as well as
young adults aged 18–25 years compared to
other age groups (CBHSQ 2015). An estimated
7.1 million people aged 12 or older are depen-
dent on or abused illicit drugs in the past year,
with rates of abuse highest for males, young
adults (18–25 years of age), and African Amer-
icans (CBHSQ 2015). While rates have been
somewhat stable over the past five years, some
analysts indicate that in 2014, past month illicit
drug use and alcohol dependence were at the
highest rate in more than a decade, with the
increase driven primarily by escalations in mar-
ijuana use, nonprescription drug abuse, and her-

oin use among adults 25 years of age and older
(ASAM 2015).

Prescription drug abuse, in particular, has
exploded in the U.S. over the past two decades,
especially among older teenagers and young
adults (Dart et al. 2015; Lankenau et al. 2012;
Maxwell 2011; Paulozzi et al. 2011; Sung et al.
2005; Young et al. 2012). Recent increases in
heroin use and the emergence of new synthetic
drugs—some of which are 10,000 times more
powerful than morphine—have also been prob-
lematic (Abbott and Smith 2015; Palamar et al.
2015; Palamar and Acosta 2015). With regard to
tobacco use, current national prevalence rates
hover around 25%, despite declines in cigarette
smoking among adults, with use varying by
geography and sociodemographic factors, such
as gender, age, race, ethnicity, and socioeco-
nomic status (Agaku et al. 2014; King et al.
2012). Progress has also slowed in recent years
due in part to the expanded use of alternative
tobacco products, such as smokeless tobacco,
cigars, hookah, and e-cigarettes, especially
among youth and young adults (Agaku et al.
2014; Lee et al. 2014; McMillen et al. 2012;
Singh et al. 2016).

The individual and public health implications
of substance abuse are significant, with adverse
consequences including, but not limited to,
overdose death, education and vocation impair-
ment, accidents, violence, developmental harms
to children, and increased rates of a number of
diseases, including HIV infection, heart disease,
cancer, and tuberculosis (Paulozzi et al. 2011). In
many instances, those suffering either directly or

J.B. VanGeest (&) � S.A. Alemagno
Department of Health Policy and Management,
College of Public Health, Kent State University,
Kent, OH 44240, USA
e-mail: jvangees@kent.edu
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e-mail: salemagno@kent.edu

T.P. Johnson
Survey Research Laboratory, College of Urban
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indirectly from the consequences of substance
abuse are at additional risk themselves of
developing further addictions to alcohol and/or
drugs. In addition to the aforementioned health
implications, substance abuse also represents a
significant economic burden to society. In the U.
S., the estimated economic costs associated with
heavy alcohol consumption alone are in excess of
$200 billion annually (Bouchery et al. 2011;
NIDA 2016). Tobacco and drug addiction are
also costly, with overall annual costs estimated to
exceed $480 billion (NIDA 2016). The estimated
total cost of just one emergent problem—the
nonmedical use of prescription opioids—
amounts to $50 billion annually (Hansen et al.
2011).

A snapshot of the substance abuse issue
globally and in the U.S. would be impossible
without ongoing research and public health
surveillance. Worldwide, a variety of primary
data sources inform substance abuse and depen-
dence prevalence rates, respectively, with con-
siderable variation in quality and coverage of
available data across countries (Degenhardt et al.
2011, 2014; Gowing et al. 2015). In the U.S.,
large-scale representative surveys, such as the
household-based National Survey on Drug Use
and Health and the school-based Monitoring the
Future (MTF) studies, provide rich data on sub-
stance abuse in the United States; pointing to
ongoing shifts in trends of abuse critical for an
informed and effective public health response.
Additional methodological approaches, primarily
social surveys and epidemiological studies, fur-
ther inform our understanding of substance
abuse, the nature and mechanisms of addiction,
and an appropriate solution. The appropriateness
of this response is largely dependent upon the
quality of data provided, which is in turn based
on the soundness of the methodological approa-
ches employed in its collection.

At various times, substance abuse research
has produced conflicting conclusions, due in part
to inherent limitations in the methods employed
(Turner and Miller 1997; Westermeyer 1990).

Thus, the historical context of addiction research
is critical to our understanding of how to address
this problem. While not necessarily linear,
advancements in substance abuse research
methodology build upon one another, expanding
our understanding of addiction, while informing
treatment and policy solutions. It has even been
argued that methodological advances in this one
area of inquiry—research on tobacco particularly
—have advanced and shaped the field of epi-
demiology generally (Samet 2016). Throughout
this chapter, we explore the history of substance
abuse research in the U.S. while noting some
promising recent developments in the methods
employed.

1.2 Definition of Key Terms

Various definitions with regard to what consti-
tutes substance “use,” “abuse,” and “misuse” are
common in the research literature. This variation
must be addressed in any discussion of the his-
tory of research in this area, as these inconsis-
tencies have muddied the waters some in terms
of research on alcohol and drug-related prob-
lems. For instance, “use” typically refers to the
use of drugs or alcohol without consideration or
assessment of frequency of use, risk of depen-
dence and/or health-related consequence. Sub-
stance “abuse,” on the other hand, generally
refers to the use of any substance that may be
unlawful and/or detrimental to the user. Fre-
quency of use (e.g., regular or persistent use) or
user intent to obtain psychotropic effects are also
considerations in some definitions of abuse.
Lastly, “misuse” is generally defined by empha-
sizing the use of substances in a manner contrary
to medical indication or prescription (Smith et al.
2013). The concept of misuse gained traction,
particularly in the 1980s, following concern by
some that the term “substance abuse” represented
an overly pejorative label and with the consid-
eration that abusive action was not actually per-
petuated on the drugs themselves (substances are

4 J.B. VanGeest et al.



used or misused in terms of time- and
place-bound values, but living organisms can be
abused).1 Over time, however, the concepts of
abuse and misuse have often been used synony-
mously by researchers, as both involve use that
contradicts medical advice (Smith et al. 2013).
Choice of terminology is not simply an issue of
semantics, as there are potential measurement
implications associated with the construction
utilized. As a result, researchers have periodi-
cally sought to better clarify and/or standardize
the terminology employed in the field. In the mid
1980s, a four-stage Delphi survey of experts was
conducted seeking to gain greater clarity and
uniformity in terminology associated with
drug/alcohol-related problems (Rinaldi et al.
1988). Achieving distinctions between misuse
and abuse has been particularly important for
researchers examining nontherapeutic use of
prescription drugs, with the Analgesic, Anes-
thetic, and Addition Clinical Trials, Translations,
Innovations, Opportunities, and Networks
(ACTTION) public-private partnership conven-
ing an expert panel to develop mutually exclu-
sive classifications (Smith et al. 2013). Despite
efforts, definitional tensions and inconsistencies
have persisted. For the purposes of this chapter,
we follow the more general convention of
referring to substance abuse, with additional
reference to misuse, particularly related to
research on prescription drugs.

1.3 History of Substance Abuse
Research in the United States

1.3.1 Early Addiction Research

Due to the interdisciplinary nature of substance
abuse research, establishing an accurate historical
timeline for the field’s development is somewhat
difficult. However, there are some clear bench-
marks that can be reasonably ascertained. For
instance, most scholars would agree that

addiction research was in its infancy during the
late nineteenth and early twentieth century.
Moreover, research activity during this period
was sporadic, initially focused on understanding
and addressing the observed associations
between substance abuse and crime, thereby
informing the progressive era reforms that aimed
to rid society of the social problems associated
with the consumption and abuse of alcohol and
drugs (Campbell 2007). Research was typically
conducted in private clinical settings, and was
largely uncoordinated in any meaningful fashion.
Often taking cues from the work of Sigmund
Freud and others, early scientific investigations
probed as to whether there were physiological
and/or psychological markers capable of differ-
entiating addicts from non-addicts (Acker 2002;
Campbell 2007).

Utilizing a variety of research methodologies,
ranging from laboratory experiments involving
humans and animals to surveys and clinical chart
reviews, scientists and practitioners sought to
better understand the mechanisms of addiction.
While advanced for their time, not all of the
methodologies employed would be considered
scientifically rigorous by today’s standards. The
work was also oriented by multiple and often
competing explanatory models of addiction,
many of which viewed the condition somewhere
on a continuum between vice (a moral issue, with
addiction resulting from emotional or psycho-
logical defects) and disease (the medical model
of abuse and addiction) (Campbell 2007). In the
U.S., much of the early research was funded by
the Public Health Service (PHS) and the Rock-
efeller Institute’s Bureau of Social Hygiene. The
latter was established in 1913 principally as a
grant-making agency emphasizing research and
education. The Bureau was charged with “the
study, amelioration, and prevention of those
social conditions, crimes, and diseases which
adversely affect the well-being of society”
(Rockefeller Archive Center). While both alcohol
and drug addiction fell within this charge, the
Bureau specifically focused on narcotics, a
choice driven largely by changing social attitudes
toward the substantial rise in opium consumption
(and later morphine, heroin, and cocaine) for

1Personal communication with Stanley Einstein, Found-
ing Editor (1965–2013) of Substance Use & Misuse,
November 2016.
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medicinal and nonmedicinal purposes (Acker
1995; Musto 1997). Concurrently, mainstream
alcohol and alcoholism studies, despite having a
relatively strong scientific focus in the latter part
of the nineteenth and the early twentieth cen-
turies, were virtually halted following the pas-
sage of prohibition (Roizen 2000).

In 1921, the Bureau of Social Hygiene
established the Committee on Drug Addictions,
in order to stimulate research for new drugs
possessing reduced addiction liabilities that
might be substituted for opium-derived anal-
gesics in medical practices. The Committee
expanded their work, initially agreeing on a
three-pronged effort that combined educational
efforts for clinicians with sociological and labo-
ratory research (May and Jacobson 1989). While
the latter was dedicated to the search for alternate
drugs, which ultimately became the focus of
much of the committee’s work, the sociological
research sought to better understand the extent of
the problem, as well as mechanisms of drug
distribution and the economic implications of
addiction, often utilizing surveys (Acker 1995,
2002). Shifting government policy towards a
view of addiction from a criminological stand-
point increasingly stifled research on addiction
from a more medical/disease orientation for fear
that it would undermine government policy and
the criminal justice solutions being enacted
(Acker 2002; Musto 1996, 1997). Both the PHS
and Bureau of Social Hygiene supported this
shift, with leadership increasingly framing
addiction as a problem of criminology and/or
vice, consistent with federal policy (Acker 2002).
As such, the subsequent orientation clearly
located the etiology of addiction in an individ-
ual’s psychopathology (Acker 1997).

Research funding by the Bureau and the PHS
also helped galvanize consensus on the status of
addiction research through the formation of net-
works of scientists oriented toward research that
might best improve the understanding and con-
trol of social problems associated with the abuse
of alcohol and other drugs (Acker 2002).
Although academic in nature, this research had
very practical applications consistent with the
focus on social reforms that emerged during this

period (Acker 2002). Despite advancements in
funding and corresponding sophistication in the
research methodologies employed, including
new city-wide surveys and advanced physiolog-
ical studies, overall consistency in the quality of
methods employed in the field as a whole
remained elusive.

While researchers were active, overall schol-
arly productivity remained relatively low until
1929, when research on drug addiction was first
mandated by the United States Congress (Camp-
bell 2007;Musto 1996, 1997). That same year, the
Committee on Drug Addiction was established by
the National Research Council (NRC), in order to
provide a more strategic and systematic approach
to addiction research, including plans for a coor-
dinated program of chemical, pharmacological,
and clinical research. The Bureau of Social
Hygiene also decided to transfer its support of
research to the NRC, furthering this strategic
reorganization. The NRC initially sought to
identify key gaps in biological knowledge
regarding addiction, and while both alcohol and
other drugswere included under this broad charge,
the Committee initially focused on morphine, in
part to continue the search for an alternative to the
drug that was not habit forming (Acker 1995;
Musto 1996). Despite the passage of the Harrison
Narcotics Act in 1914, which restricted morphine
use, and the banning of all domestic manufacture
of heroin in 1924, the drug remained one of the
most commonly abused narcotics. Studies were
conducted in both laboratories and clinical set-
tings involving human subjects, initially at Yale
and the University of Virginia. Animal studies
were also initiated in a newly developed phar-
macology unit at the University of Michigan
(Acker 2002; Musto 1996).

Additional clinical facilities were set up in
Lexington, Kentucky and Ft. Worth, Texas in the
mid- to late-1930s. Christened “narcotic farms,”
they were actually special prisons for drug
addicts, which were maintained under the
supervision of the Public Health Service (Acker
1997; Musto 1996). At these prisons, clinical
studies were conducted on prisoners to examine
the compounds developed and produced in the
new laboratories. This shift from a three-pronged
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strategy to exclusively focusing on clinical and
laboratory studies was done largely at the
expense of sociological studies, which the
Committee did not view as particularly helpful in
addressing the drug situation (Musto 1996).
However, social science research continued
during this period albeit outside of the Commit-
tee, focusing on understanding the behavior, as
well as the social determinants, that influence the
abuse of drugs and alcohol.

Ultimately, the work of the NRC Committee
on Drug Addiction gave birth to the Addiction
Research Center (ARC) located in Lexington,
Kentucky (Musto 1996). The ARC was estab-
lished in 1935 as one of the first research labo-
ratories in the National Institute of Mental
Health. At the time of its establishment, the ARC
was the only laboratory in the world devoted
solely to the study of addiction, and one of the
earliest explicitly multidisciplinary laboratories
in existence (Campbell 2010). While the ARC
was primarily charged with the study of the
clinical neurophysiology of drug dependence, it
also produced innovative research methods to
examine potential public health problems asso-
ciated with addiction (Campbell 2006, 2010;
National Institute on Drug Abuse 1995). Still
affiliated with a Federal prison in Lexington, the
ARC provided treatment and conducted research
on prisoners and others who voluntarily admitted
themselves to the facility. Among the many
successes attributed to the ARC is furthering the
understanding of relapse behavior and the pro-
filing of the physiological and psychological
effects of different drug classes. Pharmacological
research also provided major contributions to the
understanding of opiate and alcohol dependence
and withdrawal, as well as expanded opportuni-
ties for the advancement of new drug develop-
ment, with new research methods devised in
partnership with industry and academic partners
to test the pharmacological effects of novel
compounds (Acker 1995).

Corresponding abuse liability studies were
developed, again utilizing innovative experi-
mental methods, to assist scientists in determin-
ing whether new pharmaceutical products were
addictive, or whether they might have the

potential for treating addiction and abuse (Acker
1995). Use of prisoners allowed for the devel-
opment of closely comparable research protocols
to test for addictiveness. All of this work coa-
lesced around a model of addiction stressing the
psychoneurotic individual possessing preexisting
defects of personality that predisposed them to
intractable addiction, emerging as the dominant
explanatory model of the period. The continued
linkage between addiction research and social
reform, as noted earlier, reintroduced opportuni-
ties to pursue disciplinary agendas beyond
exclusively pharmacological approaches,
including new and innovative multidisciplinary
addiction research incorporating biomedical sci-
ences, social sciences, and public health
(Campbell 2010).

Given the expansion of focus and resources,
research on alcohol and tobacco use developed
apace with drug research during the 1920s and
1930s. Studies on alcohol and alcoholism com-
menced again following the repeal of prohibition
in 1933 (Roizen 2000), with early research
focusing primarily on the metabolism and phys-
iology of alcohol consumption (Candon et al.
2014). In 1938, the American Association for the
Advancement of Science founded the Research
Council on the Problems of Alcohol, an associ-
ation of scientists and doctors whose goal was to
raise support for multidisciplinary research on
the effects of alcohol on the body, in addition to
studying the extent of alcoholism in U.S. society.
In 1939, the Council hired E.M. Jellinek to
conduct the first comprehensive review of the
literature on the effects of alcohol on the indi-
vidual (Candon et al. 2014; Weglarz 1987).2

Dissemination of research findings was also a
key component of the Research Council’s
activities. Their official journal, the Quarterly
Journal of Studies on Alcohol, was founded in
1940 by Howard W. Haggard, M.D., director of
Yale University’s Laboratory of Applied Physi-
ology, as the only scientific periodical at the time

2Initial funding for the review was from a grant from the
Carnegie Corporation. Designated as the Classified
Abstract Archive of Alcohol Literature (CAAAL), the
collection was maintained and updated until 1978 and is
comprised of approximately 20,000 abstracts.
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devoted solely to the study of alcohol and alco-
holism. The Laboratory was already heavily
involved in alcohol research when, in 1943, it
established the Section of Studies on Alcohol to
further expand its body of work, made up of a
multidisciplinary research team of sociologists,
psychologists, physicians, biochemists, and
economists (Candon et al. 2014; Page 1988,
1997; Roizen 2000). Research methods were a
major focus of this new section, with statistical
methods explored to produce improved, and
oftentimes controversial, measures of the preva-
lence of alcohol-related phenomena, including
measures of use and new alcoholic typologies
(Page 1997). This work was also instrumental in
achieving the recognition of alcoholism as a
major public health problem, as well as a treat-
able illness, in the face of open social hostility
toward both the alcoholic and the addict (Page
1997; Roizen 2000; Warren and Hewitt 2010).3

On the tobacco front, early epidemiologic
studies linking tobacco use and cancer were
occurring largely outside of the United States
(Cummings 2002; Proctor 2012; Samet 2016).
By the 1930s, experimental studies in South
America and Europe had led many researchers
and clinicians to conclude that smoking was
indeed a potential cause for a number of cancers
(Doll 1998; Proctor 2012). These initial studies
were often case-control designs, implemented in
cooperation with clinics and hospitals. Tobacco
use was typically ascertained using question-
naires, and while advanced compared to previous
designs, many of these studies had methodolog-
ical limitations (Doll 1998; Proctor 2012; Samet
2016). These limitations led many in the U.S. to
ignore or dismiss the results. Also important was
public opinion, which was shifting as most state
and local prohibitions against tobacco use were
being lifted in favor of taxation policies, opening
up opportunities to market tobacco products to
wider audiences and ultimately contributing to a
period of unprecedented growth in the

prevalence of smoking (U.S. Centers for Disease
Control and Prevention 1999, Cummings 2002).

Despite clear methodological and scientific
advances in addiction research in the 1920s and
1930s, a non-habit-forming analgesic had still
not been found. While many drugs had been
tested, the methodologies employed were still
quite simple by today’s standards, often involv-
ing merely substituting the test drug for a regular
dose of morphine in a morphine-addicted person,
with subsequent observations failing to address
the molecular level where dependence actually
occurs (Musto 1996). Without the driving need
to identify a non-habit forming alternative for
medical purposes, alcohol research languished
alongside treatment and support programs, which
remained underfunded and underdeveloped dur-
ing this period (Warren and Hewitt 2010).
Tobacco use was even encouraged by the gov-
ernment, which was including cigarettes in the
rations for soldiers during World War II. How-
ever, a foundation for future addiction research
had been laid, and notable advances in substance
abuse research achieved. Methods had been
improved as researchers began to move toward
more sophisticated designs; documenting the
pitfalls of drug testing and, by all accounts,
making significant progress in advancing addic-
tion research methods along multidisciplinary
lines. While addiction research was still in its
infancy, the progress was striking, especially
considering its rather modest beginnings as a
more coherent science just a few decades
previous.

1.3.2 Post War to 1965—A New
Beginning in Substance
Abuse Research

Addiction research during the war years was
largely on a hiatus, although some clinical stud-
ies supporting new drug development continued
in Lexington. After the war, the Committee on
Drug Addiction and Narcotics (CDAN) was
established by the NRC in 1947 to replace the
Committee on Drug Addiction. Research again
focused on drug development, with initial studies

3This shift recognizing alcoholism as a treatable medical
condition occurred despite the corresponding loss of faith
that narcotics addicts could be similarly treated; a view
that persisted into the 1960s, with implications for
research.

8 J.B. VanGeest et al.



concentrating on methadone, a synthetic anal-
gesic developed by German scientists (May and
Jacobson 1989). Researchers’ considerable
interest in methadone’s possibilities prompted
requests to pharmaceutical manufacturers to
contribute to a designated research fund that the
Committee would administer (Musto 1996).
University science departments also contributed
some of their own resources, along with other
outside agencies, including the Veterans
Administration and the World Health Organiza-
tion. This fund grew quickly, allowing for the
sponsoring of a variety of research, including
studies of methadone as well as other synthetic
opioids and opiate antagonists, the latter referring
to drugs that block opioids by attaching to the
opioid receptors without activating them (May
and Jacobson 1989).4

Still, no analytical techniques were developed
that were sufficiently sensitive or specific to
measure levels of opiates and/or similar com-
pounds in blood or urine, forcing researchers to
rely primarily on clinical observation. However,
within these limitations, advanced research
methods were employed, including
double-blinded techniques, to compare the
effects of new drugs with those of a placebo and
the standard drug, which was often morphine,
ultimately serving as models for future clinical
drug trials. The pharmacological research at the
Lexington facility provided major contributions
to the understanding of opiate and alcohol
dependence and withdrawal, building upon what
amounted to decades of baseline data by the early
1950s (Campbell 2007, 2010; May and Jacobson
1989). Much of the Lexington research was still
conducted using prisoners during this period,
although pending legislation was poised to fun-
damentally alter the relationship between the
larger prison-hospital and the research unit
(Campbell 2010). Aside from research, the
Committee served in an advisory role to agen-
cies, such as the Federal Bureau of Narcotics and

the Food and Drug Administration (FDA),
informing on the potential abuse liability of
marketable drugs.

In addition to the work of the CDAN, a
number of other factors contributed to a resur-
gence of post-war addiction research. In 1949,
the National Institute of Mental Health (NIMH)
was established as one of the National Institutes
of Health, providing additional coordination and
funding opportunities for substance abuse
research.5 By the early 1960s, private founda-
tions had also begun to fund addiction research,
prompted by an increasing concern over the rise
of illicit drug use. This concern also prompted
Federal action, including the 1962 White House
Conference on Drug Abuse and the subsequent
report of the President’s Commission on Nar-
cotics and Drug Abuse released the following
year (Musto 1996). The result was an expansion
of work far beyond the more narrow focus on
drug development that characterized much of the
research in previous decades.

Expanding illicit drug use also spurred more
localized research initiatives, especially in large
urban centers where community-level solutions
were sought to counter the emergent drug culture.
This included social (community-based) research,
such as ethnographic studies which sought to
understand drug addiction within the context of
culture, as well as pharmacological and clinical
examination (Neale et al. 2005). For instance, in
New York, concern over heroin addiction
prompted Rockefeller University to partner with
the New York City Health Research Council to
conduct pharmacological research, with the goal
of developing appropriate classifications for

4For a discussion of the various drugs tested by the
CDAN, as well as Committee composition, see the
detailed narrative history of the Committee on Problems
of Drug Dependence by May and Jacobson (1989).

5The new agency adopted a model approach to mental
disorders, including addiction, which stressed the interre-
latedness of research, training, and services. As a result,
the research portfolio of the NIMH differed significantly
from other NIH institutes. In addition to basic and clinical
biomedical research, NIMH strongly supported behavioral
research and some social science research. The
three-pronged approach, however, did create inherent
tension, as the combination of research and service in a
single agency left advocates for each side concerned that
they may not be receiving equal prioritization of funding
and support. This tension would remain until being
resolved in later decades.
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addicts and improved options for managing the
problem (Kreek et al. 2004). These initiatives
helped refine the methods of inquiry; both in
terms of study designs employed, and also in the
community-based translational research projects
that followed as scientists sought an effective
pharmacotherapy for heroin addiction that could
be combined with behavioral care (Kreek et al.
2004). Central in this expansion and search for
novel treatments was an emerging shift in orien-
tation toward narcotic addiction. As noted previ-
ously, most scientists at this time still considered
drug addiction as either deviant behavior or the
result of a personality disorder (Campbell 2007).
However, community-based researchers, experi-
enced in working with addicts in New York and
elsewhere, realized that arrest and incarceration
were not effective methods of management, and
began to thus reframe narcotic addiction once
again as a disease.

Alcohol research also accelerated in the 1950s
and early 1960s, with new methods employed to
better understand abuse. For example, an early
longitudinal study conducted between 1949 and
1952 collected data on 16,000 college students
from 27 colleges and universities in the United
States explored the etiology of addiction within
this population (Fillmore and Marden 1977).
Prospective and longitudinal study designs were
also improved and used to examine the stages
and patterns of alcohol abuse, with attention to
potential antecedents of change signaling transi-
tions from non-problematic to problematic
drinking behavior (Burgheim 1953; Fillmore and
Marden 1977). Qualitative inquiry, in particular,
was resurgent in this era, as sociologists, social
psychologists, and anthropologists sought to
better understand addiction in the context of
culture, bringing with them various ethnographic
methods and approaches to studying alcohol
abuse (mirroring what was happening in drug
addiction research; see also Chap. 6 in this
volume).

In the 1950s, the Yale Laboratory of Applied
Physiology’s Section of Studies on Alcohol was
rebranded as the Center of Alcohol Studies, the
first multidisciplinary research institution focus-
ing explicitly on alcohol problems (Campbell

2007; Page 1997). Initial consideration was
given primarily to the sociological aspects of
abuse, with the physiological and psychological
aspects the purview of a new section within the
Laboratory of Applied Physiology, the Labora-
tory of Applied Physiology, and Biodynamics
(Candon et al. 2014); in 1961, the Center moved
to Rutgers University. At the same time, there
was an emergent view of alcohol dependence as
a separately recognized medical disorder, rein-
forcing the “disease concept of alcoholism” and
shaping future research (Jellinek 1960). Alco-
holism research itself was also emerging as a
legitimate science, with a move afoot to create an
institute within NIH solely dedicated to the
alcohol field (Israel and Lieber 2002; Page 1997).
Still lacking urgency, progress was still slow by
the mid-1960s, with the NIMH beginning a small
grants program in the area of alcohol research,
and establishing the Center for Prevention and
Control of Alcohol Problems, though these ini-
tiatives had limited budgets and/or authority
(Warren and Hewitt 2010). Overall, stable sup-
port for alcohol research was summarily lacking,
with funding for studies often cobbled together
from a variety of sources, including government
agencies, charitable organizations, and industry,
slowing the overall progress as a coherent field of
inquiry (Candon et al. 2014; Warren and Hewitt
2010).

Major breakthroughs in tobacco research did
occur in the early 1950s and 1960s when scien-
tists from the United States and elsewhere began
to publish their research linking smoking and
cancer, thereby birthing the modern era of
tobacco control (Doll 1998; Parascandola 2001;
Proctor 2012; Samet 2016). By the end of 1953,
thirteen epidemiologic studies linking smoking
to cancer had been completed, most of which
utilizing case-control methods (Parascandola
2004). Advances in methodological rigor were
evident in this work, including the development
of new statistics to assess risk. Results sparked
critical debate among researchers, with some
concluding that there was sufficient evidence to
conclude a cause and effect relationship, while
others remained skeptical in the face of available
evidence. In a review of this debate,
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Parascandola (2004) notes that methodological
weaknesses of the case-control method played an
important role in this dialogue.6

Parascandola further mentions that improved
study methods, including the first large-scale
prospective cohort studies, ultimately strength-
ened the body of evidence against tobacco use,
but that the debate continued, as these new
methods also had weaknesses, including selec-
tion bias and an inability to control for potential
hidden confounders (Parascandola 2004). Ano-
malies in the mass of evidence, such as the lack
of association between cigar and pipe smoking
and cancer, were likewise problematic. While not
fully resolved among all investigators, the
growing tide of evidence, including new ran-
domized controlled trials, began to overwhelm
the argument. In a 1964 groundbreaking report,
the Surgeon General’s Advisory Committee on
Smoking and Health concluded, based on the
consistency, strength, and coherence of the
available evidence, that “Cigarette smoking is
causally related to lung cancer in men; the
magnitude of the effect of cigarette smoking far
outweighs all other factors. The data for women,
though less extensive, point in the same direc-
tion” (Advisory Committee to the Surgeon
General of the Public Health Service 1964).

Despite being an era of new beginnings for
substance abuse research, the period between
1950 and the mid-1960s has been characterized
by some as the infancy of substance abuse
research (Campbell 2007). Specifically, the con-
tinued prioritization of criminalization over
treatment, especially with regard to drug addic-
tion, hindered individual and private research.
Other factors also played significant roles,
including computational and methodological
study limitations, resulting in the continued
reliance on largely observational study methods,
as well as the failure of a stable funding base to
emerge from which to launch addiction research

on a larger scale. Moreover, most studies were
only conducted on men. Lastly, studies were
hampered by an over-reliance on unitary models
of dependence that failed to fully articulate the
mechanisms of addiction (Nathan and Lansky
1978). Where significant advances were noted,
such as in the establishment of the
tobacco-cancer link, they were largely founda-
tional, setting the stage for major future
advances.

1.3.3 1965—Today

Funding for drug abuse research expanded dra-
matically in the 1960s and early 1970s, due to
increases in grants by NIMH. Also facilitating
this increase were evolving public attitudes
around drug addiction, which began to support
treatment research with individuals struggling
with addiction as opposed to punishment (Musto
1996). The Committee on Drug Addiction and
Narcotics changed its name to the Committee on
Problems of Drug Dependence (CPDD) in 1965
to meet the new definition of “addiction” pro-
mulgated by World Health Organization and
others, which explicitly viewed illicit drug abuse
as a disease (May and Jacobson 1989; Musto
1996).7 In 1967, the Center for Studies of Nar-
cotics and Drug Abuse was formed within NIMH
to administer the rapidly growing portfolio of
grants and contracts dedicated to the study of
problems related to drug abuse. A year later,
NIMH’s new Division of Narcotic Addiction and
Drug Abuse assumed administrative responsi-
bilities for all of the agency’s research activities.
Further abandonment of the punitive-deterrent

6Also contributing were favorable research studies funded
by tobacco companies and/or comments by scientific
experts discounting the evidence that were part of a
broader marketing and public relations campaign
designed to challenge evidence that smoking caused
disease (Cummings et al. 2007).

7The WHO’s new definitions facilitated their increased
responsibility, as established by international treaties, to
control narcotics. In the 1950s, the presence of physical
dependence was emphasized, with the WHO primarily
concerned with differentiating between psychic depen-
dence and physical dependence. In 1969, the WHO
abandoned efforts to differentiate habits from addictions
and adopted terminology designating as dependence
“those syndromes in which drugs come to control
behavior.” They further recognized that dependencies on
different classes of drugs (such as alcohol, opiates,
cocaine) can differ significantly.
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philosophy in the U.S. followed the report of the
President’s Commission on Narcotics and Drug
Abuse, which advocated adoption of approaches
in line with the view of illicit drug abuse as a
disease. Congress followed by enacting the
Comprehensive Drug Abuse and Control Act of
1970, establishing the National Commission on
Marijuana and Drug Abuse, which would report
on a range of issues linked to drug use, arguably
the most important (from a researcher’s per-
spective) being the Commission’s second report,
as it promulgated strong recommendations for
the expansion of government-sponsored research
and for the continuance of newly implemented
national surveillance surveys on drug use,
including the National Household Survey on
Drug Abuse (Musto 1996).8

The Commission further conceived a wider
range of research relevant to drug issues to be
incorporated into the research programs of the
NIMH. This research, along with all of the
NIMH intra- and extramural treatment and
research activities was transferred to the National
Institute on Drug Abuse (NIDA) following its
formation in 1974 (Kreek et al. 2004; Musto
1996).9 Today, NIDA supports most of the
world’s research on the health aspects of drug
abuse and addiction, with strategic research and
treatment priorities focused on priority areas that
include better understanding of the factors
influencing drug use trajectories, accelerating the
developments of new treatments, and supporting
translational research to ultimately improve
individual and public health (NIDA 2015; Slo-
boda 2012).

While NIDA is the dominant funder, other
Federal agencies, such as the U.S. Centers for
Disease Control and Prevention and the U.S.

Department of Justice, also fund drug research,
with the latter focusing on drug use in relation to
violence and crime (Sloboda 2012).10 In addition
to government funding, foundation support for
drug abuse research and treatment also emerged
in the 1960s and 1970s. An early example is The
Ford Foundation’s Drug Abuse Survey Project,
which sought to identify gaps in basic knowledge
of drug addiction and the role of drugs in society,
resulting in the Foundation’s creation of a Drug
Abuse Council, which funded studies on illicit
drug abuse from 1972 to 1978 (Musto 1996).
Although relatively few foundations focus
exclusively on substance abuse research, com-
pared to its modest beginnings, foundation
backing of drug abuse research overall helped to
stabilize research support, as well as promote the
integration of evidence into treatment in subse-
quent decades as new drug-related issues
emerged, such as the Crack epidemic of the
1980s or today’s extra-medical use of prescrip-
tion drugs (Acker 2002; Musto 1996; Sloboda
2012).

Acknowledging the need for more informa-
tion on problem drinking, President Nixon
signed the Comprehensive Alcohol Abuse and
Alcoholism Prevention, Treatment, and Reha-
bilitation Act in 1970, authorizing a compre-
hensive Federal program to address prevention
and treatment of alcohol abuse and alcoholism,
including the expansion of alcohol addiction
research (Warren and Hewitt 2010). Alcoholism
was also acknowledged as a serious, but curable,
public health problem. Moreover, the National
Institute on Alcohol Abuse and Alcoholism
(NIAAA) was established as a component of the
NIMH; subsequently becoming a separate insti-
tute alongside NIDA in a move that further
increased targeted funding for alcohol research

8The National Commission on Marijuana and Drug
Abuse’s second report is entitled Drug Use in America:
Problem in Perspective (NCMDA 1973).
9The creation of NIDA in 1974 was a major step forward
in the promotion of addiction research, as previous work
had been folded into the larger portfolio of the National
Institute on Mental Health (Kreek et al. 2004; Sloboda
2012). The new institute focused exclusively on drug
research. In 1992, NIDA became part of the National
Institutes of Health.

10NIDA also funds drug and crime research. Examples
include the NIDA funded research conducted by the
National Development and Research Institutes examining
the relationship between drugs and criminality (Lipton
and Johnson 1998). Today, NIDA is increasingly focused
on medical interventions and brain science research.
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(Candon et al. 2014; Israel and Lieber 2002;
Warren and Hewitt 2010).11

As the lead Federal agency addressing prob-
lems associated with alcohol abuse and alco-
holism, NIAAA primarily supported research to
improve understanding of the scope and nature of
alcohol addiction and its effects on the body, as
well as exploration of new alcoholism treatments
(Lieber 1989; NIAAA 2011; Warren and Hewitt
2010; Willenbring 2010). The agency also backed
efforts to prevent alcohol-related problems
through policy research and scientific support for
advocacy, including targeted efforts addressing
underage drinking, college drinking, and parental
alcohol exposure, among others (Voas and Fell
2010; NIAAA 2011). What followed was a pro-
liferation of new research and research centers
across the country, such as the Research Society
on Alcoholism, thus furthering the organization
and expansion of alcohol and alcoholism research
(Israel and Lieber 2002; Lieber 1989).

Tobacco research also grew in recent decades.
However, unlike other areas where one or (at
most) two agencies were primarily responsible
for spearheading the federal response, numerous
agencies promoted research on nicotine addiction
and tobacco use, including the National Cancer
Institute (NCI), the FDA, the U.S. Centers for
Disease Control and Prevention (CDC), the
Office of the Surgeon General, NIDA, and the
Agency for Healthcare Research and Quality
(AHRQ), each with different focuses and priori-
ties.12 Much of this work has focused on better
understanding general patterns and determinants
of use, as well as developing more comprehen-
sive epidemiologic models for understanding
tobacco addiction and its impact on health (Doll
1998; Giovino 2002). Additional topics included

tobacco use by women, adolescents, and other
minority and underserved populations, better
understanding patterns of addiction and related
health risks, and addressing key deficiencies in
the knowledge base noted in earlier reviews and
reports. Most notably, the Surgeon General’s
reports in 1980 and 2001 dealt specifically with
the health risks of smoking for females.13

Reports in 1998 and 1994 addressed tobacco use
among adolescents.14

Important in our most recent era of substance
abuse research was a split in the structure and
funding of Federal research support, distin-
guishing between research and treatment (Slo-
boda 2012). This change, anchored in a new
definition of addiction that emerged in the 1980s
focusing on behavior (as opposed to unalterable
personality characteristics), facilitated a shift of
professional focus on an emerging addiction
treatment enterprise, fostering development of
new treatment approaches and applied research
examining the success and dissemination of these
new initiatives. Until the early 1990s, and con-
sistent with the original “three-legged stool”
approach supporting research, training, and ser-
vices, addiction services and research were
principally funded through the Alcohol, Drug
Abuse, and Mental Health Administration
(ADAMHA), which was established in 1973 as
the successor to the NIMH (Sloboda 2012).
However, in 1992, bowing to inevitable tensions
associated with this arrangement, the research
components were moved to NIH and the service
components were organized under the newly
establish Substance Abuse and Mental Health
Services Administration (SAMHSA), whose
mission was to lead public health efforts to
advance behavioral health, such as reducing the
impact of substance abuse and mental illness on

11Prior to the establishment of NIAAA, research on
alcohol addiction was conducted within the National
Institute of Mental Health (NIMH). Since 1974, NIAAA
has been an independent Institute of the National
Institutes of Health (Warren and Hewitt 2010).
12NIDA supports research on nicotine addiction and funds
some studies of cessation programs. The CDC’s Office of
Smoking and Health is the lead Federal agency for
comprehensive tobacco prevention and control.
The AHRQ supports Cochrane Collaboration Reviews,
as well as systematic reviews and meta-analyses.

13In 2001, Surgeon General David Satcher stated that,
“Women not only share the same health risk as men, but
are also faced with health consequences that are unique to
women, including pregnancy complications, problems
with menstrual function, and cervical cancer.”
14Overall, expansion of addiction research occurred in
recent decades to include a broader range of target at-risk
populations than previously studied, including women,
veterans, homeless, LGBTI populations, and the elderly.
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America’s communities. SAMHSA was also
charged with conducting applied research to
evaluate service programs, as well as the support
of ongoing national surveillance systems, such as
the National Survey on Drug Use and Health
(Sloboda 2012).15

Prevention also became a major focus in the
1980s, with the prevention branch at NIDA
created in 1982 within the Division of Epi-
demiology and Prevention Research (Cázares
and Beatty 1994; Bell and Battjes 1985).
This NIDA Division supports research on the
development, testing, and implementation of
prevention interventions across a variety of
contexts, including early intervention and drug
abuse prevention services research, systems and
methodology research, along with a full range
of drug abuse epidemiology (including nicotine
addiction), and services research.16 Similar
structures exist within NIAAA, charged with
reducing alcohol-related mortality and morbidity
and other alcohol-related problems and conse-
quences through the integration and application
of epidemiology and prevention science.
SAMHSA also took a leading role in pioneering
efforts to catalog knowledge and evaluate the
application of evidence-based prevention with
aims to further policy and program development
(Brounstein et al. 2006; Condon et al. 2008;
Marsh et al. 1996). Prevention research, conse-
quently, emerged as a new area of inquiry with
its own unique methodological challenges
(Botvin 2004; Brounstein et al. 1997; Cázares
1994; Elliott and Mihalic 2004; Hersch et al.
2000; Renes et al. 2007). Also strengthened was
the focus on health services research related to

both substance abuse prevention and treatment,
as efforts were made to improve translation of
research into practice, progress in improving
community-based care, as well as efforts to
offset the social costs of addiction (Compton
et al. 2005; Delany et al. 2008). Private foun-
dation funding, such as the Robert Wood
Johnson Foundation’s support of policy, pre-
vention, and treatment research/programs, also
played an important role in advancing substance
abuse research opportunities, distinguishing
funding along similar lines.

Coinciding with the expansion of resources
dedicated to addiction research in recent decades,
the nature of investigation also fundamentally
changed, largely by way of methodological
advances in laboratory, clinical, and
community-based research. The reviews con-
ducted by the Surgeon General’s Office, for
instance, were in and of themselves, method-
ological advances, serving as precursors to
today’s complex comprehensive systematic
reviews and meta-analyses (Samet 2016).
Transformations were also noted in laboratory
and clinical research, almost too numerous to
mention. An early change was the discontinua-
tion of prisoner research in the early 1970s.17

This development spurred the creation of new
loci of addiction research beyond Lexington and
the ARC, the latter of which moved to Baltimore
in 1979 to become part of NIDA (Campbell
2010; Kreek et al. 2004). These new centers and
institutes collaborated with Federal agencies,
such as NIAAA and NIDA, in development and
application of innovative research strategies to
better understand addiction, including research
on special populations (Compton et al. 2005;

15State governments also support research; however, most
of this funding also comes from the Federal government,
which is passed through state agencies.
16Within the NIDA Division of Epidemiology and
Prevention Research, areas of emphasis include, but are
not limited to (1) development of new theoretical
approaches to epidemiology, services, and prevention
research, (2) determination of intrapersonal, environmen-
tal, and genetic factors important in the development of
drug abuse/addictions, and (3) development of effective
strategies to ensure that evidence-based practices are
optimally utilized in the development of services to
prevent and treat drug abuse/addictions (Cázares 1994).

17While conclusion of prisoner studies is often linked to
the release of the Tuskegee Report in 1972, research in
prisons was still possible. It did become increasingly
difficult, however, following the American Correctional
Association’s (ACA) release of its first informed consent
protocol for correctional institutions in 1972 and the
placing of prisoners in the category of vulnerable
dependents (Campbell 2010). The ACA later moved to
eliminate prison research entirely by withholding accred-
itation from facilities where it was conducted (Campbell
2010).
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Leshner 2000; Millstein 1994; NIDA 2015;
Thomas and Conway 2010).

Other changes were directly linked to
improved technology. Clinical studies, for
instance, were enriched by the proliferation of
increasingly sophisticated electronic medical
record systems, which allowed researchers to
better track subjects and understand drug
response (Roden et al. 2012). Increasingly sen-
sitive and specific measurement and analytical
techniques allowed for new pharmacokinetic and
metabolism studies in humans, furthering
understanding of the absorption, distribution,
metabolism, and elimination of drugs (including
nicotine) and/or alcohol from the body, as well as
their impact. These advances ultimately paved
the way for an improved understanding of the
molecular and cellular mechanisms/genetics of
addiction, with wide implications for both policy
and practice, such as treatment strategies tailored
for high-risk populations (Benowitz 2008; Ber-
rendero et al. 2010; Gorini et al. 2013; Koob
et al. 2004; Koob 2006; Kreek et al. 2004; Litten
et al. 2010; Riggs et al. 2007). Traditional
research tools were also enhanced; particularly
substance use surveys, to better control for the
biases associated with the reports of sensitive
topics such as substance abuse (Gfroerer et al.
1997; Johnson and Fendrich 2005; Kypri et al.
2004; Meiklejohn et al. 2012; Richardson et al.
2003; Weisner et al. 1995; see also Chap. 13 in
this volume). Methodological options were also
developed to improve self-report. These options
now include innovations such as Audio
Computer-Assisted Self Interviews (ACASI), or
the use of multimedia, specifically pre-recorded
audio, in addition to the on-screen text, to facil-
itate improved substance use data reporting,
including reporting by high-risk populations
(Currivan et al. 2004; Gribble et al. 2000; Lessler
and O’Reilly 1997; Mullany et al. 2013; Turner
et al. 1998).18

ACASI has also shown promise in clinical
study applications (McNeely et al. 2016; Perlis
et al. 2004). Biological measures, including
urine, hair, and oral fluid testing have further
improved epidemiological studies of addiction,
including population-based studies (Cook et al.
1997; Fendrich et al. 2004; Palamar et al. 2016;
Turner and Miller 1997; see also Chap. 11 in this
volume).19 Public health surveillance was also
enhanced by way of improved sampling and the
use of new tools, such as geospatial mapping and
cellphone/online data-gathering methods to col-
lect information pertaining to substance use and
related community-level factors (Kuntsche and
Lebhart 2014; Mazumdar et al. 2015; see also
Chap. 12).

Lastly, methodologies for treatment outcome
studies were improved, including behavioral
research and economic evaluation methods
(Robinson et al. 2014; see, for example, Chaps.
12 and 14 in this volume). While not
all-encompassing, the list of innovative research
examples could go on and on, with advances in
one area applicable to research in many other
areas of inquiry within the substance use field,
including program/intervention assessment and
epidemiological studies (Greenfield and Kerr
2008; Leshner 2000).

1.4 Increasing Interdisciplinary
and Transdisciplinary Research

One major innovation was the evolution of
interdisciplinary and transdisciplinary substance
abuse research. Due to its complexity, substance
abuse research has spanned many disciplines,
including but not limited to pharmacology,
medicine, the neurosciences, public policy, and
the social and behavioral sciences (Sussman and
Unger 2004; Sussman et al. 2004). However,
historically, work (as well as methodological
traditions) from diverse disciplines has not

18Not all studies support the use of ACASI to improve
self-report. For example, a study by Fendrich et al. (2005)
found self-report sensitivity estimates for tobacco use in a
drug use survey to be well below the 90% level. Other
studies have noted mixed effects of ACASI (Couper et al.
2003; Gribble et al. 2000; Turner et al. 2005).

19According to Fendrich et al. (2004), the utility of testing
for surveys depends on both the type of substance being
examined and the type of test employed, with multiple
tests generally having more utility than a single test.
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always been well integrated in substance abuse
research (Abrams and Clayton 2001; Wester-
meyer 1990). While challenging, improved
communication, statistical approaches, and tech-
nology have facilitated the integration of research
in new and innovative ways, resulting in a con-
certed move toward research crossing disci-
plinary lines. Very specifically, this trend has
supported transdisciplinary research, as scientists
sought to move beyond simply recognizing
inputs by different disciplines to actively estab-
lishing—and building upon—connections across
disparate research traditions (Kessel and Rosen-
field 2008; Klein 2008). Transdisciplinary
research is problem focused, collaborative, and
differs significantly from interdisciplinary schol-
arship in that it is characterized by a full inte-
gration of epistemologies in the development of
study methodology, effectively breaking down
disciplinary boundaries (Wickson et al. 2006).

As compared to more traditional lines of
scholarship, teams of transdisciplinary collabo-
rators can advance science as they bring to bear
and integrate different theories, methodologies,
statistical approaches, data, and research tradi-
tions; resulting in better quality science,
increased innovation, and accelerated translation
of evidence into practice (Bozeman and Corely
2004; Chou et al. 2004).20 Driving factors in this
transition include the recognized need to under-
stand the complex array of individual and con-
textual factors influencing both the use and
misuse of drugs and alcohol (Mermelstein et al.
2007; Turner et al. 2004). This realization
extends even to fields such as genetic research,
where context remains critical to understanding
the mechanisms of addiction, thereby necessi-
tating a broader perspective (Giovino 2002;
Turner et al. 2004). Transdisciplinary research
perspectives have also been integrated into all
areas of inquiry, such as prevention as well as
intervention and treatment design and evaluation
(see also Chap. 2), particularly due to their ability

to support tailored interventions (Alemagno
2009; Baker et al. 2003; Compton et al. 2005;
Lieber 1989; Sloboda et al. 1998; Sussman et al.
2004). They have also become an important
element in the research agendas of government
agencies such as the National Cancer Institute, as
well as private foundations such as the Robert
Wood Johnson Foundation (Kessel and Rosen-
field 2008). These agendas have supported
transdisciplinary research/prevention/treatment
initiatives as well as new research centers, such
as Transdisciplinary Tobacco Use Research
Centers (Kobus and Mermelstein 2009; Mer-
melstein et al. 2007; Turkkan et al. 2000) or the
NIDA-funded Transdisciplinary Prevention
Research Centers, which supports both research
that translates theories to practice and policies
that prevent substance use.

Transdisciplinary research has also been a
major thematic element at professional confer-
ences, such as the “Reflections on 40 Years of
Drug Abuse Research” meeting in Key Largo,
Florida in 2006, resulting in a special issue of the
Journal of Drug Issues (Sloboda et al. 2009a, b).
Despite this progress, the promise of a fully
transdisciplinary approach to addiction research
has not yet been fully realized, and the need for
better integration of data systems, theoretical and
analytical models, and intentional connections
crossing disciplinary silos persists. The latter, in
particular, is not easy, as these collaborations
require considerable effort and time (Mermelstein
et al. 2007; Provan et al. 2008).

1.5 Continued Challenges and New
Opportunities

Collectively, the methodological advances in
substance abuse research did not happen over-
night, and, even today, remain a work in pro-
gress. An early comprehensive review of
common methodological problems associated
with addiction research by Nathan and Lansky
(1978) identified a number of ongoing concerns,
including selective or biased reviews of the lit-
erature, reliance on incomplete diagnostic criteria
for study inclusion, inadequately accounting for

20The Institute of Medicine has broadly called for a shift
to research that engages investigators from multiple fields
and disciplines to better capitalize on rapidly expanding
knowledge of how genetic, social, and environmental
factors impact health (Hernandez and Blazer 2006).
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study dropouts, and failure to follow subjects for
adequate lengths of time. Even today, despite
noted advancements, there remain a number of
methodological issues that have yet to be
resolved. Surveys, for example, while being the
primary source for much of what we know about
drug and alcohol abuse, are plagued by
methodological failures, including sampling,
coverage, nonresponse, measurement, and pro-
cessing errors (Fendrich et al. 2005; Gfroerer and
Kennet 2015; Gfroerer et al. 1997; Giovino
2002; Grucza et al. 2007; Johnson and Fendrich
2005; Johnson 2012, 2014, 2015; Kremling
2013; Midanik et al. 2013; Sevigny and Fuleihan
2015) see also Chap. 13 this volume. As these
methodological and conceptual failures continue
to hinder understandings of substance abuse,
improving the collection and use of data is crit-
ical to the value of the information and the
conclusions produced (Johnson 2012). Treatment
and prevention researchers face similar issues
related to study design, principally related to
studies utilizing addicts as subjects (Booth and
Watters 1994; Flay and Petraitis 1991; Sloboda
et al. 1998).

While improving over time, key issues still
include intervention exposure/compliance,
implementation fidelity, assessment of exposure
and outcome measures, sampling attrition, accu-
racy of subject reports, and the choice of analytic
model; necessitating consideration of new and
innovative designs, including those incorporating
“real-world” contexts of service delivery (Ale-
magno 2009; Baker et al. 2011; Borders and
Booth 2007; Clark and Winters 2002; Colby
et al. 2004; Compton et al. 2005; Galea et al.
2004; Robinson et al. 2014; Sloboda et al. 1998,
2009a, b; Willenbring 2010). This includes eco-
nomic evaluation of substance abuse services and
interventions (French and Drummond 2005).

Also problematic are the several views that
still exist regarding the etiology of substance use
and abuse, each weighing somewhat differently
the relative contributions of genetic, individual,
cultural, and social influences. Resolution is not
yet fully possible, as even recent advancements
in neurobiological research on addiction, such as
increasingly sensitive and specific analytical

techniques, as well as improved information on
the contributions of gene variations to vulnera-
bility to addiction, cannot fully articulate all of
the factors contributing to addiction across
diverse populations (Foroud et al. 2010; Hall
et al. 2008; Kalant 2009; Kreek et al. 2004; Obot
et al. 2004; Trujillo et al. 2006; Volkow and
Baler 2014). Additional research is also needed
on the impact of misuse on individual function
(Scott et al. 2007). Moreover, despite the promise
of neuroscience research, caution is necessary
when relying solely on a single explanation, so as
to avoid overly deterministic causal models of
addiction that mask the complex interaction
between environment and individual, again
making an argument for more of a transdisci-
plinary focus with all the inherent challenges
therein.

With regard to the transfer of evidence into
practice, there have again been noted improve-
ments due, in part, to advances in the research
process, which has compelled revisions of best
practices implementation, especially with regard
to preventive interventions attempting to maxi-
mize population impact (Millstein 1994; Sloboda
2014; Spoth et al. 2013).

Lastly, in examining progress made in
addiction research, it is important to remember
that the issue itself is a moving target, with new
and emerging drugs and risk populations. Sub-
stance abuse research is also influenced by
advances in research methods, further compli-
cating the picture. For example, new research
methodologies, such as web mapping, have been
used to more rapidly identify new and emerging
trends in substance abuse. One example is the
Psychonaut Web-Mapping Project, a European
collaboration which monitors discussion forums,
social media, and other internet resources to
rapidly identify emerging trends in novel psy-
choactive substances warranting public health
response (Deluca et al. 2012). Similar
web-mapping initiatives, as well as the use of
other internet-based open-source tools, have been
used elsewhere to better understand and respond
to the changing array of emerging psychoactive
substances entering the marketplace, as well as
other trends in substance abuse (Brownstein et al.
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2009; Bruno et al. 2013; Butler et al. 2007;
Young et al. 2015).21

Each new trend that is discovered, in turn,
creates its own methodological challenges for
scientists seeking understanding and/or solutions,
as shifts often involve unique risk populations as
defined by geography, age, culture, socioeco-
nomic status, and the like. Subsequent solutions
take many forms, including the leveraging of
new technologies and alternate forms of com-
munication, which is evident in smartphone and
other handheld technologies that have opened up
opportunities for the assessment of substance
use/misuse via text messaging and other forms of
electronic contact, as well as providing for new
intervention opportunities (Bernhardt et al. 2007;
Kuntsche and Labhart 2012, 2014; Kuntsche and
Robert 2009; Phillips et al. 2014; Sufoletto et al.
2012). This includes important advances in the
collection of ecological momentary assessment
(EMA) data on use, as well as daily factors
associated with the abuse of substances such as
alcohol and tobacco (Collins et al. 2003; Freed-
man et al. 2006; Minami et al. 2010; Shiffman
2009). While still an emerging area that is not
without its challenges in substance abuse
research, available studies have found these
assessments to be both feasible and valid (Collins
et al. 2003; Ferguson and Shiffman 2011; Gal-
loway et al. 2008; Phillips et al. 2014; Serre et al.
2012; Shiffman 2009). Today, these technologi-
cal advances, including the aforementioned GPS
technologies, are increasingly used to collect
real-time use and behavioral data associated with
the use and abuse of alcohol, drugs, and tobacco.
Overall improvements in informatics generally,
as well as team science, have facilitated further
integration of these data; allowing for more rapid
analysis across diverse substances and risk
populations.

Ethical concerns have been expressed related
to the use of real-time data, but it remains pos-
sible to remove identifiers from the data and use

of passwords can further reduce the risk of pri-
vacy violations (Beckjord and Shiffman 2014).
The use of handheld technology is illustrative of
new tool utilization for improved study design,
including studies identifying or responding to an
emergent trend. This cycle is ongoing, regardless
of the substances under investigation, as the field
constantly seeks to improve data that can be
effectively utilized to more rapidly inform inter-
ventions as new problems arise.

1.6 Conclusion

The history of substance abuse research and
treatment is complex, spanning multiple disci-
plines, each with their own research traditions.
It also involves multiple substances, both alone
and in combination. Still, advances in the
methodologies employed in terms of conceptual
sophistication, study design, measurement, and
data analysis have built upon one another in a
transdisciplinary manner; greatly expanding our
knowledge of the mechanisms of addiction, as
well as informing new and innovative solutions,
including efforts to prevent abuse altogether
(O’Brien 2003; Sloboda 2014; Treno et al.
2014). This has been especially true over the
last several decades, as neurogenetic research
methods and models, coupled with advances in
technology and bioinformatics, have the poten-
tial to finally resolve, or at least reconcile,
competing explanatory models of addiction that
have dominated the scientific debate; histori-
cally defining addiction as either principally
stemming from an individual’s moral or medical
state. Caution is necessary, however, lest we fall
into the historical trap of trying to establish
more simplified linear causal models, as there
are inherent limitations to any scientific disci-
pline. Despite the noted advances in neuro-
science, addiction remains a behavioral disorder
generated within exceedingly complex interac-
tions of agent (e.g., drug, alcohol, or tobacco),
user, and environment (Kalant 2009). The social
sciences remain essential to our understanding
of abuse, helping explain the need, mechanisms
of distribution (access), economic implications

21Web-based bioinformatics and other open-source
research and development are also being used to spur
drug discovery and assessment (Chen and Butte 2016;
Wishart 2005).
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of addiction, and the like. There are certain
aspects of addiction that simply cannot be
explained by neurogenetic research. As ele-
gantly stated by Kalant, “This [sic] is no longer
the terrain of pharmacology or neurobiology or
psychology or sociology, but an amalgam of
them all” (2009). A transdisciplinary perspective
is foundational to further progress.

There are other important considerations
when assessing past progress in addiction
research as a marker for future development. It is
important, for instance, to remember that pro-
gress has been nonlinear; shaped, in part, by
larger political and social forces. For instance,
financial support for drug and alcohol research
over the years has been impacted by a number of
factors (Musto 1996; Sloboda 2012). Generally,
when drug or alcohol abuse has been viewed as a
major crisis, money flows in support of addiction
research, thus spurring advances. However,
support often wanes when abuse rates stabilize or
shift away from high-priority substances. Addi-
tionally, as progress is made, especially with
regard to the neuroscientific and genetic eluci-
dation of the mechanisms of addiction, scientists
must increasingly anticipate the ethical issues
that arise from this work to identify individual
biomarkers for risk, including the capacity of
addicted persons to give consent to treatment,
individual privacy, and risk of coercion (Hall
et al. 2004).

Lastly, it is important to remember that much
remains to be known. Most methodological
advances in addiction research have largely
occurred only in the last 50 years. This is espe-
cially true of research on key risk groups, such as
women, children, LGBTI populations, and the
elderly, that have often been historically neglec-
ted, both in the U.S. and globally. Also chal-
lenging is the noted fluidity of the subject matter,
with new and emerging substances and risk
populations changing constantly. As a result,
there are calls for an urgent need to review and
improve the quality and timeliness of substance
abuse data, its implications, and intervention
outcomes, theoretically facilitating an effective
clinical and public health response (Degenhardt
et al. 2011; Fischbein and Ridenour 2013; French

and Drummond 2005; Gowing et al. 2015; Riggs
et al. 2007).
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2Transdisciplinary Research
Perspective: Epidemiological
Criminology as an Emerging
Theoretical Framework
for Substance Abuse Research

Jennifer M. Reingle Gonzalez and Timothy A. Akers

2.1 Transdisciplinary Thinking:
Going Down the Rabbit Hole

In the polemic prose of Lewis Carroll’s “Alice in
Wonderland,”Alice ventures down the rabbit hole,
fraught with unknown peril, a chilling reminder
that what we once knew or believed, can come to a
screeching halt, drastically and dramatically,
changing the very essence of our thoughts, thereby
altering our once coveted place in the sciences. As
scientists, generally, our space and place is a nar-
rowworld that should sit on the precipice, the edge
of embracing new thoughts and new approaches in
examining substance abuse research. Yet, our once
strongly held world view can, at times, become
more of an illusion, and come tumbling down,
when mixed with other realities, processes,
thoughts, methods, sciences, and perspectives; a
tapestryof complexity.Such is the casewhenwego
down the rabbit hole of science to eventually find

that wemust challenge, at times alone, the ethos of
scientific traditionalism and silo thinking.Many of
our brethren in substance abuse research fears
charting new territory, new byways and pathways
to discovery, new challenges that can lead to an
amalgamation of transdisciplinary thoughts, ideas,
and emerging methods and theories. This unfor-
tunate reality avoids venturing out into the light of
day for new and innovative scientific ideas.

In this chapter, we will argue that we must
embrace a polymorphism of transdisciplinary
thinking to better undertake the changing nature
of substance abuse research, transcending both
the researcher themselves and the training they
are provided. We are oftentimes reminded that our
staunch view of the world as discipline-
specific scientists has conditioned us to examine
the world with a narrowly refined lens, as though
we are looking at a petri dish, where boundaries
are clear, and depth is at a cellular level. Yet, we
are, at this space and time of substance abuse
research, encountering a new era, a new renais-
sance, where enlightenment reigns supreme, and
a single perspective or discipline might do more
harm than good.

In this case, substance use and misuse fits the
paradigm of both a public health and criminal
justice problem. Substance abuse and dependency
costs taxpayers more than $534 billion in the
United States each year (NIDA 2007), while drug
use, possession, and distribution results in the
incarceration of 14–19% of the total prison popu-
lation, including both federal and state inmates,
respectively (Mumola and Karberg 2006).

J.M. Reingle Gonzalez (&)
Department of Epidemiology, Human Genetics, and
Environmental Sciences, University of Texas School
of Public Health, 6011 Harry Hines Blvd., V8. 112,
Dallas, TX 75390, USA
e-mail: Jennifer.reingle@utsouthwestern.edu

T.A. Akers (&)
Division of Research and Economic Development,
Morgan State University, 1700 E. Cold Spring Lane,
Earl S. Richardson Library, Baltimore, MD 21251,
USA
e-mail: timothy.akers@morgan.edu;
drtimakers@gmail.com

© Springer International Publishing AG 2017
J.B. VanGeest et al. (eds.), Research Methods in the Study
of Substance Abuse, DOI 10.1007/978-3-319-55980-3_2

27



However, when we examine how to address a
transdisciplinary problem, such as substance
abuse, conceptually and methodologically, we
need to become aware of the unique distinctions
between public health and criminal justice sys-
tems organizationally, theoretically, and
methodologically. For example, although public
health officials emphasize prevention of drug
abuse and dependence, the need to consider
redirecting existing or future prevention resour-
ces to better take into account a symbiotic rela-
tionship between public health and criminal
justice may be more scientifically, fiscally, and
logistically reasonable and efficacious. While
some could argue that the criminal justice system
is ‘retributively-oriented’ because of high
drug-related recidivism rates, it should also be
noted that their primary mission and role has
been to prevent harm (through enforcement and
sanctioning) employing various forms of pre-
vention punishment for violating drug laws. The
same argument can be directed to public health
systems, particularly, in situations when pro-
tecting the public’s health might outweigh the
perceived benign nature of public health and its
impact on substance abuse prevention (Akers
et al. 2013). In other words, the current state of
disjunction between the public health and crim-
inal justice system results in a surplus of
untreated adolescent and adult repeat offenders
who may be amenable to rehabilitative treatment
that shares in the resources and expertise of both
systems of prevention and enforcement.

2.2 Rethinking Health and Crime
in Substance Abuse Research

Substance abuse research, a subject fraught with
diverse perspectives and discipline-specific peril,
has been studied from many disciplinary per-
spectives, ranging from psychology to eco-
nomics, each with their own seemingly unique
and unyielding insight. While commendable,
each discipline brings its brand of science, modus
operandi, and few models that are transdisci-
plinary enough to breakdown the scientific walls
of isolationism. The same can be said for the

science and practice of public health and criminal
justice. Take public health, for example. Public
health researchers have been employing a ple-
thora of interventions and treatment, evaluating
policies, and assessing the etiology of substance
abuse for decades. At the same time, criminal
justice researchers have created and evaluated
drug courts, treatment programs in correctional
settings, and policing tactics intended to reduce
drug abuse and dependence. For decades, crim-
inal justice practitioners and scholars have even
approached primary, secondary, and tertiary
prevention strategies for youth to try and change
risky behavior before, during, and after it can
take deep root and start to cultivate a growing
milieu of at-risk behavior (Brantingham and
Faust 1976). Despite the clear overlap in the
public health and criminological research agen-
das, research methods, and itinerant theories,
there has been little discussion between
researchers in these two disciplines (Akers and
Lanier 2009). Unfortunately, transdisciplinary
communication in drug abuse research has vir-
tually gone almost unnoticed, and certainly has
not been rewarded or encouraged. In fact, sci-
entific colleagues and senior administrators in
higher education who are wedded to perpetuating
their discipline-specific brand of theory have,
either unintentionally or intentionally, discour-
aged this cooperation between disciplines.
Invariably, when you look at a scientific article
and the disciplines of each author, they tend to be
the same: psychologists publish with psycholo-
gists, sociologists with sociologists, and public
health scholars with public health scholars; this
point becomes clear.

However, when we examine substance abuse
and the potential myriad of transdisciplinary
theories and methods that can be conceptualized,
developed, and integrated, it becomes an excel-
lent research domain for scholars and practi-
tioners of criminal justice and public health to
stretch the methodological limits to understand
drug use behavior (Potter and Rosky 2013). For
example, irrespective of whichever substance
abuse methods are employed, despite having
clear physiological health effects (for a review,
see Boles and Miotto 2003), the use of some
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drugs is societally condoned (e.g., alcohol,
tobacco, and, in many cases, marijuana), while
others are deemed illicit and societally unac-
ceptable. As a result, a unique dichotomy emer-
ges whereby problematic use of licit, legal
substances is rectified via treatment services,
while problematic use of illicit, illegal substances
is often punishable through jail time or other
retributive and punitive measures.

This social construction of the harm, or, more
accurately, the physiological risk associated with
each type of substance is particularly interesting
in that some illicit drugs have been touted as
being less harmful than alcohol or tobacco
(Macleod et al. 2004). For instance, alcohol and
tobacco have clear negative health effects that
have been long established in the scientific lit-
erature, including multiple types of cancer and
organ damage. Marijuana, on the other hand, has
been linked with minor respiratory disorders, but
few long-term poor health outcomes (NIDA
2007). However, the natural experiments in
decriminalization of marijuana, legalization, and
healthcare record uniformity, which are currently
occurring in the United States, provide an opti-
mal research environment for scientists to learn
about the long-term outcomes of marijuana use
in comparison to alcohol and tobacco. In addi-
tion, some illicit use is condoned in some juris-
dictions (for instance, marijuana has been
decriminalized for medical usage in the State of
California, but remains a Schedule 1 drug fed-
erally in the United States). Therefore, given the
contradictory legislation of the current date
(2014), the study of marijuana is an especially
complex methodological process.

To provide further detail on the complexity
associated with the study of illicit (or in some
states, decriminalized or legalized) substances,
Colorado (among other states) has recently
legalized the open and legal use, sale, distribu-
tion, and manufacturing of marijuana. Therefore,
in the state of Colorado, marijuana is no longer
being designated as a controlled substance. Over
time, data on substances, such as marijuana, will
inevitably become more available through new

venues of reporting and data collection methods
for clinical outcomes about marijuana’s effects
and other health outcomes, simply because it will
now be more freely and legally reported to
healthcare providers and law enforcement. In
other words, given that research on drug use and
abuse is particularly complex in light of the
social environment and new policy changes
surrounding drug use in the United States, the
states that are opting to legalize or decriminalize
formerly illicit substances (such as marijuana)
will, for better or worse, lead to a richer and more
robust storehouse of surveillance data. In theory,
substance abuse researchers will, ideally, tran-
scend disciplinary boundaries due to the freely
available, medically verifiable outcome data (for
instance, health records, tax information, sales
and quantity distributed, and police/legal data)
beyond the traditional self-reported information
that is used today. And, as the distinction
between drugs as pharmaceuticals and drugs as
criminal behavior become increasingly blurred,
the need for integrated surveillance systems and
protocols for substance abuse research will
become even more paramount (Akers 2013).

2.2.1 Language and Lexicon: Finding
a Common Ground

Language, that primordial stew of letters, words,
numbers, characters, or gestures, pours out its
messages and meanings across countless dialects,
mathematics, and scientific terminology. Sub-
stance abuse research is no different. Across
endless ocean of terms used to convey scientific
meaning, substance abuse researchers bring forth
their own unique brand, discipline, and blending
of terms; because what is a science if it was not
for its own terminology? The world of substance
abuse research calls forth many terms. The sheer
complexity is reflected in the disparity in termi-
nology that masks a distinction between the
terms ‘substance abuse’ and ‘drug abuse.’ Take a
moment to consider how seemingly similar terms
grew and replaced other terms for decades. The
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‘Google Ngram’ provides a visual image of word
usage in books over the decades (see https://
books.google.com/ngrams). This sophisticated
program extricates words used in tens of millions
of books authored in English over the genera-
tions and provides a graphic depiction of a terms
usage over time and percent, though the percent
indication is not relevant as compared to the
portrayal of the longitudinal image.

To illustrate our point, we chose the descrip-
tion of ‘substance abuse’ and ‘drug abuse’ and
juxtaposed these similar terms over the decades.
Figure 2.1 illustrates the ebb and flow in the use
of the terms, which have changed over the dec-
ades, thereby, possibly, altering our scientific
outlooks as to how best to synthesize or use these
terms across different disciplines, or even how
possibly to tailor, design, or weave new inter-
ventions. While this distinction can most cer-
tainly encompass volumes of scholarly words,
ours is not to debate this point, but rather, to
illustrate how language, descriptions and desig-
nations can change the very fabric of our weave.
One may think this is an innocuous distinction,
but we appreciate a quip made by the late George
Orwell in his famous 1984, where he scripts that
“But if thought corrupts language, language can
also corrupt thought.” From our perspective,
transdisciplinary thinking might serve to avoid
corrupting both language and thought.

2.3 Drug Users (a Challenging
Group to Research): Defining
a Research Protocol

Over the course of three decades (1970–2006),
drug abuse has soared 354.7%, from 415,600 to
1,889,810 cases, respectively, in the United
States (Benson 2009; U.S. Bureau of Justice
Statistics 2011). Identifying drug users, as men-
tioned above, presents a unique problem for drug
abuse research. Who are drug ‘users,’ ‘misusers,’
and ‘abusers’? Is using marijuana once a month
‘misuse’? At what point does ‘misuse’ become
‘abuse’? Public health and criminal justice
researchers approach all of these questions dif-
ferently as a function of the highly specific
research training they received. For example, “in
2010, an estimated 22.1 million persons (8.7% of
the population aged 12 or older) were classified
with substance dependence or abuse in the past
year based on criteria specified in the Diagnostic
and Statistical Manual of Mental Disorders, 4th
edition (DSM-IV-TR). Of these, 2.9 million
were classified with dependence or abuse of both
alcohol and illicit drugs, 4.2 million had depen-
dence or abuse of illicit drugs but not alcohol,
and 15.0 million had dependence or abuse of
alcohol but not illicit drugs” (CBHSQ/SAMHSA
2013).

Fig. 2.1 Substance abuse and drug abuse Google Ngram terms used from 1960 to 2008
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In this example, the American Psychological
Association (2013) clearly defines substance use
disorders in terms of 11 specific criteria: (1) tak-
ing larger amounts of the substance than origi-
nally intended; (2) wanting to cut down on use
but unable to do so; (3) drug seeking; (4) recur-
rent legal problems; (5) unable to conduct routine
activities at home, work, or school due to drug
use; (6) continued use despite problems associ-
ated with the substance; (7) giving up recre-
ational activities as a result of drug use;
(8) continued use despite harms; (9) tolerance;
(10) withdrawal; and (11) continued use despite
physical or psychological problems associated
with drug use. The number of criteria met was
then categorized into ‘abuse’ or ‘dependence’ to
classify each individual. These criteria were
developed to broadly apply across all types of
drugs, from alcohol to methamphetamines. The
status of licit versus illicit was not a factor in
terms of the diagnosis.

As further evidence of intra-disciplinary
complexity in measuring drug use, in 2014,
with the release of the DSM-V, the APA itself
has modified how substance use is classified
(removing legal problems and adding ‘strong
desire or urge to use a substance’ as an indicator
of substance use disorders). The more criteria
met for a diagnosis, the more severe the disorder,
and the terms ‘abuse’ and ‘dependence’ are no
longer used to refer to any substance. Instead, all
criteria are weighted equally on a continuum, and
any person who indicates 2 or 3 of the 11 criteria
are considered to have a ‘mild substance use
disorder,’ those who report 4 or 5 have a ‘mod-
erate disorder,’ and those with 6 or more of the
11 criteria are categorized as having a ‘severe
substance use disorder’ (Grohol 2013). Although
there are pros and cons associated with each
variety of measurement, the APA provides an
interesting example of how the definitions and
categorizations of substance use, abuse and
dependence change within one discipline over a
very short amount of time.

None of these APA definitions are exhaustive;
in fact, a large proportion of the literature on
substance abuse does not operationalize drug
abuse using these definitions. For instance, a

great deal of substance abuse research in criminal
justice and criminology uses official reports
derived from police records. In this case, drug
use will likely be defined in terms of a
drug-related arrest (possession of drugs and/or
paraphernalia, possession with the intent to dis-
tribute). Conversely, some public health studies
have used emergency rooms as venues to recruit
substance abusers that present for treatment of an
overdose, violence, or drug-related accident. In
effect, these sampling methods identify some of
the most at-risk substance users; however, these
individuals do not necessarily meet the definition
used by the APA. That is, the cases may or may
not be drug abusers per se; instead, they may be
occasional users or involved in distribution of
illicit substances, thereby leading to what we
might coin as a methodological or conceptual
‘discordance.’ That is, as disciplinary lines
become blurred (as you can clearly see in the
example above), research methods begin to
overlap.

As methods continue to overlap, substance
abuse researchers will further cross over and
morphous into other realms of science, and a new
enlightenment, a new renaissance for the science
of substance abuse research will emerge.
Although we are not promoting one discipline,
method of sampling, or even one theory or
practice over another, we are directly, encour-
aging researchers to reassess their target popu-
lations. This in-depth thinking to determine the
most valid scientific method, rather than the most
convenient one, will help determine which
method of selection, sampling, measurement,
theoretical modeling, and analysis is most
appropriate given their research question. In
many cases, the optimal sample, or the method-
ological discordance, may require more trans-
disciplinary thinking about the most meaningful
definition of substance use, abuse, and depen-
dence, is of utmost importance for each specific
study. Although quantity of research produced is
often rewarded over quality of science and the
impact of a publication on practice, we urge
those who have the power to encourage critical
thinking in their operationalization of substance
use, abuse, and dependence in their departments
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and research circles. We recognize that this
thinking is far more time consuming than simply
using what has been used in ‘previous research,’
the potential for progress is tremendous if this
type of culture can be developed.

2.4 Methods at the Intersection
of Epidemiology
and Criminology

Tapping into the collective wisdom of transdis-
ciplinary thought takes some creative thinking.
One does not simply claim to be a winner when a
race is only creeping along. Beyond these
metaphors, we recognize that substance abuse
researchers, first and foremost, are a tapestry of
diversity with respect to their disciplinary lin-
eages, thought patterns, and many diverse (or
similar) approaches used to study substance
abuse. Their training may range from biology to
social work and any and every discipline in
between. Yet, there tends to be a plethora of
methods used to study substance abuse, and these
methods are not rooted in any one discipline;
though, arguably, they tend to employ more
epidemiological measures with respect to their
reporting of health impact, pathology, disease
transmission, morbidity and mortality outcomes.

Historically, at the intersection between epi-
demiology and criminology lays similarity in
common methods used. For example, crimino-
logical research was, for many years, predomi-
nantly cross-sectional in nature, providing only a
single snapshot of criminal and deviant behavior.
In the early 1990s, criminologists heatedly
debated the value of longitudinal designs in their
research. Eventually, a consensus emerged that
longitudinal research designs were superior to
cross-sectional designs, in that the findings were
more valid and replicable (Menard and Elliott
1990). Books were published re-testing theories,
such as developmental life-course theories of
adolescent behavior, with longitudinal data as its
scientific grounding and method of choice
(Liberman 2008). In support of this approach, the
field of criminal justice has embraced the notion
that longitudinal data are valuable sources of

information, despite the tremendous cost, labor,
and time associated with data collection.

Through the evolution of greater transdisci-
plinary thinking, longitudinal designs in epi-
demiology and criminology have allowed both
disciplines to expand into new directions and
embrace new horizons, while, at the same time,
working more closely together, and sharing the-
ories, methods, and hypotheses (Akers et al.
2013). In criminology, longitudinal data have
been used to describe intra-individual trends in
arrests and drug use over time. Similarly, social
epidemiologists used longitudinal data to study
the long-term effects of poverty, sugar-sweetened
beverages, or limited access to healthy foods
(Drewnowski and Specter 2004; Kendzor et al.
2012). These problems could not be studied with
cross-sectional data, as the single time point of
data collection limits a researchers’ ability to
evaluate change over time. Longitudinal data are
especially appropriate in both epidemiology and
criminology, as behavior (particularly substance
use behavior) changes measurably over time.

As we continue to keep focused on substance
abuse and its many complexities from a research
methods perspective, we note that cross-sectional
and longitudinal designs are not the only research
designs used to study substance abuse problems,
although they are the most common.
Case-control studies are often employed in epi-
demiological studies, particularly, in the case of
rare outcomes (e.g., anthrax poisoning or
Hepatitis C). These designs are also useful in
time-sensitive situations, such as outbreak
investigations used in epidemiology to detect and
control the source of an infection (for instance
salmonella or listeria in a hospital). Briefly, a
researcher would identify targeted cases (those
who have listeria) and compare to a series of
similar, but non-diseased (often matched) con-
trols. Once the sample has been identified, the
researcher will look backwards in time to identify
which risk factors (or protective factors) differ-
entiate the cases and controls. In other words,
which variables increase the risk of disease? We
would find that those patients with listeria were
operated on in the same operating room and the
surgical tools were not cleaned properly. This
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will help us in preventing future cases of listeria.
In substance abuse research, we might consider
case-control studies as ‘mining the discipline.’
That is, we can pick away at all the factors, all
the minutia, that might have contributed to a
person or event being subjected to a known or
unknown risk. In other words, we can look at all
kinds of variables that might increase or decrease
the risk of abusing substances from multiple
disciplines, including neurology, sociology,
demography, epidemiology, and criminology,
among many others. It is critical to note that a
case-control method transcends disciplinary
boundaries, but may not necessarily use the same
lexicon, as described in a criminology or criminal
justice methods book or encyclopedia (Piquero
and Piquero 2002). No discipline can hold claim
to this method per se. Although these research
designs have been pervasive in medicine and
public health, they are just now being used to
assess drug use and crime. In fact, most of the
criminal justice research using case-control
designs is published in transdisciplinary jour-
nals across the fields of criminal justice, public
health, psychiatry, and medicine (Needleman
et al. 2002; Reingle et al. 2013). Once transdis-
ciplinary communication increases, these types
of designs will be particularly useful in identi-
fying factors that developmentally contribute to
initiation, continuity, and desistance from various
substances.

2.5 Rethinking Our Way
of Thinking for Substance
Abuse Research

The design of studies in criminal justice and
public health is not the only thing that has been
changing over time. New analytical methods have
paved the way for hierarchical analysis that can
occur at the ecological level (macro), meso, exo,
and micro-level (Akers et al. 2013; Trickett and
Beehler 2013; Akers and Lanier 2009). These
methods allow for new ways of thinking about
old problems, as each layer (e.g., ourselves, our
family, our friends, our community, and our
society, for instance) has an effect on our

behavior, and we have an effect on theirs. For
example, the ‘micro’ level unit of analysis
includes characteristics of the individual, includ-
ing the home environment, religious institutions,
and the workplace. In the micro-environment,
people interact directly with their environment.
The meso-environment connects micro-
environments, or interactions between people
(e.g., teachers and parents, child and parents,
etc.), and the exo-environment has no direct (only
indirect) influences on the individual (including
communities or neighborhoods to which a person
belongs). And the ‘macro’ unit of analysis refers
to the environment in which we live, work, and
play, such as the culture of the United States, or
our particular state of residence. Changes in pol-
icy, such as the Affordable Care Act or federal
sentencing guidelines, occur at the macro level.

These various layers, dimensions, or units of
analyses can serve as sort of ecological links in a
chain that helps to frame transdisciplinary
thinking. Take, for instance, impaired driving as
a concrete example of how ecological informa-
tion is used in an epidemiologic and crimino-
logical study. Impaired driving (or driving under
the influence of alcohol) is a problem that spans
both the public health and criminal justice
research agendas. In other words, impaired
driving has often been treated at the individual
(micro) level by criminologists using police
arrest reports. Recently, epidemiologists have
employed ‘big data’ (macro-level, integrated
database systems) on motor vehicle crashes and
fatal accident reports to assess the influence of
alcohol-related policies on impaired driving.
Integrative analytic methods now allow
researchers to determine if the launch of a new
policy has any effect on deaths or injury as a
result from impaired driving. Interrupted
time-series analysis is one such technique that
can help to understand micro-, meso-, or
exo-system level events over time to determine if
there was a spike across public health commu-
nication or criminal justice enforcement type of
macro-level policies. This method will be espe-
cially appropriate to evaluate changes in health
outcomes as marijuana legalization policies
change over time.
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In summary, transdisciplinary thinking about
driving under the influence of alcohol has now
resulted in several policy changes (e.g., bartender
training, driver’s license suspension programs,
and mandatory jail sentences) that have the
potential to reduce the number of accidents and
deaths attributable to impaired driving. To
address the exo- and meso- layers, many sub-
stance abuse prevention and intervention pro-
grams now include families, peers, and teachers.
It is clear that rehabilitation cannot be successful
in a vacuum, as people will return to their daily
lives and, without grounding in the proper skills
set, will revert to continuing to use alcohol or
drugs.

The vast majority of research today occurs at
the micro-level, collecting survey data (or crime
records or hospital data), on each individual
person. The unit of analysis is the patient (or
offender). As a result of these micro-level
designs, the implications of this research apply
to individuals. The same example can be applied
to an HIV/AIDS positive person who intention-
ally infects sex partners without their knowledge,
or intentionally shares their contaminated injec-
tion drug works to unsuspecting prey. Yet, from
a transdisciplinary perspective, we must
increasingly consider how our analyses and units
of analyses overlap or intersect in order to enrich
our analytical thinking in the area of substance
abuse research. As noted above, a transformation
in thinking about our unit of analysis, one that
transcends disciplinary boundaries, to take into
account all levels, such as the macro-level that
has the potential to create far more change (via
public policy), as the results of a well-designed
macro-level transdisciplinary study could be
generalized to the entire country. Policy evalua-
tions conducted at the exo- or macro-levels have
the potential to decrease risk behavior (e.g.,
impaired driving), or increase positive behavior
(e.g., use clean needles, wearing of condoms, or
undergoing routine drug screening), for everyone
in the macro environment. These types of
designs that apply to large portions of the pop-
ulation are likely to have the greatest impact on
the public health, or substance abuse research.

2.6 Challenges in Conducting
Transdisciplinary Research
on Substance Abuse

2.6.1 Traditionalism Versus
Enlightenment

Apart from what has already been shared, as
substance abuse scientists, practitioners, policy-
makers, or clinicians, we share a kind of cogni-
tive dissonance, a ‘love-hate’ relationship
battling inside our colleagues and ourselves
when it comes to embracing or letting go of
traditionalism versus enlightenment. On the one
hand, it is difficult to let go of preordained
methods, approaches, techniques, and models
that we were trained in extensively and have used
for decades; while, at the same time, trying to
embrace a new era of enlightenment, where
greater numbers of diverse disciplines are draw-
ing from the science and experience of others. To
address these issues, we feel it is necessary to
take baby steps to share what has led us to
strongly embrace a merger of epidemiologic and
criminogenic integration within the context of
substance abuse research.

To begin with, it is important to note that we
are not simply suggesting that we replace one
discipline for another, or to go down one rabbit
hole rather than the other. Quite to the contrary,
what we are suggesting is that we as researchers
consider the possibility of integrating disciplines;
particularly, epidemiology and criminology,
which may serve as a channel to bring forth new
and innovative trans-disciplinary thinking, while
holding on to the rich experience and history of
other disciplinary streams of consciousness,
training, experience, and insight. Take, for
example, psychology, sociology, social work,
criminology, and epidemiology (among
others). Each of these disciplines coronets a
majesty and tapestry of expertise and diversity of
thought. Yet, each also brings with it, for better
or worse, a myopic disciplinary way of thinking;
a one size fits all sort of mindset. That is, psy-
chologists will look at the individual; sociolo-
gists will examine the group; social workers the
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case services; epidemiologists the data; and
criminologists, the aberrancy of the individual
and group dynamics. Clearly, given the com-
plexity of the substance use as a societal prob-
lem, all of these disciplines has a unique insight
to contribute that may serve to help us learn and
by extension, prevent and reduce the costly
burden of substance use and abuse in the United
States.

2.6.2 Bias While Tiptoeing Through
the Tulips (Sample
Selection and Reporting
of Drug Use)

All disciplines, regardless of heritage or legacy,
seek to understand the challenges in conducting
substance abuse research from their single dis-
ciplinary perspective. Through our myopic len-
ses, we draw conclusions, make assumptions,
and report findings (Whoriskey 2012). We are,
for all intents and purposes, biasing our research,
biasing our samples, and biasing our findings,
when we neglect to take into account unique and
diverse perspective on a singular problem. This
does not mean that researchers must accept
alternative views; however, we are asserting that
substance abuse researchers simply consider the
arguments and potential alignments from disci-
plines other than their own. An appropriate
analogy might be how one views their own
children, as sometimes our judgment is clouded
because we are so close to the subject (in this
case, our children) that our own perceptions
distort our objectivity or our ability to view the
behavior of our children from a single person’s
perspective.

From the lowly researcher to a vast research
group, the world and science of substance abuse
research is plagued by bias, innuendo, and silo
mentality and methodology. While such a state-
ment will, most certainly, create controversy and
most likely invoke animus, the intent is, first and
foremost, to stimulate debate and dialogue.
Attacking research biases requires discussion and
collaboration across disciplinary domains. How-
ever, a research cohort that has or only embraces

scientists trained in the same discipline is not a
science any longer; rather, it is an advocacy
group. Such is the need to call for new per-
spectives, by identifying where disciplines share
a common core, a common language, and a
common understanding, but are different and
unique nonetheless.

2.6.3 Case Study: The Evolution
of Epidemiological
Criminology

To avoid extinction or prey, species throughout
the world have had to constantly adapt to their
environments. From the deepest recesses of the
oceans to the highest mountain peaks, the animal
kingdom has learned to accept change as a nor-
mal course of their evolution, to find a middle
ground that provides the greatest amount of
opportunity. Not unlike the evolution of species,
the scientific community has learned to embrace
its subject of study, in this case ‘substance abuse’
by encouraging a vast array of disciplines to
bring their plethora of theories, concepts, meth-
ods, and practices to the science of substance
abuse research. Yet, rarely does a new discipline
evolve to transcend a diversity of scientific
domains while, at the same time, embracing the
richness unique to each discipline.

In the recent past, a breakthrough in trans-
disciplinary thinking has emerged in the devel-
opment of the Epidemiological Criminology
paradigm (Akers et al. 2013; Akers and Lanier
2009). As you may have gathered from reading
this article, the research agendas (particularly in
regards to substance abuse) in criminal justice,
criminology, public health, and epidemiology are
largely complementary and overlapping. This
integrationist trend towards a transdisciplinary
ethos has been evidenced by the U.S. Centers for
Disease Control and Prevention, the National
Institute of Justice, and the National Institutes of
Health proclamation that violence has now been
identified as a public health imperative and
national priority research area. Specifically, since
the latter decade of the 1980s and continuing to
the early 1990s, the world of public health has

2 Transdisciplinary Research Perspective … 35



targeted new prey (e.g., violence and
violence-related injury prevention) in their quest
to encourage transdisciplinary research. Argu-
ably, this awareness may have been driven by a
number of U.S. surgeon generals who publicly
proclaimed violence as a public health imperative
(Satcher 1995; Sullivan 1991; Koop 1989).

Crime and violence, as well as substance
abuse, have been studied across a plethora of
disciplines, including nursing and occupational
safety (workplace violence and impairment on
the job), environmental safety (design of safe
neighborhoods, disposal of drug injection
equipment), and public health (prevention of
violence and drug use) (Krug et al. 2002).
However, within the context of crime, violence,
and substance abuse research, the fields of
criminology and criminal justice have long
served as primary disciplines in addressing these
areas, having their anchor origins in the science
of sociology. Yet, both public health and crimi-
nal justice researchers continue to travel down
parallel pathways in their shared quest to reduce
and understand drug use, crime, and violence,
while continuing to hold steadfast to their
uniquely rich disciplines.

For instance, public health officials and
researchers are consistently emphasizing the
need for primary prevention of violence, drug
use, and other risk behavior. That is, although
primary prevention (or eliminating the onset of
drug use or violent acts) is addressed in criminal
justice research, it can be more challenging to
implement these prevention programs due to the
reactive nature of the criminal justice setting
(whomever encounters the criminal justice sys-
tem, by definition, are no longer a candidate for
primary prevention, as they have already initiated
drug use and/or crime and have made contact
with the police). To illustrate further, the police
are the first point of contact when someone enters
the criminal justice system. By the time a person
comes in contact with the police, it is typically
because drug use (or any other criminal behav-
ior) has already initiated.

It is not impossible to conduct primary pre-
vention of crime or drug use using a criminological
framework, as innovative criminal justice

programming has integrated school-based primary
prevention of drug use and violent crime
(Webster-Stratton and Taylor 2001). However,
these types of researchers are forced to transcend
disciplinary boundaries to conduct this research. In
addition, policing scholars are pushing to develop
models of policing that will prevent or reduce
crime, drug use, and violence (sometimes referred
to as targeting the ‘root causes,’ such as through
programs as McGruff the crime dog, or scared
straight programs); however, the reactive nature of
the policing institution still tend to present a
challenge in the success of these efforts. Public
health researchers, on the other hand, are often
implementing prevention programs in schools
and in community settings though they, at times,
are developing and implementing interventions
with little or no evidence to support their strat-
egy. These two groups aim to achieve the same
goal, drug use and crime prevention, but through
different means. Part of the challenge of transdis-
ciplinary substance abuse research is to iden-
tify a common thread whereby various disciplines
can espouse expertise.

The Epidemiological Criminology paradigm
recognizes that for a crime or delinquent act to
have been committed, a statute or ordinance must
have been violated. If no statute was violated in
any way, no crime has occurred (Akers et al.
2013, Potter and Akers 2013). The operational-
ization (or definition) of ‘legal’ also varies over
time. In Colorado, for example, the state has
recently legalized the sale, distribution, and
manufacturing of marijuana. What was once a
crime in the state statute, such as the possession,
sale, and distribution of marijuana, is no longer
illegal. Hence, criminal justice interventions of
interdiction or prevention may no longer apply.
Whereas, on the other hand, public health inter-
ventions may continue to apply even more so, as
in the case of adapting a similar approach to
using a smoking cessation program or clean
needle campaigns, especially from a transdisci-
plinary perspective for substance abuse research
scientists (Nash et al. 2003).

The second level of prevention beyond pri-
mary is known as secondary prevention, or
sometimes referred to as opportunity reduction or
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risk reduction. This second tier intervention tar-
gets those who have already developed risk
factors for the condition (for instance, an ado-
lescent starts associating with a group of friends
who use drugs, a clear risk factor for drug use),
but the condition is not yet apparent in the
individual (e.g., the individual does not use drugs
themselves yet). To provide another example, the
target audience for secondary prevention may be
new smokers, or those who are surrounded by
peers who use illegal drugs in an after-school
program. These programs are more expensive
than primary prevention, and are generally less
successful once a risk behavior has been initi-
ated. In this case, public health officials would
seek to enroll at-risk candidates into treatment
programs to reduce or discourage smoking and
drug use, while police would identify these
individuals (who may not be abusing or depen-
dent upon substances) and seek incarceration,
probation, or community service as a punishment
intervention. However, given the especially high
rates of recidivism among those released from
penal incarceration, several criminal justice
agencies are attempting new methods for reduc-
ing the number of offenders incarcerated (a New
York State report found that a pilot test of drug
treatment in lieu of incarceration was met with
great ‘success’ and should be rolled out
full-scale) (New York State Commission on
Drugs and the Courts 2000). These approaches
broaden tertiary prevention, whereby the perpe-
trator of an act has already carried out the vio-
lation (e.g., a person has used drugs), this
approach is attempting to intervene before the
person is incarcerated or subject to other legal
and social ramifications. For example, more
recently, drug courts and probationary treatment
programs have emerged in the judicial system to
encourage treatment for drug users and rehabili-
tation rather than incarceration. Although this
type of thinking has been historically deemed
‘political suicide,’ taxpayers have become more
invested in the idea of early intervention and
treatment rather than dealing with the high costs
of incarceration for decades.

Finally, tertiary prevention is a final stage
attempt to treat a problem; in our case, substance
abuse or dependence. This stage is the most
expensive; as treatment must be intensive once
physiological dependence has occurred. In many
cases, individuals who self-identify as having a
drug abuse problem will enroll in in-patient
treatment. This stage focuses on the prevention
of this behavior from spreading to or contami-
nating others, resulting in their substance abuse.
Tertiary prevention is where containment occurs.
From a transdisciplinary perspective, the para-
digm of epidemiological criminology sets forth a
unique framework that can help guide in the (re)
design of a substance abuse research model that
captures the most salient concepts and behaviors.
For example, the criminal justice system, by and
large, deals with drug dependent persons in the
same way they deal with occasional users. The
justice system, largely due to logistical compli-
cations, provides little differentiation of offenders
(with the exception of inmate segregation to
protect other inmates from especially violent
individuals). However, if a particular court sys-
tem is innovative, an offender may be assigned to
a drug court or treatment program in lieu of
incarceration (Hepburn 2005). This is where a
tipping point between healthy and criminal
behavior can sway an analysis from only one
disciplinary perspective. Unfortunately, incapac-
itation does not address the root of the problem
(the drug abuse), which frequently results in drug
recidivism in comparison to drug courts or
treatment-oriented sentences (Wilson et al. 2006).

2.6.4 Healthy Behavior or Criminal
Behavior: Identifying
a Tipping Point

Figure 2.2 depicts the Epidemiological Crimi-
nology model, which can help to conceptually
frame a transdisciplinary approach to substance
abuse research (see Akers et al. 2013). Theoreti-
cally and practically, a substance abuse
researcher, regardless of their area of training,
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should try and determine whether the substance
abuse behavior tips more towards healthy (and
experimental in nature) or criminal (see Fig. 2.2).
This perspective provides the transdisciplinary
researcher with a decision, a tool, on how best to
begin their analysis. Built within the model are
four determinants to help identify the myriad of
life-course events that can tip behavior, thus
activating the bio-psycho-socio- and environ-
mental igniters that might have served as the
catalyst to spark an aberrant and disparate trend
of behavior. These factors can help in determin-
ing whether a criminal or deviant behavior is
being, or has been, influenced by either internal or
external, behavioral or biomedical disparities,
that cultivate and nurture criminogenic outcomes.
Early on in this chapter, we discussed briefly the
differences between micro-, meso-, and
macro-level analysis of behavior and environ-
ment. Each of these levels of influence, as well as
the extent of their influence, should be consid-
ered. For instance, it is important to gather
information as whether the drug use behavior is
influenced by the individual themselves, their
peers or associates, or encouraged by policies or
the larger community in which an individual
resides. For example, a change in policy can
criminalize or decriminalize substance abuse
violation (e.g., consider Colorado, as an illustra-
tion). Only time will tell whether the legalization
of marijuana in Colorado will escalate the number
of users who go into treatment or experience
some facet of the public health or criminal justice
system as criminally labeled substance abusers.
To summarize, what is often viewed as enforce-
ment by the criminal justice system, may also be
enforcement from a public health perspective.

2.7 Summary

As we conclude with this transdisciplinary anal-
ysis for assessing new and emerging perspectives
in substance abuse research methods, the intro-
duction and evolution of epidemiological crimi-
nology as an innovative, transdisciplinary science
has helped to enhance our understanding and
express our need for scientific inclusion and

scientific innovation. The idea that all social
behavior, be it healthy or criminogenic, is inter-
twined and interwoven across disciplines is
nothing new per se. To prevent or dissuade
aberrant or substance abuse behavior, some the-
orists might argue that to cultivate and implant a
healthy behavior and lifestyle a community
should increase the amount of street lighting in a
neighborhood thereby making a target less
‘suitable’ for transient behavior ripe for keeping
substance abuse (or substance abuse research
enlightenment) in the shadows, both literally and
figuratively. Others disciplines and theories may
also call for primary preventive measures which
might include such street activities as instituting
community watch, or have community meetings
to strengthen bonds and social capital within the
neighborhood. Although both of these options,
practices, or theories might play a role in crime
or substance abuse reduction within a commu-
nity, these interventions may also have unin-
tended, albeit positive, effects and outcomes,
such as increased walking in the neighborhood
(more physical activity) and social events,
thereby creating a healthy mind, body, spirit and
community.

The inverse, on the other hand, may play into
the subconscious stressors associated with living
in a previously disorganized neighborhood that is
in the early stages of recovery. When the pen-
dulum of power swings between healthy or
criminal in which it meets that tipping point
threshold at either end, having chosen a wrong
intervention or theory can drastically alter
behavior, community dynamics, or research
findings for decades, be they positive or negative.
This is why it is critical that we urge the reader to
think ‘outside of the box’ and embrace a new
renaissance, a new era of scientific openness
when considering how substance abuse research
and its myriad of aberrant, deviant, and criminal
behaviors might be directly and indirectly woven
together when they embrace healthy or unhealthy
choices. Researchers and scholars have reiterated
for decades that no single discipline should
operate in a vacuum. However, espousing such a
noble goal but failing to practice what one
preaches are two separate things. Arguably, the
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resources and infrastructure for transdisciplinary
research, with a sway towards substance abuse
research methodologies and theories, are already
beginning to take shape and see a new light of
day, a new enlightenment. Now, it is up to us as
scholars and practitioners to push the boundaries,
or venture down Alice’s rabbit hole, to embrace
the unknown and confront our fears in order to
make a difference in the intellectual landscape of
the future.
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3Randomized Controlled Trials
in Substance Abuse Treatment
Research: Fundamental Aspects
and New Developments in Random
Assignment Strategies,
Comparison/Control Conditions,
and Design Characteristics

James A. Swartz

3.1 Introduction

A Los Angeles Times article, published in
November 2008 and entitled the “30-Day Myth”,
describes how the majority of residential sub-
stance abuse treatment programs—excluding
self-help programs such as Alcoholics Anony-
mous—were designed to be completed in about
30 days (Roan 2008). The article indicates that
the 30-day limit was arbitrary and largely based
on insurance limits rather than on evidence sup-
porting the effectiveness of this program length.
It goes on to describe how, based on the con-
sistent findings of recent scientific studies, more
and more programs including one offered at the
well-known Betty Ford Center, had lengthened
treatment to 90 days. These studies were widely
interpreted as establishing 90 days as the rec-
ommended, and scientifically based, minimum
length of stay for achieving lasting drug treat-
ment results. Treatment programs, such as those
offered by The Betty Ford Center, followed suit
and adjusted their offerings to provide

“evidence-based” treatment consistent with these
research findings. In fact, a report still available
on the web site of the Better Ford Center cites
National Institute on Drug Abuse (NIDA) funded
researchers as indicating the “new gold standard”
is 90 days of treatment (Betty Ford Center 2008).

And, in fact, the Times article is correct that
over the three previous decades, studies had
found that clinically significant treatment benefits
such as abstinence from substance use and
reduced relapse rates more likely occurred if a
person spent at least 90 days in treatment
(Fletcher et al. 1997). A succession of
large-scale, federally funded studies, beginning
with the Drug Abuse Reporting Program
(DARP) in the early 1970s, the Treatment Out-
come Prospective Study (TOPS) in the early
1980s, and the Drug Abuse Treatment Outcome
Studies (DATOS) in the early 1990s were
impressive in both their scope and consistency of
findings associating longer lengths of treatment
with better outcomes. Each of these longitudinal
studies followed thousands of treatment partici-
pants enrolled in hundreds of federally funded
treatment programs across varying modalities
(e.g., methadone maintenance, therapeutic com-
munity, outpatient drug-free, etc.). As docu-
mented by the Times article and echoed by many
other reports still available on the Internet as well
as in the scientific literature, these findings have
shaped both the processes and durations of drug
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treatment programs in the United States with the
goal of increasing treatment retention in order to
achieve better outcomes (Fletcher et al. 1997;
Hubbard et al. 2003).

As influential as these studies have been,
however, they had one very important method-
ological limitation; namely, they employed nat-
uralistic, observational designs in which patients
self-selected in and out of treatment.1 In other
words, participants largely determined their
length of stay in treatment, up to the maximum
duration provided by the program. This particular
design characteristic was true of all three afore-
mentioned national studies. In effect, each of
these treatment programs replicated the basic
quasi-experimental one-group pretest posttest
design, illustrated in Campbell and Stanley’s
(1963) still authoritative explication of causal
inference in experimental, quasi-experimental,
and nonexperimental research designs as:

O-X-O

In this schematic, the first O, standing for
observation, represents the measurement of par-
ticipant characteristics at baseline, while the X
represents the treatment intervention, and the
second O represents the measurement of partic-
ipant characteristics at some follow-up point. The
replication of this design across many treatment
programs and the consistent findings across
programs that treatment length of stay is strongly
associated with better outcomes and that at least
90 days in treatment are needed to produce
clinically meaningful (or at least statistically
significant) behavioral changes do lend some
weight and credibility to the still frequently cited
conclusions from DATOS-derived studies.

However, the nonexperimental design of the
research (i.e., the lack of randomization and a
priori comparison or control groups) means that
despite the thousands of participants observed,
the process and outcome measurements
employed, and the follow-up rates obtained
(>70%), there remains (or should remain) con-
siderable doubt as to whether it was the 90-day
treatment length per se that resulted in the
observed clinical changes or whether it was
simply that, for example, something about par-
ticipants who opted to remain in treatment for
that length of time.

It is exactly the confounding of participant
characteristics with treatment retention and out-
come in observational studies of substance abuse
treatment—no matter how large in the scale—
that leaves in question the extent to which
treatment outcome(s) of interest are contingent
on length of stay versus the characteristics of
participants (and programs). Nor does it matter
how well or how carefully baseline participant
characteristics are measured and controlled for
through a methodological (e.g., matching) and/or
statistical (e.g., inclusion of covariates in the
analytic models) technique. No other technique
can provide an equivalent degree of confidence
in the internal validity of a study compared with
random assignment to treatment condition (Kao
et al. 2008).

The post hoc comparison of people who
complete or remain in drug treatment past a
certain period of time with those who do not
complete or drop out of treatment prematurely is
subject to what is called an attrition effect
(Shadish et al. 2002), one of a number of plau-
sible threats to the internal validity of observa-
tional studies such as DARP, TOPS, and
DATOS. The internal validity of a study refers to
the degree to which the results can be attributed
to the independent variable to the exclusion of all
other possible explanations. Threats to internal
validity are competing factors sometimes called
“confounds” that, owing to the methodological
shortcomings present in any study, could have
caused the changes seen between the experi-
mental groups. Studies high in internal validity,
such as well-designed and conducted randomized

1The acronym RCT can also be used to refer to
randomized clinical trials when the subject area of the
study is to compare clinical interventions using a
randomized design. Most of the studies referenced in this
paper are, in fact, randomized clinical trials for this
reason. We use the term RCT in a general if technically
incorrect sense to refer to both randomized controlled and
randomized clinical trials throughout the chapter. All of
the examples given, however, are randomized clinical
trials that compare the effectiveness of one or more
treatments.
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controlled trials (RCTs), offer the most protection
against these alternative explanations of the
observed study effects and, for this reason, are
considered the strongest research design for
establishing the efficacy and effectiveness of a
clinical intervention (Blanco et al. 2013; Shadish
et al. 2002).

In the case of the DARP, TOPS and DATOS
findings under discussion, the independent vari-
able was length of stay in a drug treatment pro-
gram. However, because length of stay was not
under the direct control of the experimenters in
any of these studies and, consequently, because
treatment participants were not randomly
assigned to be in treatment for different lengths
of time, it is possible the differences in outcomes
attributed to varying lengths of stay are due as
much to unmeasured differences among partici-
pants who remained in treatment longer as
compared with those who chose to leave or were
terminated from treatment prior to completing
the full program of services. Even more tenuous,
given the likely presence of attrition-related fac-
tors, are the conclusions on which the assumed
gold standard of 90 days was based.

In fact, a study carried out in the United
Kingdom around the same time as DATOS came
to a very different conclusion using a large-scale,
nonrandomized observational design but a dif-
ferent method of data analysis that sought to
determine the optimum length of stay for inpa-
tient and residential rehabilitation treatment
according to treatment type and drug abuse
characteristics (Gossop et al. 1999). The planned
time in treatment, much like the US studies,
varied by the specific treatment program and was
not under the control of the research team.
The UK researchers also reported a strong asso-
ciation between time in treatment and improved
outcomes; for community-based residential
treatment, they found a 90-day length of stay to
be critical for achieving improved outcomes in
community-based residential care. However, a
critical threshold of 28 days for inpatient care
was also noted. As longer time in treatment has
been consistently linked with favorable outcomes
in both their own and many other studies, the
authors noted that

…many of the factors that predict treatment
retention are the same as those that predict
improved outcomes. [emphasis added]… Time in
treatment is a complex measure and one which
should, in many respects, be regarded as a proxy
indicator of other factors. The findings regarding
treatment threshold may reflect the tendency of the
more motivated patients to stay longer and engage
better with treatment. Clients who actively partic-
ipate in the programmes and make cognitive and
behavioural changes during treatment achieve
superior outcomes to others who stay for compa-
rable periods but who do not make such changes
(Gossop et al. 1999, p. 95).

The National Treatment Improvement Study
(NTIES; Gerstein et al. 1997), yet another
large-scale observational study conducted in the
mid-1990s, also concluded that optimal lengths
of stay varied by program modality. The NTIES
likewise noted that improvement followed a lin-
ear course, with longer times corresponding to
more improvement, but that there was no specific
threshold below which no or minimal improve-
ment was observed. Interestingly, studies based
on NTIES data found that for some types of
programs, longer durations of stay were actually
counterproductive (Zhang et al. 2002).

It seems then that the 90-day “gold standard”
for minimum length of stay in drug treatment
rests on a methodologically tenuous foundation
and may neither be golden nor standard for many
treatment clients for whom shorter lengths of stay
would produce lasting and clinically important
changes, or for others for whom longer lengths of
stay would be required to effect clinically
meaningful and durable change. It is also likely,
as the UK researchers found, that different
treatment modalities require different minimal
lengths of stay to achieve measurable and lasting
clinical effects.

3.2 Randomized Control Trails
and Substance Abuse Research

More confidence in the 90-day threshold would
have been obtained if studies of the effects of
length of stay had been conducted using an RCT
design whereby participants were randomly
assigned to control/comparison groups that
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systematically varied by length of treatment stay,
operationalized as an explicit independent vari-
able. Only then can investigators begin to isolate
participant (and program) factors related to both
retention and outcome from the effects of treat-
ment duration. This hypothetical RCT would also
benefit from an intention-to-treat analytic frame-
work (Pagoto et al. 2009), whereby participants
are analyzed according to their initial
control/comparison group assignment regardless
of whether they completed the program. Such an
approach, as opposed to comparing dropouts and
completers post hoc, has been utilized in numerous
evaluation studies of drug treatment outcomes
(e.g., Fernández-Montalvo et al. 2008; McMahon
et al. 1999), with all the attendant problems for
causal inference to which that approach leads. The
usefulness of an intention-to-treat analysis is
dependent on achieving high sample retention
rates for the study, which is another important
issue when conducting randomized or
quasi-experimental longitudinal studies (Del Boca
and Darkes 2007b; Scott 2004).

A well-done RCT minimizes potential par-
ticipant differences that are associated with both
treatment retention as well as clinical outcomes
across experimental groups. Moreover, and this
is one of the main if not the main strength of
RCT designs, all relevant participant differences
(confounders) need not be known to the
researcher in order for their effects to be con-
trolled across experimental conditions. In theory,
we can never know completely what participant
characteristics, or interactions between partici-
pant and treatment program attributes, might
affect retention rates and/or outcomes, even if
previous research has identified important
participant-related factors, such as cognitive
deficits and antisocial personality disorder (see
Brorson et al. 2013; Campbell et al. 2015). For
this reason, random assignment of participants to
a treatment condition is superior to other strate-
gies, such as matching participants across con-
ditions on known characteristics or careful
measurement at baseline followed by statistical
adjustment of possible confounders or covariates
during analysis (Albert 2013; Blanco et al. 2013).

Such strategies control only for known
issues/confounders.

Perhaps the lack of RCTs within the context
of the succession of the DARP, TOPS, and
DATOS studies, despite the rich patient and
practice information they provided, was one
reason that studies of similar scope and design
were not funded after the 1990s. Instead, the
National Drug Abuse Treatment Clinical Trials
Network (CTN), a multisite consortium of lead-
ing substance abuse researchers and
community-based drug treatment providers, was
created for the purpose of carrying out coordi-
nated studies of promising new drug treatment
protocols, improving the translation of research
findings into practice, and advancing our under-
standing of the causes and clinical course of drug
addiction (Retrosen et al. 2002). The structure of
the CTN, in addition to the prospective and
interventionist nature of the research (specific
treatment protocols, eligibility criteria, and data
collection methods, etc.), has fostered the use of
multisite RCTs to study drug treatment over the
past decade (Carroll et al. 2011). Studies con-
ducted as part of the CTN as well as conceptual
work on the methodological aspects of conduct-
ing RCTs generally (Mercer et al. 2007; Wolff
2000) and in drug treatment studies specifically
(e.g., Campbell et al. 2012; Carroll and Roun-
saville 2007; Hedden et al. 2006; Humphreys
et al. 2013) have significantly advanced our
knowledge of best practices with respect to car-
rying out RCTs.

Conducting an RCT is much more involved
than determining how random assignment (or
allocation) to a condition will be implemented as
there are multiple methodological determinations
to consider prior to and following random
assignment. As enumerated by Machin and
Fayers (2010), RCT design steps include (but are
not limited to): (1) determining the research
question, (2) participant selection, (3) choice of
interventions, (4) choice of design, (5) allocating
participants to the study conditions (randomiza-
tion), (6) conducting the assessments (which
includes when and by whom assessments are
conducted), and (7) analysis and reporting.
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In the remainder of this chapter, we consider a
number of these steps that strongly influence
research design and, hence, are especially rele-
vant to a discussion of the design of RCTs in the
context of substance abuse research; these
include: (1) determining the research question,
(2) participant selection, (3) choice of design, and
(4) randomization strategies. We believe the
interests of the investigative team, the particular
population of substance abusers they will be
studying, and the clinical settings of interest will
largely determine the choice of interventions.
Measurement issues in substance abuse research
and statistical analyses are covered in other
chapters in this volume (see Perron et al. 2017;
see also Del Boca and Darkes 2007b; Tiffany
et al. 2012).

A comprehensive discussion of a complex
topic such as RCTs is not possible within the
scope of a single book chapter. Instead, this
chapter focuses on the basic design elements
emphasizing standard practice, as well as recent
RCT innovations and advances within the con-
text of substance abuse treatment research, many
of which are drawn from the extensive list of
research done within the National Drug Abuse
Treatment (CTN). Recently completed and
ongoing CTN studies have employed one or
more of the design characteristics under consid-
eration, with some studies reflecting the cutting
edge of substance abuse treatment and transla-
tional research.

Much of the material presented is relevant to
quasi-experimental studies as well as RCTS, with
the exception of randomization strategies. For
instance, quasi-experimental designs still involve
selecting who will participate, the nature of the
control/comparison groups and the kind of
treatments that will be compared. In lieu of ran-
domization, a quasi-experimental design often
uses some kind of matching strategy, either at the
clinic or participant level, though participant
selection and their subsequent allocation to con-
dition is often less stringent. Quasi-experiments
are done because they are the best design pos-
sible given a certain setting and/or resources.
Valuable information is developed from
quasi-experimental studies and they have an

important place in substance abuse treatment
research (Del Boca and Darkes 2007a, b); the
relative merits and disadvantages of a wide
variety of quasi-experimental designs that would
be applicable to this content area have been well
documented (Del Boca and Darkes 2007a, b;
Shadish et al. 2002).

There are many resources available for the
reader interested in learning more about the
design and implementation of RCTs in the area
of substance abuse treatment. A full list of
CTN-related publications is available on the
Clinical Trials Network Dissemination Library
web site at: http://ctndisseminationlibrary.org/.
For more detailed information on conducting
RCTs, there are many good introductory, inter-
mediate, and advanced texts, such as those
already cited by Machin and Fayers (2010).
Solomon et al. (2009) text on conducting RCTs
to study community-based psychosocial inter-
ventions is a succinct introductory text that is
especially relevant for RCTs of substance abuse
treatment, which is most often community-based.
Other good resources include Shadish et al.
(2002) already referenced work, Friedman et al.
consideration of the practical aspects of con-
ducting both randomized and nonrandomized
clinical trials (1998), and the National Institute of
Health’s (NIH) new and continually evolving
web-based resource, NIH Collaboratory’s
Rethinking Clinical Trials: A Living Textbook of
Pragmatic Clinical Trials.2

3.2.1 Determining the Research
Question

It’s always best to start at the beginning.
—Glinda, the Good Witch of the North (1939)

The very beginning of any study, including an
RCT, involves the straightforward issue of deter-
mining the research question. Complications can
arise in settling on a clearly defined research
question, however, which is oftentimes affected by

2Available online at: http://sites.duke.edu/rethinking
clinicaltrials/.
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financial resources, time constraints, staffing,
training staff on new protocols, and other prag-
matic issues that can affect the scope of the study.
The importance of this decision is underscored by
the fact that it has repercussions for all subsequent
design and implementation steps.

We assume for the purposes of this chapter,
that the research question in the area of sub-
stance abuse treatment research involves deter-
mining whether a new and relatively untested
treatment or prevention protocol, either alone or
in combination with one or more other
treatment/prevention protocols (see Brigham
et al. 2009), produces more positive outcomes
in treatment clients than existing treatments
(Hser et al. 2014). Close variations on this
theme include: (1) modifying the delivery of an
existing treatment or prevention protocol, such
as when an in-person, clinic-based intervention
is adapted for administration via computer, the
Internet, or a portable device “app” (Bewick
et al. 2010; Carroll et al. 2008), or (2) deliver-
ing an intervention originally developed and
established for use with one particular popula-
tion to a different population, such as testing the
use of medications for treating opioid addiction
for treating alcoholism (Pettinati et al. 2011).
We also briefly consider arguments that this
focus on comparative effectiveness research has
led to a blind alley of sorts, and that the sub-
stance abuse treatment RCTs should shift to
examine somewhat different research questions
(Orford 2008).

The extent to which an intervention being
studied has been previously investigated largely
determines the stage of the clinical trial. The
clinical trial stagewill, in turn, determine the broad
parameters of the study protocol. The stage of a
study refers to the sequencing of a set of closely
related studies that build upon each other and are
designed to test an intervention in a variety of
contexts that are close approximations of
real-world conditions. Each study in the progres-
sive sequence is called a stage, ofwhich, according
to the Stage Model of Behavioral Therapies
Research, developed by the National Institute on
Drug Abuse, there are three in substance abuse

treatment clinical trials research (Carroll and
Rounsaville 2007; Rounsaville et al. 2001).

3.2.2 Stage I Trials

Typical research questions addressed in stage I
trials have to do with whether the intervention is
feasible for a given population and context, in
addition to how the intervention is best structured
(e.g., number and duration of contacts, delivered
face-to-face, through the Internet, by peers,
medical personnel, etc.) to achieve the intended
clinical goals. In the case of trials involving
pharmaceuticals, issues related to safety, such as
dosage level and administration routes, might
also be considered. Stage 1 studies can involve
designing the intervention or adapting an existing
intervention for a new population, related
development work, such as the creation of
training and implementation manuals, as well as
procedures for assessing the fidelity with which
the intervention has been implemented, the
determination of what measures should be used,
and when to best assess outcomes.

Stage I trials are usually small-scale and enroll a
limited number of carefully selected participants
(Brigham et al. 2009). They may or may not
involve random assignment to condition, as the
effectiveness of the intervention to determine
effect size relative to comparison conditions is not
of central importance in these studies. For those
familiar with NIH/NIDA grant awards,
small-scale, time-limited studies funded under the
R03, R21, or R34 funding mechanisms for
developing and pilot testing are often stage I trials.

A recent example of a stage I trial is a study of
low birth weight infants evidencing neonatal
abstinence syndrome (NAS) as a result of their
mothers using methadone during their pregnan-
cies (Bogen 2011). This study sought to deter-
mine if early caloric enhancement could reduce
the morphine doses and shorten hospital stays as
compared with infants on standard formula. This
previously untested intervention was then eval-
uated for adequacy of recruitment, protocol fea-
sibility, and intervention efficacy.
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3.2.3 Stage II Trials

If an intervention proves to be feasible, safe, and
provides at least some indication of having
beneficial effects relative to a control condition, it
can be more rigorously evaluated in a stage II
trial. Stage II trials test the efficacy of the inter-
vention and, in doing so, often utilize random
assignment to treatment condition designs. An
intervention’s efficacy is assessed using highly
controlled conditions, as the researchers have
almost total control in determining the clinical
setting; the intervention to be tested is imple-
mented using well-defined standards and is often
manualized for this purpose. Clinicians involved
in the trial are well trained in the treatment pro-
tocol, continuously or frequently monitored, and
are retrained throughout the course of the study
as needed to insure fidelity to the intended
treatment model. Furthermore, participants are
selected according to detailed and exclusive eli-
gibility criteria. For instance, a stage II trial of an
intervention designed specifically for opioid
addicts might exclude poly-substance abusers, as
well as anyone with a co-occurring mental ill-
ness, even though these conditions might be
common in among individuals addicted to opioid
substances.

At least one of the control conditions in a
stage II trial typically involves treatment as usual
(TAU), which should also be carefully monitored
for fidelity throughout the trial (Baer et al. 2007).
The TAU condition reflects the status quo, or the
current standard for treating the condition that is
the target of the new intervention, which is not
always as straightforward as it might seem. In
multisite trials, for example, what is “usual” at
one site might be very different from what is
“usual” at another, as might the effectiveness
(Nunes et al. 2010). The corresponding research
question in a stage II trial is whether the inter-
vention shows improved (or at least equivalent)
clinical outcomes relative to the TAU condition,
under as close to ideal circumstances as is
experimentally feasible to approximate. Effect
size estimates in stage II trials can be used for
power calculations for stage III trials. Unlike
stage I trials, stage II trials do typically employ

some form of random assignment to condition
and, if possible, are implemented in a
double-blind fashion, meaning that neither the
clinician nor the participant (or the person
administering the assessments) knows the
assigned treatment condition.

A recent example of a stage II trial in sub-
stance abuse treatment research involved
assessing the efficacy of injectable
extended-release naltrexone for patients with
higher severity alcohol dependence (Pettinati
et al. 2011). Previous work suggested that nal-
trexone was only effective for patients with less
severe alcohol dependence. The multisite study
enrolled 624 alcohol-dependent participants, who
were randomly assigned to either a placebo or
experimental treatment condition that included a
monthly injection of extended-release naltrexone.
The results indicated that participants receiving
the extended-release formulation of naltrexone
had significant reductions in the number of heavy
drinking days as compared to participants in the
placebo condition.

3.2.4 Stage III Trials

Once the efficacy of an intervention has been
demonstrated in ideal, tightly controlled condi-
tions, its effectiveness is assessed in a stage III
trial. For instance, the next step in the evaluation
of extended-release naltrexone will likely be a
Stage III trial, which employs less controlled
conditions in order to determine if naltrexone
continues to be an effective treatment for clients
with more severe alcohol dependencies and, if
so, the duration of the effects post trial. As this
example implies, these usually large-scale trials
test an efficacious intervention in “real-world”
settings, staffed by clinicians seeing clients with
substance use disorders who are less highly
screened for study enrollment as those in stage II
trials. For example, whereas participants in a
stage II trial may be screened out if they have a
co-occurring mental illness or abuse multiple
drugs, they will be included in a stage III trial
because these kinds of clients are common in
community-based programs. The reason for
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expanding the inclusion criteria is that if the new
treatment is only effective in a narrowly defined
group of treatment clients, its chances for adop-
tion in clinical settings are greatly diminished.
Community-based programs see many different
kinds of clients whose pattern and severity of
substances misused vary considerably, as do the
mix and severity of ancillary, health and psy-
chosocial conditions with which they present.
Adopting a new type of treatment is expensive
and time consuming to implement, owing to
training and staffing costs. To justify these
investment costs, any new treatment must have
been demonstrated effective in less rigorously
controlled and monitored conditions with a rel-
atively diverse client case-mix, hence the rational
for Stage III effectiveness trials.

The research question addressed by stage III
trials then is how effective is an intervention with
demonstrated efficacy, in the context of treatment
delivered, under conditions that more closely
approximate real-world circumstances with more
typical treatment clients. A related question of
increasing importance and a focus of the
National Drug Abuse Treatment CTN is how
treatments established as efficacious/effective can
best be translated/adopted into practice (Tai et al.
2011). It has been known for some time that
despite the evidence-supported therapies (ESTs),
substance abuse treatment programs have been
slow to adopt them, or the ESTs have not been
well implemented (Carroll and Rounsaville 2003;
McGovern et al. 2004). Stage III trials can
include an examination of this issue in what is
called “translational research”, which seeks to
develop strategies for improving the adoption
and implementation of ESTs (Woolf 2008).

A study of the effects of giving prize-based
incentives to stimulant abusers in outpatient
treatment illustrates a stage III clinical trial. Petri
et al. (2005) recruited 415 cocaine or metham-
phetamine abusers entering outpatient treatment
across 8 community-based clinics. Within each
clinic, participants were either randomized to
TAU or to TAU plus an abstinence-based
incentive condition that involved drawings for
chances to win prizes for submitting drug-free
urine samples. Because this was a stage III RCT,

TAU was allowed to vary across clinics. Study
eligibility criteria were minimal (e.g., recent
cocaine or amphetamine use by self-report or
urinalysis) to enroll a broadly representative
sample. Drawings for prizes contingent on sub-
mitting negative urines were used rather than
vouchers; although the effectiveness of using a
voucher to pay for each drug-free urine test has
been documented in improving treatment reten-
tion and outcomes, vouchering is expensive as
compared to drawing-based incentives. The
expense of vouchering has been a barrier to
adopting incentive-based interventions. By using
a less expensive form of contingency manage-
ment, the study sought to not only assess the
effectiveness of incentive-based drawings in
community clinics, but also to address one of the
main issues preventing the wider adoption of
contingency management procedures: cost. The
study found that participants in the incentive
condition, relative to those in the TAU condition,
were retained in treatment longer, attended more
treatment sessions, and had a higher number of
consecutive treatment visits with confirmed
abstinence.

Strictly speaking, this study of contingency
management for stimulant abusers represents
what Carroll and Rounsaville (2003) have
described as being a hybrid efficacy–effective-
ness study. The hybrid design, as the name
suggests, combines aspects of stage II and stage
III clinical trials and has become the norm across
CTN studies. It retains elements of the stage II
designs, in that randomization to conditions,
close monitoring of treatment fidelity, and a
well-defined treatment protocol are utilized.
Stage III design elements include a broad inclu-
sion criteria for participant selection, conducting
the trial across multiple treatment settings, vari-
ous terms of treatment, and other program
characteristics.

The relevance of this kind of hybrid design for
translational research suggests it, or close vari-
ants, will be increasingly used to evaluate new
and existing treatments for substance abuse, both
within and without the CTN context, given the
growing emphasis on translational research and
evidence-based interventions in clinical practice
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settings. Hien et al. (2009) study, comparing the
effects on substance use for women with
co-occurring PTSD and substance use disorders,
randomly assigned participants in either a Seek-
ing Safety intervention or a women’s health
education comparison condition, which is yet
another good example of a hybrid efficacy–
effectiveness design.

3.3 Should the Research Focus
on Treatment as a Technique
in Substance Abuse Treatment
RTCs Be Reconsidered?

As the above discussion implies, most substance
abuse treatment RCTs in the CTN have com-
pared the effectiveness of new interventions to
TAU. As such, the primary research question in
these studies is whether some new treatment
alone, or the respective treatment’s combination
with TAU, proves to be more effective than TAU
alone, or TAU in combination with yet another
treatment. When multiple interventions are
compared against each other and/or TAU, the
study is called comparative effectiveness
research (CER). In a less frequently used vari-
ation of a CER study, a non-inferiority trial
design is used to determine if a new treatment is
equivalent (i.e., equally effective) to an existing
treatment (Wallace et al. 2013). A non-inferiority
trial is especially useful when evaluating a new
intervention that is briefer or less intensive than
TAU, or delivered in a novel fashion, such as via
computer.

In spite of their methodological rigor,
RCT CER studies of substance abuse treatment
have often yielded disappointing findings. Most
studies have found, at best, moderate effect sizes
for new treatments (Carroll et al. 2011; Nunes
et al. 2010; Orford 2008) in comparison to the
control conditions. Carroll et al. (2011), in their
summary of the first 10 years of the National
Drug Abuse Treatment CTN, noted that the lack
of studies showing large effect sizes could be
because RCTs in the CTN have generally used
active control conditions, such as TAU or TAU
plus another intervention, as opposed to inactive

conditions such as wait list controls. It could be
argued that, due to unexpected effectiveness of
existing treatments, large effect sizes for new
treatments are harder to demonstrate. Further-
more, the intense monitoring of treatment,
including the TAU condition, could itself impact
effectiveness by way of the Hawthorne effect,
thereby boosting the effects of TAU (Carroll
et al. 2011).

In commentary on the current state of CER
substance abuse treatment research, Orford
(2008) offers a number of other reasons as to how
different interventions have yielded similar out-
comes; one is simply that the interventions might
not really be all that distinct when compared
directly (the “equivalence paradox”). He believes
that treatment studies have focused too much on
technique—what Del Boca and Darkes (2007a)
term the “technology model” of treatment—and
not enough on the therapeutic relationship:

Some of those who have written about psy-
chotherapy more generally have referred to this as
the ‘drug metaphor’, implying that treatment is
seen, like a medication, as a piece of technology
that requires only therapist skill and efficiency and
patient compliance in order to be delivered effec-
tively. That is a powerful model, but it may be
inappropriate. There have always been voices
raised against it, suggesting that the essence of
psychological treatment is not a technique but
rather the therapist–client relationship (Orford
2008, p. 2).

The findings from a recent RCT within the
National Drug Abuse Treatment CTN support
this observation. Campbell et al. (2015) ran-
domly assigned 234 stimulant abusers, across 10
outpatient treatment programs, to both group and
individual 12-Step Facilitation (TSF) plus TAU,
or to TAU alone. Primary independent variables
were the therapeutic alliance and therapist com-
petence, as well as treatment fidelity and adher-
ence. The study found that therapeutic alliance,
therapist competence, and treatment fidelity were
associated with longer treatment retention and
better outcomes, yet adherence was not. They
concluded that future studies should focus on the
therapeutic alliance and on general therapist
skills, a conclusion with which Orford would
most certainly agree.
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Some of Orford’s other suggestions for shift-
ing the focus of substance abuse treatment CER
studies include:

1. Giving stronger consideration and emphasis
to unaided change, whereby individuals with
addictions improve outside of any profes-
sional or therapeutic context. Studying both
unaided as well as clinically driven change,
Orford argues, would provide better insight
into the change process generally.

2. Studying drug addiction as a chronic condi-
tion by not restricting the focus of studies to
short-term (e.g., 12-month) outcomes. Carroll
et al. (2011) have also suggested that longer
term trials are needed, despite the expense, to
develop adaptive interventions and better
understand addiction over the life course (see
Hser et al. (2015) for an example of a longer
term outcomes study of opioid-using addicts
in medication-assisted treatment).

3. Understand and incorporate the therapists
“tacit theories” of change, as well as the
patient’s view of treatment and the change
process. Orford takes this a step further by
recommending greater utilization of qualita-
tive methods and mixed methods-based
studies to gain detailed knowledge of partic-
ipant views, as opposed to a heavy reliance
on quantitative methods influenced by a
medical bio-behavioral model of treatment
research. The National CTN has taken steps
in this direction by making community
treatment providers full partners with
researchers in order to determine the design
and conduct of research studies so that
“practice-relevant” questions, in addition to
clinicians’ perspectives, are incorporated into
treatment elements (Tai et al. 2011).

3.3.1 Participant Selection

Many beginning graduate students make the
fundamental mistake of confusing random
assignment with random selection. They are also
inclined to include both random selection and

assignment in their respective study designs;
although they share a common language of
probability in their defining characteristics, the
purposes of these two fundamental research
techniques are distinct. It takes some reflection to
appreciate the difference between having an
equal (or known) chance of being selected for a
study and having an equal (or known) chance of
being assigned to one of the experimental con-
ditions. Random selection has to do with
obtaining a representative sample, and hence is
concerned with increasing the external validity,
or generalizability of the study. Random assign-
ment—sometimes termed random allocation—to
condition has to do with increasing the internal
validity of the study and the associated degree of
confidence in the conclusions drawn about the
study hypothesis and treatment effects.

Despite the benefits of enhancing sample
representativeness, random selection is not often
used in RCTs; there are a number of reasons for
this. First, RCTs, especially stage I and II trials,
are more concerned with maximizing the internal
validity of a study as opposed to its level of
generalizability. Even in stage III effectiveness
trials, the generalizability of the intervention is
not established by random selection, but rather
by broadening participant inclusion criteria,
conducting the study in multiple,
community-based drug treatment settings, and by
having the intervention delivered by multiple
clinicians.

Second, even if it were feasible to implement
random selection as part of determining who is
enrolled in a study, not much is gained by doing
so. If the sampling frame from which the sample
is selected consists of all admissions to a specific
treatment program, this becomes the population
to which the study findings are generalizable. As
clinical trials research is concerned with making
broader inferences about the effectiveness of a
particular treatment for clients with the condition
being treated, such as the case with drug addic-
tion, the importance of generalizing back to the
treatment population within a specific program is
largely irrelevant. The real question, however, is
how well do interventions work for those with
the condition in question if they receive the
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intervention within any similarly structured pro-
gram, implementing the same set of clinical
techniques.

Third, obtaining participants for clinical trials,
whether randomized or not, is time-consuming.
Accruing participants into a study to fulfill target
numbers, driven by statistical power considera-
tions, is determined by clinical capacity and takes
time, particularly when there are a large number
of eligibility criteria applied to participant
selection. The candidate pool can become small
depending on the size of the program and num-
ber of admissions over the study time period.
Adding random selection, in addition to eligi-
bility criteria, could considerably lengthen the
recruitment period and place additional strain on
study resources, thereby limiting the follow-up
period.

Finally, unlike survey studies where a sam-
pling frame is drawn up and a sample selected
through some probabilistic method (e.g., simple
random sample, stratified random sampling, etc.),
sampling frames often lack feasibility for clinical
trials as most recruit people who are newly
entering treatment, a practice that provides for
equivalence with respect to the treatment expo-
sure. It would greatly complicate matters and
significantly reduce the internal validity of the
study to include participants with varying
amounts of time in and exposure to treatment at
their point of entry into the study. For this reason,
most RCTs in substance abuse research include
eligibility criteria for participants who are new
admissions to the treatment program.

Thus, with respect to RCTs, client eligibility
characteristics and not random selection are the
most important determinants of who is included
in the clinical trial along with who agrees to
participate in the study, the latter of which is
generally not under the control of the experi-
menter. The specificity of the eligibility charac-
teristics, in turn, is strongly associated with
whether the study is a Stage II efficacy trial or a
Stage III effectiveness/translational trial. Stage II
trials have historically been very selective of
participants; this is both a strength and weakness

of these studies. On the one hand, having a clear
set of participant eligibility criteria, along with a
well-defined and carefully monitored interven-
tion, enhances the study’s internal validity. On
the other hand, if the sample is so highly selec-
tive that it bears little resemblance to the popu-
lation of individuals who seek treatment in
non-research clinical settings, the studied inter-
vention could be much less effective than
demonstrated in the RCT or even completely
inapplicable and ineffective (Humphreys et al.
2013; Kunz et al. 2008; Susikida et al. 2016).

A review of clinical trials evaluating treatment
for drug dependence, for example, found that
26% of screened patients were ineligible and that
another 32% of eligible patients refused to par-
ticipate (Melberg and Humphreys 2010). A re-
view of alcohol dependence treatment studies
found that the eligibility criteria used would
exclude upwards of 79% of patients seeking
treatment (Blanco et al. 2008), as those enrolled
in clinical trials, relative to all treatment seekers,
were more likely to be dependent on one specific
substance and not poly-substance abusers, had
less severe dependencies, were less likely to have
co-occurring medical or psychiatric conditions,
had higher motivation for treatment, and were
less likely to be African American (Blanco et al.
2008; Carroll et al. 2011; Humphreys et al.
2005).

The issue of restricted participant selection and
its impact on the generalizability and application
of RCT research has been recognized and is being
addressed by the National Drug Treatment
Research CTN (Carroll et al. 2011). The majority
of CTN studies conducted to date qualify as either
Stage III clinical trials or hybrid efficacy–effec-
tiveness trials, as described above. As such, they
have used broader inclusion criteria during par-
ticipant selection; more work needs to be done in
this regard, however. For instance, participants
with co-occurring psychiatric disorders have not
been routinely included or specifically studied in
all but a few CTN studies, despite the high
prevalence of such conditions in the substance
abusing population, particularly those seeking
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treatment (Flynn and Brown 2008). As noted by
Carroll et al. (2011), only two treatment studies for
clients with co-occurring psychiatric disorders
have been conducted by the National CTN. They
note that this is due to the heterogeneity of this
population “…in terms of issues such as variability
in different Axis I and II disorders, drugs of abuse,
illness severity, and use of psychotropic medica-
tions.” Still, despite the methodological com-
plexity it causes, it is important to not only study
interventions specifically tailored for persons with
co-occurring psychiatric and substance use disor-
ders, but to also make co-occurring disorders an
exclusionary criteria in RCTs of community-
based substance abuse treatment. The high pre-
valence of mental illnesses among substance
abusers means the continued exclusion of persons
with co-occurring mental illnesses and substance
use disorders from treatment effectiveness studies
all but insures study findings will have limited
applicability in most community-based settings.

3.3.2 Choice of Design and
Control/Comparison
Groups

The basic design for an RCT, commonly utilized
in both substance abuse treatment stage III
effectiveness research and stage II efficacy
research, as mentioned above, is deceptive in its
diagrammatic simplicity. Using the conventions
to represent design alternatives in Shadish et al.
(2002), the workhorse design for substance abuse
treatment RCTs can be represented as3:

R O Xa O

R O Xb O

This design, termed the “alternative-
treatments design with pretest,” has two

groups, each of which is randomly assigned
prior to a treatment condition before baseline
measurement. What qualifies this design as an
RCT is, of course, the randomization to condi-
tion, as well as the inclusion of an explicit,
concurrent comparison/control condition. It is
these two critical elements that distinguish this
design from the ones used in the DARP, TOPS,
and DATOS studies, giving it greater method-
ological rigor and potential for higher internal
validity.

In multisite trials, this design is replicated at
each site, with site and therapists nested within
site becoming additional factors to assess ana-
lytically, either as fixed or random effects, along
with the effects of the intervention and other
covariates of interest (see Feaster et al. 2011 for a
discussion of fixed versus random effects). For
instance, Ball et al. (2007) used an RCT design
to compare motivational enhancement therapy
and counseling for increasing treatment retention
and reducing substance use. Participants were
recruited from among those receiving care in one
of five outpatient substance abuse treatment
programs. The study found main as well as
interaction effects for both program site and
treatment conditions, with effect sizes varying by
site and “inconsistent in direction.” The authors
noted that site effects such as those found in their
study are common in multisite studies.

Baseline measurements are not required but
are highly desirable. Post hoc, they help the
investigator determine if the randomization has
successfully balanced the experimental groups on
key elements related to outcomes. If the groups
are unbalanced in terms of important covariates,
the baseline data can be used to adjust statisti-
cally for these differences during analysis.
Another general benefit of including a baseline
measurement, regardless of whether randomiza-
tion is used, is that it provides information for
determining the amount of change at outcome
relative to baseline. If baseline measurement is
done prior to random assignment, as in the fol-
lowing diagram, there is an additional benefit of
being able to use the information to fine-tune the
randomization with a procedure called urn ran-
domization (see below).

3Arguably, this same design but without random assign-
ment to condition is also the kind of design used most
often in quasi-experimental research studies. In the
quasi-experimental version, in place of random assign-
ment, some other strategy such as matching is used to
maximize the comparability of participant characteristics
across the experimental conditions.
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Another important advantage of randomizing
after baseline assessment is that it is easier to
blind the baseline assessors to the randomly
assigned treatment condition of the participant
being assessed, thereby minimizing any potential
bias when the researcher conducting the baseline
assessment is non-blinded. Regardless of when
randomization occurs relative to the baseline
assessment, however, potential measurement bias
can be minimized if the assessors are blinded to
the experimental condition of the participant
being assessed.

Following random assignment, each group
receives an intervention and then a second mea-
surement is conducted at some point posttreatment
assignment to compare outcomes and to determine
the efficacy/effectiveness of the interventions
under study. Although not typically diagrammed
in models representing experimental designs such
as this, measurement of treatment outcomes is
often completed during treatment, as well as after
formal treatment is completed; it is recommended
that such “in-trial” assessments are routinely
included. As treatment, as well as experimental
attrition, inevitably occur over the course of a
study, including multiple measurement points
along the way reduces the potential for biasing the
effects of missing data, allows for determination of
the missing data mechanism (i.e., missing com-
pletely at random, etc.) and, using statistical
techniques such as hierarchical liner modeling,
participants with missing data can still be included
in the analyses (Gibbons et al. 2010; Hedden et al.
2009; McPherson et al. 2015).

Not shown in the diagram is the intensive
amount of assessment work that must be done by
the investigative team during the intervention. In
well-designed and conducted RCTs (or in any
study of treatment interventions, whether ran-
domized or not), a considerable amount of
attention is given to training staff and measuring
treatment fidelity (Baer et al. 2007). That is, there
is very intensive evaluation of how the

intervention is being delivered to insure it is
being done as prescribed (i.e., that there is high
treatment integrity). The necessity of delivering
treatment as prescribed is one reason manualized
treatments, where exact specifications can be
enumerated and explained for the training and
treatment teams, have come to predominate in
RCTs. It is worth reemphasizing that it is
important to remember, to assess the treatment
fidelity of the TAU control conditions to insure
that bias is not introduced by giving greater
scrutiny to one condition over another.

There is no methodological disadvantage, and
much to be gained by including multiple
assessments post-intervention, such that the basic
design model is extended longitudinally. Multi-
ple baseline measurements can also be added, but
designs employing these are rare in RCT studies
(Shadish et al. 2002). The main disadvantages of
multiple assessments are the time and financial
resources needed to conduct an extended longi-
tudinal study. An obvious advantage of longitu-
dinally extended designs is that they allow for
assessment of change over time through the use
of growth curve modeling and related analytic
techniques, such as growth mixture modeling.
These designs also allow the investigator to
assess the durability of treatment effects post-
treatment discharge. For instance, a multisite
RCT investigating the effectiveness of vareni-
cline, in conjunction with cognitive behavioral
therapy (CBT), for smoking relapse prevention
among patients with schizophrenia or bipolar
disease used an extended, longitudinal design
with multiple weekly post-intervention assess-
ments (Evins et al. 2014). Following an
open-label trial on varenicline, participants who
met abstinence criteria were randomly assigned
to a double-blinded trial of CBT plus either
varenicline or placebo. Participants were reas-
sessed from weeks 12 through 76 of the study.
The study found varenicline plus CBT to be
superior to CBT alone after one year of treat-
ment, with the beneficial effects maintained at
6 months following treatment conclusion.

Depending on the research question and trial
stage, the investigator has wide latitude in
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determining what treatment, or treatments, will
compose the interventions used in the compar-
ison conditions. Resources allowing, the basic
design can be, and often is, extended to include
more than one comparison group. Most often,
however, at least one of the comparison group
interventions will be TAU. The intervention
under study can be administered as a stand-alone
and completely self-contained alternative to TAU
(Witkiewitz et al. 2014), as an adjunct to be
delivered in addition to TAU (Marsch et al.
2014), or sometimes both.

It has become less common in substance
abuse treatment research to use a control condi-
tion that receives no treatment at all. For one, the
ethics of randomly assigning someone who is
seeking treatment to receive no treatment, even if
treatment is delayed, as is common in a waiting
list control group or in an “attention control”
condition where services less than TAU are
provided, militates against the feasibility of
doing so when TAU is available. A study that
proposes withholding available treatment can and
should meet with considerable resistance from an
IRB. Second, and in stage III trials in particular,
in order to justify the time and costs of adopting a
new intervention that intervention should
demonstrate greater or at least equivalent effec-
tiveness, to the treatments already in use. The
comparison of new interventions against
so-called active treatment control conditions,
such as TAU, is a conservative strategy, making
it harder to find large treatment effects for the
new interventions or combinations of interven-
tions (Karlsson and Bergmark 2014). However,
the importance of improving upon treatment that
already exists would seem to dictate the use of
designs where TAU is at least one of the com-
parison conditions.

An exception to having TAU as a comparison
condition occurs in studies comparing the
efficacy/effectiveness of two (or more) new
interventions, either alone or in conjunction with
TAU, as would be compared in a study com-
paring the effectiveness of buprenorphine versus
clonidine for opioid detoxification (Ling et al.
2005), where neither condition could be consid-
ered TAU per se. A number of other variations,

depending on how treatments are combined and
compared across conditions are possible, each
suited for addressing a specific research question
and with differing strengths and weaknesses.
Nunes et al. (2010) provide a full enumeration of
possible designs by discussing the relative merits
of each design based on the CTN RCT studies
that had been conducted up to the time of
publication.

3.3.3 Adaptive Designs

Over the past decade, adaptive designs have
become more popular in clinical intervention
research but remain uncommon in substance
abuse treatment studies and in other applicable
research areas limited by the complexity of
implementation, as well as data analysis and cost.
Adaptive designs use information collected from
study participants at an early stage in the study to
determine how an intervention should be modi-
fied, or a new intervention tried at a later stage in
the study (Murphy et al. 2007). These modifi-
cations can include more intensive or additional
care, if needed, by way of stepped care models or
through re-randomization to a different treatment
condition in what Murphy et al. (2007) termed a
sequential multiple assignment randomized trial
(SMART). Adaptive designs have the potential
to better approximate how therapy is adminis-
tered in real-world conditions where treatment
clients can be switched from one type of treat-
ment to another if the first treatment proves
ineffective or there is a problem with adherence.
Additionally, as noted by Coffey et al. (2012),
this approach provides investigators with an
attractive solution to address some initial design
uncertainties over which treatment is most
effective for the type of client that exists. Adap-
tive designs also make sense when considering
the chronic nature of substance abuse, as well as
the heterogeneity of the substance abusing pop-
ulation, moving the field away from a
one-size-fits-all treatment model that predomi-
nated the early years of substance abuse treat-
ment and remains common through the present
day (Swartz 2012).
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A substance abuse treatment study employing
a SMART design was used to assess the effects
of reinforcement-based therapy for pregnant
women with opiate and/or cocaine substance use
disorders (Jones et al. 2011). Participants were
first randomized to traditional or reduced RBT
and then assessed for compliance after two
weeks via drug testing. Women in the two dif-
ferent conditions were then re-randomized to
reduced RBT, traditional RBT, enhanced RBT,
or abbreviated RBT, contingent upon their initial
treatment assignment and compliance. The
interested reader may be referred to the
Methodology Center website at Penn State,
which maintains a catalog of current and com-
pleted studies employing SMART designs across
a variety of research areas, including substance
abuse treatment.4

3.3.4 Randomization Strategies

At last we consider the heart of RCTs, strategies
for randomizing participants to experimental
conditions. The procedures described in this
section are concerned with balancing participant
characteristics across intervention groups. For a
discussion of randomization procedures that
balance numbers across treatment conditions, see
Hedden et al. (2006).

The most basic form of random assignment,
called complete randomization, utilizes a ran-
dom numbers table or, more commonly now, a
computerized algorithm to assign each partici-
pant to one of the experimental conditions
without restrictions; random assignment is
achieved by each participant having an equal and
known chance of being assigned to each condi-
tion. In the simplest case, for which there is one
experimental and one control condition, each
new participant has a 50% chance of being
assigned to either condition. If there are three
experimental conditions, the odds of assignment
to any one are 33%, and so on.

In many circumstances, a more elaborate
strategy is unnecessary to insure participants

across conditions are matched on both known
and unknown factors that might influence out-
comes other than the intervention(s) under study.
In fact, for larger trials (e.g., N > 400), complete
randomization works well in achieving balance
on important participant characteristics between
groups (Hedden et al. 2006). It is important how
the random assignment strategy is implemented,
and best practices suggest that randomization is
either done by research staff that are not involved
in assessing participants, or by clinical staff who
will be delivering the treatment, both of which
should be blinded to the assignment process and
outcome (Machin and Fayers 2010). While it is
difficult for treatment staff to remain blinded as to
the treatment assignment in studies of
non-pharmacological behavioral interventions,
where possible, staff conducting participant
assessments should always be blinded to the
original treatment assignment as they conduct
their assessments over the course of the study.

However, as noted above, random assignment
is not foolproof and it is possible that even after
random assignment, the study groups are imbal-
anced on important known attributes or even in
the numbers of participants allocated to each
condition, resulting in a threat to the study’s
internal validity known as selection bias. The
likelihood of imbalance is greater when the
number of participants in each condition is small
and the population from which they are drawn is
heterogeneous (Blair 2004). For this reason,
strategies designed to better insure balance have
been adopted for use in RCTs. One such strategy,
stratification with simple random assignment,
divides participants into groups (strata or blocks)
based upon characteristics that could potentially
influence the outcome being studied. Random
assignment to experimental conditions is then
applied to each stratum independently. This
process insures that the experimental conditions
will be balanced with respect to the variables that
define the strata.

This strategy is most effective, however, when
there are limited stratifying variables (Hedden
et al. 2006; Machin and Fayers 2010). As the
number of stratifying variables increases, so too
does the possibility that there will be subgroups4http://methodology.psu.edu/ra/smart/projects.
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with very few cases available for randomization.
For these cases, assignment to condition could
become determinant (i.e., nonrandom). Hence,
this strategy is only recommended when there is
a small number of stratifying variables. For this
reason, and for situations where balance among
the experimental groups on more than a few
variables is desired while preserving random
assignment, dynamic allocation procedures, such
as covariate adaptive and urn randomization, are
used (Stout et al. 1994).

Dynamic allocation procedures, sometimes
referred to as “minimization procedures” because
they attempt to minimize the differences on
known confounders between participants in the
experimental and control conditions (Blair 2004),
are akin to adaptive designs in that they use
already collected information to make prospec-
tive decisions. They are also termed “restrictive”
in the sense that they place balancing constraints
on the randomization process (Hedden et al.
2006). Dynamic randomization procedures track
the proportional composition of the experimental
groups in terms of the variables on which balance
is desired. The attributes of the next case to be
randomly assigned are weighed against the
existing proportions of already assigned cases,
with a higher probability of assignment to the
group that has the lowest proportion of cases
with similar attributes. Thus, the probabilities of
assignment to condition are continuously adjus-
ted by the dynamic allocation procedure, usually
implemented through a computer program.

Albeit more complicated to administer than
non-dynamic random assignment procedures, the
probability of imbalance (and hence selection
bias) is lower with dynamic procedures (Stout
et al. 1994), especially when sample sizes are
small. The two methods converge when sample
sizes are large, tilting the selection of a ran-
domization strategy toward complete random
assignment because it is simpler to implement
and requires fewer adjustments during data
analysis to compensate for the shifting proba-
bilities of assignment to condition (Heden et al.
2006).

Given that covariate adaptive and other
dynamic allocation procedures are probabilistic,

it is still possible that the experimental groups
will not be balanced on all covariates. In fact, as
the allocation process unfolds, it is possible for
the groups to become so imbalanced that the
assignment of the next available case with a
specific set of attributes becomes “deterministic”
(i.e., predictable with high certainty). For this
reason, studies that use urn randomization, or
some similar minimization procedure, also
include an additional probabilistic component to
reduce the determinism of the assignment.

When selecting what variables to include in a
dynamic randomization procedure, it is important
to select those variables that are most strongly
associated with the outcomes being investigated
and to avoid including weakly or unassociated
variables. For example, in an RCT studying the
effectiveness of a brief alcohol intervention to
reduce heavy drinking during smoking cessation
treatment, urn randomization can be used to
assign participants to treatment conditions: level
of nicotine dependence, number of drinks con-
sumed per week, and intention to change drink-
ing while quitting smoking (Kahler et al. 2009).
The selection of these specific variables for
stratification was based on the previous smoking
cessation studies showing each to be related to
treatment outcomes.

3.4 Conclusions

Whoever is seeking documentation of clinical
practice needs to be critical enough to avoid the
lure of the gold standard in assessing evidence, so
as to not end up… with fool’s gold.

—A. Rosner (2002)

Hopefully this overview of RCTs as they
pertain to substance abuse treatment research has
provided a useful introduction to a complex
topic. The methodology of RCTs continues to
evolve rapidly with advances at every level, from
selecting participants, determining the experi-
mental conditions of focus, how participants
should be allocated to conditions, to how the
intervention fidelity will be assessed. Driving
these changes is the need to develop more
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effective interventions, including strategies for
improving treatment (and study) retention, as
well as those meant to insure that effective
interventions are adopted and faithfully imple-
mented in practice settings outside of the exper-
imental context.

This chapter began with a consideration of
RCT benefits relative to observational studies.
Much of the ensuing discussion highlighted and
described how implementation of an RCT
achieves these benefits. It is fitting then, perhaps,
to conclude with a consideration of the limitations
of RCTs and point out that an RCT is not always a
superior research protocol given a particular sub-
stantive area, research question, and clinical con-
text. Moreover, a poorly conducted RCT could be
far less valuable than a well-conducted observa-
tional, quasi-experimental study. As Grossman
and MacKenzie (2005) have pointed out:

To argue from the fact that RCTs have certain
advantages, other things being equal, to the claim
that the RCT is a gold standard, is like arguing that
since being tall makes for a good high-jumper, it
follows that a 6′ elderly drunkard with a spinal
injury is bound to be a better high-jumper than a 5′
11″ Olympic athlete. All things are never equal,
and one has to consider many factors other than, in
this example, the person’s height. Just as being tall
is often a good property for a jumper to have, the
property of being an RCT is often a good property
for a study to have, but it does not follow that
anything that is an RCT is better than anything that
isn’t. (Grossman and MacKenzie 2005, p. 520)

RCTs do have limitations and are not without
their critics. They are expensive and time con-
suming. As put succinctly by Shadish et al.
(2002), “randomized experiments may not be
desirable when quick answers are needed.” The
staffing requirements, as well as the technical
expertise needed to successfully conduct a
well-run RCT, have limited the pool of eligible
investigators to those with considerable experi-
ence, as well as the ability to obtain large feder-
ally funded research grants. Often, multisite trials
must be done to accrue enough participants and to
study the intervention(s) in a variety of treatment
settings. It can be difficult for new investigators
with innovative ideas to obtain the funding nee-

ded to conduct RCTs. And hence, the cost, size,
and complexity of RCTs may reduce innovation
in an area of research that needs it considerably.
For some of these reasons, alternative but still
valuable study designs, such as the multiple
baseline and case control studies, have been
proposed as viable, less costly alternatives to
RCTs that provide valid and valuable information
on treatment effectiveness (Grossman and
MacKenzie 2005; Hawkins et al. 2007).

In some settings, RCTs may simply not be
possible. This is especially true, for instance, in
studies of substance abuse treatment in criminal
justice settings, such as in evaluations of drug
courts or prison-based treatment programs. Jud-
ges, attorneys, and probation officers are unlikely
to agree to allow a drug-dependent offender to be
randomly assigned to a treatment condition. In
such circumstances, a study that employs a case
control or other matching strategy is the optimum
available design choice.

Critics have also noted thatRCTsmight, by their
very nature, produce findings that are inapplicable
to real-world settings. For instance, Kaptchuk
(2001) has commented that there is a possibility we
need to consider a “Heisenberg Principle of
[HumanExperimental] Scienceswhereby the act of
setting up controls can alter the phenomenon suf-
ficiently to yield quite different results.” For
example, in an RCT, does the level of scrutiny
needed to assess treatment fidelity and the act of
conducting multiple assessments with participants
alter the very nature of the treatment being studied?
Wolff (2000) has argued that RCTs might not be
suitable for evaluating “socially complex services,”
such as substance abuse treatment, because in most
trials the effects of the social environment, such as
the communities in which trial participants reside
and/or return to following treatment, are not taken
into account. She also notes the selection biases and
the non-representativeness of who is included in
RCTs, aswas discussed in the section onparticipant
selection above. To an extent, as we have also
noted, these kinds of selection biases have been
reduced in the RCTs conducted in the
National CTN.
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Notwithstanding these legitimate limitations
and criticisms, however, RCTs will continue to
evolve and, at least for the foreseeable future,
continue to be seen, when they are applicable to a
substantive area and properly conducted, as
providing a high evidentiary standard for evalu-
ating treatment effectiveness. The challenge is to
continue to refine the methodology to address the
identified limitations while maintaining the
essential elements of an RCT, delineated in this
paper and in many of the provided references,
which enhance the internal and external validity
of these studies.
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4Sampling Strategies for Substance
Abuse Research

Joseph Gfroerer, Arthur Hughes, and Jonaki Bose

4.1 Introduction

In studies of substance abuse among a defined
population of interest, it is often not feasible to
collect data from every member of the popula-
tion. The cost may be too high, data collection
might take too long, or there may be other
logistical barriers. Fortunately, most studies can
be successfully carried out by collecting data
from a carefully drawn sample of the population.
This chapter discusses issues faced in developing
strategies to draw such a sample, i.e., the sample
designs, and criteria that can be used to identify
optimal sampling methods for substance abuse
studies. The goal of the chapter is to provide
guidance for researchers to use in making deci-
sions about study designs, by explaining the
strengths and weaknesses of different options,
and demonstrating how different designs have
been used in actual studies. The information in
this chapter should also be helpful to researchers
involved in secondary analysis of data sets based
on samples, because of the impact of sample

designs on analytic methods and data interpre-
tation. Though this chapter focuses on standard
probability-based surveys, non-probability sam-
pling, which generally should not involve pro-
ducing prevalence estimates that are
representative of a population of inference, is
also discussed.

The next section includes a description of the
process of determining sampling strategies for
probability samples and includes illustrations of
sample design principles with examples of sub-
stance abuse surveys. Section 4.3 contains more
specific discussions of concerns relevant for
specific types of substance abuse studies, includ-
ing general population surveys and surveys of
students, criminal justice populations, and treat-
ment populations. Unique problems encountered
when conducting these types of substance abuse
studies are highlighted. A subsequent section
discusses non-probability sampling, and a final
summary section reiterates the main points of the
chapter.

4.2 General Sample Design
Principles for Probability
Samples

Before establishing a sample design, it is critical
to have an understanding of general sampling
principles, practices, and terminology. This sec-
tion provides an overview of some basic con-
cepts and terminology which are relevant for
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studies using samples regardless of the topic and
population of interest. We provide a brief over-
view of key sample design issues, and suggest
that readers consult some of the excellent general
sample design books listed in the references for
more in-depth discussion (Kish 1965; Cochran
1977; Groves 2004; Groves et al. 2009;
Thompson 2012; Lohr 2010). A short primer on
designing surveys is available through the
American Statistical Association (Scheuren
2004).

The sample design should reflect the goals
and purpose of the study. This may seem to be a
trivial and obvious statement, but in practice, this
fundamental principle is sometimes overlooked
as study designs evolve and eventually become
finalized. Thus, it is a good idea to periodically
revisit the original goals of the study to ensure
the design planning continues to remain consis-
tent with these goals. This is particularly impor-
tant if the sample designers are not part of the
core study team that has the clearest under-
standing of the purpose of the study.

Studies typically have multiple analytic goals,
and each goal might be best achieved by using a
different sampling plan. For example, a survey
could be designed to estimate the prevalence of
substance use disorder as well as the prevalence
of co-morbid health conditions. Communication
between the study leaders and sampling statisti-
cians is essential in order to determine a single
sampling plan that optimally addresses all of the
study goals. Such a plan would consider com-
peting priorities among the goals in conjunction
with the tradeoffs in cost and data quality
resulting from different design options. The
benefits of communications, early and often,
between analysts and survey designers cannot be
overemphasized. Analysis plans should be
developed and discussed with sample designers
prior to the sample design phase, and adjusted
once the final sampling plan is determined. These
analysis plans should identify key outcome
measures, as well as the kinds of analysis that are
intended, including comparisons to be made
between subgroups.

The use of consistent, commonly understood
and accurate terminology within a team

facilitates communication. Although somewhat
basic, below are some brief definitions for key
terms to help navigate this discussion

Target population—The entire population or
universe of units to be studied.

Sample frame—A complete or nearly com-
plete list of target population units from which a
sample can be drawn. The sample frame should be
as close to the target population as possible, but
may differ due to practical or other constraints.

Sample—A subset of target population units
that has been selected from the sample frame to
provide information. Depending on how the
sample is selected, it may or may not be repre-
sentative of the target population.

Sample design—The process through which
the target population is defined, the sampling
frame is created, and the sample is drawn.

Probability sample—A sample in which
every unit in the sampling frame has a known
nonzero probability of selection into the sample.

Simple random sample—A sample in which
every unit selected from the sampling frame has
an equal probability of selection and, for a
sample of size n, every possible combination of n
sample units in the frame has an equal chance of
being in the sample.

Stratification—The division of the sampling
frame into separate groups based on character-
istics of interest and then drawing samples within
each of these separate groups or strata. This is
done to control sample sizes within strata, which
enables stratum-specific estimation or analysis,
may reduce sampling error, and can help control
costs.

Cluster sampling—The process in which the
target population in the sampling frame is divi-
ded into groups or clusters (e.g., counties, tele-
phone exchanges, or healthcare facilities), and a
sample of these clusters is selected. Data are
collected from individual members (or a sub-
sample) of the units in each sample cluster. In
surveys where data collection requires travel to
the location of the sample unit, cluster sampling
is commonly used to reduce the average cost per
interview.

Complex sample—A sample that is not a
simple random sample. A complex sample
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incorporates a combination of techniques such as
stratification, clustering, multiple stages of sam-
pling, and unequal probability sampling such that
direct computation of estimates of sampling
errors is not feasible, usually requiring special-
ized software. Note that although cluster sam-
pling and stratification can be applied in ways
that give each member of the target population an
approximately equal probability of selection, this
would still constitute a complex sample design.

Coverage error—The difference between the
target population and the sample frame. If those
excluded from the sample frame are different
than the target population for the measures of
interest, then coverage bias may be introduced in
the results.

Sampling error—The error caused by
observing a sample instead of the entire popula-
tion. The difference between the true population
value and the estimate derived from the sample is
a measure of sampling error. However, since the
true population value is usually unknown, prob-
abilistic methods have been developed to esti-
mate sampling error.

Design effect—The ratio of the variance from
the actual sample design (often a complex sam-
ple design) and the variance if the sample had
been obtained via a simple random sample.

Effective sample size—The actual sample size
divided by the design effect, i.e., the sample size
that would produce the same variance had a
simple random sample been used.

Nonresponse—Nonresponse occurs when the
sampled units do not participate in the survey
entirely (unit nonresponse) or when survey par-
ticipants do not provide responses on certain
items within the data collection instrument (item
nonresponse) When the respondents differ from
the nonrespondents in the measures of interest,
nonresponse bias may be introduced in the study
estimates.

Weighting—A process that attempts to ensure
that estimates from the sampled cases represent
the target population as closely as possible.
Typically, a weight assigned to an individual
sample unit denotes the estimated number of
target population members “represented” by that
sample unit. Weighting takes into account the

probability of being included in the sample, and
often includes components to correct for unit
nonresponse and coverage error.

Once the goals of the study have been defined,
the development of the sampling plan can begin.
A first step is to specify a target population and a
sampling frame. Often, these are different, due to
practical limitations. For example, for a study of
use patterns among current heroin users (the
target population) in a community, one would
like to have a list or registry of all heroin users in
the community (sample frame) from which to
select a sample of users to locate and interview.
But such a registry is not likely to be available,
and it would be difficult and costly to construct
one that would be complete. Alternative sample
frames could be developed from households
(either by phone or face-to-face), the Internet,
treatment facilities, booking centers, emergency
rooms, or street contacts who know heroin users.
In choosing which particular frame to use, con-
siderations include the cost of obtaining the
frame, the coverage error, and the amount of
available information on each sample unit on the
frame, which could be important in designing the
sample (e.g., stratification) and in post-study
analysis (e.g., in evaluating the nonresponse bias
and weighting).

Depending on the goals of the study, either a
cross-sectional or a longitudinal design can be
employed. In a cross-sectional design, data are
collected from each sample unit just one time,
while longitudinal designs involve the collection
of data from each sample unit at multiple pre-
determined points in time. In general, higher cost
and logistical considerations (e.g., tracking indi-
viduals) of longitudinal designs mean that their
sample sizes tend to be smaller than
cross-sectional designs. But if the study goals
include assessing causation, onset or the effects
of changes over time on outcomes such as sub-
stance use, a longitudinal design has analytical
advantages over repeated cross-sectional studies
(Bachman et al. 2011). In some cases,
cross-sectional designs may collect historical
data by asking about past key events and
behaviors, such as marital history and drug use at
prior ages, to generate longitudinal data, but this
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approach can be problematic due to errors in
recall (Gfroerer et al. 2004).

Designing an effective sample design requires
the optimization between study goals, cost, time,
and other logistical constraints. Designing a
sample is an analytic task that requires data on
factors such as the expected values and variances
of key estimates, differences in estimates and
variances across potential strata, homogeneity of
clusters, and response rates. The more data that
can be brought into the design task and the better
the quality of that data, the more efficient the
design will be in meeting the study goals. Along
with the choice of sampling frame, the size and
structure of the sample selected from that frame
are all components of the design. The structure of
the sample is primarily driven by stratification
and clustering. These can be determined in a
systematic and thoughtful way so as to maximize
the utility of the resulting data by reducing
sampling error, ensuring populations of interest
are represented, and by controlling data collec-
tion costs.

4.2.1 Stratification

Stratification involves classifying units in the
sampling frame into separate groups, or strata,
and then selecting a sample of units within each
stratum. One of the goals of stratification may be
to ensure certain groups have large enough sam-
ples for adequate analysis. For example, if the
study goals include estimation of marijuana use
by racial/ethnic groups, stratification by
racial/ethnic group may be necessary to ensure
there are enough American Indian/Alaska Natives
or Asians in the sample. When the sample design
specifies a higher selection rate in these small
population groups it is referred to as “oversam-
pling.” This is an example of the need for good
data for sample design purposes. In order to
oversample a specific population, or in any way
control sampling rates among different segments
of the target population, accurate information on
key classifying variables (race/ethnicity in this

example) is needed for every sample unit in the
frame. In the absence of that information, a costly
screening procedure might be necessary to
determine the race-ethnicity of each unit of the
sampling frame. A lower cost approach for
oversampling often employed in multistage
sample designs is to utilize existing data on the
distribution of the particular subpopulations of
interest. For example, geographic areas known to
have high concentrations of the race/ethnic
groups of interest can be oversampled. Simi-
larly, sampling rates in a survey of patients
enrolled in treatment programs can be varied
across types of facilities to achieve oversampling
of target particular types of patients, given prior
knowledge of the patient mix at each facility.

When armed with relevant data on the char-
acteristics of the members of the target popula-
tion and the key variables of interest,
stratification can also be used to structure the
sample to minimize cost and maximize precision
(i.e., minimize sampling error). This involves
applying higher sampling rates among subgroups
(defined as separate strata) where the variance of
the outcome of interest is higher. Consider a
hypothetical study in which a random sample of
1000 hospital inpatients is to be selected for a
follow-up interview asking about their alcohol
use. The sample frame consists of the medical
records from 50,000 admissions in five hospitals
within the community being studied for a given
year. Each hospital accounts for about 10,000
admissions per year, so a reasonable approach
would be to randomly select 200 admissions
from each hospital. However, suppose from
some earlier study we know that the community
has one primary alcohol inpatient treatment
center, located in hospital A, and that most heavy
drinkers, when they need care, are admitted to
hospital A. The other four hospitals serve few
heavy drinkers, with a mix of mostly moderate
and light drinkers, and abstainers. Statistically,
the variance of the patients’ alcohol consumption
is substantially greater in hospital A than in the
other four hospitals. With this data, a sample
design could be developed that would actually
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provide a more precise estimate of consumption
in the community, compared with the original
design, based on the same sample size of 1000
(and applying appropriate analysis weights for
estimation). This is accomplished by increasing
the sampling rate in hospital A, say to 400
admissions, while selecting only 150 admissions
from each of the other hospitals.

4.2.2 Cluster Sampling

A common feature of sample designs is the use of
clustering. In most large-scale data collection
efforts, cluster sampling is essential for cost and
logistical reasons. Cluster sampling involves
dividing the sample units (e.g., household mem-
bers, treatment patients, students) into groups,
often based on geography, and then selecting a
sample of these groups or clusters. Often this
results in a multistage sample design, where an
initial sample of clusters, referred to as primary
sampling units (PSUs) is selected and then within
each of the sample clusters, a second-stage
sample of units may be selected. There can be
several stages.

One benefit from using cluster sampling is
that a complete sampling frame listing every
member of the target population is not needed.
Most large-scale general population surveys
would not be feasible without cluster sampling,
because there is no readily available list of per-
sons to use as a frame. Thus, in many population
studies the first stage of sampling has been
groups of counties formed into clusters, and then
a second-stage sample of smaller geographic
units such as Census tracts or block groups has
been selected within the sample counties. Then a
listing of addresses can be constructed within
these small geographic areas. Cluster sampling
not only provides a way to construct a sampling
frame where none initially exists, but it also
results in efficiencies in data collection, because
data collection staff can be concentrated in the
selected geographic areas or institutions and
contact sample units more efficiently with less
travel. However, there is a downside to cluster

sampling. The precision of the estimates is nearly
always reduced when clustering is part of the
sample design. Briefly, the impact on precision is
determined by the size and number of clusters in
the sample, along with the intra-cluster correla-
tion coefficient (referred to by Groves et al. 2009
as ROH, or rate of homogeneity), which is a
measure of the similarity of sample elements
within a cluster. A large positive ROH and a
small number of clusters (i.e., requiring a larger
sample selected within each cluster) will increase
the variance.

4.2.3 Practical Considerations

The preceding discussion of stratification and
cluster sampling is intended to provide a basic
understanding of why these techniques are used
in designing samples and what the consequences
of their uses can be. But there are other factors
that must be considered in the design of a sam-
ple. Of utmost importance is cost, which plays a
major role in the design. Often a study may have
a fixed budget and the goal might be to develop
the best sample design within that budget. Or the
goals of the study must be met in which case a
different sample design options and their asso-
ciated costs that meet the goals may be explored.
Often, the overall sample size of a study is the
main determinant of the cost.

Stratification and oversampling can be used to
improve precision (i.e., reduced sampling error)
for overall estimates or for particular subpopu-
lations of interest, but there may be impacts on
costs, e.g., if the cost of data collection is higher
in the oversampled groups. Similarly, clustering,
which is typically used to reduce costs, most
often results in reduced precision. Sampling
textbooks usually include a discussion of optimal
allocation, in which computations can be per-
formed to determine the best balance between
cost and sampling error in a sample design, given
a fixed sample size, or the sample allocation that
would result in the lowest sampling error for a
fixed overall survey cost. However, for
large-scale studies in which complex samples are
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needed, sampling theory may not provide a clear
path for sample designers. Tradeoffs in cost and
precision are difficult to quantify for designs that
combine stratification with sampling of clusters
and subsampling within clusters, especially
where there are varying data collection costs
across clusters and strata. This is an area that
needs further research (Groves et al. 2009).
A general rule of thumb is that sampling effi-
ciency (i.e., maximum precision for a fixed
sample size) is achieved when the sample allo-
cation specifies proportionally more sample
towards the portions of the frame where the
outcome variables of interest are most variable
and where data collection costs are lowest. This
applies not only to the construction and sampling
of clusters, but also to the definition of sampling
strata. Readers should consult sampling books
for a more in-depth discussion of these topics.1

Study designers must look at multiple sce-
narios to get a sense of the ultimate optimal
sample design, and make choices as appropriate.
Once again, extensive data from prior studies and
accurate assumptions are required for this exer-
cise. Furthermore, most studies have multiple
goals and measures, so it is not sufficient to
optimize the sample for only one measure, e.g.,
past year use of marijuana. Even for a study that
focuses only on one topic such as marijuana use,
researchers will want to measure different aspects
such as attitudes, initiation, current use patterns,
dependence, and treatment. Each of these
marijuana-related topics quite possibly may have
a different optimal sample design. To address
this, the optimization could be done on some
composite statistic such as the mean of a set of
key outcomes. Alternatively or in addition to the
composite approach, optimization could be done
separately for each key measure, and a hybrid
design could be developed.

Again, accurate data on the characteristics of
members of the target population and sampling
frame, as well as on data collection costs, are a

requirement for sample design optimization. It is
also important to note that optimal sample allo-
cations (e.g., those providing a sample size that
minimizes variance for a fixed cost) are usually
robust, meaning that fairly notable deviations
from the optimal sample size will not signifi-
cantly impact the variance. For example, if a
selected sample size is 20% smaller than the
optimal sample size, the increase in variance is
only about 4% (Cochran 1977, page 116).

There are other factors to consider in devel-
oping the sample design. For any study, the
sample design is but one component of the
overall study design. The optimization proce-
dures that strike a balance between sampling
error and costs described above can assist
researchers in getting accurate data at minimal
cost. However, to best achieve the study goals,
study designers should also consider the sources
and impact of nonsampling errors, and account
for them in a more comprehensive optimization.
This approach has been referred to as total survey
design (TSD). Nonsampling errors include frame
errors, errors due to nonresponse of sample ele-
ments, item nonresponse, measurement error
such as respondents providing incorrect infor-
mation, and processing error, such as mistakes in
coding, editing, weighting, or tabulating data. If
data on the impact of these types of nonsampling
error exist, they should be incorporated into
optimization analyses which might potentially
affect sample design decisions. For example,
studies have shown that youths are more likely to
answer survey questions about their drug use
honestly if the survey procedures provide more
privacy in the interview (Gfroerer et al. 2012,
SAMHSA 2012). Therefore study designers may
want to consider the cost and operational aspects
of using a self-administered questionnaire versus
an interviewer administered instrument, and the
added cost and impact of enhancing the confi-
dentiality protections and promises made to
respondents. Allocating more resources towards
reducing nonsampling error might require a
reduction in sample size or some other sample
design modification to keep within the study
budget, but may result in higher quality data
overall.

1See for example, Kish (1965), Cochran (1977), Groves
(2004), and Lohr (2010). Also see Chaps. 1 and 2 in Korn
and Graubard (1999) for an excellent primer on sampling
methodologies common in health surveys.
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4.3 Probability Sampling
for Specific Types of
Substance Use Studies

While general sampling theory is applicable to
surveys of any topic area, there are particular
concerns that arise in designing samples for
substance abuse surveys. Some of these are
described below.

4.3.1 General Population Surveys

General population surveys can be implemented
through face-to-face surveys using area proba-
bility sampling, telephone data collection, by
mail, via the web, or through some combination
of these modalities. Because of the potential for
low cost and fast turnaround, there is great
interest in collecting substance use data via the
internet. Current internet panels cannot be clas-
sified as probability samples due to factors such
as non-probabilistic recruitment into the panel
and low response rates. More research is needed
to refine the sampling methods for Internet pan-
els to produce probability samples that can pro-
duce unbiased population estimates. Telephone
surveys have often been used to collect data on
substance use, but there are concerns about
nonresponse bias due to very low participation
rates in recent years. For example, the 2011
California Behavioral Risk Factor Surveillance
System (BRFSS) combined landline telephone
and cell phone response rate was 35.4%. The
2011 BRFSS response rates ranged from 33.8 to
64.1% across states, with a median response rate
of 49.7% (CDC 2013a). The 2011–2012 Cali-
fornia Health Interview Survey (CHIS), also
conducted by both landline telephone and cell
phone, achieved a response rate of 35.1%
(computed using the BRFSS methodology)
(UCLA 2014). Coverage has also become a
major concern due to the increasing prevalence
of U.S. households with no landline (Blumberg
and Luke 2013) who are missed using traditional
telephone survey sampling frame construction
procedures. To address the potential for coverage
bias, in 2011 the BRFSS added a cell phone

component to the sample frame. The 2013
BRFSS and 2011–2012 CHIS landline response
rates were 49.6 and 39.5% respectively while the
cell phone response rates were 27.9 and 32.1%
respectively. While coverage of households
improved with the addition of cell phone sample,
nonresponse bias remains a concern. Despite the
low rate for cell phone participation, it was
similar to or higher than response rates in other
selected studies where cell phones are used.

The largest substance use study conducted in
the U.S. is the National Survey on Drug Use and
Health (NSDUH), which collects data in
face-to-face interviews. The high cost of
face-to-face data collection (on average, several
hundred dollars per completed interview) is a
limitation for most studies. However, response
rates tend to be higher with face-to-face surveys,
and the face-to-face setting generally permits a
more in-depth interview. The design of the
NSDUH sample incorporates features described
in the previous section, applied in the context of
the specific substance use indicators of interest to
the Federal Government. Like most large
national surveys, NSDUH employs a multistage
area sample. The target population is the civilian
noninstitutionalized population of the United
States, aged 12 and older. Most national surveys
start with a first-stage selection of PSUs that
consist of counties or groups of counties, and a
second-stage sample of smaller geographic areas.
Typically, this type of design will result in some
states having very few or even zero PSUs in the
sample, which is not a problem and standard for
studies only requiring national estimates.
But NSDUH requires estimates for every state.
Thus, to ensure sample sizes are adequate in
every state, the first-stage selection (for 2014) is
6000 Census tracts. These tracts are selected
from a frame that is divided into 750 strata,
formed by aggregating adjacent tracts such that
the population of all strata within a given state is
approximately equal. The rationale behind
equalizing the population within state and stra-
tum is to equalize interviewer workload
although, in practice, workloads may vary if
some strata are more difficult to obtain respon-
dent cooperation than others. In each sample
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tract, a subsample of one small cluster, called a
segment, is selected. In these segments, which
typically consist of a minimum of 100–250
housing units depending on the state and urban-
icity, field staff constructs listings of addresses,
which serve as the sampling frame for the next
stage of selection which are housing units.
Selected housing units are contacted, and indi-
vidual members are listed in a screening inter-
view so that the final stage of sampling can be
implemented: the selection of zero, one, or two
persons in the housing unit. At this phase of
sampling, it is necessary to obtain some basic
demographic information on housing unit mem-
bers to enable stratification by age, and also for
use in sample weighting. The screening interview
is necessary to obtain an oversample of young
people (e.g., 25% of the sample is age 12–17 and
25% of the sample is age 18–25) and results in a
need to successfully contact and screen approx-
imately 120,000 housing units in order to locate
and select the target sample of 67,500 completed
interviews with the required age distribution.

The construction of the listing of housing
units in segments is labor-intensive and expen-
sive. In recent years, evaluation studies of an
alternative sampling frame for the NSDUH based
on a computerized list of addresses were con-
ducted. This list frame is maintained and updated
by the U.S. Postal Service, is increasingly
becoming a viable alternative to traditional list-
ing approaches, and has the potential to signifi-
cantly reduce costs. Several limitations currently
exist for populations living in rural areas and
group quarters such as college dormitories. In
rural areas, there are a considerable number of
residences that do not have a city-style address
(i.e., house number street, city, state, zip code)
making it difficult if not impossible for an
interviewer to locate (Iannacchione 2012). For
group quarters, there is uncertainty about where
to obtain an accurate source that can be used to
identify segments with high concentrations of
group quarters units (e.g., college dormitory
populations). However, this limitation may jus-
tify the development and use of a hybrid frame
where field enumeration is used in area segments
where the ABS coverage is low.

Regardless of which method is used to select
housing units, survey designers have flexibility
in specifying how individuals within the house-
hold are selected. An optimal protocol would
account for current and future data needs, as well
as cost, sampling error, and data quality consid-
erations. Data collection costs can usually be
reduced by selecting more respondents per
household, which would result in fewer house-
holds needing to be contacted overall, assuming
a fixed target number of completed interviews.
But since households constitute clusters, a larger
sample size within households would tend to
result in increased sampling error if there is a
positive intra-cluster correlation coefficient. In
other words, if substance use behaviors tend to
be similar among household members, then the
most precise prevalence estimates may be
achieved by selecting only one person per
household. Numerous studies have shown a
strong positive correlation between household
members in their tobacco, alcohol, and illicit
drug use (Gfroerer 1987; Kandel and Griesler
2001; and Ashley et al. 2008). In terms of sam-
pling error, one should also consider the impact
of selecting only one respondent in very large
households, which could lead to large variations
in sampling weights, and corresponding increa-
ses in sampling error. Another factor to consider
is the burden and interview time for families
when several family members are interviewed in
a survey, as well as the potential effect on data
quality if interviews are done on different occa-
sions and the sampled household members dis-
cuss their responses in the interim. Nevertheless,
data needs may overshadow many of these con-
cerns. There is often great value in or even a
specific need for having data on multiple
household members, to address family and
household issues such as marital relations and
parent–child characteristics. For more discussion
on within-household sampling strategies, see
Brewer (1963), Chromy and Penne (2002),
Cochran (1977), Sampford (1967), and Iannac-
chione and Shook-Sa (2013).

In the design of the sample and specification
of the target population for a survey of the gen-
eral population, it is important to have clear rules
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related to residency within the household to
determine eligibility, in order to minimize double
counting or exclusion of individuals from the
sample frame. This is particularly important for
substance abuse studies, where some heavy drug
users may have less stable living arrangements
and therefore might be less likely to be included
when enumerating the persons living in the
housing unit. Young adults, who typically have
high rates of use for many substances, tend to be
more mobile and in transitional situations. The
college population can be difficult to capture
cleanly, with shifts between living with parents
and in dormitories and other near-campus hous-
ing. It is not entirely clear which is the best
approach for sampling college students in a
general population survey. They could be sam-
pled as a regular part of the area sampling, or
alternatively they could be sampled through a
separate sample from a list of colleges and
enrolled students within those colleges. The
focus of the data collection effort may guide the
decisions regarding the optimal sampling frame
and methodology.

Surveys on substance use in the general
population are challenging because of the sensi-
tivity of the topic for many respondents who may
not want to admit to illegal or socially undesir-
able behaviors. The sampling and data collection
protocols should be designed to minimize any
negative impact that could occur due to public or
individual concerns about the topic under study.
Any appearance that the study is targeting drug
abusers might raise suspicions among potential
respondents, leading to nonresponse or inaccu-
rate reporting by respondents. Field interviewers
and other survey staff with responsibility for
explaining the study to potential respondents
need to be well trained to be able to explain how
the sample is selected. Some sampled individuals
may say “nobody in this house uses drugs, so try
going next door” or others may think “I wonder
if they selected me because they know or suspect
that I use marijuana.” Procedures and commu-
nications with the community should emphasize
the random selection and confidential nature of
the data collection. Although cluster sampling is
essential in most large-scale general population

surveys, it may be preferable to be sure that
selected households have some distance between
them, so that neighbors do not talk among
themselves during the data collection period.
More broadly, consideration should be given to
whether or not a public notice of upcoming data
collection would be helpful or not. Notifying
local law enforcement and public health agencies
prior to data collection is generally helpful, if not
essential, because some sampled individuals who
are suspicious will undoubtedly call these local
officials to verify the legitimacy of the study.
When children are interviewed in a general
population survey, extra care should be taken in
within-household sample selection and interview
administration to ensure parental acceptance and
privacy for the children during the interviews.

In addition to skepticism about response
validity due to under reporting or not reporting use
at all in general population surveys of substance
use, a common concern among research-ers is the
coverage of addicts and heavy substance abusers.
A priori, many researchers assume that the most
problematic substance abusers simply will not be
captured in samples of the general population,
because they are not in stable living situations
conducive to sampling. They may be homeless,
transients, in jails or treatment facilities, or
otherwise not easily located. This perception is
compounded by the unexpectedly low prevalence
estimates produced by surveys for populations
such as heroin addicts, heavy cocaine users, and
injection drug users. More research is needed to
resolve these concerns. For example, while it is
recognized that general population surveys such
as NSDUH produce undercounts of these impor-
tant indicators, the magnitude of the undercount is
unknown. The source of the undercount is also a
key question—are the hard-core drug users
missing from the frame, or are they captured by
the frame but not in the sample because they
refuse to participate or cannot be found? Or, are
they included in the interviewed sample but do not
report their high level of drug use? These are
important areas needing exploration. Some
studies have indicated that NSDUH covers crim-
inal justice populations (arrestees, and those on
probation or parole) and treatment populations
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well, but by definition the sample excludes
incarcerated or those in long-term residential
treatment, as well as homeless not living in
shelters (Lattimore et al. 2014; Feucht and
Gfroerer 2011; Batts et al. 2014). There are
numerous research studies that have tried alter-
native sampling and estimation methods such as
snowball sampling, nominative estimation, net-
work sampling, and capture recapture to study
heavy drug users (Gfroerer and Kennet 2015;
Wagner and Lee 2015).Such non-probabilistic
methods are described later in this chapter in
Sect. 4.4.

4.3.2 Student Surveys

Many studies of substance abuse focus on young
people. Use of most substances begins at a young
age, and prevalence rates for many substances
are highest among young adults. To efficiently
sample young people, high schools and colleges
are often targeted for data collection among
students. Collecting data in a school setting
results in a target population consisting of stu-
dents attending schools, not young people over-
all. School-based surveys generally do not
include dropouts. In addition, even though in
theory the sampling frame includes all students
on the day of the interview, some students may
be absent, and therefore students with higher
rates of absenteeism are less likely to be included
in school-based surveys. In terms of sampling
and field procedures, it is much simpler to
exclude dropouts and absentees, although they
are both known to have elevated rates of sub-
stance abuse (SAMHSA 2012). However, the
inclusion of these groups would require addi-
tional steps, such as a creating a separate frame
or scheduling follow-up visits. A survey design
team makes these decisions based on a multitude
of factors, but ultimately it is important to be very
clear about the population covered in reporting
the results.

Returning to the topic of sampling schools,
while it may seem a simple task to select a ran-
dom sample of schools and students, there are a
few considerations. Large-scale student surveys

employ multistage sample designs to control
costs and variances. For example, the Monitoring
the Future study (MTF) uses a three-stage sample
design to generate a nationally representative
sample of about 13,000–16,000 high school
seniors each year. Similar to household surveys,
a first-stage cluster sample selects PSUs that are
large-sized counties (in terms of population) or
groups of smaller, adjacent counties. In the sec-
ond stage of sampling, 120–150 schools (also
clusters) are selected from lists of schools within
each PSU. The final stage of sampling consists of
randomly selecting entire classrooms (a third
level of clusters) in each chosen school to capture
up to about 350 students per school. Similar
sample designs are used for the separate 8th and
10th grade samples. The MTF design also
includes stratification and differential sampling
rates. Full details on the design are available (see
Bachman et al. 2011, 2014). The Youth Risk
Behavior Survey (YRBS) employs a similar
sample design, although the survey is conducted
biennially, and samples about 15,000 9th–12th
graders in about 150 schools (CDC 2013b).

The impact of clustering on sampling error for
substance abuse measures is a key consideration
in designing school-based student surveys. It is
likely a principal reason for the high design
effects found in many school surveys. To illus-
trate, consider a student survey such as YRBS or
MTF. At the second stage of sampling in these
studies, schools are selected. If for example, it is
known prior to the study that the rate of cigarette
use varies widely across schools (perhaps there
are some schools where most students smoke,
while in other schools very few students smoke),
then intra-cluster correlation (ROH) at the school
level would be large, because students within a
given school tend to have a similar likelihood of
smoking. Knowing that such a high ROH is
found for student cigarette use, it would be
desirable (from a precision standpoint) for the
sample design to specify a large sample of
schools, with relatively small numbers of stu-
dents selected in each school. If ROH is negli-
gible (i.e., the rate of smoking is about the same
in every school), then there would be little loss in
precision by having a fewer number of schools
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and more students selected per school, which
may reduce data collection costs. The MTF,
which collects data from about 45,000 8th, 10th,
and 12th graders in 400 schools each year,
reports design effects as high as 8.1 for past
month marijuana use and 5.2 for past month
cigarette use among 12th graders. The YRBS
design effects were 4.2 and 4.6, respectively, for
12th graders for these two measures in 2013
(Kann et al. 2014).

Other considerations in designing school sur-
veys are the difficulties in obtaining cooperation
from school districts and individual schools and
whether survey designers decide to require
implicit or explicit parental approval. School
officials may be concerned about how the study
results may be used to portray drug use in their
area. Or they may be concerned about parental
objections, or simply about the class time taken
for survey administration. During the 1980s,
MTF achieved a school response rate of around
70% in most years, but by 2002 participation had
declined to about 50%. An incentive payment to
schools was started in 2003, leading to a boost in
the response rate to over 60%, but by 2013
participation had declined again to 54%. YRBS
school response rates have been about 80%.

4.3.3 Other Types of Sampling
for Substance Abuse
Studies

Household and school-based samples are useful
for tracking overall prevalence among broad
sectors of the population and covering a wide
range of substances, including tobacco and
alcohol. However, some studies involve special
populations of interest related to substance use
such as substance abuse treatment programs and
the clients they serve; criminal justice popula-
tions, such as arrestees, prison and jail inmates,
and persons on probation or parole; and general
healthcare facilities and their patients. These
types of studies may or may not have a
first-stage area sample, but generally at some
point in the sampling protocol there is likely to
be some contact with program administrators

and the use of some kind of list of enrolled
patients/inmates or a file of admission records
from which a sample of persons or visits can be
selected. As is the case with school surveys,
obtaining cooperation from program officials is
a key concern for the success of the study, so a
sample design that is acceptable to administra-
tors is helpful. In some cases, because of con-
fidentiality concerns, program officials may
prefer that sampling of patients/records be done
by program staff.

4.4 Non-probability Sampling
for Substance Abuse Studies

Concerns about coverage and nonresponse cou-
pled with rising costs have led some survey
researchers to consider whether non-probability
sampling methods might be an acceptable alter-
native, at least under some conditions.

Non-probability sampling has recently
become more prevalent as online data collection
methods have been developed. Often, the sample
used for online research is an “opt-in panel” of
individuals who have been recruited in advance
and agreed to participate in ad hoc surveys. The
sampling approaches used with these panels vary
substantially. Other types of studies that use
non-probability sampling include case-control
studies, clinical trials, evaluation research
designs, and intercept surveys (Baker et al.
2013). Many studies employ a hybrid design,
where a multistage sampling plan is used, with
convenience sampling at one stage and a con-
trolled random selection done at the final stage.
Often, documentation of these studies highlights
the random component and downplays the non-
random sampling, making the study appear more
valid than it truly is.

The main concern with non-probability sam-
ples is that population estimates may be highly
dependent on model assumptions. The general-
izability of the results based on non-probability
samples depends on the appropriateness of the
assumptions underlying the model and how
deviations from those assumptions affect the
specific estimates. When the model assumptions
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are reasonably good then non-probability esti-
mates may be accurate (Valliant and Dever
2011). However, when they are not, then the
sample may exhibit selection bias where, for
example, only persons who are easily approach-
able are recruited, resulting in a nonrepresenta-
tive sample of the target population. A famous
example of a survey with significant selection
bias was a telephone survey conducted during the
Truman-Dewey U.S. presidential race in 1948.
The results published in major newspapers stated
that Dewey was projected to win by a landslide.
However, what the surveyors did not realize
beforehand was that low-income households
were underrepresented in the sampling frame due
to the high cost of owning a telephone and most
importantly, people with low incomes tended to
support Truman. In later years a combination of
probability (random selection of polling places or
random digit dialing) and non-probability sam-
ples (e.g., selecting every kth person at a polling
place on a nonrandom basis) has been used
successfully in electoral polling.

Sampling hard-to-reach or hidden populations
(e.g., injection drug users, the homeless, etc.) can
be challenging as persons of interest in a study
and may only represent a very small segment of
the total population. This makes the use of
standard probability sampling methods difficult.
To counter this problem, researchers have used
methods such as chain-referral sampling (e.g.,
snowball sampling, network sampling,
respondent-driven sampling), venue sampling,
and adaptive cluster sampling to find persons
who otherwise may be missing or hard to reach
in more traditional surveys. Snowball sampling
(Goodman 1961) works on the assumption that
persons found to be in the population of interest,
know other similar persons. So, for example,
once injection drug users are located by some
means, they are asked to identify and locate other
injection drug users and those persons are also
included in the sample. The process can continue
with those persons identifying injection drug
users, and so on. While this method has the
potential to produce a large sample, the gener-
alizability of the results may be based on strong
modeling assumptions which may not be

verifiable. Nevertheless, these methods could be
useful as a means for providing information as
long as the limitations are noted. Network sam-
pling is similar in that information is collected
about respondents and those respondents are
asked about injection drug use by their friends or
siblings. In this case, multiplicities are assigned
to the respondent based on the number of persons
he/she identifies as being an injection drug user.
These methods can exhibit biases of unknown
size and direction due to the uncertainly of the
recruitment process at each stage leading to
results that may not be generalizable to the
population of interest.

In an effort to overcome these issues, Hecka-
thorn (1997, 2002) developed respondent-driven
sampling (RDS) that expands on the network
sampling concept in two ways. First, respondents
recruited at the prior stage select or ‘drive’ the
selection of subjects at the next stage through the
use of incentives to improve coverage. The sec-
ond part employs a statistical model of the
recruitment process that includes weighting the
data to adjust for under or over coverage of the
sample obtained in a nonrandom manner. Unlike
weights produced from random sampling (i.e.,
based on a priori selection probabilities), RDS
weights are produced after the cases are in the
sample are identified and the size of the network
and extent of homophily (the tendency of indi-
viduals to associate with other similar individu-
als, a characteristic often found in chain-referral
samples) are taken into account. This model is
based on a Markov process using transition
probabilities to estimate the probability that a
person recruited at a particular stage will recruit a
person with a particular characteristic at the next
stage. Assuming the model is correct, Hecka-
thorn reports that RDS can provide unbiased
estimates along with measures of precision and
provides a website containing software to gen-
erate weights and analyze RDS data (see http://
www.respondentdrivensampling.org/).

Venue sampling (Muhib et al. 2001), also
known as location sampling, involves the iden-
tification and location of places or venues where
the population of interest congregates (bars, night
clubs, parks, etc.). These methods provide an
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alternative to traditional and nontraditional sam-
pling methods and are designed to recruit
respondents in the target population in places and
at times where they are expected to be found.
Here, time and location is used to define the
primary sampling units (PSUs). For example, a
social club in the city that opens on specific days
and hours during the week. The construction of
the frame of PSUs is usually based on informa-
tion gathered in the community through word of
mouth, local magazines, etc. These units are then
randomly selected, followed by sample of per-
sons within the PSUs. Limitations of this
approach are the assumption that the sampling
frame is relativity complete and that persons
visiting these venues on a regular basis are not
different from those who attend less frequently.

Another approach is the use of adaptive
cluster sampling where the rare population under
study is assumed to be clustered. For example, an
initial probability sample of clusters (e.g., PSUs)
is selected and the number of sampled persons
identified as injection drug users are obtained. If
the number exceeds a predetermined value, then
adjacent PSUs are included. A stopping rule is
used and an estimation procedure employed to
account for the sampling to produce unbiased
estimates (Thompson 2012).

Banta-Green et al. (2009) used convenience
samples of wastewater in municipalities in Ore-
gon to conduct chemical analysis of drug
metabolites and found the level of cocaine,
methamphetamine, and MDMA use to be con-
sistent with patterns found in epidemiological
studies. While information such as incidence and
prevalence cannot be obtained by this approach,
this study provides evidence of the utility of
wastewater-derived data for spatial analyses by
improving the measurement of the level and
distribution of a various illegal drugs in various
communities and population centers in the state.

In other more complex non-probability sur-
veys that measure many different phenomena,
there is less evidence of their accuracy. Much
more research needs to be done to determine
when non-probability samples are appropriate,
and how best to design them. Research is needed
on how to quantify the quality of estimates from

non-probability samples. Established sampling
theory does not strictly apply, but it seems likely
that many of the methods discussed above, such
as stratification, clustering, and optimization,
could be applicable to non-probability sample
designs.

4.5 Estimation Based
on the Sample Design

From the above discussion, it can be seen that
sample designs can range from convenience
samples and very simple probability designs, such
as selecting every nth unit from a list of all sample
units (referred to as systematic sampling) or ran-
domly selecting any possible set of n units from a
list of all sample units (simple random sample), to
a multistage, stratified cluster sample with varying
cluster sizes and sampling rates (complex sample
design). Regardless of the sample design used, a
critical principle to adhere to in any study is that
the analysis of results should account for the
sample design. Whenever differential sampling
rates have been used, each responding case should
have an associated analysis weight which reflects
the sampling probability, as well as potential
coverage and nonresponse adjustments. These
weights should be used during analyses of the data
and for any inferences made from the data. With
probability sampling, in which every sample ele-
ment on the frame has a known probability of
selection, a base weight would typically be des-
ignated for each sample unit to be the inverse of the
probability of selection for that unit. Further
adjustments for nonresponse, poststratification, or
coverage may also be applied to each base weight.
Probability sampling allows inferences to bemade
reflecting the target population, and the data sets
generated using probability sampling are often
referred to as “representative samples.” But actu-
ally these data sets are only representative of the
target population if the appropriate weights are
applied when producing estimates or inferences
and not otherwise.

Consideration of the sample design is also
necessary in analyses involving the estimation of
variances and conducting significance tests. With
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complex sample designs, standard formulas for
computing variances cannot be used, so special-
ized software that takes into account sample
stratification and clustering may be required to
correctly estimate sampling error. This software
can also be used to estimate design effects,
effective n, and ROH for different population
subgroups and measures, and these data can be
useful in developing sample designs for other
surveys, or for making adjustments to the sample
of an ongoing survey. Without these correctly
computed standard errors, confidence intervals
and results from significance tests are likely to be
inaccurate.

4.6 Conclusion

This chapter covers some of the key
sampling-related concerns currently faced by
substance abuse researchers. It is not possible to
completely address all of the many aspects of
sampling in one chapter, but through the refer-
ences provided, readers can get a more compre-
hensive understanding of sample design for
substance abuse research. While there is a mul-
titude of sampling concerns and options that arise
in substance abuse research, it may be helpful as
studies are planned and carried out to keep a few
basic principles in mind. Here are some recom-
mended guidelines to follow regarding sample
design for any substance abuse study:

1. Clearly state the study objectives and design
the sample to achieve those objectives.

2. Communication between sample designers
and other study staff is critical, including
having a common understanding of key terms
and aspects of sampling.

3. Use established sampling theory and search
for data from prior substance abuse studies to
help specify the stratification, cluster sam-
pling, and other sample design features.

4. The sample design should consider the
unique problems associated with collecting
substance abuse data, such as coverage of

hard-to-reach populations of drug users,
stigma and privacy/confidentiality concerns,
and response validity.

5. The analysis of results must account for the
sample design.

6. Inferences should refer to the target popula-
tion represented in the sample frame, relying
on sampling theory for probability samples
and stated assumptions for non-probability
samples.

7. Provide complete documentation of the sam-
ple design and implementation, including
coverage and response rates, estimation
methods, and analysis assumptions.

Readers should also be aware that new sam-
pling and data collection issues will continue to
emerge, as new technologies and communication
methods arise and evolve that could be used in
sampling. Research on the use of social media
and “Big Data” in statistical studies is in pro-
gress, and undoubtedly sampling will be part of
that research. Regardless of what the future
holds, it seems likely that these basic guidelines
for sampling in substance abuse research studies
will remain relevant.
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5Common Statistical Methods
for Primary and Secondary Analysis
in Substance Abuse Research

Adam King, Libo Li, and Yih-Ing Hser

5.1 Introduction—Primary
and Secondary Analyses

The primary analysis of a research study’s data is
the analysis conducted by the researchers who
designed and executed the study, in order to
address the original questions, hypotheses, and
goals of that study (Glass 1976). A secondary
analysis of the study’s data is any other analysis
that is either conducted by a different group of
researchers, or conducted to address a different
research question. Typically, secondary analyses
are done by different researchers, and for differ-
ent purposes, than the original primary analysis.

The use of existing datasets to examine new
research questions is a common practice across a
variety of disciplines, including substance abuse
research. Surveys, clinical trials, cohort studies,
and/or administrative/medical records, used sep-
arately or in combination, can provide informa-
tion on a variety of topics related to, for example,
improving the availability, accessibility, delivery,
quality, effectiveness, cost-effectiveness, and

outcomes of substance abuse treatment and pre-
vention services. Analyzing existing datasets to
address these new research questions or methods
can maximize utility of the data already col-
lected, given that most large-scale data collection
is very costly or takes a long time to achieve. As
in any research effort, it is critical to develop a
conceptual framework that guides the research
questions and organizes the measures/variables/
constructs and relationships among them in a
logical manner. Even though secondary analyses
can, and often do, involve exploratory analyses,
the selection of analytic methods depends on the
research question to be addressed and the nature
of available measures, which are then preferably
guided by a strong conceptual framework.

There are, however, disadvantages to per-
forming a secondary analysis instead of collect-
ing new or original data. The main difficulty is
finding a preexisting dataset that can directly
address your research questions. One common
reason that a dataset may not be adequate for
secondary analysis is that the population of
interest may differ from the population the
dataset was sampled from; thus, conclusions
drawn from an analysis of the secondary data
may not be applicable to the population of
interest to the secondary analyst (Smith et al.
2011). Moreover, even if the population is
appropriate, variables necessary for addressing
research hypotheses may not have been collected
if they were not deemed necessary for addressing
the hypotheses of the original study. Finally, the
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dataset may contain missing values or errors,
which might be difficult to address without
detailed knowledge of how the data collection
process may have produced these values; such
information may or may not be present in the
available study documentation and/or metadata.

5.2 Study Design

This chapter begins with a brief overview of
study design aspects relevant to primary and
secondary analysis of substance abuse data. The
first subsection focuses on topics necessary for
designing a new study, while the second sub-
section discusses elements of study design that
must be understood when performing both pri-
mary and secondary analysis.

5.2.1 Selecting a Primary Research
Hypothesis and Outcome
Measure

Before designing and conducting a research
study, it is first necessary to formulate a clear,
specific research question. Oftentimes, research-
ers begin with a research topic, such as the rela-
tionship between opioid replacement therapy and
drug use outcomes. They must then narrow this
topic down to a specific hypothesis that can be
assessed by analyzing collected data, such as
“heroin addicts actively taking methadone use
heroin fewer days per month than subjects not on
replacement therapy.” Next, the researcher must
determine whether this question can be assessed
by data already collected from another study
before investing the time and resources into
designing and conducting a new study.

Once the research hypothesis has been settled
upon, and no data is available to address this
question in the population of interest, the orga-
nizations sponsoring or regulating the research
process will usually require that this hypothesis
be designated in advance as the primary research
hypothesis of interest, from which any other
ancillary questions must be clearly designated as
secondary hypotheses. Note that the words

“primary” and “secondary” are being used in a
somewhat different sense than in the phrases
“primary analysis” and “secondary analysis.” An
important reason for requiring investigators to
specify their hypotheses in advance, and to only
select a single primary research hypothesis, is to
avoid the multiple testing problem, which is
discussed in greater depth later in the chapter.

Not only must the main hypothesis be clearly
stated in the study protocol, but also the outcome
measure and statistical procedure used to assess
this hypothesis must also be spelled out in
advance (Friedman et al. 2010). For example, the
researcher may specify that on the first day of
each month of the follow-up period in a longi-
tudinal study, each subject will self-report the
number of drug use days over the previous
month. Then, the effect of treatment on drug use
level will be assessed by applying a random
effects Poisson regression model to the outcome
variable (monthly counts of active drug use
days), thereafter performing a hypothesis test on
the coefficient of the treatment status predictor
variable. Finally, if the study design allows part
of the data to be available for analysis prior to the
collection of the remaining data, then any interim
analyses that are conducted using only the initial
available data must be specified in advance as
part of the study design, and they must be
accounted for in the statistical analysis plan.

5.2.2 Study Population and Sampling

A fundamental choice in the design of a study is
selecting the study population, which is the set of
all people we wish to make inferences about. This
choice, however, cannot be solely based upon the
population we are interested in learning about, as
it may be difficult (or impossible) to randomly
select an unbiased sample from this population.

For example, suppose a researcher wishes to
choose all male heroin users over the age of 18 in
Los Angeles County, California, as his/her pop-
ulation of interest, for which data will be col-
lected to assess their research hypotheses. In
order to take a simple random sample from this
population (a sample for which all members of
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the population have the same probability of being
included in the sample), two things would be
needed. First, would be an exhaustive list of all
adult males in Los Angeles County who are
current active heroin users. Second, for each of
these subjects, the researcher would need a
means of contacting the subject, and each and
every subject must be willing to participate in our
study. Of course, many heroin users are hidden,
insofar as they may not have had contact with
drug treatment facilities, law enforcement, or
other public programs or organizations, which
would allow them to be identified as heroin
users. In addition, members of drug using pop-
ulations often have unstable living situations,
which make finding and contacting them diffi-
cult. Finally, subjects who refuse to participate in
the study cannot be included in the sample. For
these practical reasons, researchers must often
restrict study populations to, for example, only
subjects who have recently had contact with
treatment facilities, and the percentage of con-
tacted subjects who consent to participate should
be reported so that the extent of possible selec-
tion bias may be assessed.

5.2.3 Sample Size Determination
and Power Analysis

Sample size (N) is an important factor to all
aspects of statistical work, including the stability
of statistical estimation and the power of
hypothesis testing. From a statistical viewpoint,
the larger the sample size, the better the statistical
inference. Unfortunately, the collection of sam-
ple data usually is time-consuming and expen-
sive. Although possible (e.g., a census), the
collected sample generally is much smaller than
the population. Sample size determination usu-
ally is based on the balance between costs and
statistical consideration (e.g., power and preci-
sion). In general, sample size should be appro-
priately determined before any prospective
studies. In all retrospective studies, sample size is
usually given and cannot be changed, so the
power of a study needs to be reported to ensure
the validity of statistical inference.

To determine the appropriate sample size for a
specific study, there are several possible
approaches. The most popular approach, how-
ever, is the power analysis for hypothesis testing
approach. In this approach, a null hypothesis, H0,
and its alternative hypothesis, H1 must be spec-
ified. Then, the sampling distributions of the
predefined test statistic under both H0 and H1

must be derived, respectively. Given the sam-
pling distributions and a predefined significance
criterion, a, which is usually set to 0.05 for H0,
and the so-called effect size (d), determined by
the null and alternative hypotheses, can be
combined with sample size (N) to determine the
power of the test statistic. The power of the test
statistic here is defined as the conditional prob-
ability that the test statistic will reject the null
hypothesis H0 at the a level, given that the
alternative hypothesis H1 is true. In contrast, the
conditional probability that the test statistic will
accept H0 at the a level, given that H1 is true, is
called type II error, which is usually denoted
by b. Consequently, the power of the test statistic
is denoted by 1� b.

In this power analysis for hypothesis testing
framework, and given the other elements men-
tioned above, the effect size (d), the sample
size (N) and the power (1� b) typically can be
determined if any two of them are specified. This
relationship has some substantive relevance. In
prospective studies, people are usually interested
in determining the minimum N, which is neces-
sary for the test statistic to detect an effect of a
predefined size d with a desired amount of power
for study planning ranging between 0.80 and
0.90. Sometimes the budget for the prospective
studies can be limited, such that N must be
restricted to a specific size. In this case, the focus
usually changes to how large of the effect size
can be detected in the study given the fixed N,
and a desired power between 0.80 and 0.90. In
retrospective studies, where N is fixed, people
often focuses on the power of detecting the effect
of a predefined size d. Of course, the focus can
also be directed to how large of the effect size
can be detected in retrospective study given the
fixed N and a desired power, such as 0.80 and
0.90.
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Using the one sample test of a single mean
parameter l as an example to demonstrate sam-
ple size determination and power analysis based
on the framework above, imagine that a
researcher is evaluating the effect of a new
mathematic teaching method. They would need a
random sample of N subjects from a population
known to be normally distributed, with a l of
100 and a r of 15. Given the known population
mean, the null hypothesis is H0:l0 ¼ 100. For
the study, the test statistic is the sample mean �X
of math test scores of N subjects after adminis-
tration of the new teaching method. If it is sup-
posed that subjects’ true math ability (l1) after
the new method has no real change, then
Z ¼ ffiffiffiffi

N
p ð�X � 100Þ=15 will follow a standard

normal distribution (derived from the sampling
distribution of �X under H0) and H0 will be
rejected at 0.05 of chance if Z[ 1:96 or
Z\� 1:96, the critical values under H0 when
a ¼ 0:05. In this situation,H0 ¼ H1, the effect size
d ¼ ðl1 � l0Þ=r ¼ 0, and it is unnecessary to
discuss the minimum N of detecting a zero effect
size with a desired power such as 0.80 or 0.90.

Now if it is supposed that l1 has some real
change, then H1:l1 6¼ 100 and under H1, Z will
follow a normal distribution with a mean of
ffiffiffiffi

N
p � d and a standard deviation of 1 (derived
from the sampling distribution of �X under H1). By
this distribution of Z under H1, the power or the
chance of rejecting H0 if Z[ 1:96 or Z\� 1:96
will increase when N increases and d departs from
zero. Furthermore, l1 in H1 could be any value
other than l0 ¼ 100. It could be any value greater
than 100 if the real effect is an improvement, and
be any value less than 100 if it is a failure. For
sample size determination and power analysis, l1
cannot be an arbitrary value and must be some
specific value. This is generally achieved by
defining the small/medium/large effect size for d
based on Cohen (1988). Cohen (1988) defined
d ¼ 0:20, 0.50 and 0.80 as a small, medium, and
large effect size, respectively. The rationale of this
definition is that the small/medium/large effect
size of d means the designated changes of ability
ðl1 � l0Þ are the 20/50/80% of the common
standard deviation, respectively.

The following definition makes the selection
of l1 in H1 less arbitrary in the given example.
For example, now given d, l0, and r, l1 by
definition will be equal to 103, 107.5, and 112,
respectively, corresponding to the small, med-
ium, and large effect size defined by Cohen
(1988). More importantly, this definition, in
some degree, simplifies the procedure of sample
size determination and power analysis. Any
specific effect size d can correspond to an infinite
combination of H0 and H1. For example, d ¼
0:20 could correspond to l0; l1; rð Þ ¼
100; 103; 15ð Þ in our example. It can also corre-
spond to l0; l1; rð Þ ¼ 80; 83; 15ð Þ; or
110; 113; 15ð Þ. In the math teaching example, it
is assumed that the population mean l0 of math
ability are known so that l1 is determined by a
defined d. Unfortunately, this assumption is often
unrealistic in practice and the population
parameter values, such as l0 and l1; are usually
unknown in most cases. However, the effect size
d defined by Cohen (1988) can represent an
infinite combination of H0 and H1 and, at the
same time, represents a substantively meaningful
measure, the designated mean change l1 � l0 in
terms of the proportion of the common standard
deviation r. Thus, by using the effect size d
defined by Cohen (1988), sample size determi-
nation and power analysis not only are free from
arbitrary choices of values for population
parameters l0 or l1 but are also consistently
related to a substantively meaningful quantity in
practice.

In the example provided, given the sample
distributions of �X under H0 and H1, and the
power set to 0.80 and d ¼ 0:20, 0.50, and 0.80,
then the minimum N needed is 197, 32, and 13,
respectively. Note that this sample size determi-
nation still holds even when the population value
of l0 or l1 is unknown. In other words, l0 and
l1 could be any values but the mean difference
l1 � l0 will be some fixed proportion of r
depending on the choice of d. For retrospective
studies, with a fixed N and the given sample
distributions of �X under H0 and H1, the power
can be determined for d ¼ 0:20, 0.50, and 0.80;
or in another way, the minimum detectable d can
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be determined for a desired power, such as 0.80
or 0.90. Now suppose that the study included 50
subjects (N ¼ 50). Then, the power to detect
d ¼ 0:20, 0.50, and 0.80 is 0.29, 0.94, and 1.00,
respectively. Similarly, when the desired power
is set to 0.80 or 0.90 and N ¼ 50, then the
minimum detectable d is 0.397 and 0.460,
respectively. Again, note that this power analysis
and effect size estimation holds even when the
population value of l0 or l1 is not known.

The key concepts introduced here, such as the
null and alternative hypotheses (H0 and H1), the
sample distributions of the statistic under H0 and
H1, and effect size d; apply to all kinds of power
analysis and sample size determinations under
the hypothesis testing approach. Among the
applicable list, common examples include
two-sample comparison of mean, simple
regression/correlation, 1-way and factorial
ANOVAs, general linear models, logistic
regression, proportions, chi-square test of con-
tingency tables, survival analysis, etc. For each
case, the specific form of the key concepts
mentioned above will be different. For the details
of the differences and their implementation,
Cohen (1988) is a good reference. At the same
time, G*Power (Faul et al. 2007) is a free soft-
ware that can be used with Cohen (1988) for
power analysis and sample size determination.

Although very popular, the approach descri-
bed above for sample size determination has its
own limitations, for which the biggest challenge
usually pertains to the sampling distribution of
the test statistics. In some areas of statistics (e.g.,
finite mixture analysis, mediation effect analysis),
the sampling distributions of statistics under H0

and H1 are barely derived. Without knowing the
exact sampling distributions, the effect size,
power, and sample size determination cannot be
determined. For those areas, computational sim-
ulation could be a solution (Muthén and Muthén
2002). The values of population parameters, such
as l0, l1, and r, as well as N, are at first selected
based on the empirical studies. Usually, several
combinations of those parameter values (e.g.,
three levels of l1 � l0 and four levels of sample
size N) will be used so that they can cover more
experimental conditions that would be

encountered in practice. Then the sampling dis-
tributions of statistics (e.g., �X) under H0 and H1

will be simulated computationally under various
experimental conditions and the power under
each condition will be discovered empirically.
Finally, all results will be combined and provide
some guidelines for real application. Of course,
this approach has its own limitations. Simulation
conditions are usually limited in scope and can-
not cover all situations. This approach can be
considered as remedy, rather than a replacement,
to the hypothesis testing framework.

5.2.4 Understanding Study
Characteristics
for Secondary Analysis

Many aspects of study design have important
effects on the kinds of questions the data col-
lected from that study can be used to answer. For
example, an experimental study in which study
participants are randomly assigned to an inter-
vention typically permits inference of a causal
relationship between the intervention and the
outcome variable, as opposed to an observational
study, in which study participants decide what
interventions they will participate in. In the fol-
lowing section, various aspects of how study
participants are selected and how their data are
recorded will be discussed, in addition to how
these study aspects affect what secondary data
analysts might use a study’s data for.

5.2.4.1 Prospective Versus
Retrospective Studies

The first aspect of study design we consider is
whether the data we collect from subjects cor-
responds to measurements or traits that were
present before or after the subject was recruited
into the study. In a prospective study, data is only
recorded at the time of recruitment or interview,
or at a later time. On the other hand, a retro-
spective study uses records or interviews to
obtain information about what happened prior to
study initiation (Rothman et al. 2008). As such,
each type of study has its own strengths and
weaknesses. Since retrospective studies examine
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previous outcomes, there is a danger that these
outcomes will influence the chances of a subject
being selected to participate in the study, which
is commonly referred to as sampling bias or
selection bias. Such a bias is less likely with a
prospective study design, for if the outcome
events have not yet happened at the time of
recruitment, they cannot directly affect recruit-
ment. In addition, data collected from interviews
in retrospective studies may suffer from recall
bias, which are inaccuracies in how subjects
remember events in the past.

On the other hand, prospective studies (espe-
cially longitudinal studies, which are discussed
below) can suffer from bias due to early partici-
pant dropout, called loss to follow-up or attrition,
both of which relate to dropout occurring prior to
the outcome being measured. For example, sub-
jects who are increasing both the frequency and
amount of their drug use may be less likely to
report back to a facility for a follow-up interview.
Another disadvantage of a prospective design, as
compared to a retrospective design, is that if data
needs to be recorded from the same subjects
covering long spans of time, then the study must
be conducted over long periods of time, whereas
retrospective studies can immediately retrieve
data from long spans of time in the past (though
again, there will be an increased likelihood of
recall bias).

5.2.4.2 Experimental Versus
Observational Studies

As mentioned above, in experimental studies, the
investigators randomly assign different inter-
ventions or treatments (such as different coun-
seling programs or different pharmacological
treatments) to study participants. The purpose of
this treatment randomization is to ensure that
groups of participants receiving different treat-
ments are comparable, on average, with respect
to other factors affecting the outcome variable
being assessed (Friedman et al. 2010). To illus-
trate, suppose one wants to determine the effects
of two different counseling programs, a
single-visit program versus an intensive 8-week
program. If, as in an observational study, the
subjects choose which program to participate in,

the more highly motivated subjects may choose
the 8-week program, which would lead to exag-
gerated estimates of the causal effect of the
intensive intervention. In this case, motivation
would be a confounding factor for the relation-
ship between intervention and the drug use out-
come measure. In a secondary analysis of this
data, the researcher would then need to control or
adjust for this motivation factor in a multiple
regression, as described later in Sects. 5.3 and
5.5. On the other hand, an experimental study
would randomly assign the counseling programs
to study subjects, thus making it unlikely that the
intensive program subjects would be more
motivated, on average, than the non-intensive
subjects. In this case, no adjustment would need
to be performed in the analysis. Finally, note that
all experimental studies must be prospective
(though they may retrospectively collect back-
ground information on subjects, such as age at
first drug use), since investigators cannot have
assigned treatment before the subjects were
recruited.

5.2.4.3 Cross-Sectional Versus
Longitudinal Studies

In many studies, it is of interest to determine how
patterns of drug usage and related traits and
behaviors change over time. In a cross-sectional
study, a group of subjects is sampled and data is
collected at a single point in time. Thus, the data
from these subjects represent a cross section, or
snapshot of people evolving through time. If
interest centers on the relationship between drug
use and a notion of time, such as age, time since
first use of the drug, or time since the subject
entered treatment, then inferences about these
relationships may only be made indirectly, for
example, by comparing people at age 30 to dif-
ferent people who are age 20. Differences
between these people may be attributable to their
age difference or to some other factor differing
between these groups, such as ethnicity or pri-
mary drug type. On the other hand, in a longi-
tudinal study, the same people are followed and
measured at multiple occasions over time (Weiss
2005). In longitudinal studies, changes attribu-
table to various notions of time may be made
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directly, for example, by comparing people at
age 30 to the same people when they were
20 years old. This prevents bias due to some
potential confounding factor, such as ethnicity,
but factors that may change through time, such as
primary drug type, could still be confounders.
Note that, technically, all longitudinal studies are
prospective in design, though retrospective
studies can collect longitudinal data corre-
sponding to multiple time points in the past.

5.2.4.4 Drug Use and Other Outcome
Measures

The type and number of outcome measures are
often key determinants of deciding which statis-
tical methods should be applied. The most
important outcome measure in drug abuse
research is drug use status, or level. Data for drug
abuse research largely have been based on
self-report, biological measures, or medical and
administrative records. Self-reported drug use
data could include type, frequency, or duration of
use. The Addiction Severity Index (McLellan
et al. 1992) is the most commonly used instru-
ment, or measure, to indicate severity of drug use.
Another common standard measure is diagnosis
according to Diagnostic and Statistical Manual of
Mental Disorders (DSM) criteria. Self-report data
are often criticized, however, as being subject to a
variety of reporting biases due to unintentional
(e.g., memory failure) and intentional (e.g.,
underreporting) factors. Biological measures,
such as urine or hair testing results, are usually
considered more reliable but have restricted time
coverage. Medical and administrative records
(e.g., arrest, death) are other objective data sour-
ces, but they do not usually provide drug use
information. One challenge of secondary data
analysis is to either select the best measure among
several possible candidate measures that have
been collected, or to derive a new measure from
the variables available in the dataset. For instance,
it may be reasonable to consider a subject as
having a positive treatment outcome during the
12-month span following release from prison if
self-report, urinalysis, and/or official medical and
criminal records indicate drug abstinence or
criminal desistance.

5.3 Regression Overview

In drug abuse research, interest often centers on
the relationships between an outcome variable
and predictor variables. Even if a researcher is
only interested in the effect of a single predictor
on the outcome, examining other variables may
still be necessary to prevent bias in the effect
estimate of interest. Regression modeling is the
most common statistical method for assessing the
relationships between predictors and a single
outcome variable. However, it is important to
note that the types of outcome variables deter-
mine the choice of regression type within
(a) linear regression models applicable for con-
tinuous outcomes, (b) logistic regression models
for categorical outcomes, and (c) survival anal-
yses when outcomes of interest are a duration
measure or time to the occurrence of an event.

5.3.1 Linear Regression
for Continuous Outcomes

The type of regression model used will depend
on the type of outcome variable being analyzed.
A linear regression model is used when the
outcome variable is measured on a continuous
scale. For example, suppose the dataset to be
used for a secondary analysis recorded, for each
subject i, the amount yi of alcohol consumed
over the 1-year period following a treatment
program, and this variable was selected as the
outcome of interest. If predictor variables are
x1i ¼ age of subject i (in years at the time
treatment begins) and x2i ¼ treatment type
(coded with x2i ¼ 0 if subject i participated in a
single-visit program and x2i ¼ 1 for an intensive
8-week program), then the linear regression
model would be:

yi ¼ b0 þ b1x1i þ b2x2i þ �i

where �i is an error term representing how much
subject i differs from the average of subjects of
the same age in the same treatment group. This
would be a multiple linear regression model as it
includes multiple predictor variables in the same
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model; common issues that arise in multiple
regression models are discussed in greater detail
after other, nonlinear types of regression are
explored.

5.3.2 Logistic and Poisson Regression
for Categorical Outcomes

Suppose that instead of measuring a continuous
value, such as the amount of alcohol consumed,
the outcome measure yi records whether or not
subject i had some trait or performed some
behavior. For example, yi ¼ 1 could be defined if
subject i consumed any alcohol during the first
month following treatment and, alternately,
yi ¼ 0 if the subject was abstinent during that
first month. In this case, a linear regression model
for yi would be inappropriate, since yi can only
take two values, 1 and 0, representing whether or
not subject i consumed alcohol. Hence, the
objective would now be to instead model the
probability pi that subject i consumed alcohol
using a logistic regression model. This model
says that the logarithm of the odds of alcohol use
is a function of our predictor variables:

log pi=ð1� piÞð Þ ¼ b0 þ b1x1i þ b2x2i

Note that this model does not require an error
term �i (Hosmer and Lemeshow 2000).

Alternatively, if the outcome variable yi is a
count of the number of days during the first month
following treatment during which the subjects
drank alcohol, then we would use a Poisson
regression model. This model says that yi has a
Poisson probability distribution with mean li,
and this expected count li is related to predictor
variables via the regression relationship:

logðliÞ ¼ b0 þ b1x1i þ b2x2i

As with the logistic regression model, this
Poisson regression model does not include an
error term (Agresti 2002).

5.3.3 Cox Proportional Hazards
Regression for Survival
Outcomes

Instead of measuring whether some event, such
as alcohol consumption, occurs or the count of
the number of occurrences of the event, one may
be interested in time until the event first occurs.
Such a variable yi, recorded for each subject i, is
often called an event time or survival time vari-
able, since it measures the amount of time the
subject “survives” free from experiencing the
usually adverse event (Kalbfleisch and Prentice
2002; Klein and Moeschberger 2003). In this
case, the variable yi is continuous, so a linear
regression model can be utilized. However, two
important features distinguish survival time
variables from other continuous outcome vari-
ables. First, the amount of time yi that the subject
remains free of the event cannot be a negative
number, so the desire is for a regression model
that does not allow yi\0.

More importantly, many subjects may never
experience the event of interest during the course
of the study, so it is unlikely to have a yi value
recorded for all participants. What is known is
that if the event does ever occur for some such
participant i, then yi [ ci, where ci is the amount
of time to follow up with the subject to monitor
him or her for event occurrence. For example, if
a study for secondary analysis followed subjects
for one year after they ended treatment, and
participant i never relapsed into alcohol use over
the course of the study, then all that is known
about this subject is that his survival time
yi [ 1 year. This common special feature of
event time and survival outcomes is called right
censoring, and it must be properly accounted for
to obtain a correct analysis (Willett and Singer
1993).

The most common model for survival time
outcome variables used in substance abuse
research is the Cox proportional hazards
regression model (Cox 1972). With this model,
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the survival outcome, yi, is modeled indirectly by
modeling the hazard rate kiðyÞ, which represents
chances that the event of interest occurs for the
subject i at time y, given that the event has not
already occurred previously:

ki yð Þ ¼ k0 yð Þ expðb1x1i þ b2x2iÞ

The function k0 yð Þ represents how the chan-
ces of event occurrence change given the amount
of time (y) that the subject (i) has remained free
of the event. The regression term b1x1i þ b2x2i
(which we have written here with two predictor
variables, though fewer or more variables are
possible), allows us to model how the risk or
hazard of event occurrence further depends on
covariates, such as age, sex, and treatment type.

5.3.4 Multiple Regression
and Extensions

A multiple regression is any of the above
regression models that includes multiple predic-
tor variables, such as x1i; x2i; x3i, etc. Briefly
discussed here are two common issues encoun-
tered when incorporating more than one predic-
tor variable (or otherwise referred to as a
covariate). These two issues are often conflated
with one another.

5.3.5 Interaction, Moderation,
and Effect Modification

The coefficients (b1; b2; b3, etc.) in this multiple
regression model tell us separately about the
effects of changing one of the covariates
(x1i; x2i; x3i), while keeping all the others held
constant. However, these coefficients do not
allow the effect b2 of a covariate x2i to change,
depending on the value that some other covariate
x1i takes. For example, suppose as before that
x1i ¼ age and x2i ¼ treatment type. It may be
believed that the effectiveness of the treatment
intervention on curbing alcohol use depends on
the age of the subjects, which would be an
interaction between treatment and age (Rothman

et al. 2008). One would then also say that age
moderates the effect of treatment, and that age is
an effect moderator.

A regression model with just x1i and x2i only
allows a single effect estimate for each of these
predictors, which does not depend on the value
of the other predictor and so cannot capture
interaction of the predictors. The solution is to
create and include an additional predictor vari-
able using the product of the two variables we
believe may have an interaction, e.g.,
x3i ¼ x1i � x2i. The coefficient b3 then tells us
how the effect of treatment x2i changes with
differing age x1i, and so captures the interaction
effect.

5.3.6 Confounding and Mediation

In secondary analyses, the analyst does not have
control over the study design beyond being able
to choose which dataset, or datasets, to include in
the analysis. As mentioned in Sect. 5.2, if the
dataset comes from an observational study, then
one cannot necessarily infer that a variable has a
causal effect on our outcome of interest merely
from the fact that a regression model found a
statistically significant association between that
predictor variable and our outcome variable. It
may instead be the case that a third variable,
called a confounding factor (or simply a con-
founder), is responsible for the observed rela-
tionship between the predictor and outcome
(Rothman et al. 2008). This is also possible in a
secondary analysis of a randomized, experimen-
tal study, if the hypothesis of interest in the
secondary analysis refers to a predictor variable
that was not assigned using randomization in the
experimental study.

An examination of the relationship between
the number of days of marijuana use during a
12-month period following a treatment program
and the type of treatment program that subjects
have chosen to enroll in can be used as an
illustration. Note that in this case, treatment is not
randomly assigned by the investigators as in an
experimental study, so factors other than chance
alone may determine which treatment program
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each subject participates in. If, for example,
current legally employed subjects are more likely
to choose an evening counseling program due to
the inability to miss work during the day, then
this program may appear more effective than the
daytime program simply because employed
subjects use marijuana less frequently than
unemployed subjects. In this case, employment
status is confounding the relationship between
treatment program and the frequency of mari-
juana use over the 12-month study period.

Considering that in a secondary analysis the
design of the study cannot be changed, one must
attempt to adjust for or control for the presence
of confounders after the fact in the statistical
analysis. The most common way to do this is to
include the confounder as an additional predictor
variable in a multiple regression model. The
coefficient of the original predictor variable of
interest (treatment type in our example) will then
represent the relationship between the predictor
and outcome given that the confounder is held
fixed, so that the confounder can no longer be
responsible for the observed association between
the predictor and response.

Because this method of accounting for
potential confounding factors is so easy to
implement (specifying additional predictor vari-
ables in multiple regressions in statistical soft-
ware programs usually only requires typing in
additional variable names), it is tempting to try to
include any remotely plausible potential con-
founders “just to be safe.” However, this can lead
to two problems. First, including frivolous vari-
ables that are not associated with the response
can decrease the precision of relationship esti-
mates involving the predictor variables that are
not of note. Second, accidental inclusion of a
variable called a mediator can affect both the
predictor of interest and the response variable.

For example, suppose as before that the
number of days of marijuana use is the outcome
of interest and the type of treatment program a
predictor. Furthermore, suppose the dataset con-
tains a survey response variable measuring the
subjects’ motivation to cease drug use. If the
treatment program is a behavioral intervention
designed to work, in part, by increasing subjects’

motivation to reduce drug use, then motivation
level would be mediating part of the causal effect
of treatment. If one were to include the
motivation-level survey response, in addition to
treatment status in the multiple regression model,
then the coefficient of the treatment variable
would only represent the portion of the total
causal effect of treatment that is not due to
increasing motivation levels. Most likely, how-
ever, there is an interest in estimating the total
causal effect that the intervention has on the
response variable, including the portions medi-
ated through other measured variables. In this
case, motivation level should not be included as a
predictor variable in the model, though it could
be included in a mediational analysis, where the
mediator’s indirect effect can be estimated, in
addition to the direct treatment effect.

5.3.7 Multilevel Modeling
of Correlated Data

A basic assumption regarding a secondary data-
set implicitly assumed in all the regression
models discussed thus far is that any observa-
tions of the outcome within the sample are in-
dependent of one another given their covariate
values. In other words, knowing the value of,
say, yi, tells us nothing about the value of yj
beyond the information contained in subject j’s
covariate values and the parameters of the model.
This assumption can be violated, however, and
the two most common types of secondary data-
sets that exhibit this correlation, or lack of
independence, are as follows.

5.3.8 Repeated Measurements
in Longitudinal Studies

As mentioned in Sect. 5.2, longitudinal drug
abuse datasets often contain repeated measure-
ments of the same subjects over time. For
instance, a dataset may contain monthly sum-
maries of drug use, such as the number of days of
use that month, for each month of the first 5 years
following treatment. Thus, for subjects who have
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not dropped out of the study early, the dataset
would contain 60 repeated measurements from
each subject. If yij and yik are two such mea-
surements, from subject number i, taken at
months j and k, one would expect these mea-
surements to be correlated with one another. In
other words, if yij was a high value (e.g., yij ¼ 30
days per month of drug use), then it is likely that
yi;j�1 and yi;jþ 1 (the usage levels in the previous
and following months, respectively) will also be
high values.

The most common way to model correlation
among repeated measurements in longitudinal
datasets is to include an extra term, ai, for each
subject, i, in the regression model called a ran-
dom effect (Weiss 2005). Then the regression
model becomes, for example,

yij ¼ b0 þ b1x1ij þ b2x2ij þ ai þ �ij

in the case of a multiple linear regression with
two predictors x1ij and x2ij. These predictors are
then called fixed effects to distinguish them from
the random effects, and the resulting regression
model is called a mixed effects model, empha-
sizing the inclusion of both fixed and random
effects. In addition, since conceptually the repe-
ated measurements are nested within subjects in a
hierarchy, the model is also sometimes called a
multilevel or hierarchical model.

It is not necessary to find a value for each ai
among any of the observed values in the sec-
ondary dataset, since like the unknown parame-
ters bm, they will be estimated by the statistical
model. The value ai, which remains the same for
all observations from subject i, allows the model
to account for the similarity, or correlation,
among the repeated measurements yij from sub-
ject i. If ai is a high value, for example, then all of
the measurements yij from that subject will tend to
be higher than expected given their covariates.

5.3.9 Time Trend Modeling
for Longitudinal Data

When conducting longitudinal data analysis, it is
important to correctly model the relationship

between the repeated measurements yij of the
outcome variable and the time tij at which each
measurement was taken. Thus, one may typically
want to include tij as a predictor variable in the
model. The model is then often called a growth
curve model, because it is now modeling how the
response variable yij changes, or “grows,” over
time. For example, suppose that the outcome
variable increases linearly with time. Then,
supposing two other predictor variables, x1ij and
x2ij, as in the longitudinal mixed effects linear
regression model above, could define the third
predictor variable to be time, x3ij ¼ tij, in which
case the growth curve model becomes:

yij ¼ b0 þ b1x1ij þ b2x2ij þ b3tij þ ai þ �ij

Alternatively, if we think the relationship
between time and the outcome is curvilinear (i.e.,
not a straight line), then we could also include
time-squared by setting x4ij ¼ t2ij ¼ tij � tij, giv-
ing the quadratic growth curve model:

yij ¼ b0 þ b1x1ij þ b2x2ij þ b3tij þ b4t
2
ij þ ai þ �ij

Note that it is necessary to include the linear
term tij when including the quadratic term t2ij in
the model.

Oftentimes the effect of a variable of interest,
such as the treatment group, will not remain the
same over the course of the study. Assume, for
example, that x1ij is subject i’s treatment group,
with x1ij ¼ 1 if subject i has been assigned to a
new intervention and x1ij ¼ 0 if this person
receives the standard treatment. Note that this
means the covariate x1ij has the same value for all
repeated measurements j from subject i. The
outcome variable yij is the number of days of
drug use in month tij, where tij is the number of
months since the assigned treatment was
initiated.

If the first measurement yi1 is taken at time
ti1 ¼ 0 (that is, yi1 records the number of days of
drug use in the month during which treatment was
initiated), then one might expect this first mea-
surement not to differ between the treatment
groups on average because the interventions have
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not had time to take effect. On the other hand, for
measurements yij recorded at tij ¼ 6 months since
treatment initiation, one might expect the two
treatment groups to have diverged on average,
and by time tij ¼ 12 they may have diverged even
further with respect to our drug use outcome yij. If
a term of the form b1x1ij is included in the model
as in the regression equations above, assuming
that b1 is the average difference in the outcome
between the two treatment groups, and, impor-
tantly, assuming that this average difference does
not change over time. However, it is observed that
the treatment group difference will likely start out
small (perhaps at 0) and grow over time. Hence,
instead of including the main effect term b1x1ij for
the treatment group variable x1ij, it may be
desirable to include the interaction term b1tijx1ij
between treatment group and time. Note that at
time tij ¼ 0 months, the interaction tijx1ij is zero,
so the model will predict zero difference between
the treatment groups, as desired. When tij ¼ 1, the
difference between the treatment groups will be
b1, when tij ¼ 2, the treatment effect will be 2b1,
and so on. Hence, the treatment effect here is
modeled as affecting the trajectories of the drug
use outcome over time, with the trajectories
diverging further as time since treatment initiation
progresses.

5.3.10 Clustered Subjects

Another common feature of substance abuse
datasets is the clustering of subjects into groups.
For example, the dataset in question may consist
of subjects sampled from multiple treatment
facilities. Subjects from the same treatment
facility may be more similar to each other than
subjects from different facilities, even after
accounting for differences between facilities with
respect to fixed effects, such as race, which we
may be including in the regression model. This
similarity might result from the fact that subjects
at each facility are admitted according to the
same admission criteria, or primarily come from
a nearby geographical location.

As with the case of repeated measurements in
longitudinal studies discussed above, the statisti-
cal model must account for the correlations
among subjects sampled from the same cluster or
group. This can be accomplished by using the
same mixed effects, hierarchical modeling
approach outlined for the longitudinal case, but
with one important change.When using the model

yij ¼ b0 þ b1x1ij þ b2x2ij þ ai þ �ij

with clustered data, i now stands for cluster
number (not subject number) and j stands for the
jth subject within cluster i (not the jth repeated
measurement within subject i).

This section comes to a close with an impor-
tant word of caution regarding sample sizes in
multilevel models. Assume the covariate xmij does
not vary within clusters; that is, it always takes the
same value for all subjects within a given cluster.
In such a case, the covariate does not depend on
subject number j, but only the cluster number i,
and we call xmij ¼ xmi a cluster-level covariate to
distinguish it from a subject-level predictor,
which may differ between subjects from the same
cluster. In this case, the appropriate notion of
sample size for purposes of estimating the effect
of this covariate is the number of clusters, not the
total number of subjects from all clusters.

To understand why this is the case, suppose a
dataset consists of 100 subjects sampled from
each of eight treatment centers, for a total of 800
subjects, and you wish to estimate the relative
effectiveness of two treatment protocols, A and
B. This may seem like a large enough sample,
but assume now that five of the centers exclu-
sively use protocol A and the remaining three
only use protocol B. If subjects on protocol B
appear to respond better to treatment, can it be
concluded that protocol B is superior? Unfortu-
nately, subjects on protocol B may respond better
because, simply by chance, one (or two) of the
protocol B centers was more effective in deliv-
ering care (aside from the protocol differences),
or one of these centers had a more favorable
patient population. In other words, the chances of
one protocol appearing better simply because
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that protocol had better centers is much more
likely when the number of centers is small. If, on
the other hand, there were 50 protocol A centers
and 30 protocol B centers, then it is less likely
that, by chance, B would appear superior due to
the 30 protocol B centers having, for example, a
more favorable patient mix on average. Thus, it
is clear that for purposes of assessing the effect of
a factor that does not vary within clusters, the
correct notion of sample size is the number of
clusters, not the total number of subjects. An
analogous rule applies to longitudinal studies: for
covariates that do not change over time within
subjects (such as the subject’s race), the correct
notion of sample size is the number of subjects,
not the total number of repeated measurements
from all subjects.

5.4 Latent Variable Modeling

Latent variable models are widely used in sec-
ondary analysis within substance abuse research.
Originally, latent variable modeling was a con-
venient way to represent hypothetical constructs
(e.g., intelligence, motivation) that vary among
subjects and are generally unobservable, but can
only be measured by observed variables with
error. With further advances, latent variable
modeling became a broader way to represent
unobservable (or indirectly observed) variation
among statistical models. This could include

random coefficients (e.g., random intercept or
slope) in mixed-effect models, categorical latent
classes in mixture models, latent factors specified
as dimension reduction devices, or as hypothet-
ical constructs in factor models or structural
equation models. Given this property, latent
variable modeling has become a growing area of
application in substance abuse research.

5.4.1 Structural Equation Modeling

Structural equation modeling (SEM) is a multi-
variate statistical method used to estimate and
test the relationship among multiple (observed,
latent, or both) variables hypothesized by a series
of linear or nonlinear (or both) regression equa-
tions simultaneously. In a traditional regression,
such as yi ¼ b0 þ b1x1i þ b2x2i þ �i, the relation-
ship between the observed variables, such as yi
and xmi, is specified (and also tested) by a single
regression equation. Although used widely, it
may not be adequate in some disciplines to dis-
cover the more complex relationships coexisting
among more variables. For example, Hser et al.
(2004) hypothesized a SEM model (see Fig. 5.1)
on the relationships between drug treatment ser-
vices, retention, and outcomes based on longi-
tudinal data from the California Treatment
Outcome Project.

In the model, the quantity and quality of drug
treatment services at the 3-month follow-up,

Age

Females
Legal 
Status

Modality 
(ref = ODF)

Treatment
Success

Retention
Los > 90 or
Completed

Treatment 
Service
Intensity

Problem
Severity

Index

Treatment*
Satisfaction

Services Counselor Program

*

*

1.0 * *

*
* * **

**

*

Intake Month 3 Month 9

Fig. 5.1 Structural equation model in Hser et al. (2004)

5 Common Statistical Methods for Primary and Secondary Analysis … 93



represented in Fig. 5.1 by treatment service
intensity and treatment satisfaction, respectively,
were hypothesized to be influenced by the
problem severity of subjects at intake and to be
the predictors of the subjects’ retention (i.e.,
treatment completion or continuing stay in
treatment), along with other covariates such as
gender, age, criminal justice status, and type of
treatment program. At the same time, subject
retention was also hypothesized to be the pre-
dictor of a favorable treatment outcome at the
9-month follow-up. In this SEM application,
several regression equations must be specified
and estimated simultaneously to evaluate the
hypothesized relationships among the variables.
In a typical SEM application, as in Hser et al.
(2004), the modeling procedure often includes
model specification, estimation, evaluation, and
modification.

5.4.2 Model Specification

The specification of a series of regression equa-
tions for the variables under investigation is the
first step of SEM modeling. In this step, sub-
stantive theory or previous empirical evidence
are generally used to guide the model specifica-
tion. Usually, the model specification is expres-
sed in a diagram for ease of understanding and
communication. Typically, as in Fig. 5.1, the
variable in a square represents a single observed
measure (e.g., problem severity index) and the
variable in a circle represents a latent factor (e.g.,
treatment satisfaction) that is indicated by mul-
tiple observed measures (e.g., satisfaction with
services, the counselor, and the program). The
arrow indicates the direction of the hypothesized
relationship, pointing from an independent vari-
able (e.g., problem severity) to a dependent
variable (e.g., treatment intensity) or from a
latent factor (e.g., treatment satisfaction) to its
indicators. A double arrow indicates a mutual
influence or, technically speaking, a covariance
between two variables (e.g., treatment intensity
and satisfaction). The asterisks on the single and
double-headed arrows represent the free param-
eters for estimation. In Fig. 5.1, the arrow from

treatment satisfaction to one of its indicators is
set to 1 to fix the scale of factor variance (the
so-called identification issue; see Bollen 1989).
The asterisk inside the circle denotes that the
variance of the factor is free for estimation.
In SEM, setting the variance of the factor rather
than its path to one of its indicators as 1 is
another way of fixing the scale of factor variance
for identification purposes (see Bollen 1989).

In Fig. 5.1, the part of the SEM model with-
out the indicators of treatment satisfaction spec-
ifies the path relationship between the variables
and is often called the structural part of the SEM
model, or structural model. If these factor indi-
cators are omitted from the model and the treat-
ment satisfaction factor is replaced by one of its
indicators, the subsequent model is a path model.
Similarly, the part of the SEM model that only
includes treatment satisfaction and its indicators
specifies the measurement of the latent factor and
is often called the measurement part of the
model, or measurement model. When this part is
pulled out of the SEM model, the subsequent
model is a single-factor model. In this sense, a
regression model, path analysis, and factor
analysis are all special cases of an SEM model.

To illustrate, suppose all regression relation-
ships under study are linear. Let l and R,
respectively, be the mean vector and the covari-
ance matrix of all observed dependent variables.
In SEM, corresponding to l and R, there is
another mean vector and covariance matrix of all
observed dependent variables, each of whose
elements is implied by the hypothesized SEM
model and can be expressed in terms of free
parameters in Fig. 5.1. Let h denote all those free
parameters and l hð Þ and R hð Þ denote this
model-implied mean vector and covariance
matrix, respectively. Conventionally, for SEM
model estimation and evaluation (see below), a
null hypothesis based on the specified SEM
model, as in Fig. 5.1, is often constructed as

H0:l ¼ l hð Þ and R ¼ RðhÞ: ð5:1Þ

The null hypothesis in (5.1) states that the
specified relationship of observed dependent
variables, as in Fig. 5.1, is the true relationship of
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those variables. As a result, in terms of their
means and covariances, the structured mean
vector l hð Þ and covariance matrix RðhÞ should
be equal to the unstructured l and R that hold in
the population and are independent of any model.
Based on this null hypothesis of the structure of
l and R, further estimation and evaluation of
SEM models can be conducted. Due to this rea-
son, SEM modeling is often called mean and
covariance structural analysis.

The mean structure lðhÞ theoretically irrele-
vant at times, such as the case of the path anal-
ysis and factor model, and is often omitted from
SEM model specification. As such, the null
hypothesis then becomes H0:R ¼ RðhÞ. This
type of SEM modeling is often called covariance
structural analysis. Of course, some SEM mod-
els need the specification of l hð Þ absolutely. For
example, the latent growth curve model (e.g.,
Bollen and Curran 2006), which is another spe-
cial case of the SEM model, assumes some
growth factors (e.g., intercept and slope factor) to
model the trajectories of repeated responses and
needs its specification.

In SEM, a specified model sometimes cannot
be estimated due to the problem of identification,
which must be addressed during the model
specification stage. A model is identified if we
are able to obtain a unique solution for every free
parameter. In Fig. 5.1, one of the paths from
treatment satisfaction to its indicators is fixed
as 1, to set the scale of latent factor variance.
When l hð Þ is included, the scale of the latent
factor mean needs to be set for identification too.
Usually, one of the intercepts of those factor
indicators is set to 0 for this purpose. In addition
to the scale of factor mean and variance, there is
another necessary condition for identification.
Let p denote the number of dependent variables.
The degrees of freedom of the specified SEM
model is equal to the total number of unique
elements in l and R, which equal pþ pðpþ 1Þ=2
minus the number of free parameters in h. As the
necessary condition for identification, the
degrees of freedom of the SEM model must be
greater than or equal to zero. Depending on the
model complexity, more rules may be required at
times (Bollen 1989). In practice, once the rules

listed above are fulfilled, the easiest way to
determine identification is to run the specified
model in some common software (see below)
and check the error messages.

5.4.3 Model Estimation

In practice, the unknown parameters h have to be
estimated from the data. Under the null hypoth-
esis in (5.1), many estimation methods were
developed. Some common methods include the
maximum likelihood (ML) method, generalized
least-square (GLS) method, and asymptotically
distribution-free (ADF) method. These estima-
tion methods differ in their assumptions about the
data. Both the ML and GLS methods assume
multivariate normality of the observed variables.
In contrast, the ADF method has no such
requirement. Browne (1974, 1984) demonstrated
that all three methods could be considered as a
weighted least-square procedure with different
weights that are based on their own assumptions
of the data. Due to its specific weight, the ADF
method often needs a very large sample size (at
least 1000) and could be impractical for sub-
stantive research. The GLS method uses the
sample mean and covariance matrix as its weight,
and its stability could be influenced greatly by
the characteristics of the sample (e.g., small
sample size, excess kurtosis). The ML estimation
is by far the most popular and recommended
method in the literature. It often gives the most
efficient (minimum variance) estimate. In many
cases, it is less vulnerable to the characteristics of
the data and violation of the multivariate nor-
mality assumption.

Satorra and Bentler (1988, 1994) provided a
robust procedure, based on the weighted
least-square framework, for the standard errors
and the chi-square test statistics (see below) from
ML and GLS estimation. The adjusted standard
errors more precisely reflect the uncertainty of
the ML and GLS estimators under the violation
of normality assumptions. On the other hand, by
using the ML estimator, its favorable properties
(e.g., the robustness to small sample size) are
retained. The ML estimation, coupled with the
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Satorra–Bentler adjustment procedure, ultimately
works better than many other methods across
more realistic data conditions (e.g., small sample
size, missing, and non-normal data) and has
become a standard procedure of SEM estimation
throughout the literature base.

All of these SEM estimation methods need
some iterative process to obtain their estimate of h.
Common commercial software packages for SEM
estimation include LISREL 8.8 (Jöreskog and
Sörbom 2006), Eqs. 6 (Bentler 2000–2008),
Mplus 7 (Muthén and Muthén 1998–2012),
SAS PROC CALIS (SAS Institute Inc. 2013), and
SPSS AMOS 7.0 (Arbuckle 2006). Free software
packages include R (e.g., lavaan package) andMx
6.0 (Neale et al. 2003). Most of these software
packages (e.g., LISREL, EQS, Mplus, R lavaan)
include the Satorra–Bentler correction procedure
for the ML estimation.

5.4.4 Model Evaluation

SEM model evaluation, like its estimation, is
based on the null hypothesis in (5.1). The eval-
uation of the hypothesized model, as in Fig. 5.1,
is achieved by testing the tenability of the null
hypothesis in (5.1). Many test statistics were
developed for this evaluation. Usually, those test
statistics have their corresponding estimation
methods and follow a chi-square distribution. For
example, the ML chi-square test (also known as
the “maximum likelihood ratio test”) is based on
the ML estimation, and the ADF chi-square test
is based on the ADF estimation. Like their esti-
mation counterparts, these test statistics can
perform well or poorly, depending on the situa-
tion. The ML and GLS chi-square tests require an
assumption of multivariate normality and are
vulnerable to its violation. Although it does not
require an assumption of normality, the ADF
chi-square test, like the ADF estimation, requires
a very large sample size (>2500). The chi-square
tests, based on ML and GLS estimation, can also
be adjusted by the Satorra–Bentler procedure to
make them less vulnerable to violation of the

normality assumption and retain the favorable
properties of their estimators at the same time.
The so-called Satorra–Bentler scaled test is the
mean adjusted ML chi-square test. It has been
justified by many studies under various situations
and was considered a standard test for the null
hypothesis in (5.1). Most software packages
(e.g., LISREL, EQS, Mplus, R lavaan) provide
the Satorra–Bentler scaled test in their output.

In SEM, testing the null hypothesis in (5.1) is
just one approach of model evaluation. This
approach to evaluation assumes that the specified
model, as in Fig. 5.1, holds exactly in reality, and
that the corresponding test statistics (e.g., the
Satorra–Bentler scaled test) evaluate this exact
fit. However, this exact fit evaluation is unreal-
istic in practice. The chi-square tests are often
very powerful and almost exclusively reject any
model, even with a tiny misspecification, as the
sample size increases. As a result, another
approach to model evaluation, the so-called
close-fit evaluation, was proposed in SEM.
Instead of assuming the null hypothesis in (5.1),
this approach evaluates how closely the specified
model approximates the truth. More specifically,
the target of evaluation is not the equality
between the unstructured l and R and the
structured l hð Þ and R hð Þ. Instead, the degree of
approximation of the structured l hð Þ and R hð Þ to
the unstructured l and R becomes the target.

Numerous fit indices were developed for the
close-fit evaluation. Among a long list of those fit
indices, the most common include: the Bentler’s
Comparative Fit Index, or CFI (Bentler 1990),
the Tucker–Lewis index, or TLI (Tucker and
Lewis 1973), the root mean square error of
approximation, (RMSEA) (Steiger and Lind
1980), and the standardized root mean square
residual, (SRMR) (Bentler 1995). In SEM, none
of these popular fit indices alone is adequate for
the close-fit evaluation of a model. Instead, they
should be examined and reported jointly for such
a purpose. For example, the following criteria are
a good rule of thumb for a good fit: TLI > 0.95,
CFI > 0.95, RMSEA < 0.06, and SRMR < 0.08
(Hu and Bentler 1999; Kline 1998).
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5.4.5 Model Modification

The fit of the original specified SEM model is
often inadequate in practice, even by the close-fit
evaluation. A strategy to deal with this inade-
quacy is further modification of the model (e.g.,
adding more parameters) until its fit indices
become acceptable. The most common statistical
method for this purpose is modification indices,
which is also called the Lagrange Multiplier Test
in EQS (Chou and Bentler 1990; Sörbom 1989).
Most software provides modification indices to
assist the modification. Modification indices
indicate the expected improvement in overall
model fit after one or more parameters (e.g.,
paths or covariances free for estimation) are
added into the inadequate model. This informa-
tion often drives the modification process
sequentially until the modified model reaches
some satisfactory fit. This exploratory strategy
could be dangerous, however, for without
cross-validation, the modified models obtained
could be data-driven ones that are not general-
izable across samples (Chou and Bentler 1990;
Green et al. 1998; MacCallum et al. 1992).
Simulation studies (Homburg and Dobartz 1992;
MacCallum 1986) indicate that these specifica-
tion searches can fail to uncover the correct
underlying model, particularly, when the original
model has many specification errors, when the
sample size is small, and when the search is
guided solely by a desire to improve the overall
fit of the model.

Despite these criticisms, model modification
without any cross-validation is still used in many
SEM applications. One major reason for this is
that data can be expensive to obtain and dis-
carding it completely without any “discovery,” or
gain in knowledge, is not the wisest thing to do.
An alternative modeling strategy for model
modification is to use multiple a priori models.
One or more theoretically plausible models rep-
resenting competing hypotheses are specified and
evaluated, in addition to the original model. This
approach has been advocated by many (e.g.,
MacCallum and Austin 2000; Weston and Gore
2006) and faces less criticism.

5.4.6 Latent Class Analysis

Latent class analysis (LCA) is a statistical tool to
identify distinct, unobserved groups (latent clas-
ses) of related data from multivariate categorical
data. For example, in a recent study on
cocaine-dependent men, LCA was chosen to
investigate their heterogeneity on self-efficacy
(Dang 2011). Self-efficacy across eight different
types of situation categories, including (1) un-
pleasant emotions, (2) physical discomfort,
(3) pleasant emotions, (4) testing personal con-
trol, (5) urges and temptations to use, (6) conflict
with others, (7) social pressure to use, and
(8) pleasant times with others was evaluated at
intake, as well as 1 year and 2 years following
treatment. Instead of assuming that the partici-
pants belonged to a single group, LCA was used
to determine whether the cocaine-dependent men
were relatively homogeneous in terms of their
self-efficacy across different situations, or whe-
ther there was adequate unobserved population
heterogeneity such that participants could be
classified into distinct groups based on their
patterns of responses on the eight
context-specific domains of self-efficacy.

5.4.7 Model Assumptions

To achieve its purpose, latent class analysis
assumes that the observed categorical variables
are independent of each other within each
unobserved group (local independence assump-
tion), and that the probability of the observed
values of each variable could vary across groups.
Latent class models with different numbers of
classes are compared to determine the number of
classes that adequately capture the heterogeneity
among the patterns of responses. With the
assumption of latent classes as a tool for classi-
fication, LCA is considered to be a special case
of finite mixture analysis. On the other hand, the
local independence in LCA is similar to the
independence of observed variables, given the
latent factors in factor analysis. This similarity
suggests that LCA is an analog of factor analysis
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for categorical data. Specifically, with local
independence, the within-class homogeneity and
the across-class heterogeneity coexist, thus sug-
gesting that the association between observed
categorical variables in LCA is completely
explained by the latent variables. From this per-
spective, LCA, like factor analysis, is a mea-
surement model with latent categorical factors
(latent classes) measured by their categorical
indicators (observed variables).

In LCA, all observed variables are categorical
so that LCA makes no special assumptions about
the distributions of the observed variables other
than that of local independence. The specification
of LCA includes identifying two sets of param-
eters: class membership probabilities and
item-response probabilities conditional on class
membership. Multinomial distribution is often
used to model both the class membership prob-
abilities and the conditional item-response prob-
abilities. Like factor analysis, the LCA model is
often drawn as a diagram, and is very similar to
the one on factor analysis. Typically, each latent
class, denoted by a circle, has arrows pointing to
each of its indicators in the square and the
double-headed arrows among each latent class
pair denote their association.

5.4.8 Model Estimation

The parameters of LCA are usually estimated by
the maximum likelihood (ML) method. The
expectation–maximization (EM) and Newton–
Raphson (NR) algorithms are two of the most
popular ML estimation methods. The EM method
is a stable iterative method for ML estimation with
incomplete data. The NR method is a faster pro-
cedure that directly uses the matrix of
second-order derivatives of the log-likelihood
function, which is needed to obtain standard
errors of the model parameters. Both methods
(especially the NR method) need good starting
values to converge to the global maxima of the
log-likelihood function. In practice, one way to
proceed is to estimate the model with different sets
of random starting values. Typically, several sets

converge to the same highest log-likelihood value,
which can then be assumed to be the ML solution.

The common commercial software packages
for LCA estimation include Latent GOLD 5.0
(Vermunt and Magidson 2013) and Mplus 7
(Muthén and Muthén 1998–2012). Free LCA
packages include LEM 1.0 (Vermunt 1997),
MLLSA 4.0 (Eliason 1997), R (e.g., MCLUST
and poLCA package), SAS Proc LCA 1.3.0
(Lanza et al. 2013), and WINMIRA (von Davier
1997). Most software packages automatically
generate different sets of random starting values
to ensure the adequacy of the estimation.

In LCA estimation, model parameters some-
times may not be identifiable. Different sets of
parameter estimates can yield the same maxi-
mum of the log-likelihood function so that there
is no unique solution to every free parameter.
There are no general rules for the identification of
LCA models. A necessary condition for identi-
fication is that the number of degrees of freedom
must be greater than or equal to zero. But it is not
a guarantee. For example, one needs at least three
indicators for the LCA model, but if these are
dichotomous, no more than two latent classes can
be identified. With four dichotomous variables,
the three-class model is not identified, even
though it has a positive number of degrees of
freedom. With five dichotomous indicators,
however, even a five-class model is identified.
For substantive researchers, the easiest way to
determine identification again is to run the
specified LCA model in some common software
with different sets of random starting values and
check the error messages.

In LCA, it is possible to achieve identification
by constraining certain model parameters. For
example, constraining the item-response proba-
bilities to be equal across indicators can reduce
the number of free parameters and make a
two-class model with two dichotomous indica-
tors identifiable. Imposing constraints can also
prevent the occurrence of some other estimation
problems (e.g., boundary solutions). In practice,
prior information on model parameters from
previous studies can be used to impose those
constraints for estimation purpose.
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5.4.9 LCA Class Enumeration

For LCA models, the correct number of classes
must be selected to adequately capture the
heterogeneity among the patterns of responses.
This class enumeration is a key issue in LCA, as
well as other mixture models described below.
After all, distinction of groups represents a
qualitative difference among subjects. Without
accurate information on the distinctive groups,
further discussion of quantitative difference
would be less meaningful.

Many statistical indexes are available for the
LCA class enumeration. These indexes fall into
three general categories: (a) information criteria
(IC) statistics, (b) entropy-based indexes, and
(c) likelihood ratio test derivatives. Popular
information criteria include Akaike’s Information
Criterion, or AIC (Akaike 1987), the Bayesian
information criterion, or BIC (Schwartz 1978),
and the sample size adjusted BIC, or saBIC
(Sclove 1987). The common entropy-based
indexes include the normalized entropy crite-
rion, or NEC (Celeux and Soromenho 1996), the
classification likelihood criterion, or CLC (Bier-
nacki and Govaert 1997), and the integrated-
completed likelihood criterion, or ICL-BIC
(Biernacki et al. 2000). Likelihood ratio test
derivatives include the bootstrapped likelihood
ratio test, or BLRT (McLachlan 1987) and the
Lo–Mendell–Rubin likelihood ratio test, or
LMR LRT (Lo et al. 2001). For class enumera-
tion, the specified LCA model with different
number of classes is estimated first. Then, for
each of the IC statistics, the lowest value among
this series of models indicates the optimal num-
ber of classes. For entropy-based indexes, the
same decision rule is used. For LRTs, the p-value
of a k class model is used to test the fit of a k � 1
class model versus k class LCA model, and a low
p-value (e.g., less than 0.05) indicates that the
k � 1 class model has to be rejected in favor of a
model with at least k classes. For LCA class
enumeration, several studies (Nylund et al. 2007,
Yang 2006) demonstrated that SABIC and
BLRT are more reliable than the other indexes.

In addition to the statistical indexes above,
substantive checking of the estimated LCA

model is also an important source for class enu-
meration (Muthén 2003). After all, a model
without meaningful substantive interpretation is
useless. In LCA, model convergence and
improper solutions can be avoided by adding
constraints. However, they are also the indicators
of overextraction of latent classes. Sometimes,
the extracted classes with an extremely small size
or proportion are also an indication of overex-
traction. In sum, class enumeration needs to
combine different sources of information and can
sometimes be considered an art in practice.

5.4.10 Covariates and Distal
Outcomes

With a justified number of classes on the patterns
of responses, subjects are often classified into
more homogeneous groups based on their esti-
mated posterior probabilities in many LCA
applications. Thereafter, background character-
istics of subjects and some other outcome vari-
ables at either follow-up or later stages (distal
outcomes) are compared among estimated groups
via chi-square, ANOVA, or multinomial logistic
regression to estimate the covariate effects on the
patterns of responses and the group differences
on distal outcomes. This approach to the inves-
tigation of covariates and distal outcomes is often
called the classify-analyze approach. In LCA, an
alternative method is the one-step approach, in
which the LCA model is specified to include
covariate effects on latent classes and prediction
of distal outcomes by latent classes as the
parameters in a single overall model. Then, the
specified overall model is fitted to the data to
determine the number of classes, while simulta-
neously investigating covariate effects and group
differences on distal outcomes (Muthén and
Muthén 1998–1998).

5.4.11 Latent Transition Analysis

Latent transition analysis (LTA) is an extension of
latent class analysis over time. In our self-efficacy
example, latent class analysis is applied to
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self-efficacy across eight different types of situa-
tions at each of three time points: at intake, 1 and
2 years following treatment. As a result, subjects
with similar self-efficacy are grouped at each time
point in the LCA model. LTA, as an extension, is
further used to understand how these group clas-
sifications change over time, as well as to what
extent other variables can impact this change.
Instead of the LCA’s classify-analyze approach,
LTA investigates group classifications and their
changes over time in a single model. In this
model, groups of self-efficacy measured by the
eight context-specific domains of self-efficacy at
each time point (LCA models) are treated as dis-
crete states and are estimated simultaneously with
the transitions between these discrete states over
time points (Collins 2006; Vermunt 2004). As
illustrated in Fig. 5.2, at intake, 1 and 2 years
following treatment, there is an LCA model in
which groups of self-efficacy (denoted by Latent
Class i) are measured by context-specific domains
of self-efficacy. The arrows between the groups of
self-efficacy represent the transitions between
states over time.

As an extension, LTA has some assumptions
in addition to the ones in LCA (e.g., local inde-
pendence). LTA specifies three sets of parame-
ters: item-response probabilities conditional on
class membership at each time point, class
membership probabilities at intake, and transition
probabilities between states since intake. One

key assumption is that the transition probabilities
between states from time t to tþ 1 only depend
on the available information at time t, the prior
earlier time, and not on the ones at any additional
times. Given this assumption, LTA clearly is a
type of first-order Markov model, and the tran-
sition probabilities in practice are often modeled
by some logistic models conditional on class
membership and covariates at time t. Moreover,
in addition to local independence at each time
point as in LCA, LTA assumes that the indicators
across different time points are related to each
other only through the latent classes. Although
not required, the number of states over time
points usually is assumed to be the same in most
LCA applications.

The estimation of LTA usually is completed
via the EM algorithm. The common software
packages include Latent GOLD, Mplus, LEM, R
(e.g., CATLVM package), and SAS Proc LTA
1.3.0 (Lanza et al. 2013). Most software pack-
ages automatically generate different sets of
random starting values to ensure the estimation.
LTA, like LCA, also has identification issues in
estimation, and there are no general rules for the
identification of LTA models. Again, a necessary
condition for identification is that the number of
degrees of freedom must be greater than or equal
to zero, but identification is not a guarantee. For
substantive researchers, the easiest way to
determine identification, as per above, is to run
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UE=Unpleasant emotions
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Fig. 5.2 Latent transition model (Dang 2011)
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the specified LTA model in some common
software with different sets of random starting
values and check the error messages.

In many LTA applications, the measurement
of LCA models at each time point often are first
evaluated by various statistical indexes to deter-
mine the number of classes. Then with the
appropriate number of classes at each time point,
the overall LTA model is further estimated. In
some applications, the specified LTA models
with different number of classes are directly fitted
to the data. In LTA, competing models are often
evaluated and compared based on the likelihood
ratio statistic, AIC, BIC, and interpretability of
the latent classes.

When more than two time points are under
investigation, the same probability model (usu-
ally a logistic model) is often assumed for the
transition probabilities in the sequential stages.
This constraint can be released, and then the LTA
model becomes more complicated for estimation.
In LTA application, some transition probabilities
may be constrained to zero when those transi-
tions between states are very unlikely. Con-
straining those parameters, as well as other
parameters of LTA models can simplify the
model and help the identification of the model.
In LTA, the constraints (either freeing or fixing
parameters) are usually evaluated by the likeli-
hood ratio statistic. Like LCA, covariates’ effects
on class membership at intake, transition proba-
bilities after intake, and prediction of distal out-
comes by latent classes can be incorporated into
the LTA model to make the model more
interpretable.

5.4.12 Growth Mixture Modeling

Growth mixture models, or GMM (Muthén and
Muthén 2000; Muthén and Shedden 1999; Nagin
1999) are a statistical tool to discover unobserved
heterogeneity of growth trajectories among sub-
jects and identify distinct groups (latent classes)
underlying heterogeneity. In a 33-year follow-up
study of 471 heroin users (Hser et al. 2007), GMM
analysis was applied to identify groups with dis-
tinctive heroin use trajectory patterns during the
first 16 years of their heroin addiction careers. In
modeling the continuous outcomes of heroin use
over time, distinct groups of trajectories were
hypothesized and random intercepts, random
slopes, and random quadratic growth terms were
further specifiedwithin each group to fully capture
the heterogeneity within the hypothesized groups.
The study finally identified three trajectory groups
(see Fig. 5.3 for the average observed heroin use
levels for participants in the three trajectory
groups). The group with the largest number of
participants was the stably high-level users
(n = 278, 59%), who maintained a fairly consis-
tent high level of heroin use since initiation. The
second largest group was the late decelerated
group (n = 149, 32%), who maintained a high
level of use for approximately 10 years, but then
the percentage of nonusers started to increase,
whereas those not quitting remained at their high
level of use. The early quitters group had the
smallest number of members (n = 44, 9%). These
participants decreased their use within 3 years of
initial use and stopped using altogether in the
subsequent 7 years. In this study, the
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Fig. 5.3 The average
observed heroin use levels for
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classify-analyze approach was used to further
investigate group differences in the characteristics
of participants (e.g., demographics, early deviance
and problems in family and school, age of initia-
tion of substance use, and arrest) and their out-
comes at the 33-year follow-up (e.g., mortality).

5.4.13 Variations of Growth Mixture
Models

There are many variations of growth mixture
models. In one branch, trajectories are considered
to be homogeneous within groups so that no
additional random effects (e.g., random intercepts
and slopes) are needed for trajectories within each
group. This school of GMM modeling is called
group-based trajectory analysis (Jones et al.
2001; Nagin 1999; Nagin and Tremblay 2001).
For this school of models, several parametric
models (e.g., censored normal model,
zero-inflated Poisson model) were developed for
various distributions of outcomes over time
(Jones et al. 2001). Proc TRAJ (Jones et al. 2001)
is the common software for this kind of modeling.

Another branch of GMM models (Muthén
2004; Muthén and Muthén 2000; Muthén and
Shedden 1999) assume both latent classes for
distinctive trajectory groups and random effects
(usually growth factors such as intercepts and
slopes factors) for the within-class trajectories.
For this school of models, the parametric models
for various distribution of outcomes (e.g.,
normal-component GMM model, censored nor-
mal model, zero-inflated Poisson model) have
also been developed (Muthén and Muthén 1998–
2012). With the existence of growth factors in
those models, the variances/covariances of
growth factors and residuals could be specified as
invariant or noninvariant across different classes.
Consequently, there are both class-invariant and
class-specific GMM models. For this school of
models, Mplus 7.0 (Muthén and Muthén 1998–
2012) is currently the most common software for
modeling.

Unlike LCA and LTA, GMM models usually
can be identified. Themore serious issue for GMM

models is the quality of convergence. The solution
obtained through an iterative processmay be some
local maximum and may not be the true ML
solution. This is especially true for class-specific
GMM models. As a result, a different set of
starting values (e.g., inMplus) is usually needed in
GMM estimation to ensure the quality of conver-
gence. Like LCA and LTA, constraints (e.g.,
constraining the variance/covariance of growth
factor to bemore invariant across classes) can help
convergence, although these constraints usually
need substantive justification and statistical eval-
uation by the likelihood ratio test.

5.4.14 GMM Class Enumeration

Nagin (1999) and Nagin and Tremblay (2001)
recommended BIC for class enumeration of the
group-based trajectory models. For the school of
models including within-class heterogeneity, the
three groups of statistical indexes available to the
LCA class enumeration can also be used for GMM
class enumeration. Nylund et al. (2007) suggested
the use of BIC and BLRT for class enumeration.
Tofighi and Enders (2007) found that saBIC is
more accurate when the true GMM model has
completely different variances/covariances of
growth factors and residuals. Recently, both Li
and Hser (2011) and Peugh and Fan (2012) found
that the IC statistics and likelihood ratio statistics
could diverge on the number of classes in more
complex situations for class-invariant GMM
models, and the true number of classes usually lies
between the numbers of classes suggested by two
branches of statistical indexes. This disparity
again reflects the complexity of GMM class enu-
meration and can provide some clues for the true
number of classes in more realistic situations. As
in LCA, substantive checking of theGMMmodels
is another important source for class enumeration
(Muthén 2003). Model convergence and improper
solutions are usually good indicators of latent class
over-extraction (Tofighi and Enders 2007). At
times, extracted classes with an extremely small
size or proportion are also indication of
overextraction.
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5.4.15 Covariates and Distal
Outcomes

The classify-analyze approach, as was used in
Hser et al. (2007), is widely used for the inves-
tigation of covariate effects and prediction of
distal outcomes in GMM applications. Some-
times, covariates and distal outcomes are incor-
porated into the GMM model as a single model
for investigation. In such a model, covariates
usually predict class membership, while growth
factors within classes (if assumed) and distal
outcomes are usually predicted by the latent
classes and some covariates. Sometimes,
time-varying covariates are also incorporated to
predict the outcomes directly within each class.
Although this overall GMM model with inclu-
sion of covariates and distal outcomes can be
used to determine the number of classes, it is
often treated as a modification to the model prior
to the inclusion.

5.5 Special Issues in Secondary
Analysis

Several unique statistical issues arise when
reusing data in secondary analysis. The first
concerns the consideration of different hypothe-
ses in the new data analysis. The second com-
monly encountered issue is how to combine
results from multiple studies or datasets to
address a single hypothesis and form a single,
overall conclusion. The third problem concerns
missing data and factors, and ways to handle
them. The fourth concerns pretreatment differ-
ences or selection bias and the use of
propensity-score methods for bias adjustment.

5.5.1 Multiplicity of Secondary
Hypotheses

As mentioned in the introduction, usually a sec-
ondary data analysis is conducted to assess a
different hypothesis from the one the original

study was designed to assess. In many cases with
large datasets, such as randomized controlled
clinical trials, the original study designers are
required to clearly specify their primary scientific
hypothesis of interest in advance of data collec-
tion, and so they are not at liberty to select or
modify their hypotheses after obtaining the data.
With secondary analysis, however, there is often
nothing to prevent a researcher from changing
his or her hypotheses based upon what appears in
the dataset. A danger then arises that the dataset
will be used to assess numerous hypotheses, and
only those with “positive” results (large, statis-
tically significant effects) will be reported.

Unfortunately, it is well known that checking
many hypotheses increases the chances that at
least one of the significant relationships is a
spurious finding. There are two main ways to
address this problem. First, one can clearly
pre-specify a main research hypothesis and, in
addition, specify the variables from the dataset
and the statistical model that will be used to carry
out the test associated with the hypothesis. Any
other research questions to be addressed should
then be clearly specified as ancillary hypotheses
(these are also often called secondary hypotheses
in contexts where it is not necessary to distin-
guish primary and secondary data analyses). All
results, positive and negative, of any of the
pre-chosen hypotheses should then be included
in the reported findings of the secondary data
analysis. The second way to address the problem
of spurious findings when considering numerous
hypotheses is to use special statistical
adjustments.

5.5.2 Statistical Adjustment
for Multiple Comparisons

If a researcher conducting a secondary analysis
wishes to assess several main hypotheses, then it
is possible to use statistical adjustments, called
multiple comparison procedures, to prevent
inflation of the chances of a false positive find-
ing. In general, the researcher first must select the
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desired overall statistical significance threshold a
(often called the type I error rate) and then carry
out modified versions of the corresponding sta-
tistical tests for each of the pre-specified main
hypotheses. The most commonly used of these
procedures is the Bonferroni correction, which
may be applied to any prespecified finite collec-
tion of hypotheses tests, even if different statis-
tical models or tests are used for the different
hypotheses. If M denotes the number of
hypotheses, then given the prespecified overall
type I error rate a (usually a ¼ 0:05 or a ¼ 0:01),
we conduct each of the M tests separately using
an adjusted significance threshold of a� ¼ a=M.

To illustrate, suppose one is conducting a
secondary analysis of a study that followed
subjects arrested for drug offenses after release
from jail or prison. Of interest is the relationship
between age at the time of release and ability to
reintegrate into the community. Also of interest
are the events of relapse into drug use and rear-
rest. It is possible to fit two Cox proportional
hazards models using time to relapse and time to
arrest as the survival time outcome variables,
with each including the variable age among the
predictors. Using a ¼ 0:05; each of the coeffi-
cients of the age variables from the two Cox
models at the a� ¼ 0:05=2 ¼ 0:025 level are
tested (since we are conducting M ¼ 2 tests).
Finally, age would be declared to be significantly
related to either relapse or recidivism only if the
corresponding test was significant at the 0.025
level.

5.5.3 Using Data from Multiple
Studies

Thus far, we have discussed the reanalysis of data
from a single study. However, it may be desirable
to reuse data or results from multiple studies at
once. This can allow us to have a larger effective
sample size or a sample representative of a
broader population than is possible when reana-
lyzing a single study’s data. In this section, we
discuss the most common approaches for incor-
porating data from multiple studies to reach a
single conclusion regarding a single hypothesis.

5.5.3.1 Systematic Reviews
and Meta-analysis

The simplest and easiest way in which the results
of multiple studies may be reused is to conduct a
literature review of published analyses relevant
to the current hypothesis of interest. However,
classical literature reviews suffer from three
problems. First, the conclusions drawn from the
review may be biased by the selection of papers
included in the review, and second, these con-
clusions consist of qualitative summaries of the
data analyses included in the review, not quan-
titative results, such as overall effect estimates,
confidence intervals, or p-values. Finally, the
scientific questions that can be answered by a
search of the literature are limited to those that
have been considered by previous researchers.
Both systematic reviews and meta-analysis
address these first two problems, and the third is
met by pooling observations from multiple
studies.

A systematic review is, in a nutshell, a more
rigorous form of a literature review that attempts
to exhaustively identify and incorporate all high
quality published work on a topic (Higgins and
Green 2011). These reviews clearly specify a
protocol for searching databases and citation
indices for relevant work, and they have clear
criteria for which of the identified publications
will be included in the review. Thus, they avoid
some of the selection bias associated with stan-
dard literature reviews, which have less rigorous
search and inclusion criteria.

Often, the results of the publications assem-
bled in the systematic review will then be sta-
tistically combined to form quantitative
summaries of the published works, which is a
process called meta-analysis. The first step in
producing such summaries is to identify, if pos-
sible, a common effect measure available in the
collected studies. For example, if the goal of a
review is to determine the relative effectiveness
of buprenorphine and methadone for treating
heroin addiction, then one effect measure might
be the odds ratio comparing the odds of relapse
into heroin use for subjects treated with
buprenorphine to the odds of relapse for metha-
done. One complication is that the odds of
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relapse may depend on how long the subjects are
followed, and length of follow-up will likely vary
between studies included in the review. How-
ever, as long as the ratio of the odds comparing
the two treatments does not depend heavily on
the duration of follow-up, it may still be sensible
to use the odds ratio as the common effect
measure.

The next step is to identify an estimate of the
chosen effect measure, together with some mea-
sure of the precision of this estimate, such as
sample size or standard error, from each of the
papers included in the review (Deeks et al. 2011).
Often at this point, a forest plot containing esti-
mates and confidence intervals from each study
is produced to check for outlying and influential
studies. Finally, the estimates and their precisions
are combined, usually with some form of
precision-weighted average, to obtain the desired
overall mean effect estimate across all studies. In
addition, a measure of the uncertainty of this
estimate, such as a confidence interval, is often
calculated and reported, and an overall statistical
hypothesis test may be conducted (DerSimonian
and Laird 1986). The quantitative inferences
produced from these individual study results
allow us to reach stronger conclusions than
would be possible with the qualitative summaries
produced in classical literature reviews.

5.5.3.2 Pooling Subjects
or Observations
from Multiple Studies

While meta-analyses allow us to effectively reuse
data from previous studies to quantitatively
assess previously investigated hypotheses, they
cannot be used to assess novel hypotheses that
are not addressed in the published works inclu-
ded for review (Hussong et al. 2013). To address
new scientific questions with data from multiple
previous studies, the first step is to obtain the
original, subject-level data from the individual
studies (often called individual patient data, or
IPD), much alike single-study secondary analysis
(Stewart et al. 2011; Stewart and Tierney 2002).
The next step is to pool the observations from all
studies into a single large sample and fit a single
statistical model to the pooled sample data,

which accounts for any heterogeneity, or differ-
ences, with respect to the populations and pro-
tocols used in the various studies (Riley et al.
2010).

Continuing the meta-analysis example, sup-
pose a researcher wishes to apply a logistic
regression model to a pooled sample to calculate
the odds ratio comparing the odds of heroin
relapse in buprenorphine subjects to methadone
subjects. If, as mentioned before, follow-up was
substantially longer or shorter for certain studies
contributing data to the analysis, then
study-specific random effects could be included,
which would capture the higher or lower odds of
relapse induced by the longer or shorter
follow-up periods. Essentially, this would be
treating studies as different clusters, as described
in the section on Multilevel Modeling of Corre-
lated Data. A more complicated problem arises if
subjects not only differ between studies with
respect to their overall average response level,
but subjects also differ in their response to
treatment. This heterogeneity of treatment effect
must be modeled using treatment-by-study
interactions, which will also usually be inclu-
ded as random effects.

5.5.4 Missing Data

Missing data is inevitable in practice, and this is
especially true in secondary analysis. Missing
data occur for different reasons. Subject dropout
is a typical cause of missing data that occurs in
longitudinal studies; in such studies, the mea-
surement is repeated over time. Missing values
arise when participants drop out before the study
ends and then one or more measurements are
missing. Omission is another cause of missing
data; this occurs when participants refuse to
respond to some questions in a questionnaire.
Some of these missing values can be a result of
study design because the questions asked are not
applicable to all subjects. For example, the age of
first heroin use is only applicable to heroin users
and so non-heroin users would have no response
to such a question. Missing data also occurs
when data collection is done improperly or
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mistakes are made in data entry. Of course, in
secondary analysis, some nonresponses may be
due to skip logic, so these can be recoded and not
treated as missing values. For example, a non-
response on the frequency of heroin use in the
past 30 days can be considered as no use instead
of a missing value for the participants who
reported never using heroin.

5.5.4.1 Missing Mechanism
The most intuitive response to missing data is to
delete observations with any missing values (also
called complete case analysis). From the per-
spective of statistical theory, the effectiveness of
the complete case analysis depends on the missing
data mechanism. Rubin (1976) classified three
types of missing data mechanism: missing com-
pletely at random (MCAR), missing at random
(MAR), and not missing at random (NMAR).

To illustrate, let yi ¼ b0 þ b1xi þ �i, and let yi
denote the number of days of heroin use at
follow-up and xi denote treatment participation,
with xi ¼ 1 for yes and xi ¼ 0 for no. The
unbiased estimate of b0 is the average observed
value of yi among nonparticipants and the unbi-
ased estimate of b1 is the average observed value
of yi among participants minus the average
observed value of yi among nonparticipants.
With MCAR data, the probability of having a
missing value on yi is not related to any variables
(e.g., treatment) under study. Then the average
observed values of yi among participants and
nonparticipants still unbiasedly reflect the true
heroin use of each group, though less precisely
and with less observed cases. Correspondingly,
the estimates b0 and b1 based on these group
means are still unbiased, though less precise.
With MAR data, the probability of having a
missing value on yi is related to the observed
values in the study (e.g., treatment) but is not
related to the unobserved values of yi. Suppose
participants and nonparticipants now may have a
different chance of having missing values.
However, the average observed values of yi
among participants and nonparticipants still
unbiasedly reflect the true heroin use of each
group since the missingness is still random
within each group. As a result, the b0 and b1

estimates based on these group means are unbi-
ased too. In statistics, both MCAR and MAR are
called ignorable missing because ignoring the
missing values, as in the case noted above, would
not cause any bias to the estimators of b0 and b1.
With NMAR, the probability of having a missing
value on yi is related to the unobserved values of
yi. For example, more severe heroin users across
groups might be less likely to provide responses.
As a result, the average observed values of yi
among participants and nonparticipants both
could underestimate the true heroin use of each
group, and therefore, the corresponding estimates
b0 and b1 based on these group means could be
biased. In this situation, the missing values are
not ignorable and NMAR is called a nonignor-
able missing condition.

5.5.4.2 Handling Missing Data
The commonly used complete case analysis
usually requires MCAR. However, in the exam-
ple above, it only requires ignorable missingness.
Complete case analysis due to loss of cases
would have larger standard errors, wider confi-
dence intervals, and a loss of power in testing
hypotheses. In addition to complete case analy-
sis, some other heuristic methods of
missing-value handling include imputation from
a randomly selected similar record, from the last
observation in an ordered dataset (or hot-deck
imputation), replacing any missing value with the
mean of that variable (mean substitution), or
replacing any missing value with the predicted
value of that variable based on the regression
model from the complete cases (regression sub-
stitution). Though frequently used, these heuris-
tic methods have less statistical rigor, and their
validity often is questionable.

For missing values in secondary analysis, two
popular handling methods with a strong statisti-
cal foundation and rigor are expectation maxi-
mization algorithm, or EM (Dempster et al.
1977), and multiple imputation, or MI (Rubin
1987; Schafer 1997). Both EM and MI require
ignorable missingness for valid statistical esti-
mation and inference. Given MCAR or MAR
data, the EM algorithm estimate b0 and b1 in the
above case through an iteration process. In each
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iteration, the missing values of yi are imputed
from its posterior means, conditional on the
observed values of yi and xi (E-step), and then
the estimates b0 and b1 are calculated based on
the imputed data without missing values for the
next iteration (M-step). The EM algorithm has
been applied to various models and situations in
statistics over the past two decades (Little and
Rubin 2002; Schafer 1997). However, despite its
popularity and generality, the EM algorithm
often is model- or situation-specific, and thus is
difficult for people with a limited statistical
background to implement. On the other hand,
many statistical software packages (e.g., SAS,
SPSS, Stata, R base) assume a complete case
analysis and exclude the EM algorithm for
missing-value handling in their commonly used
analysis procedures. As a result, special software
packages or programs that include the EM
algorithm for missing values may be required,
depending on specific analyses.

Compared to the EM algorithm, the MI
method is less model- or situation-specific and
has been implemented in many standard software
packages (e.g., SAS, SPSS, Stata, Splus, R).
The MI method often includes three steps. In the
first step, a selected imputation method, such as
the predictive mean matching method (Heitjan
and Little 1991; Schenker and Taylor 1996), or
the Markov chain Monte Carlo method, or
MCMC (Schafer 1997) is used to create several
replications with the missing values replaced by
the imputed values. For example, with some
specification (e.g., imputation method, the num-
ber of replications), SAS Proc MI (SAS Institute,
Inc. 2013) can generate the replications. Then, in
the second step, these replications are analyzed
by the standard procedures in the same way as
the complete data. In the above heroin-use
example, the parameters b0 and b1 can be esti-
mated for each replication by any software that
includes linear regression. Then, in the third step,
the estimates from each replication will be
combined to calculate the final estimates of b0
and b1 and their standard errors. In practice, this
final step can be conducted by some standard
software, such as SAS Proc MIANALYZE (SAS
Institute, Inc. 2013).

5.5.5 Propensity-Score Analysis

Assessing treatment effects or outcomes among
different treatment conditions and/or groups is
often of interest in the secondary analysis of
observational data in the substance abuse field.
Because observational data lack randomized
assignment of participants into treatment condi-
tions, observed differences in outcomes could be
due to pretreatment differences (or selection
biases) instead of treatment conditions, and
therefore statistical procedures are needed to
balance the data before assessing the treatment
effects. Conventional methods in controlling for
self-selection may involve pretreatment measures
for the following reasons: (1) as to control
measures or covariates in regression models
(ANCOVA approach), (2) for matching, or
(3) for stratification. When there are multiple
control variables (i.e., a high-dimensionality
problem), matching and stratification are more
difficult to apply. If units in the treatment and
control are balanced on a large number of
covariates one at a time, large numbers of
observations would be needed to overcome the
“dimensionality problem,” whereby the intro-
duction of a new balancing covariate increases
the minimum necessary number of observations
in the sample geometrically. On the other hand,
the validity of the ANCOVA approach rests upon
the assumption that the mean outcome varies
linearly with all confounders with identical
slopes between treated and non-treated groups.
Even though the inclusion of interactions
between treatment and confounders may be
helpful sometimes, the potential of violating the
assumption grows as more confounders are
added without interaction terms, and as the
treated and non-treated groups become increas-
ingly different with respect to these confounders
(e.g., different degrees of nonlinearity between
treatment groups). Therefore, it is more advan-
tageous to use propensity-score analysis, which
reduces multiple characteristics to a
one-dimensional propensity score and matches
the scores between treated and non-treated cases,
and then use the matched sample to estimate
treatment effects. By using a linear combination
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of covariates for a single score, treatment and
control groups are balanced on a large number of
covariates. Increasingly, propensity-score analy-
sis has become a popular statistical technique for
reducing the impact of selection bias in estima-
tion of causal effects using observational data
(D’Agostino 1998; Feng et al. 2006; Rosenbaum
and Rubin 1983; Rubin 1997; Rubin and Thomas
1996; Ye and Kaskutas 2008).

5.5.5.1 Procedures
for Propensity-Score
Analysis

While several propensity-score models are
available, a propensity score is basically defined
as the conditional probability of assignment to a
particular treatment, given a vector of observed
covariates (Rosenbaum and Rubin 1983).
Propensity-score analysis involves the following
steps. Step 1 involves the specification of a
logistic regression model and the search for a best
set of conditioning variables that optimizes esti-
mates of the propensity scores. Step 2 is matching
or resampling based on estimated propensity
scores. Various propensity-score matching algo-
rithms (e.g., greedy matching, Mahalanobis met-
ric distance matching, both with or without
propensity scores, optimal matching) have been
developed using the propensity scores to match
treated participants with the control participants,
with the goal to make the two groups as much
alike as possible in terms of estimated propensity
scores. Because the common support region
formed by the estimated propensity scores does
not always cover the whole range of study par-
ticipants, some treated participants may not have
matched controls and some control participants
may never be used; thus, propensity-score
matching sometimes leads to a loss of study
participants. Step 3 involves analysis based on the
matched sample. Some propensity-score methods
do not involve Step 2; for example, a
propensity-score weighting approach omits
propensity-score matching but conducts multi-
variate analysis using propensity scores as sam-
pling weights. Propensity-score weighting avoids
the problem of loss of sample participants, but
can be sensitive to misspecification of the

propensity-score model when estimated propen-
sities are small (Kang and Schafer 2007).

An important component of any
propensity-score analysis is to examine whether
the propensity-score model has been adequately
specified. This is often accomplished by exam-
ining whether the distribution of measured
baseline covariates is similar between treated and
untreated participants with the same estimated
propensity score. If, after conditioning on the
propensity score, systematic differences remain
in baseline covariates between treated and
untreated participants, this can be an indication
that the propensity-score model has not been
correctly specified. For example, with
propensity-score matching, assessing whether the
propensity-score model has been adequately
specified involves comparing pretreatment char-
acteristics of treated and untreated participants
within the propensity-score matched sample.

5.5.5.2 An Empirical Example
The following is an example comparing
long-term outcomes among women who were
pregnant or parenting at admission to
women-only (WO), versus mixed-gender
(MG) programs participating in the California
Treatment Outcome Project, or CalTOP (Hser
et al. 2011). Of the intake sample of 4448
mothers, 3688 were in MG and 760 were in WO,
and women in the WO programs generally
demonstrated greater problem severity in many
key life domains at intake. To assess the differ-
ences in outcomes between the WO and MG
programs, we used propensity-matching proce-
dures, as described below, to select an equivalent
500 women from each type of program.

The propensity score is a subject’s probability
of receiving WO or MG treatment, conditional
on observed covariates for this analysis. Matched
pairs were constructed using the nearest available
Mahalanobis metric matching within calipers
defined by the propensity score. Specifically, we
considered WO programs as the “case” group
and MG programs as the “control” group and
performed the following procedures: (a) propen-
sity score was computed based on 47 variables at
intake, (b) women in both groups were first
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stratified by treatment modality at intake and
psychiatric severity at intake, (c) treatment
modalities were residential, outpatient, and
methadone maintenance, (d) psychiatric severity
was indicated by the Addiction Severity Index
(ASI) psychiatric score and separated using a
median split as high and low categories, (e) all
women in each group were divided into six
substrata, (f) matched pairs were searched only
among subjects that belonged to the same stra-
tum, and (g) the matching procedure was divided
into three steps and was started with pregnant
women first.

Step 1—given each prestratified stratum, a mat-
ched subject from the MG programs was found
for each pregnant woman in WO programs;
Step 2—of the remaining unmatched subjects, a
matched subject from a WO program was found
for each pregnant woman in a MG program,
given each prestratified stratum;
Step 3—of the remaining unmatched subjects, a
matched subject was found from a MG program
for a subject in a WO program, given each pre-
stratified stratum.

Applying propensity-matching procedures
using a large number of pretreatment measures
(n = 47), the baseline group differences were
largely eliminated, but a few remained (e.g., ages
of 30.5 vs. 31.9, pregnant status of 45% vs. 73%,
and prior outpatient psychiatric treatment 33%
vs. 41%). These differences may have influenced
the long-term trajectories examined in the study.
In addition, sensitivity analyses revealed signifi-
cant differences in patient characteristics between
the total and matched samples. It may be that the
population of women at MG agencies does not
sufficiently overlap the population of women at
WO agencies to generalize results more broadly.

5.5.5.3 Additional Considerations
In the absence of an experimental design, the
propensity score allows the design and analysis
of an observational study to mimic some of the
particular characteristics of a randomized con-
trolled trial. Nevertheless, Rubin (1997) points
out three limitations of propensity-score

matching. First, propensity-score matching only
accounts for observed (and observable) covari-
ates and cannot control for unobserved selection
bias. Any hidden bias due to latent variables may
remain after matching because the procedure
only controls for observed variables. Second,
propensity-score matching works better in larger
samples, with substantial overlap between treat-
ment and control groups. Third, propensity-score
matching does not handle a covariate that is
related to treatment assignment but not related to
the outcome, in the same way as a covariate with
the same relation to treatment assignment but
strongly related to outcome. Rubin recommended
performing sensitivity analysis and testing dif-
ferent sets of conditioning variables to address
the first limitation. It should be noted that
propensity-score matching is a rapidly growing
field of study and many new developments are
still in a testing stage (Guo and Fraser 2010).
Multiple methods for estimating program effects
should be considered to increase confidence in
the findings.
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6Longitudinal Methods in Substance
Use Research

Brent Teasdale and Jerreed Ivanich

6.1 Introduction

Substance use researchers utilize a variety of
methods, a good deal of which involves the
collection and analysis of survey data. Survey
researchers, in turn, typically utilize either
cross-sectional or longitudinal methodological
approaches. In cross-sectional research, subjects
are studied at only one point in time. The focus
of this chapter will be on longitudinal research,
which is defined as repeated observations across
time. This chapter will review basic types of
longitudinal research utilized in studies of sub-
stance use and abuse, including major longitu-
dinal data collection efforts, different kinds of
data analytic techniques for the analysis of lon-
gitudinal data, and concludes with a summary of
the promise of longitudinal methods for sub-
stance abuse researchers.

Longitudinal studies can be classified into two
types. First there are repeated cross-sectional
studies. These studies typically survey different
samples at each time period, using the same
survey instrument. Because of their use of dif-
ferent samples, these studies do not allow the

researcher to compare the same unit of observa-
tion across time, but they do allow the researcher
to track trends across time in the variables mea-
sured, at the aggregate level. An alternative to the
repeated cross-sectional study is the panel study.
Panel studies survey the same unit of observation
repeatedly across time. These studies allow the
researcher to make within-person comparisons—
comparing the same person to himself or herself
over multiple time periods. We will return to
each of these types in greater detail below.

6.2 Examples of Longitudinal Data
Collections

As noted, repeated cross-sectional studies allow
researchers to track trends in the variables mea-
sured over time; they do so by using the same
measures on different samples surveyed at dif-
ferent times. One example of this type of
research in the area of substance use is the
Monitoring the Future Study (MTF). The MTF
study is an ongoing study of American high
school students conducted by the Institute for
Social Research at the University of Michigan.
MTF began in 1975 and has surveyed 12th gra-
ders every year since. In 1991, the MTF also
began surveying 8th and 10th graders. Each year,
approximately 50,000 8th, 10th, and 12th graders
in approximately 420 public and private high
schools are surveyed (www.monitoringthefuture.
org). The MTF study has been influential in
demonstrating the rates of substance use and
abuse among American high school students, as
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well as trends in attitudes and behaviors related
to substance use across time. The study is so
influential that the investigators have been called
upon to testify before congress over a dozen
times (www.monitoringthefuture.org).

Because repeated cross-sectional studies track
the same variables over time, they can be utilized
to follow trends over time. The MTF study has
been tracking trends in drug use since 1975,
enabling researchers to understand the trends in
drug use, attitudes, etc. For example,
Terry-McElrath et al. (2013), utilizing data from
nationally representative cross-sectional samples
of 12th grade students surveyed in the MTF
project, tracked trends from 1976 to 2011 in the
simultaneous use of alcohol and marijuana
(SAM). Although high, results suggested a rela-
tively flat trend in the simultaneous use of alco-
hol and marijuana,1 with a slight decrease over
time. The study’s design revealed consistencies
in reasons given for SAM use over time, which
included certain social contexts of marijuana or
alcohol use (e.g., park/beach, car, party), which
may be used to inform tailored prevention efforts.

Another example of a repeated cross-sectional
design is the National Survey on Drug Use and
Health (NSDUH), formerly known as the
National Household Survey on Drug Abuse,
which is the primary source of data on drug use
for the noninstitutionalized U.S. population aged
12 years and older (Substance Abuse and Mental
Health Services Administration 2013). Data has
been collected since 1971, making the NSDUH
the largest longitudinal study of drug use in the
U.S.; providing important estimates of the trends
in use behaviors and how those behaviors vary
by key demographics (gender, race, age, etc.). In
addition, information regarding treatment is also

collected, providing key insights on the need for
and use of treatment services.2 Recent results
from the 2013 NSDUH report suggested that
8.3% of respondents used illicit drugs in the past
month based on the 2002 survey, a figure that
increased to 9.2% by 2012. Furthermore, 6.2% of
respondents reported using marijuana in the past
month based on the 2002 survey, while 7.3%
reported its use in 2012. In contrast, use of
psychotherapeutics remained relatively constant
across the period (past month prevalence of 2.7%
in 2002 and 2.6% in 2012). Cocaine use trended
down over the period from 2002–2012, with
0.9% using in 2002 and 0.6% using in 2012
(both past month prevalence).

In contrast to the repeated cross-sectional
designs, panel designs follow the same subjects
across time. These data collection efforts allow
the researcher to track an individual’s behavior
over time, rather than aggregate trends in the
variables, which are produced from repeated
cross-sectional studies. For example, the
National Epidemiologic Survey on Alcohol and
Related Conditions (NESARC) is a two-wave
panel study funded by the National Institute on
Alcohol Abuse and Alcoholism. The first wave
of data was collected in 2001–2002 and the
second wave was collected in 2004–2005. The
data collected included all aspects of alcohol use,
including initiation, service utilization, comor-
bidity with drug and mental health problems, and
underage drinking. Analyses of the NESARC
have investigated a variety of topics including
gender differences in anxiety disorders
(Vesga-Lopez et al. 2008) and alcohol con-
sumption among young adults (Chen et al. 2004).
An interesting longitudinal use of the data was
presented by Lopez-Quintero et al. (2011) in
which they studied ethnic group differences in
the transition from use to dependence using the
two waves of the NESARC. They found that
the probability of transitioning from use to

1Students who reported any past 12-month marijuana use
were asked: “How many of the times when you used
marijuana or hashish during the last year did you use it
along with alcohol—that is, so that their effects over-
lapped?” In the analyses, any SAM use decreased from a
high of 74% in 1980–82 to 62% in 2011. SAM use “most
or every time” remained generally stable at around 20%
through the mid-1990s, but then decreased significantly
through 2011.

2In 1999, the NSDUH began using computer-assisted
interviewing. Consequently, caution is necessary when
estimating trends in drug use before and after the
methodological change, as their measurement may not
be consistent.
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dependence3 was 67.5% for nicotine users and
22.7% for alcohol users. Furthermore, they found
that there were significant differences in the
probability of transitioning from use to depen-
dence by racial and ethnic groups. Specifically,
Native Americans or Alaskan Natives had higher
probabilities than White Americans of transi-
tioning to dependence across all of the sub-
stances investigated. This information, coupled
with identification in this study of several com-
mon predictors of transition dependence (e.g.,
history of any mental disorder), highlighted the
importance of continued outreach and treatment
for these populations.

6.3 Longitudinal Epidemiological
Research on Substance Use

Several theories have impacted the longitudinal
study of substance abuse. Specifically, theories
of alcohol use trajectories and the dominant
theories explaining stage-specific development
are the driving inquires within longitudinal sub-
stance abuse research. To study these topics,
researchers have often used longitudinal tech-
niques as a tool to uncover trends in substance
abuse, comparisons between groups, and the key
factors that trigger one’s progression of sub-
stance abuse through developmental stages.

6.3.1 Alcohol Trajectories

Although substance abuse is often associated
with illegal drugs, researchers have often noted
the importance of reviewing alcohol use sepa-
rately from more illicit drugs, as alcohol may
have different driving factors for inception and
continued use than do illegal drugs (Chassin
et al. 2004). In the U.S., alcohol is not illegal for
consumption by individuals older than 21 and is

much more accessible than other illicit drugs,
making it more susceptible to exposure and
abuse for all. The benefit of reviewing
alcohol-related abuse separate from other sub-
stances in longitudinal studies provides a parti-
tion between other illicit drug abuse factors and
alcohol abuse characteristics. The added clarity
allows researchers and practitioners to estimate
trends in use and the impacts of variables that
may be unique to each substance.

Adolescents have been cited as the most
at-risk population to be impacted by alcohol.
Consequently, much research has focused on
adolescent attitudes toward alcohol use (Bates
and Labouvie 1997). Furthermore, the develop-
mental process in adolesence becomes a primary
focus in alcohol abuse research. This area of
research has been justified because of the pre-
disposed sensitivity that becomes so pivotal in
which trajectory of future alcohol use one is
placed. Having information that tracks an indi-
vidual’s drinking behaviors combined with other
factors over time allows for insight into the dif-
ferent trajectories of drinking behaviors and also
what factors are more influential within each
different trajectory group.

Longitudinal research has focused primarily
on the study of how one’s individual environ-
ment and social factors contribute to drinking
behavior. Several elements emerge in the field as
to what may be causing adolescents to begin
drinking and what other factors may cause them
to persist in their drinking. Common variables
studied overtime to understand the onset factors
associated with youth drinking include gender,
parent alcoholism, friends’ participation in the
use/abuse of alcohol, parental divorce, and
delinquency (Hawkins et al. 1992). The variables
listed have found continued support, as contem-
porary studies still find them to be important risk
factors associated with alcohol use and depen-
dency (Chassin et al. 1996, 2004). Findings
further indicate that individuals can be placed in
trajectories that uncover patterns of alcohol use
and dependency over time (Chassin et al. 2004).
Alcohol trajectories in adolescence are typically
grouped by the dependent variable (alcohol use)
and researchers study the independent variables

3NESARC surveys included extensive questions covering
the DSM-IV criteria for alcohol- and drug-specific abuse
and dependence for 10 classes of substances (sedatives,
tranquilizers, painkillers, stimulants, cannabis, cocaine or
crack, hallucinogens, Inhalants/solvents, Heroin, alcohol,
and nicotine).
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that might place an individual in a given trajec-
tory group. Studies are often divided between
two primary foci based on the common trajec-
tories identified. The first and primary focus has
explored trajectories of adolescent development
into adulthood (Chassin et al. 2002, 2004; Maggs
and Schulenberg 2004). The second major area
of alcohol trajectories that is often studied is the
trajectories of adult substance abuse (Curran
et al. 1998; Hussong et al. 2001).

Individual trajectories in alcohol use vary
based on several factors. Primarily, studies
examine the likelihood or extent to which an
individual will abuse alcohol in the future based
on factors such as age at onset of drinking,
amount of drinking at different developmental
stages of life, friends’ alcohol use, parent drink-
ing, stressful life events, and social attitudes
toward alcohol. Additionally, common factors
that predict trajectory membership include gen-
der, parental alcoholism, psychological disor-
ders, and culture (Hawkins et al. 1992). For
example, Chassin and associates (2004) outlined
adolescent trajectories of alcohol use and abuse
starting at the age of 11 and ending when par-
ticipants were 30. The trajectories were reviewed
in three separate groups, light alcohol and drug
use, moderate and experimental alcohol and drug
use, and heavy alcohol and drug use. In each
trajectory, a peak of alcohol consumption across
all three groups was found in the age range of
23–26. Additionally, all three groups began to
desist after the age of 26. However, the amount
of alcohol consumed early in one’s life was a
significant factor in determining one’s future
drug and alcohol use (Chassin et al. 2004). These
findings are consistent with the common notion
that the age at which an individual begins using
alcohol is a significant predictor of future use
and/or abuse (Bates and Labouvie 1997; Chassin
et al. 2002).

According to the Chassin et al. (2004) study,
only 11.3% of individuals were found to be
lifelong abstainers from alcohol and drug use.
This is not to suggest that the majority of indi-
viduals face dependence on alcohol or drugs, as
it was found that 61% never report dependence
on alcohol or drugs. The most at-risk population

for dependency was the heavy use group, with
80% reporting dependency. This heavy use
group also exemplified many life factors that
have been found to be associated with heavy
drinking—parent alcoholism, onset of drinking
early in life, parental divorce, and friends’ alco-
hol use (Chassin et al. 2004).

In one classic example of longitudinal theo-
rizing, Bates and Labouvie’s (1997) study of
1257 Rutgers Health and Human Development
Project participants gathered information from
individuals aged 12, 15, and 18 years at time one,
through telephone recruitment in New Jersey. The
first follow-up occurred approximately three
years after enrollment in the study. The third data
collection occurred 3 years after the second
follow-up and the final retest was conducted 7
years after the third retest yielding ages of 25, 28,
and 31 for participants in the final data collection.
Bates and Labouvie (1997) utilized 16 measures
of risk factors in their study.4 These measures
include: cognitive structure, harm avoidance,
religiosity, academic performance, impulsivity,
Personality Research Form (PRF) play, disinhi-
bition, experience seeking, self-derogation, emo-
tional outbursts, deviant coping, delinquency,
negative activities with friends, sibling deviance,
friends’ deviance, and stressful life events.

The authors’ efforts yielded key insights as to
what factors may place adolescents at the greatest
risk for drinking. Results indicated that individ-
uals whom had heavy use at early ages were
more likely to continue alcohol use, but only
when certain environmental and social factors
were present. Heavy drinking patterns at age
18 had a low to moderate correlation of
0.22 < r < 0.32 for males; 0.34 < r < 0.40 for

4The study identified three subsets of individuals repre-
senting prototypical use trajectories of (1) consistently
low alcohol and drug use during adolescence and early
adulthood; (2) heavier alcohol and drug use in adoles-
cence compared to early adulthood; and (3) persistent
heavier alcohol/drug use through transition to early
adulthood; all differing on a number of risk factors for
persistent use into adulthood.
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females with future use (age 21–23), when
controlling for other risk factors (Bates and
Labovie 1997). Bates and Labouvie concluded
that their study supported the notion that younger
age at onset was associated with persistent
drinking problems, but the focus should be
placed on risk factors in the individual’s life
beyond simply age at onset of alcohol use
(1997). Bates and Labouvie’s study pointed to a
much-needed direction—the utilization of longi-
tudinal studies over longer periods of time to
better understand the relationships of environ-
mental and intrapersonal risk factors with alcohol
use (Bates and Labouvie 1997). Having data that
covers longer time frames may also add to the
understanding of developmental stages that
alcohol and other drugs may have in an indi-
vidual’s growth.

6.3.2 Gateway Hypothesis

The gateway hypothesis is one of the most cited
stage-developmental theories of substance abuse.
The gateway hypothesis draws from the concept
that certain drugs will act as a starting point and
pathway into more illicit drug using behaviors.
Kandel’s (1975) seminal piece observed New
York high school students using a series of three
self-reported surveys, covering the span of 2
years. The pathways or “stages” found by Kandel
(1975) included a four-step process. At stage
one, an individual is either a nonuser or user of
legal drugs (beer/wine). Stage two begins the
transition from legal drugs to more illicit drugs,
those that had been involved in the use of beer
and wine now are users of cigarettes or hard
alcohol. The third stage follows the use of
cigarettes or hard alcohol and then feeds into the
use of cannabis. The fourth and final stage is a
progression from cannabis to hard drugs (pills,
LSD, heroin, tranquilizers, etc.). The data sug-
gests that substance abuse is not as straight for-
ward as one’s availability or desire, but is a
gradual progressive process that allows individ-
uals adjustment periods to move from one stage
of use to increasingly more illicit drug use

patterns, where each previous stage acts as a
gateway to the next. Conversely, she argues that
drug users do not stop using directly, but slow
down and regress to previous stages as part of the
process of becoming nonusers. Lastly, Kandel
(1975) acknowledges that substance use in one
stage does not cause the user to transition to the
next stage, since many individuals do not
advance to the next stage, but rather acts as a
gateway to the next.

Kandel concluded that more research needed
to explore the stability of risk factors over time,
as well as identify potential protective factors
compensating for early risk in developmental
patterns of use. Indeed, the gateway hypothesis
has sparked a good deal of interest, leading to a
large number of studies that have evaluated dif-
ferent aspects of the hypothesis. Although many
of Kandel’s original findings still find support,
different approaches are being taken to explain
the reasons for each stage. Since the inception of
the gateway hypothesis, the majority of the work
being done has utilized self-reported surveys to
solicit information from adolescents. The use of
animal models, chiefly rats, is an emerging
method in longitudinal research in evaluating the
gateway hypothesis. Animal models present a
unique possibility for studying causal factors in
onset and persistence, which other methods
would not allow (Grunberg and Faraday 2002).
Animal models have shown that exposure to
substances during adolescence is more likely to
lead to continued use than is first exposure during
adulthood (Levin et al. 2003). Additionally,
animal studies are pushing the preconceived
notions of their limitations by testing
social/behavioral (e.g., peer pressure) traits (de
Bono and Bargmann 1998). Overcoming the
commonly perceived limitations of animal mod-
els, that they cannot evaluate social behavior,
will advance their contributions in understanding
the gateway hypothesis, by including factors
such as peer pressure, strain, stress, family rela-
tionships, etc.

In the emerging studies being conducted to
test the gateway hypothesis, life course methods
are currently being employed. Life course
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methods focus on the changes in the outcome
behavior and connections to social and personal
climates over a long period of time, to better
account for the factors that may be causing an
individual to exhibit a set of behaviors (e.g.,
substance abuse). These methods are valuable for
their ability to find distinctive patterns that lead
individuals to use illegal substances, identify
critical events that are important predictors of
substance abuse, and for finding the factors that
contribute to persistence in substance abuse and
those factors that are implicated in desistance
from drug use (Hser et al. 2007).

Fergusson et al. (2006) conducted a study that
employed a life course method in testing the
gateway hypothesis. Their study used data col-
lected on 1265 New Zealand individuals from
birth until the age of 25. This unique sample of
individuals allowed researchers to conduct a
more in-depth analysis of factors often omitted
from common survey data. Reviewing individu-
als across a large swath of their life better
enabled the researchers to find events or patterns
that may make an individual more likely to use
illegal substances, than cross-sectional surveys.
Fergusson and colleagues found strong support
for the gateway hypothesis, as individuals that
had been involved in cannabis drug use in ado-
lescence progressed into illicit drug use in early
adulthood. In particular, Fergusson and col-
leagues found that by age 25, 42% of individuals
used illicit drugs outside of cannabis. Of the
cohort that had used drugs outside of cannabis,
82% reported the use of hallucinogens (ecstasy,
LSD) (Fergusson et al. 2006).

The phenomenon of substance abuse is clearly
complex; researchers that utilize longitudinal
methods have a distinct advantage over other
methodological approaches. Tracking individuals
over a period of time provides more clarity to the
overall picture of substance abuse by better
controlling for the time ordering of events and
better understanding long-term impacts of use
behavior on individual outcomes. Due to the
inherent instability that is associated with sub-
stance abusers, tracking their behaviors over time
has added, and will continue to add, to our
knowledge base.

6.4 Examples of Longitudinal
Research in Substance Abuse
Prevention

Longitudinal evaluations have been consistently
utilized in the area of substance abuse preven-
tion. For example, Drug Abuse Resistance Edu-
cation (D.A.R.E.), one of the most widely
publicized programs, has been subjected to a
number of longitudinal evaluations. Lynam et al.
(1999) evaluated D.A.R.E. 10 years after
administration, as a follow-up to the initial 5-year
evaluation conducted by Clayton et al. (1996).5

Overall, in their 10-year follow-up study of 1002
individuals who received D.A.R.E. (or “a stan-
dard drug education curriculum”) in the 6th
grade, they found that D.A.R.E. did not signifi-
cantly impact alcohol, tobacco, marijuana, or
illicit drug use, 10 years after administration
(590). The strength of the findings from this
longitudinal evaluation, if replicated, may call
into question the value of an expensive program
like DARE when compared to usual instruction
(in the control conditions teachers did their usual
drug education program as part of their standard
heath curriculum) in preventing drug and alcohol
abuse. Potential alternatives include a substantive
redesign of either the curriculum or delivery
mode as potential solutions.

Another example of a longitudinal evaluation
of a substance abuse prevention curriculum
delivered by D.A.R.E. officers was The Adoles-
cent Substance Abuse Prevention Study
(ASAPS), which was a project funded by the
Robert Wood Johnson Foundation to analyze the
effects of a substance abuse prevention curricu-
lum known as Take Charge of Your Life
(TCYL) using a prospective, cluster-randomized

5Both the 1999 and 1996 analyses utilize data from the
same longitudinal evaluation of DARE that began in
September 1987 with a 1987–88 6th grade cohort in a
Midwestern metropolitan area with a population of
230,000. As can be expected, the major design and
methodological confound is attrition over the lengthy
follow-up period. However, analyses of attrition by
condition at each follow-up showed little effect on the
results, with missing participants more likely to be older
males who reported using cigarettes in the 6th grade
(Lynam et al. 1999).
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experimental design (Sloboda et al. 2009).
The ASAPS followed approximately 17,000
adolescents from the 7th through the 11th grades,
including preventative interventions in both the
7th and 9th grades. Study schools came from six
metropolitan regions and from schools within a
50-mile radius of each city center. These areas
included: Detroit, MI, Houston, TX, Los Ange-
les, CA, Newark, NJ, New Orleans, LA, and St.
Louis, MO. TCYL was delivered by trained Drug
Abuse Resistance Education (DARE) officers.
Research from the ASAPS suggests that DARE
officers delivered the program with high fidelity
(Sloboda et al. 2009). Outcome analyses sug-
gested that adolescents who did not use alcohol
and tobacco in the 7th grade were more likely to
initiate use by the 11th grade in the treatment
condition; however, 7th grade marijuana users
were more likely to desist from use by the 11th
grade if they received the treatment.

Another example is the major analysis of the
Project Alert substance abuse prevention program,
which consisted of a longitudinal data collection
and analysis. Ellickson and Bell (1990) randomly
assigned 30 schools to three conditions—a control
condition that did not deliver Project Alert, a
treatment condition that consisted of an adult-led
Project Alert curriculum, and a treatment condi-
tion consisting of a peer-led Project Alert cur-
riculum.6 The longitudinal study followed the
6527 students, spread across 8 communities in
California andOregon, through four waves of data
(two in the 7th grade and two in the 8th grade).
Results suggested that program impacts on alcohol
were across all user types and decayed quickly.
That is, the treatment reduced use among baseline
nonusers, experimenters, and users during the 7th
grade, but impacts were not significant by the start
of 8th grade. Results differed for cigarette use.
Impacts were typically not seen until after the
booster session and were confined to the experi-
menter and users groups. The program did not help
previously confirmed smokers.7

In a similar vein, Pentz et al. (1989) con-
ducted a longitudinal evaluation of the Mid-
western Prevention Project. The evaluation
utilized a 2 � 2 design where students were
randomly assigned to treatment or comparison
group and the program was either delivered in
the 6th or 7th grade in two locations: Kansas City
and Indianapolis. The participants were followed
for 2 years after the intervention. Outcomes
measured at time 2 suggested significant reduc-
tions in past month, past week, and past day
smoking behaviors.

Lastly, one of the more researched programs
is the Good Behavior Game (GBG) (Embry
2002). The intervention was designed to socialize
children to the student role and reduce disruptive
behaviors, including substance abuse disorders.
In one example of a longitudinal evaluation of
the preventive impacts of the GBG, Poduska
et al. (2008) estimated generalized linear mixed
models and generalized additive models to
evaluate the program’s impact on service uti-
lization for mental health, emotional, behavioral,
and drug-related problems. They found signifi-
cant reductions in adult service utilization among
males who received the treatment, but not
females. Another longitudinal evaluation of the
GBG, conducted by Kellam et al. (2008, 2011,
2014) found that administration of the GBG had
significant impacts on lifetime diagnoses of
substance abuse/dependence disorders in young
adulthood,8 demonstrating lasting impacts of the
program. Impacts were highest among males
already exhibiting high-risk behavior during the
period of intervention. A replication of the GBG
in Oregon that followed students from 5th grade
to the end of high school showed significantly
reduced use of tobacco, alcohol, and drugs
(DeGarmo et al. 2009).

6The Project ALERT curriculum was developed using the
social influence theoretical model.
7This was not totally unexpected, as Project ALERT was
designed to keep nonusers from becoming involved with

(Footnote 7 continued)
drugs and both nonusers and experimenters from making
the critical transition to user. It was not designed for
committed users.
8Subjects were followed up at multiple time periods. The
evaluation used a modified version of the Composite
International Diagnostic Interview (CIDI) designed to
reflect the DSM-IV criteria for determining lifetime, past
year, and past month occurrence of substance abuse and
dependence disorders.
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6.5 Examples of Longitudinal
Research in Substance Abuse
Treatment

Substance abuse treatment studies answer a dif-
ferent question than a majority of substance
abuse related studies. Much substance abuse
research concerns itself with questions related to
the onset, maintenance, and causes for desistance
of individuals. Substance abuse treatment
research questions review how effective treat-
ments have been. Additionally, substance abuse
treatment research addresses what causes indi-
viduals to become “career treatment” individuals.
A majority of treatment studies are conducted
utilizing longitudinal methods, for their ability to
collect data on one specific individual or program
over time. Studying individuals or programs over
time allows researchers to analyze trends of
treatment utilization and key factors that create a
successful treatment. Below, we discuss major
treatment programs, coupled with their respective
goals and outcomes.

6.5.1 Treatment Programs

One of the largest programs that was established
for evaluating and studying substance abuse
treatment programs was the Drug Abuse Treat-
ment Outcome Study (DATOS). The National
Institute on Drug Abuse (NIDA) established the
efforts of DATOS in 1990. In 1995, four other
research centers were funded to pursue coordi-
nated, yet independent research based on
DATOS (DATOS—About DATOS 2007). The
four research centers include:

• The National Development and Research
Institutes (NDRI) at North Carolina

• Texas Christian University (TCU) in Fort
Worth

• The University of California at Los Angeles
(UCLA)

• The NIDA Services Research Branch.

Each research center has since focused on a
specific area of substance abuse treatment

research. The goal of the institutions was, “to
advance scientific knowledge about the effec-
tiveness of drug abuse treatment as it is typically
delivered in the United States.”9

Prior research conducted before DATOS
generally originated from two major outcome
studies, the Drug Abuse Reporting Program
(DARP) and the Treatment Outcome Prospective
Study (TOPS). DARP was a primary mechanism
for collecting treatment and substance abuse data
in the 1970s and TOPS in the 1980s.10 Both
studies informed the direction and research
questions of DATOS and in combination with
DATOS they have given researchers and the
government a rather comprehensive picture
of the trends and patterns of substance abuse
treatment in a longitudinal format, with over
30 years of information (http://www.datos.org/
background.html). The advantages of this large
longitudinal collection of data have extended into
the scholarly field and the development of
empirical public policy. The collection of data
has allowed researchers to analyze trends of
treatment outcomes, which has given practition-
ers and society the ability to refocus on the
problem areas noted in the data. Additionally,
DATOS has produced a large number of schol-
arly publications that add to the drug treatment
knowledge base.

9For additional information on DATOS, see http://www.
datos.org/aboutdatos.html. Also see Hubbard et al. (1997)
for a detailed description of DATOS.
10DARP collected data from clients admitted to federally
funded treatment agencies between 1969 and 1972. Data
on substance abuse were collected at intake, during
treatment, and at a series of follow-ups measuring
outcomes up to 12 years post treatment. The TOPS study
was a longitudinal, prospective cohort design that
collected information on clients of treatment programs
in 10 cities between 1979 and 81. Follow-up data
included interviews 1 and 2 years after treatment with
clients admitted in 1979; follow-ups 90 days and 1 year
after treatment of clients who entered treatment in 1980;
and follow-ups 3–5 years after treatment of clients who
entered programs in 1981.
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6.5.2 Longitudinal Studies
in Substance Abuse
Treatment

Researchers that are concerned with the effec-
tiveness of treatment programs typically utilize
longitudinal, follow-up studies. These follow-up
studies typically observe the individuals that
have received treatment about 6 months after
program completion. Follow-up interviews and
questionnaires gather information on the indi-
vidual’s substance use since the time of treatment
along with other questions that may be relevant
to the researcher’s agenda (i.e. criminal behavior,
moving patterns, family connections, etc.). It is
with these follow-ups that programs are often
evaluated (McKay and Weiss 2001). Follow-up
studies have a mixed approach to the time and
amount of follow-ups that occur. It is not
uncommon for research to take one single
follow-up several months after an individual has
ended treatment. Researchers are becoming more
aware of the complex dynamics that are involved
in substance abuse treatments; therefore, a call
for more frequent follow-ups over a longer per-
iod has been sounded in recent years (McKay
and Weiss 2001). This will help researchers in
their ability to form a complete picture of what
factors may cause an individual to relapse, what
substances are more at risk, and at what point in
time after treatment.

Two forms of follow-up studies are found in
treatment research. The first type of follow-up
design is a one-time follow-up, where a certain
time frame has elapsed from the treatment and
contact is made with the individual. For example,
Hubbard et al. (1997) used data collected from
2966 clients in the DATOS. The data was col-
lected from a one-time follow-up interview
12 months after treatment. A key finding from
the project was that, the odds of consuming
cocaine on a weekly basis were lowered when
the individual spent a longer period of time in
treatment (Hubbard et al. 1997).

The benefit of the longitudinal design was in
understanding which type of treatment is most
effective (a critical concern to practitioners and
policymakers). Hubbard et al. (1997) found that

individuals in long-term residential, short-term
inpatient, and outpatient drug-free programs
reported a 50% reduction in daily and weekly use
of cocaine 1 year after treatment, compared to the
year before treatment (Hubbard et al. 1997).
Long-term residential patients that spent
6 months or longer in treatment saw a 50%
decrease in illegal activity and 10% increase in
full-time employment (Hubbard et al. 1997). The
findings of Hubbard and associates contributed to
our awareness of the impact different types of
treatment stays have.

The second form of follow-up used by
researchers is less common, but perhaps more
informative. This type involves multiple
follow-ups. The benefit of utilizing multiple
follow-ups is the ability to gather data over longer
periods of time, for a richer understanding of
treatment outcomes. For instance, Simpson et al.
(2002) made use of a multiple follow-up design to
study the idea that individuals that have com-
pleted treatment but have been involved more
recently in drug consumption have increased odds
of continued drug use. The authors used data from
the DATOS. The researchers reviewed the
cocaine-dependent subsample within DATOS
and their 1-year follow-up interviews, coupled
with their 5-year follow-up interviews. Utilizing a
longitudinal design by following up with recently
released individuals from treatment faculties, they
were able to test drug consumption rates at dif-
ferent points in time after individuals were
released from treatment centers. Findings indi-
cated that 17% of individuals (at the 5-year
follow-up period) had entered into a treatment
facility, and of these individuals their likelihood
of personal severity index scores (measurement of
seven common drug-related activities) were much
higher than individuals not found in treatment
centers. Individuals with higher personal severity
index scores showed the most significant
improvement at the 5-year follow-up. Specifi-
cally, the percentage reporting weekly heroin use
dropped from 27 to 7%. In addition to decreased
heroin use, compared with the time prior to
original intake, these individuals had significantly
decreased in areas of daily alcohol use (49% to
14%), recent arrest (53% to 28%), and psychiatric
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symptoms (from 92 to 44%) (Simpson et al.
2002). The use of multiple follow-ups lent itself
well to answering this particular question because
data collected at multiple points in time revealed
how treatment can be beneficial to certain groups
after a longer period of time, particularly those at
highest risk. In another example, Hubbard et al.
(2003) expanded on previous work by using
DATOS to examine both the initial 1-year as well
as 5-year drug treatment outcomes, with results
illustrating the overall stability of substance abuse
treatment across a number of outcomes.

Another topic commonly studied in the field
of substance abuse treatment is the study of
career treatment individuals. Career treatment
refers to individuals that form a habit of returning
to treatment facilities. These individuals are of
interest to researchers because they are unique
cases that indicate a sense of dependency or lack
of treatment effectiveness (Anglin et al. 1997).
Career treatment individuals no longer think of
treatment episodes as the end to their problems,
but part of a cycle that cannot be broken.
Research that studies these concerns utilizing
longitudinal methods reviews the trends of suc-
cesses and failures of the individuals, in hopes of
rectifying the problem of returning to treatment.
More specifically, they are able to use longitu-
dinal data to explore the complexities of addic-
tion patterns in a manner that more effectively
represents the chronic, relapsing nature of the
condition, including its antecedents and conse-
quences (Anglin et al. 1997; Hser et al. 1997).
Possible solutions to the career treatment prob-
lem are also explored, including, but are not
limited to, longer initial treatment programs,
more intensive background screenings for indi-
vidualized program development, tailoring treat-
ment modalities for certain drug dependency
patterns, and specialized programs for returning
treatment seekers (Anglin et al. 1997; Hser et al.
1997). The efforts that are placed on these indi-
viduals may have benefits in the long term by
reducing service utilization by high-risk indi-
viduals (Hubbard et al. 1997).

The DATOS has found application in the
review of treatment career research, as well as
treatment effectiveness. For instance, in addition

to the work by Anglin and colleagues noted
above, Grella and Joshi (1999) reviewed data
from 7652 individuals from DATOS to examine
gender differences for repeat treatment partici-
pants (career treatment individuals). The
researchers hypothesized that the reasons that
draw an individual to repeat treatment would be
different for men and women. To assess these
possibilities, individual data at intake to facilities
were reviewed, as well as at follow-up 1, 2, 6,
and 12 months later. Specifically, Grella and
Joshi (1999) compared demographic and back-
ground information, addiction characteristics,
treatment career characteristics, family relation-
ships, criminal status, and mental health status
between men and women as potential factors in
treatment recidivism. Results of their work sug-
gested that there is some gender specificity in the
risk factors for long treatment careers. Specifi-
cally, men were driven to seek repetitious treat-
ment for factors including family opposition to
drug use and support of treatment. However,
women cited different reasons for reaching out
multiple times for treatment, including antisocial
personality disorder and self-initiation (Grella
and Joshi 1999).

6.6 Data Analysis Issues

The analysis of panel data allows the researcher
to ask different kinds of questions and conse-
quently requires different analytical techniques
than the analysis of cross-sectional survey data.
In this section, we will explore several different
types of longitudinal data analysis methods.
First, we review survival analysis. Next, we
review the multilevel model for change and the
possibilities of within-person analysis. Finally,
we review group-based trajectory modeling.

Longitudinal data allows for the analysis of
time until failure models. For example, a
researcher might be interested in how long a
person is in recovery before they relapse and
what variables correlate with the length of time
until an individual relapses. These questions
require analytic techniques that account for the
distribution of the outcome variable (time until
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an event). This is particularly the case, when we
study a group of people, not all of whom have
experienced the event in question. For those
individuals that have not experienced the event,
they are what we call right-censored. That is,
their score on the time until relapse variable is
not known, because they have not yet relapsed.
This is differentiated from left-censoring, which
occurs when the onset period is unknown, so that
total time at risk is not measured for that indi-
vidual. To account for this type of censored
outcome variable, a specialized set of techniques
called proportional hazards models have been
developed. These models, such as Cox regression
are estimable in most statistical packages, such as
SPSS, SAS, Stata, and Mplus. For an extended
discussion of these methods, see Singer and
Willett (2003) and Allison (1984).

Another possible question a researcher might
ask regards the developmental course or trajec-
tory of substance use over a given time period. In
order to answer that question, the researcher
would need to analyze slopes as outcomes. This
kind of research investigates the shape of the
time trend on the outcome. That is, the impact of
time on the outcome is of primary interest. The
effect of time is typically modeled via the use of
the multilevel model for change (Singer and
Willet 2003). In this case, waves of data are
nested within people. The multiple observations
per person cause a statistical problem known as
dependence. That is, since the multiple observa-
tions are not independent (they all come from the
same person), they tend to be correlated. This
correlation violates the residual independence
assumptions of single level models, such as OLS.
This is resolved in the multilevel model by the
inclusion of a second-level error term (typically
denoted by µ0), which captures shared error
variance common to each individual. This allows
the wave level residuals to be uncorrelated and
unique to each person-wave.11

The multilevel model for change allows
researchers to attempt to understand the average
developmental course of the outcome and what

variables both at the within-person and
between-person levels predict that trajectory. In
terms of treatment and prevention research, this
allows the researcher to study not only an out-
come at a specific time period, but also whether
intervention alters the trajectory of substance
abuse, over time. Another interesting use of this
model allows for the study of intra-individual
variation in outcomes. That is, the model allows
us to use the person as their own control and
study within person change (see Horney et al.
1995). Still, the multilevel model for change can
be incredibly useful providing flexibility to the
researcher, but it is limited in that it focuses on an
average trajectory (while allowing individual
variation around that trajectory). Researchers
might be interested in homogenous subgroups
that experience distinct developmental trajecto-
ries. This can be modeled via growth mixture
models. This approach adds a latent class anal-
ysis to the typical multilevel model for change,
such that there are latent classes (or homogenous
subsets) within the sample, where the individuals
within a class experience a similar trajectory, but
that trajectory is different from the trajectory
experienced by the other latent classes. In this
way, researchers may classify different develop-
mental processes in substance abuse or differen-
tial treatment or prevention impacts.12

6.7 Conclusions

In this chapter, we have reviewed the application
of longitudinal methods in substance abuse
research. We distinguished between repeated
cross-sectional studies and panel designs,
including major examples of each. We reviewed
major longitudinal studies in the epidemiologi-
cal, prevention, and treatment literatures and we
discussed statistical methods for the analysis of
longitudinal data. In this final section, we discuss
the future of longitudinal data for substance
abuse researchers.

11For an extended discussion of this model, see Singer
and Willett (2003) and Bryk and Raudenbush (1987).

12For a more detailed discussion of growth mixture
models, see Muthén et al. (2002).
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One type of longitudinal data collection that
could bemorewidely employed in substance abuse
research is called ecological momentary assess-
ment or real-time data capture. In this method,
advanced technology (such as smart phones) is
utilized to capture data “in real time.” This is
accomplished by having the participants fill out
brief surveys on a smart phone or similar device at
various points throughout the day. This protocol
allows for the collection of an immense amount of
data on the subjects and may be useful for estab-
lishing causal order among variables that change
over relatively short periods of time (e.g., hours).

An additional development that would be use-
ful for the field is the use of multiple pretests in
prevention and treatment studies. Typically stud-
ies utilize a single pretest. This is limiting, because
we get a snapshot of the before but ignore the
process that landed the individual at the measured
outcome at the start of the program. Observing
multiple pretests could allow us to track the tra-
jectory the individual was on prior to prevention or
treatment and then investigate whether that tra-
jectory is altered after intervention.

In sum, there has been a significant amount of
longitudinal research employed in the study of
substance abuse, prevention, and treatment.
Current statistical methods allow for the analysis
of longitudinal data and the future of longitudinal
research in the area of substance abuse is quite
promising.
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Part III

Qualitative and Mixed-Method
Approaches



7Qualitative Methods in Substance
Abuse Research

Paul Draus

7.1 Introduction

Qualitative depictions of substance use behavior
and experience are nothing new. The paintings of
Bruegel, which date from the sixteenth century,
present rich portrayals of European peasant life,
including boisterous festivals likely fueled not
only by alcohol but by psychoactive poppy seeds
and mushrooms baked into breads and distilled
into tinctures (Palmer 2000). In ancient Greece
psychotropic botanicals were utilized to inspire
creativity (Hillman 2008), and Homer’s accounts
of the lotus eaters may be seen as a kind of
ethnographic encounter involving both cultural
others and the experience of mind-altering sub-
stances. In the English-speaking world, accounts
of substance use experience go back at least as far
as the 1670s, when a merchant seaman named
Thomas Bowrey described the results of his crew
imbibing a cannabis concoction called bhang
along the coast of Bengal (Davenport-Hines
2001). As Page and Singer (2010) have shown,
the origins of substance use research are insepa-
rable from the sociopolitical contexts that pro-
duced them—often encounters between would-be
colonizers and those they wished to understand
and eventually conquer.

Perhaps the most famous and influential
example of an experiential account of substance
use is Thomas De Quincey’s Confessions of an
English Opium Eater from 1886 (De Quincey
2003). De Quincey covers every aspect of drug
use experience in great detail, from his first
exposure to opium (as a treatment for a painful
toothache) to the euphoric effects it produced and
the excruciating pangs of withdrawal when he
tried to reduce his use. He employs what we
would today call a blend of positivist and phe-
nomenological paradigms, capturing both objec-
tive data concerning quantities of drug and mode
of administration as well as the elaborate con-
tents of his opium-inspired dreams. Even in this
quintessentially individualized format, one can-
not help but notice the traces of the global con-
text; images of South Asia abound in the
narrative, with all the accompanying Orientalist
connotations of the Victorian era.

The explosive growth of industrial cities in the
late nineteenth century contributed to the rise of
the academic profession of sociology, as scholars
and intellectuals sought to understand the impli-
cations of these large-scale changes in work and
settlement patterns. The seismic shifts in popu-
lation that accompanied urbanization and indus-
trialization naturally brought other changes as
well, including new patterns of substance use. De
Quincey’s experience is inseparable from Lon-
don’s position at the center of an expanding
empire, which brought new substances such as
opium within the reach of Englishmen. In the
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United States, immigrants brought their habits
with them, including the various European cul-
tures of alcohol consumption as well as other
drugs such as opium and marijuana. At the same
time, medical science also contributed to sub-
stance use patterns through the development of
products such as cocaine and heroin in the late
nineteenth and twentieth centuries. With the
consolidation of the medical profession and the
criminalization of substance use in the early
twentieth century, the peculiar combination of
medical, legal, and moral discourses that now
defines the policy regime of Western countries
fully emerged.

While this chapter is not primarily concerned
with the history of U.S. drug policy, contemporary
qualitative methods cannot be understood apart
from the context that shaped them. Just to give a
quick example, a major issue in qualitative sub-
stance abuse research is the recruitment of par-
ticipants. In a society where substance use and
abuse is often illegal, stigmatized (or both) the
recruitment process is inevitably complicated.
Furthermore, the content of interviews themselves
may be viewed skeptically, either because the
reliability of participants or their willingness to
speak truthfully is held in question. Thus we have
the distinctive problem of “hidden” or “hard to
reach” populations (Watters and Biernacki 1989;
Singer 2013), people engaged in behaviors that
are publically prohibited or potentially shaming.

These populations are not literally hidden, of
course, as they are all around us in contemporary
society. However, their status as drug users is not
visibly identifiable or openly revealed. This can
make them difficult to locate, count, or engage.
Researchers have been quite inventive and have
proven repeatedly that substance users are not
only willing, but under the right circumstances,
will talk quite openly about their use of alcohol
and/or drugs, providing invaluable sources of
information concerning substance use experi-
ences, practices, and belief systems. Nonetheless,
recruitment and reliability remain central issues in
qualitative research on substance use; and policy
awareness is crucial to the research process.

In the pages that follow, this chapter will first
provide some philosophical background on

qualitative research methods, distinguishing
between three paradigmatic approaches: posi-
tivist, phenomenological, and pragmatist. It will
be argued that these are better conceptualized as
streams that blend and blur into each other, rather
than as completely separate schools of thought.
All qualitative approaches have certain things in
common, namely the goal of understanding
human actions from the perspective of those who
engage in them, sometimes referred to as “the
insider’s perspective” or the “native’s point of
view.” Nonetheless, the distinctions are impor-
tant as they may contribute to different method-
ological approaches and distinctive
interpretations of research findings. In other
words, “the native’s point of view” may mean
very different things to different sets of people—
including the “natives” themselves.

Following this brief and limited philosophical
discussion, a scan of the evolution of qualitative
methods for studying substance use, from clas-
sical anthropology and sociology and continuing
through the postmodernism of the late-twentieth
century, finally touching on posthumanist
approaches informed by Science and Technology
Studies (STS) and Actor Network Theory
(ANT) that have emerged in the early twenty-first
century will be undertaken. This section is not
intended to be comprehensive, but rather to
provide a theoretical framework for a discussion
of specific methodologies.1

Specifically, this chapter will provide an
in-depth discussion of the two foundational
qualitative methodologies, participant observa-
tion and ethnographic interviewing, as well as the
practical and ethical issues attendant to all sub-
stance use research in the context of prohibition
and social stigma. Following this, it explore uses
of complementary methods such as focus groups,
content analysis, cognitive and ethnographic
mapping, space-time diaries and geographic
information systems (GIS), autoethnography,
Photovoice, and community-based approaches
such as Participatory Action Research (PAR).

1For a concise summary of the contributions of qualitative
research to the study of substance abuse, including
treatment and prevention, see Nichter et al. 2004.
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Finally, the chapter concludes with a discus-
sion of two proverbial elephants. One is the
phenomenon of substance use itself, which will
be described differently by individuals who are
only touching one part of the creature’s body
(like the blind old men in the Jain parable). It
must be accepted that all accounts of substance
use are themselves partial, and that each quali-
tative description has something to contribute to
our understanding of the whole elephant, even if
no two are exactly alike. The other proverbial
elephant is one that has already been referenced
—that of the current drug policy, sometimes
described simply as the “Drug War”, which is
largely defined by legal prohibition and punitive
criminalization.

7.2 Philosophical Background: The
Three P’s (Plus a Couple
of Posts)

While a discussion of qualitative research para-
digms could have many starting points, I choose
to begin with the sociologist Alfred Schutz. This
may seem an odd entry point, as Schutz was not
himself an ethnographer. However, Schutz’s
distinctive contribution was to build a philo-
sophical foundation for research in the social
sciences. This contribution is based on the idea
that the social world was not merely an object
that could be studied in the same manner as
physical nature, but was constructed intersub-
jectively—by and through the actions and beliefs
of people existing in relationship to each other
(Dreher 2011).

The English translation of Schutz’s The
Phenomenology of the Social World was pub-
lished in 1967, around the same time as Berger
and Luckmann’s The Social Construction of
Reality (1966) and Garfinkel’s Studies in Eth-
nomethodology (1967). These works and
numerous others ushered in a new era of interest
in the theory and methodology of qualitative
research. Drug-related research also experienced
a significant resurgence at this time. In particular,
the labeling theory of deviance as advanced by
sociologists such as Becker (1964) and Goffman

(1963) disrupted the notion that drug users were
morally and psychologically distinct from “nor-
mal” members of society—that they were merely
“mad”, “bad”, or “sad.” Instead, they focused on
the marking of difference and the reactions to that
marking, both by “normals” (Goffman 1963) and
“outsiders” (Becker 1964). Becker’s (1953)
article “Becoming a Marihuana User” challenged
the idea that marijuana users were defined by
inherent predisposition, arguing instead that both
the behavior and the accompanying social role
were learned through a complex series of social
interactions. Furthermore, Becker maintained
that smokers had to learn how to recognize the
drug’s effects and to know that they were “high.”

Even from the standpoint of the twentieth
century, one can see how this perspective
unsettles assumptions about drug use and drug
users. It suggests that the characteristics of either
the pharmaceutical agent or the person ingesting
it may be less important than the context that
surrounds them, which shapes their interpreta-
tions and thus their actions and behaviors. The
period from the 1960s to the 1980s saw a pro-
liferation of qualitative approaches to under-
standing drug subcultures and drug-using
careers. These studies offered windows into the
daily lives of drug users across a wide range of
settings, and highlighted the importance of social
context for understanding problem drug use.
Zinberg’s (1984) tripartite formulation of “drug,
set and setting,” based on research conducted
with soldiers who had become physically
addicted to heroin while serving in Vietnam but
were able to abandon use completely upon
returning to the United States, further advanced
the idea that the social-environmental “setting”
was the most powerful factor influencing actual
patterns of use.

Phenomenological research is concerned with
conveying the essence of subjective experience,
as De Quincey sought to do in his accounts of his
own opium-using experience (De Quincey
2003). Not all qualitative methods are necessarily
phenomenological in this sense. Social research
is sometimes divided into “emic” and “etic”
approaches. Emic approaches seek to understand
and convey the perspectives of individuals and
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their life-worlds. This is a concept from Schutz
(1967) which encompasses not only a person’s
daily life, but their past experiences, relation-
ships, and subjective imagination. Etic approa-
ches, on the other hand, are concerned with
objectively describing the world as it is, using
terms that are generalizable. Though the
emic/etic distinction is sometimes equated with
the qualitative/quantitative divide, this is overly
simplistic; a false binary.

In fact, many qualitative researchers do
employ a positivist paradigm, even if they use
emic approaches. For these researchers, qualita-
tive methods may simply provide another means
to the same end, which is accurate information
about social belief and practices. Anthropologists
who interview informants concerning their kin-
ship networks, for example, are interested in
gathering data that is objectively correct. How-
ever, in cultures without written records, inter-
viewing individuals may be the only way to
obtain such data. The same is true in drug sub-
cultures, as many trends in drug use change and
evolve very quickly and are not officially recor-
ded anywhere. Therefore, one needs to “go to the
source” to obtain accurate information about who
is doing what and where and how they are doing
it. While the use of qualitative methods in epi-
demiological research is invaluable, the positivist
orientation in that field requires that such data be
legitimated by other sources if possible. Thus, we
have an emphasis on triangulation, the gathering
of information from multiple sources in order to
strengthen the reliability of one’s findings.

While positivism has had a powerful influence
in all of the social sciences, other paradigms have
also informed the development of qualitative
methods. The Chicago School sociologists of the
early and mid-twentieth century, for example,
were influenced by the philosophy of pragma-
tism, especially the works of Mead, Dewey, and
Blumer (Snell 2010). This viewpoint is suc-
cinctly expressed in the so-called Thomas theo-
rem: “If men define situations as real, they are
real in their consequences” (Thomas and Thomas
1928). While this is sometimes cited as an
example of the interpretive framework, and

therefore contrasted with positivism, the empha-
sis of the statement is as much on the conse-
quences as the interpretation. This reflects the
problem-solving orientation of much of the
Chicago School’s work.

It is worth noting that Thomas’s observation
was contained within a study of problem
behaviors among children, much of which was
devoted to subjects such as the treatment of
maladjustment and delinquency in schools. The
Chicago School also produced the first system-
atic study of substance use, Bingham Dai’s
Opium Addiction in Chicago (1937), which
extensively employed qualitative interviews in
conjunction with secondary data analysis to
describe the social contexts and geographic pat-
terns of opium use in the early twentieth century
city. Like Thomas and Thomas, Dai was inter-
ested in using research to address a pressing
social problem.

For this purpose, it was not necessary to
understand the whole experience, but simply to
gain a working knowledge of the key terms and
frameworks of understanding employed by group
members. This provided the basis for communi-
cation and also contributed to more effective
programs and policies directed at specific groups.
This pragmatic orientation persists in much of
substance use research, which is ideally used to
design interventions to either prevent or address
the health consequences of substance misuse. In
other words, it is applied research intended not to
provide perfect knowledge but to guide practice
and policy. From this standpoint, a central pur-
pose of qualitative research is to obtain func-
tional knowledge of another culture or distinctive
subgroup—not just for its own sake, but in order
to do something about it.

Researchers in this era tended to view drug
use as a subcategory of the sociology of deviance
or to portray drug users as separate and distinct
cultural groups. Whereas the phenomenological,
positivist and pragmatist orientations had their
differences concerning the proper goals of social
research, and the means to achieve those goals,
they tended to share a belief that research was
worth doing and that it could be accomplished by
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those who were trained properly. In classical
anthropology, for example, culture was an
objective reality that could be systematically
investigated, analyzed, and understood. At the
end of the process a text would be produced that
represented the outcome of these methods, which
could then be judged on its own merits and used
to inform policy.

This consensus was disrupted by the emer-
gence of a fourth “P”, that of postmodernism, in
the 1980s and 1990s. Postmodernism is not itself
a unified paradigm, but an umbrella term for a
wide range of critical perspectives. For the pur-
poses of this discussion, postmodernism is sig-
nificant because it entailed a fragmentation of
consensus concerning the appropriate objects of
social research, its methodologies, and the nature
of the social world itself. In the postmodern
view, culture is a much more fluid construct, and
both the interests of researchers and the role of
the text are called into question.

According to Smith (1992), “The postmodern
ethnographer views the researcher as a kind of
translator, broker, or mediator between the world
of social practice and the way the practices of
everyday life are interpreted in the world”
(p. 508). One of the most influential works of
postmodernism, relative to ethnography, is Clif-
ford and Marcus’s (1986)Writing Culture, which
contends that writing is itself an act of cultural
construction that shapes the very social world it
intends to describe. In this view, there is no such
thing as objective observation, but only various
texts vying for dominance in the field of
representation.

It is no accident that the postmodernist
movement in academia coincided with
identity-based social movements and postcolo-
nial political movements: which embraced a
common critique of institutionalized authority
and its representations of “the other.” Though
criticisms of anthropology and sociology focused
on the role these fields had played in producing
(or reproducing) narrative subjugation of women,
ethnic minorities, and other disempowered
groups, the implications for the study of sub-
stance use and abuse were also significant. In the
wake of postmodernism, it became much more

difficult to maintain the position of dispassionate
researcher, without accounting for one’s power,
position, and interest in the formulation of
research questions, one’s chosen methodology,
and the analysis of the results.

To make things even more complicated,
another “post” has emerged in recent years: that
of posthumanism. Posthumanism emerged from
science and technology studies, specifically the
work of Bruno Latour, John Law and others, who
have developed an approach called Actor Net-
work Theory, or ANT (Latour 2005; Law 2009).
What ANT offers, in relation to the study of
substance use behavior, is a way of talking about
the role of substances and environments that
escapes from the circular traps of the structure
and agency debate. According to Duff (2011),
ANT offers promising directions in terms of
qualitative methodology, specifically in the
analysis of drug use contexts.

7.3 Substance Use
and Mixed-Methods Research

In spite of the “post” critiques, and the recent
renaissance in qualitative methods (Gobo 2005)
notwithstanding, much of social science is still
dominated by a straightforward positivist
approach. In drug research, qualitative methods
are often employed primarily in a complementary
fashion, providing interpretive depth and specific
detail to cross-sectional quantitative studies
(Moore 1993). Often qualitative methodology
becomes the vehicle through which postmodern
perspectives may be expressed. Some drug
researchers maintain that the variety of drug
subcultures and their incessant evolution neces-
sitates a more flexible approach that aligns well
with postmodernism’s view of the fragmentation
of social reality (Golub et al. 2005). Others have
argued that historical circumstances have spurred
the adoption of mixed-methods approaches, as in
the case of the HIV/AIDS epidemic.2

2A thorough discussion of mixed-method approaches to
the study of substance abuse is presented in Chap. 10 of
this volume.

7 Qualitative Methods in Substance Abuse Research 133

http://dx.doi.org/10.1007/978-3-319-55980-3_10


7.4 Drugs, AIDS, and Ethnography

Responding to the deadly syndemic of intra-
venous drug use, sexual behavior, and infectious
disease, in the context of growing social
inequality and urban disinvestment, researchers
developed a wide repertoire of techniques for
capturing the dynamics of drug use behavior and
associated health risks. Baer et al. (2003) referred
to this as the “postmodern” period in illicit drug
research, in contrast with the “modern” period
associated with the Chicago school and classic
cultural anthropology. Page and Singer (2010)
provide an even more detailed discussion of
these phases in the development of drug
ethnography.

For the purposes of this chapter, the
HIV/AIDS epidemic was extremely significant
because it forced researchers to seriously con-
sider the interconnection between “hidden pop-
ulations” of drug users and everyone else (Trotter
et al. 1995). Beginning in the late 1980s, the
National Institute on Drug Abuse (NIDA)
through the National AIDS Demonstration
Research (NADR) project, provided increased
funding for innovative research while also
emphasizing the practical application of research
findings. The use of qualitative methods to
explore dimensions of risk and inform policy
(Carlson et al. 1995), sometimes called an
“ethno-epidemiological approach” (Clatts et al.
2002), emphasized the pragmatic application of
qualitative methods to identify small-scale trends
and evolving risks related to drug administration
(Clatts et al. 1999, 2007).

The late twenty and early twenty-first cen-
turies thus saw a proliferation of intertwined
qualitative methodologies including focus
groups, social network analysis, and ethno-
graphic mapping—often adapted to address par-
ticular emergent drug trends within specific
subpopulations. Sampling methods used for
qualitative research may also vary widely,
though snowball sampling (Biernacki and Wal-
dorf 1981) and targeted sampling (Watters and
Biernacki 1989) are probably the most common.
Respondent-driven sampling has been increas-
ingly employed in recent years because of its

success in accessing hard-to-reach populations
(Heckathorn 1997; Draus et al. 2005; McKnight
et al. 2006; Daniulatyte et al. 2012). Some of
these methods are discussed below, accompanied
by relevant examples. First, however, it is nec-
essary to review the two foundational qualitative
methods: participant observation and ethno-
graphic interviews.

7.5 Participant Observation
and Substance Use

According to Schutz, “all genuine understanding
of the other person must start out from Acts of
explication performed by the observer on his
own lived experience …” (1967, p. 113). Schutz
describes how one might attempt to understand
the mind of the woodcutter by putting ourselves
in his shoes and mimicking his movements. The
social scientist seeks to make sense of the
“common sense” understandings of the social
actor, in part through his/her own experience.
But this is only a starting point; the investigator
must also seek to understand something about
this woodcutter, where he comes from, and what
leads him to cut the wood. For this purpose, it is
imperative to talk to the woodcutter as well.
Direct observation of social actions and direct
access to those common sense interpretations are
both necessary for the social scientist to analyze
the social world in a systematic way. The two
primary methods employed by qualitative
researchers for this purpose are participant
observation and ethnographic (or qualitative)
interviewing.

Participant observation is both the easiest
research activity to engage in and the hardest to
do well. In a sense, all individuals are participant
observers as they go through the course of their
daily lives, and in contemporary society they are
regularly exposed to contexts other than those
with which they are intimately familiar. For
instance, even as I write this, I am sitting in a
coffee shop located south of the city of Detroit,
inadvertently eavesdropping on the group of
individuals seated next to me. While this is not
what I came here to do, I am in fact engaged in a
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form of participation observation while minding
my own business, and track the currents of
conversation, which range from educational and
work experiences to the problems posed by the
local economy. One of them is a Vietnam vet-
eran, rides a motorcycle, and has worked on a
number of Hollywood films that have been
filmed locally. I already perceive that an inter-
esting social world surrounds each of these four
individuals (two men and two women), and that
they are intersecting here but will soon return to
their own regular domains.

A study could potentially be constructed
around any of them, or around the space that
emerges inside the coffee shop. Mitch Duneier’s
Slim’s Table (1992) is an example of such a
study. Duneier began just by sitting and watch-
ing, day after day. Only after he became familiar
—seen as a “regular” customer—was he able to
engage in the in-depth conversations and inter-
views that eventually formed the basis of his
book. Returning to our discussion of philosoph-
ical foundations, ethnographic awareness emer-
ges at the moment when we recognize ourselves
as social actors constantly engaged in a complex
intersubjective conversation with others. In other
words, we come to see that the social world is not
simply a natural fact that exists on its own, but is
in fact constructed by each and every one of us
on a moment-by-moment basis. At the same
time, this world is marked by stability as well as
fluidity, and there are static as well as dynamic
factors to consider.

Participant observation enables observation
of this process of social construction as it pro-
ceeds, while at the same time identifying those
relatively static factors, such as coffee shops and
work places, laws and languages, economies and
institutions that shape and constrain interactions
the way that banks constrain a river. It also raises
awareness of the fact that riverbanks, like gov-
ernments and financial institutions, are only solid
and static until they are not—they can poten-
tiallybecome as fluid or ephemeral as the swirl
and flow of the water. Participant observers
must seek to enter the stream, but not to get
caught up in the flow. Rather, they must extract
themselves, literally or figuratively, to stand on

the banks and make sense of what they saw,
heard and felt.

From a positivist framework, the focus might
be on how the flow of the water is defined by the
river, and with identifying the patterns of flow
and their actual and potential trajectories. If the
analogy is applied to drug use, it might be
advantageous to simply characterize drug use
careers or describe drug use contexts in order to
identify factors that increase or decrease risk,
either for the individual or society. On the other
hand, as phenomenologists, it might be logical to
seek to truly understand what the drug user is
feeling, what motivates him/her, what satisfac-
tion is gained, what suffering is relieved when
he/she ingests that particular substance.

Finally, both positivist and phenomenological
insights might be put to practical use in the
pragmatic, applied tradition that defines much of
American social science, and drug use research
in particular. In a 2002 article, Bourgois com-
mented on the difficulty of maintaining dialogue
between these very different paradigms. How-
ever, Bourgois and Schonberg’s (2009) Righ-
teous Dopefiend exemplifies the integration of
participant observation methodology with posi-
tivist, phenomenological and pragmatist orienta-
tions. Bourgois, an anthropologist, and
Schonberg, a photographer, spent 10 years in the
company of homeless heroin and crack cocaine
users in and around the streets of San Francisco,
observing and documenting daily life (and death)
with the intent of highlighting the impact of
individual risk behaviors as well as public poli-
cies. In the book, quotes from interviews, field
notes, photographs, and the author’s narrative all
contribute to a well-rounded and complex por-
trait of their subjects’ daily struggles.

Though every process is different, participant
observation studies often go through a series of
phases. Spradley (1980) presents a cyclical
model that is contrasted with the more linear
model of traditional positivist social research.
Spradley’s Ethnographic Research Cycle begins
with the selection of a social setting, the asking
of ethnographic questions, the collection of data,
analysis of data, and the formulation of new
questions. The first phase, often referred to as the
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“breaking in” phase, involves entering a new
context, establishing a presence there, and
becoming familiar with the routines and key
players in that setting.

For drug research, this process is once again
complicated by the hidden—that is, illegal or
stigmatized—nature of the activity involved.
This is different for alcohol and tobacco research,
and it is changing rapidly for marijuana, but for
illicit drugs such as heroin, cocaine, and
methamphetamine it is generally understood that
active users do not want to be easily identified.
Gaining access to those populations may require
more time, effort and expense, and even then
there may be limits to the access one can get.
Sometimes one may be fortunate enough to meet
an individual “key informant” and gain access
through them, as in the famous example of
“Doc” described by Whyte (1943) in Street
Corner Society. In other cases, a contact may be
peripheral to a network but still serve as a valu-
able “cultural broker” (Moore 1993). Indigenous
field workers, usually former drug users them-
selves, may also be employed by a research
project for the purpose of establishing connec-
tions with active drug users.

In some cases, drug use may simply be a part
of the setting, and not the subject of a study. In
other cases, the researcher has a specific goal of
accessing a hidden or hard to reach population.
I have had both experiences in my own career.
My dissertation research focused on the social
context of tuberculosis on late twentieth century
Chicago. I spent many hours every week in
neighborhoods with high rates of tuberculosis,
and my fieldwork and interviews were primarily
concerned with the experience of tuberculosis,
the environments that contributed to it, and its
potential causes and its treatment. However, it
just so happened that the neighborhoods where
tuberculosis patients lived also contained very
active drug markets. Many of the patients that I
saw had addiction issues, either with alcohol or
illicit drugs such as crack cocaine and heroin.
Therefore, while substance use was not the sub-
ject of my study, it inevitably became a part of it.
Furthermore, it quickly became apparent that the
environmental factors shaping tuberculosis

where inseparable from those contributing to
problem substance use. By the time I wrote up
my results, access to the population was not an
issue because I was already well known to my
participants.

However, when I was hired to be the Project
Ethnographer for a NIDA-funded study of illicit
stimulant use in rural Ohio several years later the
situation was reversed. Now I was charged with
implementing a Respondent-Drive Sampling
(RDS) plan. I had no familiarity with the areas
where the recruitment was to occur, and the
atmosphere of the small Midwestern town ren-
dered drug use, and drug users, even less visible
and accessible than they were in inner city
neighborhoods (Draus and Carlson 2006, 2007,
2009). For those not familiar with RDS, it is
similar to other tested recruitment methods such
as snowball sampling, but it requires limiting
each initial research subject (called “seeds”) to
only three referrals. The process of recruitment
was complex and involved a number of steps and
the application of ethnographic methods
throughout, as each local setting required a
recalibration of recruitment methods and assess-
ment of potential barriers, especially in terms of
trust (Draus et al. 2005).

While this was ultimately an interview-based
study, it was necessary to conduct extensive
participant observation fieldwork in a series of
small towns—essentially starting from scratch in
each place. Engaging in impromptu conversa-
tions on front porches and in yard sales, at county
fair carnivals and summer music festivals, in city
parks and on the steps of courthouses, in tattoo
parlors and roadside bars, we sought to learn
about the social context of the town while also
seeking out those who were willing to talk about
issues related to drug use. Unlike many sub-
stance abuse studies, recruitment of participants
from treatment centers was avoided, in part
because residential treatment did not exist in
most of these small towns, but also because of a
desire to engage active (not in treatment) stimu-
lant users.

This example highlights the interconnection
between research and recruitment in ethno-
graphic studies. While sampling is often treated
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as a separate element of research, in fact quali-
tative interviews, participant observation and
subject recruitment are mutually reinforcing
activities in qualitative studies.

7.6 Ethnographic or Qualitative
Interviews

Following participant observation, interviewing
is the most basic and fundamental qualitative
research methodology. In fact, it probably sur-
passes traditional participant observation field-
work in terms of the number of studies that
employ it, especially in substance use research.
There are a couple of reasons for this. One is that
interviewing is often simply more efficient and
less time-consuming than long-term immersion
in a fieldwork setting. In studies that are
government-funded and have set timelines and
benchmarks, qualitative interviews are also a
more convenient way to demonstrate what was
done. Though many (if not most) qualitative
researchers are trained in the “pure” ethnographic
method (I put it in quotes because I am not quite
sure that such a thing really exists), in practice
researchers must sometimes rely on shortcuts,
because “true” ethnography is extremely time
and labor-intensive. In other words, while it
might be preferable to spend a full year simply
hanging around drug users and getting to know a
particular scene, the same basic information may
be obtained by interviewing someone who has
been in the scene for longer than that, illustrating
the potential tension between the pragmatist and
phenomenological approaches.

A second reason why interviewing is such a
and fundamental qualitative research methodol-
ogy is that interviews lend themselves better to
quantification, generalizability and comparabil-
ity, considerations which are important when
employing a positivist paradigm or when seeking
the approval of positivists, either for funding or
publication purposes. Not only can interviewers
themselves be counted (providing a specific “n”
to cite in research), but responses can be codified
and counted as well. Many reviewers, both for
professional journals and grant-making agencies,

are trained in positivist methods and are not
interested in funding what they call “fishing
expeditions.” From a pure ethnographic stand-
point, of course, there is nothing inherently
wrong with a fishing expedition. It is possible to
catch something entirely unexpected that will
potentially shift perspective on a situation and
offer new and original insights. That can still
happen in a funded research project with a finely
detailed list of Specific Aims, but it will not have
gotten funded for that purpose.

Third, from a phenomenological standpoint
there are things about another person’s experi-
ence that cannot be understood in any other way
—even in cases where the researcher actively
participates in the same context, as their lived
experience may be different. Therefore it is
necessary to ask people directly, and to allow
them to speak for themselves. Interviews provide
an ideal format for this sharing of experiences.
Finally, there may be behaviors that researchers
are not able to engage in personally for ethical,
legal, health, and/or other reasons. Substance
abuse would usually fall into this latter category.

As with other qualitative methods, interviews
may be informed by multiple paradigms. Shaw’s
classic interview-based study “The Jack Roller”
(1930) takes the reader on a journey through one
young man’s experience in a descriptive,
empirical sense while also conveying something
of his quality of mind, with the pragmatic pur-
pose of informing policy concerning juvenile
delinquency and urban environments. Bingham
Dai’s (1937) groundbreaking work on opium use
in Chicago, referenced above, was based pri-
marily on interview data collected inside psy-
chiatric hospitals, as was Lindesmith’s research
on opiates and addiction (1968).

The use of interviews to understand specific
mindsets, while also addressing practical prob-
lems, is a characteristic of much qualitative
research on drug use because of the social dis-
order and individual risk that is often (rightly or
wrongly) associated with illicit drug use. Quin-
tero and Estrada’s (1998) study of injection drug
use and machismo in a US–Mexico border city
and Carlson’s (1999) study of gendered associ-
ations with heroin and cocaine, referred to as
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“boy” and “girl” by Ohio drug users, are two
good examples of how researchers may incor-
porate both positivist and phenomenological
approaches with a pragmatic purpose. The classic
text on ethnographic interviewing is that of
James Spradley (1979). Specifically, Spradley
described the ethnographic interview as a par-
ticular type of a speech event, similar in many
respects to a casual conversation but with a dis-
tinctly different purpose: that of eliciting the
insider’s perspective or point of view. Appealing
to the symbolic-interactionist tradition of soci-
ologists such as Blumer, Mead, Cooley, and
Thomas, Spradley argues for the centrality of
shared meanings that directly influence behavior.
Recalling the pragmatist tradition, he described
culture as a cognitive map that group members
use to navigate daily life. A map is not deter-
minative. Rather it implies a set of flexible
guidelines: “It serves as a guide for acting and for
interpreting our experience; it does not compel us
to follow a particular course” (Spradley 1979).

However, because these maps are not written
down, but are carried around in people’s head,
the ethnographic interview is one of the most
effective means of elucidating their contents. To
do this, Spradley lays out a whole sequence of
techniques, from the “grand tour” question,
which invites participants to lay out the broad
parameters of a particular place or social expe-
rience, to the more directed “example” or “ex-
perience” questions which probe for specific
details within that broader canvas (Spradley
1970). While many others have refined Sprad-
ley’s method, and every researcher must adapt it
to her or his own circumstances, it remains
essential as a practical outline for conducting
ethnographic interviews. Bevan (2014) for
example, has written on the practice of phe-
nomenological interviewing, building off the
framework developed by Spradley. Furthermore,
Spradley provides an ethical rationale for the
ethnographer’s work, arguing that researchers
have two central purposes: understanding the
human species, and serving the needs of
humankind (Spradley 1979).

Spradley’s work is particularly significant for
the purposes of this chapter because he made his

reputation through an in-depth ethnographic
study of itinerant alcoholics in Seattle. In a
preface to the 30-year anniversary reissue of You
Owe Yourself a Drunk (Spradley 1970 [2000]),
Singer credited Spradley with bringing applied
anthropology on substance use to the fore of the
field at the time of its publication, while also
enduring the critiques of postmodernism in the
intervening years. The wealth of research on
substance use conducted since 1970 by anthro-
pologists, sociologists, and others employing
participant observation and qualitative interviews
is a testament to the enduring relevance of the
approach that Spradley helped to define.

In my own work, the model provided by
Spradley has been extremely useful, both in
terms of methodological structure and ethical
purpose. From my years as a graduate student
engaged in long-term daily interaction with
tuberculosis patients in Chicago, my subsequent
work as a full-time ethnographer of substance
use in rural Ohio, and my current role as a faculty
member engaged in a variety of
community-based research projects, I have relied
on the form of the ethnographic interview as a
central tool in investigating the life-worlds of
others.3 Spradley’s injunction that research ought
to at least attempt to shape the world in a way
that is beneficial for other human beings remains
a constant challenge, as it should be for those of
us who conduct research among society’s most
marginalized members.

While participant observation and ethno-
graphic interviews continue to form the spine and
muscle of most qualitative research projects, a
number of other techniques have emerged in
recent years. Each of these builds on the same
philosophical framework as the methods dis-
cussed above, but also offers additional avenues
for understanding the perspectives of particular

3Recent work includes qualitative interviews with former
street sex workers in Detroit, Michigan (Draus et al.
2015a, b). In an analysis of women’s accounts of their
transition from active substance use to a recovery-oriented
existence, for instance, the importance of social networks
and daily routines were identified as key components of
the recovery process, as women reassembled their iden-
tities to align with the goals of recovery.
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groups. Four of these will be discussed briefly—
content analysis, focus groups, social network
analysis, and visual ethnography, with some
elaboration on their potential contributions to
substance use research.

7.7 Content Analysis

Content analysis has a long history in qualitative
research. One of the most influential early
examples is Thomas and Znaniecki’s The Polish
Peasant in Europe and America (1958[1918–
1920]), which relied on the systematic analysis of
letters exchanged between Polish immigrants and
their friends and relatives at home. Much content
analysis related to substance user research has
focused on depictions of drugs in the media or in
legal or clinical documents (Primack et al. 2008).
In some cases, content analysis has been per-
formed on qualitative interviews themselves,
using computer software to quantify references to
specific themes such as gender and intimate
relationships (Henderson et al. 1994).

7.8 Focus Groups

Focus groups have their origins in social psy-
chology and sociology in the early twentieth
century but through much of their history have
primarily been employed for marketing and
political purposes. In these settings, focus groups
were intended to elicit the viewpoints of target
demographics on specific products or issues.
A familiar use of focus groups includes those
assembled following presidential debates to
understand how, for example, “undecided vot-
ers” are reacting to the statements or perfor-
mances of different candidates. While not a new
methodology in the social sciences, focus groups
began to gain fresh currency in the 1990s, with
expanded use in areas such as public health and
AIDS research (Kitzinger 1994). What distin-
guishes focus groups from individual interviews
(aside from the fact that multiple participants are
involved) is the purpose of elucidating a specific
issue or problem from a group perspective. The

specific issue or problem is what gives the group
its “focus”, but the “group” deserves just as
much emphasis, because what emerges in the
focus group context may be something quite
different from what comes out of a series of
single interviews. In previous studies, for exam-
ple, I have used focus groups to investigate
trends in substance use or to illuminate
community-based barriers to subject recruitment
(Draus et al. 2005). Likewise, Valdez and Kaplan
(1998) used focus groups to address selection
bias in recruitment of Mexican-American gang
members. In each of these cases, researchers are
concerned with group-level phenomena: collec-
tive beliefs and experiences related to those
particular issues.

The dynamic of the group can produce
something greater than the sum of its parts, as the
participants interact and converse and elaborate
each other’s thinking or add to the limited base of
a single experience. On the other hand, some
group members can dominate others, sway them
to agree with a particular point of view, or else
silence them completely. The task of the facili-
tator, therefore, is just as crucial as that of the
qualitative interviewer, but may require some
different skills. According to Agar (2006), focus
groups are not themselves sufficient to constitute
ethnography because they are narrow gauge rather
than holistic. On the other hand, focus groups can
fit very well into a more targeted, problem-
focused or pragmatic approach, such as those
studies aimed at understanding needle-sharing
behaviors among localized groups of intravenous
drug users. They can also generate a lot of inter-
esting ideas in a hurry, which undoubtedly
accounts for some of their appeal. In any case, the
use of focus groups is probably best approached
as a complement to other qualitative methods.

7.9 Social Network Analysis

Although social networks had always been
implicit in studies of drug use, the systematic
integration of qualitative methods with social
network analysis has been a relatively recent
development. Again, the urgency of the
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HIV/AIDS epidemic catalyzed innovation in this
area, contributing to a NIDA research mono-
graph that was issued in 1995 (Needle et al.
1995). While social networks analysis is not
inherently qualitative (in fact much of social
networks research is heavily mathematical), it
can be integrated relatively smoothly into other
qualitative interviews. In addition, the combina-
tion of a social networks generator with an
ethnographic interview provides significant
details on everyday life while also generating
network data that can be visualized graphically
or analyzed mathematically. A social networks
generator is basically a list of social contacts,
which can be more or less detailed depending on
the time constraints and purpose of the interview
or study. Because so much of drug-using
behavior is related to one’s social networks,
understanding those networks as structures and
factors in and of themselves also offers another
potential route of intervening in dangerous drug
use or related high-risk behaviors (Neaigus et al.
1994; Weeks et al. 2002; Valdez et al. 2008).4

In my Detroit-based research, I have utilized a
social networks generator alongside a daily rou-
tines interview, which builds off Spradley’s
“grand tour” framework to capture nuances of
participants’ everyday lives while also estab-
lishing mobility patterns and relationships that
can be mapped (Draus et al. 2010a, b, 2012). The
recollection of people, places, and things
encountered in the course of one’s daily round
effectively function as prompts similar to
Spradley’s “example” and “experience” ques-
tions. Likewise, in a study of former street sex
workers, I used these methods to develop indices
of recovery from substance use, based on the
hypothesis that social integration from the mar-
gins to the mainstream would be accompanied by
documentable changes in social networks and
mobility patterns (Draus et al. 2015a). This is
another example of how a qualitative study may
have positivist purposes, without losing its

phenomenological core. While the structure of
social networks may be described using objective
or etic terminology, it may be argued that the
content of those networks cannot be understood
without the insider’s perspective.

Another expanding area of social networks
analysis in substance use research has to do with
social media. Social media such as Facebook©,
Twitter©, and others may provide rich sources of
qualitative data (Scott 2013). Using the tech-
niques of content analysis as well as those of
social networks analysis, researchers are just
beginning to explore the world of meanings
associated with the Internet. Nicholson et al.
(1998) conducted early exploratory research on
the World Wide Web as a means of accessing
hidden populations and found that there was a
bias towards white, better educated and male
participants. However, in the succeeding years
the use of the Internet has expanded exponen-
tially, as have social media. This promises to be
an expanding site of qualitative research in years
to come.

7.10 Visual Ethnography

The last area is that of visual ethnography, which
also includes a wide variety of methodologies,
from participatory approaches such as Pho-
tovoice (Wang and Burris 1997; Wang 1999), to
more traditional documentary photography or
filmmaking. I employed photography in a par-
ticipatory manner in my early research on
tuberculosis (Draus 2000, 2004), primarily as a
means for individuals to document their envi-
ronment as a vehicle of risk and a repository of
relationships. As mentioned above, Bourgois and
Schonberg (2009) employed photography
alongside participant observation and in-depth
interviews to investigate the context of homeless
men in San Francisco as well as to interrogate
policies and their effects. Of course, photography
has its own ethnographic tradition, a powerful
example being Larry Clark’s Tulsa (1971), which
depicted the lives of young people who were
injecting amphetamine and with whom Clark
himself had a long history.

4By definition, social network analysis is a transdisci-
plinary endeavor (Valente et al. 2004). See chapter by
Reingle and Akers (this volume) for additional informa-
tion on the importance of a transdisciplinary framework
for substance abuse research.
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As with the Internet and social media, access
to handheld technology has greatly expanded and
the potential for people to document and describe
their own environments visually offer enormous
possibilities for research, and we have recently
utilized Photovoice in Detroit as a means for
young people to depict the aspects of their
environment that contribute to feelings of risk or
danger as well their sense of safety and pride
(Draus and Roddy 2013). In an ongoing study
examining the changing patterns of marijuana
use in the wake of medical marijuana legislation,
we are employing photography as an ethno-
graphic tool to understand evolving social con-
texts in the Detroit metropolitan area, especially
as they relate to geography and racial segregation
(Roddy and Draus 2014). Furthermore, we are
exploring the potential for smart phones to be
utilized as participatory tools of ethnographic
research on the changing landscape in Detroit as
it relates to patterns of substance use and
drug-selling markets. This technology also
allows the simultaneous collection of social net-
work, visual, and geographic data.5

7.11 Qualitative Data Analysis
Software

In this new era of research, traditional methods of
participant observation and ethnographic inter-
viewing will be greatly enhanced by technology.
Likewise, software designed to assist in the
analysis of qualitative data continues to evolve.
Software packages such as Atlas TI, NVivo,
HyperResearch, and others offer a wide range of
features, including the capacity to consume a
variety of forms of data, from textual documents
to audio and video-recorded interviews or focus
groups. In addition to traditional coding func-
tions, these applications can perform complex
queries as well as produce theoretical diagrams,
word clouds, and so on.

Some of these tools can be used to convert
qualitative source material into quantified outputs.

Nonetheless, the soul of qualitative research will
remain the same: the accurate and respectful
representation of the perspective of the social
participant, whether that be the insider, outside, or
persons or groups in between. Likewise, the
tensions and conflicts inherent in qualitative
research on substance use will persist, and must
be negotiated over and over again. It is to these
matters that I turn in the next and final section.

7.12 Conclusion: The Proverbial
Elephants

The traditional Jain tale of the learned blind men
and the elephant is widely used in the social
sciences, and for good reason. One of the men
feels the elephant’s side, and pronounces it to be
like a wall. Another feels the tusk, and says it is
more like a spear, while the one who touches the
trunk compares it to snake, and so on. The con-
clusion of the story, told in the form of a poem by
John Godfrey Saxe (1816–1887), goes like this

And so these men of Indostan
Disputed loud and long,
Each in his own opinion
Exceeding stiff and strong,
Though each was partly in the right,
And all were in the wrong!

This proverb is reflective of the complex
nature of social reality itself. For every set of
observable facts, there may be numerous inter-
pretations, each of which is valid within its own
set of framing assumptions. We have already
discussed the different paradigms that may
inform qualitative research methods, and it is
readily apparent that these can lead reasonable
people to disagree on what any set of research
findings actually means. Furthermore, as the
parable also reveals, the facts themselves may
vary depending on the angle of approach–whe-
ther one is touching the ear, the leg or the trunk.

The second proverbial elephant in the room,
when discussing drug research, is that of official
state policy. The most influential theorist of
addiction in the mid-twentieth century was a
qualitative researcher: Alfred Lindesmith, who
argued for the consideration of subjective psycho

5See also Chap. 9 in this volume for information of the
use of GIS in substance abuse research.
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logical states and social contexts as fundamental
components of drug-using behavior. Lindesmith,
who was trained by sociologist Herbert Blumer at
the University of Chicago, employed in-depth
interviews with long-term opiate users to develop
his theory, which was informed by Blumer’s
symbolic-interactionist approach. Lindesmith
was also influenced by the pragmatist tradition in
Chicago, and was a sharp critic of punitive poli-
cies towards drug users which he viewed as
profoundly counterproductive. In fact, he was
individually targeted by Harry Anslinger and the
Federal Bureau of Narcotics (Galliher et al.
1998). The conflict between Lindesmith’s socio-
logically informed position and that of the US
government was to prove emblematic of the
relationship between research and state policy
into the twenty-first century.

These tensions have not disappeared in the
contemporary world of ethnography or substance
use research. The issue of marijuana provides
one salient example. Social policy and attitudes
around marijuana are evolving very quickly. Its
use is quite prevalent across different social
demographics and many of its users regard it not
only as harmless, compared to other psychoac-
tive drugs, but as medically beneficial (Parker
et al. 1998, 2002). Federal lawmakers and
agencies, on the other hand, are still dominated
by a drug war paradigm, seeing the expanded use
of marijuana as not only harmful in its own right,
but potentially leading to other more dangerous
forms of drug use. Ethnographers who seek to
honestly convey the perspectives of their
research subjects may find themselves in tricky
situations relative to both funding sources and
community-based partners who see marijuana as
part and parcel of a broader drug threat. I had a
glimpse of this at a recent meeting of public
health, law enforcement and treatment providers
in Detroit, a group that was originally organized
to address overdose risks associated with the
powerful pain reliever called fentanyl. In this
particular meeting, the issue of medical mari-
juana was portrayed in different ways by the
various people at the table. One woman, for
example, described it as part of a “leaky bucket”
strategy designed to pave the way for broader

drug legalization. Others focused on the dis-
crepancies between enforcement strategies at the
local, state and federal level, while still others
saw it primarily in terms of harm reduction.

Researchers and social scientists who do
community-based work need to be cautious when
entering into this fractious terrain. Ethnographic
researchers have sometimes violated closely held
beliefs of the medical and legal establishments by
asserting the relative normality of substance
users and the potential for environments and
policies to reduce harm rather than aggravate it.
In some ways research on marijuana is more
complicated than research on drugs such as her-
oin or practices such as intravenous injection,
which everyone (including users) generally
agrees are fairly risky endeavors. Marijuana use,
on the other hand, falls somewhere between the
zone of normalization and stigma, between risky
behavior and recreational activity. In this sense, it
resides at an opposite extreme from research on
substance use related to the transmission of HIV
which tended to unite researchers, practitioners
and policymakers due to the urgency of under-
standing and reducing risk. Harm reduction
arguments stem from an analysis of drug use that
sees punishment and repression as leading to
more risk, rather than less, but still there is an
underlying assumption that drug use is risky.

For example, one might seek to examine
whether increased marijuana use due to legal-
ization or decriminalization is associated with
risky sexual behavior or increased risk of using
more dangerous drugs. Some studies show that
medical marijuana laws may lead to increased
drug potency and contribute to negative health
outcomes (Sevigny et al. 2014). Our early find-
ings on patterns of marijuana use and procure-
ment in the wake of medical marijuana
legislation in Michigan (Draus and Roddy,
unpublished manuscript) seem to indicate that
both race and geography are influencing how
people use and buy. White users, at least at the
time of this writing, are more likely to take up the
medical language and to abide by the new law in
order to be protected in their use.

African American users, on the other hand,
are less likely to define their own marijuana use
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as “medical”, to purchase marijuana that is
described as a medical product, or to pursue a
state-issued medical card. This may mean that
they are at greater risk of prosecution for mari-
juana possession. On the other hand, white users
who do pursue medical status, as either users or
growers, may not be immune from arrest or
prosecution. In fact, they may be at elevated risk,
especially in some jurisdictions, because they
have become more public in their use and
therefore easier to raid. These sources of risk
may be entirely separate from the question of
health risk resulting from marijuana use itself.
On this question, black and white users are fairly
unified in the sense that neither group assigns
much (if any) risk to marijuana use.

Researching this complex issue using a qual-
itative paradigm requires an understanding of the
viewpoints held by all these various participants,
and to point out the gaps between popular, pro-
fessional, and policymakers’ perspectives. At the
same time, researchers who employ a positivist
or pragmatist approach will seek to filter through
the welter of viewpoints and experiences to
arrive at a set of reliable and actionable facts
from which policy recommendations can be
made. This may result in a research process that
sometime resembles, in the memorable words of
Burawoy (2014), a contact sport, operating at the
intersecting edge of the academic, political, and
practice fields. However, as with the multiplicity
of paradigms and perspectives that bump up
against each other in qualitative research, it may
be argued that this jostling and argument is
something to be embraced. While it may be
impossible get our arms around the whole ele-
phant, the goal is to remain aware of its existence
while at the same time truly describing the ear or
leg before us.
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8Qualitative Data Analysis in Drug
Research

Henry H. Brownstein

8.1 Introduction

The methods of social scientific research enable
us to conceptualize and analyze our experience
of social life, in order to describe, understand,
and explain it as it is presented to us, in a form
we recognize as empirical reality (Kaplan 1964;
Lazarsfeld and Rosenberg 1955). To accomplish
this end, different methods are used in different
ways depending on things such as the subject of
interest, what questions are being asked, and how
the researcher defines social reality.

Despite contemporary interest in mixed
methods (Bazeley 2009; Creswell 2003; Small
2011), and despite the fact that both approaches
“claim to reveal some truth about the world”
(Martin and Stenner 2004), the sharpest dichot-
omy exists between quantitative and qualitative
methods. Conceptually, they differ in that quan-
titative studies attend to social phenomena as
objects and emphasize experimentation in order
to eliminate plausible explanations, while quali-
tative studies attend to social phenomena as
subjects and emphasize methods that seek
meaning in symbolic representations, such as
words and images. Methodologically, they differ

in that quantitative methods are designed for the
study of relationships among discrete, precisely
defined and measured variables, while qualitative
methods are designed for the study of common-
alities among broadly conceptualized social
phenomena (Ragin and Amoroso 2011).

By design, qualitative methods are used to
“produce descriptive data [from] people’s own
written or spoken words and observable behav-
ior” (Bogdan and Taylor 1975). In that sense,
data collected using a qualitative approach
include methods such as ethnographic observa-
tion and open-ended interviewing. These meth-
ods allow the researcher to gain a deeper
understanding of the meaning of an instance of
social reality as a subjective experience from the
perspective of its participants (Bogdan and Tay-
lor 1975; Brownstein 1983, 1990; Denzin and
Lincoln 1994; Gubrium and Holstein 1997;
Hesse-Biber and Leavy 2004; Warren and Kar-
ner 2010). This chapter is about the application
and significance of qualitative methods for the
study of people living in society who are
involved with illicit drug use and trade.

8.2 The Study of Illicit Drug Use
and Trade

In contemporary societies, drug involvement in
one way or another has been established under a
socially recognized, legitimate authority to be
unlawful. When something is unlawful, such as
the use of or trade in drugs, public records of
transactions, compliance with government
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regulations, and official documentation of busi-
ness activity, including items such as earnings,
revenue, costs, or tax liability, are unavailable.
Moreover, there are neither official records of the
number of individuals and/or organizations
engaged in the business of buying or selling these
drugs, nor a number of consumers or patterns of
consumption. Thus, an official accounting of the
number of people engaged in the use, or trading
of, illicit drugs is unavailable for business and
research purposes (Brownstein 2000).

Without adequate record of the illicit drug
industry, local drug markets and the people
involved in them are largely hidden from public
scrutiny and study (Lambert 1990). Without offi-
cial documentation of who is involved and how
things are organized, it is, at best, a challenging
notion to construct a trustworthy statistical
accounting, or to conduct a compelling statistical
analysis of the scope, organization, operation,
characteristics, practices, producers, distributors,
and/or consumers of the illicit drug industry.
Policymakers who need to make decisions to
address problems associated with society’s illicit
drug involvement, in addition to the researchers
who use quantitative approaches to study illicit
drug involvement, have used surrogate measures
as proxies to approximate what could not other-
wise be measured or counted (Thoumi 2005).

To measure the scope and magnitude of illicit
drug consumption, economists, social scientists,
and epidemiologists have collected and analyzed
surrogate measures based on regional and
national population surveys. For example, U.S.
data from the National Survey of Drug Use and
Health (NSDUH), a nationwide household sur-
vey conducted annually for the federal govern-
ment by the Substance Abuse and Mental Health
Services Administration (SAMHSA), has been
utilized. A random sample of 70,000 respon-
dents, ages 12 and older, are surveyed about their
use of and experience with various illicit drugs
(SAMHSA 2014). Other SAMHSA surveys
collecting public health data related to drug use
have also been useful for quantitative analyses
and reporting, such as the Treatment Episode
Data Set (TEDS), which collects data about drug
treatment and use for people admitted to drug

treatment in a given year (SAMHSA 2012), and
the Drug Abuse Warning Network
(DAWN) program, which actively collects
demographic and related health data from
Emergency Department (ED) admissions that
were the consequence of either licit or illicit
substance misuse or abuse (SAMHSA 2013).
Focusing on a subpopulation known for a dis-
proportionate number of heavy drug users, the
National Institute of Justice (NIJ), of the US
Department of Justice, and the Office of National
Drug Control Policy (ONDCP), of the Office of
the President, separately sponsor a survey to
collect interview data and urine samples from
arrestees shortly after arrest, in order to measure
the extent to which they had been using one of
the ten different illicit substances relative to the
time of arrest (NIJ 2003; ONDCP 2014).

To measure the scope and magnitude of pro-
duction and distribution in the illicit drug
industry, policymakers, epidemiologists, and
other researchers have used data from public
agencies that respond to events that are related to
the involvement of people with illicit drugs,
particularly the public safety responses of law
enforcement. A major source of the number of
events and people involved with illicit drugs is
the Uniform Crime Reports (UCR) produced by
the Federal Bureau of Investigation (FBI), a
yearly data collection from law enforcement
agencies across the country, voluntarily and
without verification, that reports crime rate,
crime type (not including drug crimes), and
overall arrest count (FBI 2014). A criminal jus-
tice data collection more directly designed to
estimate the quantity of illicit drugs available for
distribution is the System to Retrieve Information
from Drug Evidence (STRIDE) program, spon-
sored by the Drug Enforcement Administration
(DEA), which collects data and produces reports
based on laboratory analyses of drugs seized by
law enforcement agencies and later submitted to
the DEA for analysis (NDIC 2014).

As noted earlier, quantitative analyses are
designed to study relationships among discrete
and precisely defined and measured variables.
When measuring for a surrogate of another
measure, thereafter performing a quantitative
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analysis that informs the question (or questions)
you are asking is challenging at best; however,
and especially in the case of hidden populations,
surrogate measures are sometimes all one has to
work with. Qualitative analyses, as noted above,
seeks to produce meaning from symbolic repre-
sentations, such as words and images, and are
designed to study commonalities across broadly
conceptualized social phenomena.

The foundation of qualitative research is the
discovery of grounded theory, which in lay terms
refers to the generation of theory from data. In
reference to grounded theory, Glaser and Strauss
(2012/1967) argue for qualitative research
methods that emphasize the discovery of theory
grounded in observations of natural settings. In
this sense, qualitative methods have been par-
ticularly useful and productive for the generation
of theories about the lives and experience of
people, such as hidden populations involved with
illicit drugs. Using qualitative methods of data
collection and analysis, researchers have been
able to learn about things they might not other-
wise be able to see or measure. By themselves,
for example, they can contribute to our under-
standing of the organization and operation of
illicit drug markets, in addition to those who
participate in them. They can also contribute to
our capacity for theory construction, which can
then be used to generate hypotheses, conceptu-
alize observed variance, and discuss how such
items might best be measured in quantitative or
epidemiological analysis.

In order for qualitative studies to be of sig-
nificant value, subsequent findings must be
trustworthy, in that they are credible, dependable,
and confirmable (Lincoln and Guba 1985).
Trustworthiness, with respect to qualitative
research, is a function of subjective adequacy,
and relies heavily upon whether the researcher is
able to establish, to the satisfaction of others, a
conceptual construction of the social phe-
nomenon that is recognized and understood by
the social actors who participate in that phe-
nomenon in real-life experience (Altheide and
Johnson 1994; Brownstein 1983; Schutz 1954;
Weber 1947). For researchers studying those
involved with illicit drugs, careful attention to

issues of sampling, data collection, and data
analysis are necessary.

8.3 Qualitative Methods
in the Study of Illicit Drug
Involvement

The early twenty-first century is a period of
renewed interest in the application of qualitative
research methods to the study of drugs in society
(Rhodes and Moore 2001), but the history of this
approach, with respect to the study of illicit drug
involvement, goes back almost 200 years.
Arguably the earliest qualitative examination of
drug use was written in the early nineteenth
century by Thomas De Quincey, well before
drugs were relegated to a world of illegitimacy,
as an autobiographical account of his experiences
with opium (De Quincey and Morrison 2013).
By the early twentieth century, the use of quali-
tative methods to study societal drug use and
involvement had gained prominence, most nota-
bly in Chicago and other major U.S. cities, as
well as the UK, Australia, and elsewhere
(Rhodes and Moore 2001).

The following sections discuss the types of
sampling, data collection, and data analysis used
by qualitative researchers studying illicit drug
involvement, and includes particular studies in
this area, in order to describe how qualitative
studies have been designed, as well as how they
have contributed to our knowledge and under-
standing of drugs in society.

8.3.1 Sampling

People involved as producers, distributors,
and/or consumers of illicit drugs, for the most
part, are hidden and out of reach to public poli-
cymakers, drug treatment providers, and
researchers alike. In a report written for the
National Institute on Drug Abuse (NIDA),
Lambert and Wiebel (1990) refer to this hidden
population as those involved with illicit drugs
who are: disadvantaged and disenfranchised,
homeless, transient, mentally ill, high school
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dropouts, criminal offenders, prostitutes, juvenile
delinquents, gang members, runaways, and other
‘street people’; little information is available on
these populations, despite the general awareness
of their presence. As such, these populations are
often omitted from nationally representative
surveys, largely because they lack a fixed
address, are less likely to be found at home, or
otherwise refuse to interview. Considering the
aforementioned characteristics, it should be of no
surprise that those who belong to hidden popu-
lations are at greater risk for drug abuse and
drug-related morbidity than the general popula-
tion. Ironically, the very individuals who would
benefit from drug abuse treatment and prevention
efforts are the least studied, the least understood,
and the most elusive to epidemiologists, clini-
cians, researchers, and others concerned with
understanding and improving the public health of
these populations (Lambert and Wiebel 1990).

With this in mind, Wiebel (1990) suggests
that “…the nature of substance abuse in our
society, together with applied research priorities,
appears to be of greatest significance in main-
taining a rich field of inquiry for exploratory and
descriptive scientific investigations” for which he
identifies two main reasons. First, the patterns,
trends, and substances of interest amongst users,
abusers, and distributors change so rapidly that
there are constantly new drugs available and new
problems to deal with, lending considerable dif-
ficulty for consistent observation and measure-
ment. Second, policymakers and practitioners
need reliable, up-to-date information from which
to make informed and pragmatic decisions, and
“…qualitative research is often the only appro-
priate means available for gathering sensitive and
valid data from otherwise elusive populations of
substance abusers” (Wiebel 1990).

Upon recognizing the value of qualitative
research methods to study illicit drugs in society,
the first challenge is to establish scientifically
sound ways to identify appropriate hidden pop-
ulations and thereafter collect data from them.
Early studies used a method known as ‘snow-
ball’, or ‘chain referral sampling’, an approach
that “yields a study sample through referrals
made among people who share or know others

who possess some characteristics that are of
research interest” (Biernacki and Waldorf 1981).
Snowball sampling has been widely used, given
that it is convenient, economical, efficient, and
effective (Sadler et al. 2010; van Meter 1990).
Snowball sampling can be problematic, however,
with potential biases due to (1) the fact that it is a
non-probability method of sampling, (samples
tend to be unbalanced and favor selected demo-
graphic characteristics), and (2) because there is
no way to know when a sufficient sample
size or representativeness has been reached
(Sadler et al. 2010).

In more recent years, efforts have been
underway to design sampling strategies that build
on the snowball model but mathematically
address some of these aforementioned concerns.
Most notably, researchers have developed an
approach known as respondent-driven sampling
(RDS) to recruit samples from hidden popula-
tions (Gile and Handcock 2010; Heckathorn
1997, 2007). RDS is a new form of chain-referral
sampling and, as explained by Heckathorn
(1997), is based “on an analysis drawing on
Markov chains and the theory of biased networks
[showing] that suitable incentives can reduce the
biases of chain-referral samples.” He goes on to
stress that there are limitations to RDS, as it is
only suitable in particular circumstances, such as
“for sampling populations with a contact pattern
[wherein] the activities that constitute member-
ship in the population must create connections
among population members, as when drug users
purchase or share drugs” (Heckathorn 1997).
Consequently, while it has not been easy to meet
these standards, qualitative drug researchers
concerned with sampling bias have shown
interest in the application of RDS to their
research.

8.3.2 Data Collection

Ethnography and open-ended interviewing are
two common methods of collecting data in
qualitative analysis to study those populations
who supply and/or consume illicit drugs, in
addition to the experience of those people in
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society. While they do overlap, and it is not
uncommon for a researcher to utilize elements of
each method, ethnography and open-ended
interviewing are distinctive approaches to data
collection. Ethnography refers to the participa-
tion of a researcher “overtly or covertly, in peo-
ple’s daily lives for an extended period of time,
watching what happens, listening to what is said,
asking questions; in fact, collecting whatever
data are available to shed light on the issues with
which he or she is concerned” (Hammersley and
Atkinson 1983). Open-ended interviews are a
distinctive method, designed to gain in-depth
information and understanding about the
knowledge, awareness, and perspectives of par-
ticipants in a given social setting, incident, or
experience. They can be conducted as an infor-
mal conversational interview with limited con-
straints (a useful approach for ethnographers
asking questions), a more structured interview
allowing the respondent to say what they want
but directed by the interviewer following an
outline or set of topics, or an even more struc-
tured interview with specific questions that
allows the respondent to say what he or she
wants to say without constraint.1

Ethnography has been widely used to study
drugs in communities (Murphy et al. 2016) and
the continuing focus on particular communities
has been a good fit for these studies. As partici-
pant observers, those who perform this kind of
research, at some level, have to become engaged
with the community they are studying; once the
necessary rapport and relationships are estab-
lished between researchers and key community
informants, researchers have an incentive to
maintain those relationships and continue the
work. This is particularly valuable when the
research focus is a hidden population, and the
rapport and relationships established open an
ongoing opportunity to study that population.

Throughout the twentieth century and to the
present day, a number of communities across the
world have become centers for ethnographic
research, focusing on the involvement of people
with illicit drugs. There have been studies of
those who use illicit drugs, patterns of illicit drug
use, local drug transactions, and drug markets. In
the event of a public safety concern or health
crisis, such as violence related to the use of illicit
drugs (or licit drugs in illicit ways), ethnographic
studies have been useful to study and understand
the related problems for people and their com-
munities. The following examples are a mere
fraction of the ethnographies conducted in the
US to study drugs.

Arguably, the ethnographic tradition of
research to study hidden populations took hold in
the U.S. early in the twentieth century through
the work of sociologists in Chicago (Jaynes et al.
2009). Researchers at the University of Chicago
conducted a number of studies of life in local
communities to understand the relationship
between the experience of the people living in
the community and the ecological characteristics
of their surroundings, many studying hidden
populations of people who lived outside of the
law, often looking at the experiences through the
eyes of a key informant (Shaw 1930; Thrasher
1927; Zorbaugh 1929). Demonstrating the value
of this research for understanding problems
associating with drug use, Alfred Lindesmith, a
researcher from the University of Chicago, con-
ducted ethnographic research in the Chicago area
by way of in-depth interviews with opium users.
His findings addressed the contemporary lack of
knowledge regarding the causes of, and appro-
priate treatment for drug addiction, when he
concluded that “deprivation is the essential factor
both in the origin of the craving and in its
growth” (Lindesmith 1938). Decades later,
Patrick Hughes and colleagues conducted an
epidemiological ethnographic study of heroin
addicts in Chicago, from which he observed what
he referred to as an ‘addict subculture’, in which
participants, users, and dealers were engaged in
some form of violence on a daily basis (1977).
Touching on these findings, Hughes noted that
“Deviants of all sorts frequented the addicts’

1Compare to the practical guide for qualitative interview
design for novice investigators prepared by Turner
(2010). This guide explores interview protocols and
sample questions appropriate across three distinctive
categories of qualitative study design: (1) informal con-
versational interviews; (2) general interview guide
approaches; and (3) standardized open-ended interviews.
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street hangouts, and in these high-crime neigh-
borhoods there was always the risk of con-
frontation by a drunk, or by members of a
delinquent gang who wanted to take away an
addicts’ freshly stolen television set” (1977).

A strong ethnographic research tradition sur-
rounding the study of drug use and drug markets
also developed in New York City by the
mid-twentieth century, and New York became a
center for ethnographic drug research in the years
that followed. This is not surprising given the
growing political and media concern about drugs
during that period, particularly heroin, cocaine,
and later crack cocaine (Brownstein 2013;
Inciardi 1992). Contrary to popular belief at the
time that heroin abusers were incapable of
functioning in society, Edward Preble, an
anthropologist, and his colleague John Casey
conducted ethnographic observations and
open-ended interviews with addicts on the streets
of New York, from which they concluded that
“Their behavior is anything but an escape from
life. They are actively engaged in meaningful
activities and relationships seven days a week”
(Preble and Casey 1969). They described the
daily life of a heroin addict with a phrase used by
their subjects; the addicts, they said, were “taking
care of business” (Preble and Casey 1969). Pre-
ble’s influence on drug research in New York
demonstrates how the rapport and relationships
built in an earlier study can lead to ongoing
ethnographic work in an area, and potentially
even careers for younger colleagues. In 1975,
Preble moved to Narcotic and Drug Research,
Inc. (NDRI), a research organization in the city
that was becoming known for its study of both
people and communities involved with illicit
drugs. While at NDRI, Preble pioneered and
introduced to his colleagues an ethnographic
method of collecting data on hidden populations,
which is often referred to as the ‘storefront
methodology’ (Johnson et al. 1985). Using the
storefront method, a research team locates,
opens, and staffs a storefront in a neighborhood
where heroin is a known endemic, and there
employs ex-addicts and ex-offenders as field
workers to recruit active heroin users in the
neighborhood to be interviewed at the storefront

(Johnson et al. 1985). Bruce Johnson, who
worked with and learned from Preble at NDRI,
utilized this method to study the economic
behavior of heroin users in the East and Central
Harlem neighborhoods of the city (Johnson et al.
1985). Later, Paul Goldstein, also a researcher
who worked with and learned from Preble, used
the same method to conduct a study on the
Lower East Side of New York to examine the
relationship between drug use and violence
(Goldstein et al. 1990). Given the fertile ground
for ethnographic drug research in New York,
other researchers have also independently con-
ducted such research in the city.2

During the 1960s, drugs were a large part of a
countercultural movement that took place in
cities around the world and on a number of
levels. This movement was comprised largely of
young people who believed that anything was
possible, and was centered in San Francisco
(Gitlin 1993; Roszak 1968). As such, San Fran-
cisco proved to be a good place for ethnographic
studies of drug use and drug transactions.
Building on the ethnographic tradition of drug
communities studies in Chicago, Dan Waldorf
studied the lives of drug users in San Francisco in
the context of a career as opposed to deviant
behavior, describing drug use as an orderly and
purposeful way to survive daily experience, with
discernable stages and transitions (1973). Over
the years, he conducted ethnographies of drug
users and drug use with colleagues at the Institute
for Scientific Analysis (ISA), wherein he con-
tinued to study drug users as people living out
their lives (Waldorf et al. 1992). As a product of

2Examples include Terry Williams’ (1992) classic ethno-
graphic study of the economics and community of
residents in a crackhouse in Manhattan’s West Spanish
Harlem, Maher’s (2000) detailed 3-year ethnographic
study of the economic lives of women drug users in New
York City, focusing on divisions of labor in the
street-level economy, and Bourgois’ (2003) participant
observational study of poverty and social marginalization
in inner-city America as experienced by street-level drug
dealers in East Harlem. All three works draw extensively
on their subjects own words to graphically depict the lived
experiences of those trapped in urban poverty; enriching
the understanding of the social/psychological roots of the
drug problems they suffer.
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this approach, a distinct line of ethnographic
research has developed, which continues to look
at the lives of those whose experience and efforts
to live their lives as drug users is complicated by
the fact that they are in some way social out-
siders.3 These lines of ethnographic research
continue in San Francisco to the present day.4

As qualitative methods of collecting data,
both ethnography and open-ended interviewing
are well suited to research that emphasizes the
discovery of grounded theory through observa-
tions of natural settings or experience (Glaser and
Strauss 2012/1967). In this regard, ethnography
has been a very successful method for studying a
community through a particular group of people,
over an extended period of time. Alternatively,
open-ended interviewing is preferred when the
focus of study is a particular social phenomenon,
as identified from the perspectives of an
expanding number of people.

In the tradition of grounded theory, Paul
Goldstein, a New York City drug researcher
utilizing the storefront ethnographic method to
study the relationship between drugs and vio-
lence, conceptualized that drugs and violence
could be related in three different ways (1985).
Goldstein proposed what he called a ‘tripartite
framework’, suggesting that drugs and violence

could (1) be the product of a psychopharmaco-
logical reaction produced within a person using a
particular drug, (2) the outcome of an unsuc-
cessful interpersonal drug transaction (such as
drug dealers fighting over territory or a drug
buyer feeling cheated), or (3) the consequence of
the compulsive need of a drug user to get drugs
or money to satisfy that need. The tripartite
framework produced a great deal of interest
among researchers, and Goldstein and his col-
leagues in the years that followed conducted a
number of studies collecting empirical data to
test the hypothesis. The challenge of such a
framework was not to focus on a single com-
munity of drug users, but rather to reach as many
people as possible who had both used drugs and
committed a violent act. They began their search
for empirical evidence of the relationship
between drugs and violence with a study in New
York State, using semi-structured open-ended
interviews to ask those in state custody (in state
facilities) for having committed a homicide about
the involvement of drugs in the homicide and,
more broadly, in their lives (Brownstein et al.
1992; Goldstein et al. 1989, 1992; Spunt et al.
1994). This study illustrated the great extent to
which drugs and violence had been involved in
the lives of the people who ultimately killed
another person, but it also affirmed that when
drugs were directly related to a homicide event
(and they often were), different drugs were rela-
ted in different ways. These findings ultimately
produced more questions than answers and
thereby resulted in a series of studies using
open-ended interviews to study the relationship
between violence and drugs. For example, one
subsequent study involved interviews
administered only to women in prison for murder
and found that the drugs in their lives, and their
involvement in the murder, was different
from that of the men interviewed in the earlier
study (Brownstein et al. 1995; Crimmins et al.
1997; Spunt et al. 1996). Studies in New York
and Maryland conducted with youth in
custody collected data from open-ended inter-
views about drugs and violence in their experi-
ence and similarly found inextricable, but not
necessarily direct connections between drug

3See for example, Hunt et al.’s (1997) use of snowball
sampling and in-depth interviews of Southeast Asian gang
members to study culture and ethnic identity among Asian
gang members in Northern California. This study used a
three-stage process. In the first stage, respondents
answered questions from a qualitative life history sched-
ule, which explored the problems individuals had expe-
rienced in their country of origin and in the U.S. during
the process of migration. The second stage utilized a
quantitative interview schedule addressing topics such as
basic demographics, drug use, and gang related activity.
The third stage was comprised of in-depth interviews
exploring topics such as gang history and criminal
activity.
4Examples include Maloney et al.’s (2009) use of
qualitative interview data to examine fatherhood as a
potential turning point in the lives of gang members,
Murphy and Rosenbaum’s (1999) in-depth interviews
with over 120 women who had children while using
drugs, and Sales and Murphy’s (2007) use of qualitative
in-depth interviews to study the motivations and circum-
stances associated with ecstasy distribution in San
Francisco.
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involvement and violence (Crimmins et al. 2000;
Ryder et al. 2009).

Campbell collected drug trafficking stories
from what might be referred to as conversational
interviews conducted “in family contexts, in
parties, at work, in chance meetings on the street
or businesses, and from neighbourhoods in
which [he] resided” over ten years while in a
community near the border between the United
States and Mexico (2005:328). He used the
interviews to collect stories told amongst people
living near the border about the folklore and
culture of drug trafficking in the area. He used the
stories “not to deconstruct them in order to cast
blame on the storytellers or to frame them as
valiant utterances of resistance,” but rather to
“illustrate a cultural process” (Campbell 2005).
From his analysis of these stories and how they
are used, he concluded that “for the border
population, drug trafficking is a tacitly tolerated
activity or a mundane, everyday phenomenon
that, though not fully accepted, is not considered
a radically deviant or unusual lifestyle”
(2005:333).

In a national study of methamphetamine
markets, open-ended interviews were conducted
with people who participated in the markets in
different parts of the US. The research team
visited more than 28 cities and towns in 5 regions
of the country (Southeast, Middle Atlantic,
Midwest, Southwest, and Pacific Northwest),
where they observed and talked with local police,
as well as local and regional public health and
safety officials, drug treatment and prevention
workers, family service providers, metham-
phetamine users, sellers, cooks, and other people
who knew about the local meth markets in their
community and region (Brownstein et al. 2014).
Using semi-structured and conversational inter-
views, they collected data about the organization
and operation of local markets, how they related
to regional markets and the national industry, and
the impact of changing state and federal policies
and laws on the local markets and users
(Brownstein et al. 2014).

In some studies, open-ended interviewing was
used as part of a larger ethnographic study,
focusing particularly on a key informant. For

example, Sudhir Venkatesh studied urban pov-
erty, gangs, and drugs by embedding himself in a
housing project in Chicago and forming a close
relationship with a gang leader who ran a business
selling crack, allowing him to learn from ongoing
conversations with his informant and to infor-
mally interview others in the community (Ven-
katesh 2008). In New York, Philippe Bourgois
began with a plan to study an urban underground
economy and ended up studying a community of
street-level crack dealers in East Harlem (1996).
This study was designed as an ethnography, and
much of what he learned came from personal
conversations and communications with a small
group of people he got to know in the Spanish
Harlem crackhouses (Bourgois 1996).

Open-ended interviews have also been used to
study the impact of public policy on drug using
populations within in the context of public health
concerns or crises. Stephen Koester (1994) used
open-ended interviews when he studied syringe
sharing among injection drug users in Denver.
As part of an ethnographic study, he used both
“formal interviews and casual conversations” to
collect data about “everyday activities in which
street-based injectors engage, and included
detailed discussions about syringe sharing, drug
coping, personal economic strategies, and the
impact of law enforcement” (Koester 1994).
Koester found that the risky practices of injection
drug users who shared needles and injected in
“high risk environments,” such as shooting gal-
leries, was not the “maladaptive rituals of a vast
drug subculture,” but rather a response to the
management of risk among people who were
more fearful of being arrested for criminal pos-
session of a syringe than being infected with HIV
by sharing needles (1994). After Hurricane
Katrina created a public health and safety crisis
in New Orleans, Eloise Dunlap and Andrew
Golub (2011) conducted semi-structured,
open-ended interviews with surviving poor, as
well as African-American drug users and sellers,
to learn how and why these users and dealers,
who were more concerned with continuing their
drug use and business than they were with their
own safety, continued to party during and loot
after the storm rather than evacuate.
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8.3.3 Data Analysis

Whether data is collected from an ethnographic
study or from open-ended interviewing, what can
be done to make sense of all the narrative and
symbolic data collected by the qualitative meth-
ods of the data collection? Over the years,
qualitative researchers, such as those studying
drug use and the drug trade, have developed
methods for data analysis. With that being said, it
is important to note that qualitative analysis is
not like quantitative analysis. As noted earlier,
quantitative methods collect data that can be
analyzed to establish relationships among dis-
crete and precisely measured variables, whereas
qualitative methods collect data that can be
analyzed to contribute to understanding the
meanings of conceptualized social phenomena
(Ragin and Amoroso 2011). As such, quantita-
tive analysis techniques emphasizing internal
validity, and being designed to eliminate plausi-
ble explanations (Campbell and Stanley 1963),
are not appropriate for qualitative analysis.
Rather, qualitative analysis emphasizes the need
for methods that reveal meaning (Bogdan and
Taylor 1975; Denzin and Lincoln 1994; Glaser
and Strauss 2012/1967) and demonstrate con-
struct validity in the broad sense that there is a
connection between theoretical terms or con-
structs and measurements based on direct phe-
nomena observation (Cherryholmes 1988;
Messick 1975).

Based on philosophical traditions going back
generations, analytic induction has been a foun-
dation of qualitative analysis since early in the
twentieth century, when it was described in
general by Florian Znaniecki (1934), applied by
Edwin Sutherland to the study of crime (1939),
and utilized for drug research by Alfred Linde-
smith in his study of opiate addiction (1938).
Unlike deductive reasoning, which begins with a
general hypothetical statement and conducts
analyses of empirical data to reach a logical
conclusion (Creswell 2003), analytic induction
refers to the method of focusing on cases repre-
senting a broad social phenomenon and system-
atically analyzing them for commonalities
toward a deeper conceptual understanding of the

phenomenon (Ragin and Amoroso 2011;
Robinson 1951; Turner 1953).

In his study of opiate addiction, Lindesmith
used analytic induction and interpretation
through an approach that looked for decisive
negative evidence when comparing evidence
from a number of cases representing a particular
phenomenon: drug addiction (1938, 1947). He
conducted personal interviews with more than 60
known addicts, and examined the available lit-
erature on other scholarly studies to test a theory
of addiction based on the understanding or
stressors related to addiction. In terms of his
methodology, Lindesmith emphasized that it is
“significant that the theory advanced in this study
is not quantitative in form, nor is it a purely
intuitive generalization which is not subject to
proof, but that it is experimental in form in spite
of the fact that it is based upon the analysis of
data secured largely in personal interviews”
(1938). This approach was based on considera-
tions of the theory and testing its subjective
adequacy with what he learned from his inter-
views, allowing for “the possibility of its own
continuous reconstruction and refinement in
terms of more extended experience and of more
elaborated instances” (1938). Furthermore, and
as described by Lindesmith, this approach sear-
ched for (and used) negative cases to examine
and compare “succeeding tentative formulation
(s),” each building on preceding formulations in
the face of new evidence so that the “eventual
hypothesis altered the preceding formulations
sufficiently to include the cases which earlier had
appeared as exceptions to the theory postulated”
(1947).

Other drug researchers, using qualitative
methods of data collection and analysis, have at
least some extent of generally applied methods of
analytic induction and interpretation. For exam-
ple, Joseph Gusfield used a similar approach for
his study of drinking and driving in California,
when he began by looking at the established
theory that the problem was a moral one, with the
drivers being the source and used data from his
study of police, courts, and others to find nega-
tive evidence that resulted in a new theoretical
formulation arguing that the source of the
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problem was the culture and the social institu-
tions around drinking (1986). Patricia Adler, in a
study of drug dealers, used open-ended inter-
views and learned about their entrepreneurial
spirit and the rational order of the work they did
against the backdrop of a theoretical perspective
of drug dealers, as living and working in a sub-
culture of hedonism (1993). A study involving
open-ended interviews with women in prison for
homicide tested the theory of the period that
women who committed homicide typically did so
in self-defense, killing men with whom they
shared an abusive relationship (Rasche 1990), by
examining cases in which women killed in the
business context of a drug market transaction, to
look for evidence that it was the transaction, and
not an interpersonal relationship, that explained
the homicide (Brownstein et al. 1995). In a more
recent study involving mephedrone users in
Northern Ireland, semi-structured interviews
were conducted with 23 adults who had used the
drug, and analytic induction was used (involving
corroboration and comparison) to identify and
explain outliers, resulting in a finding that initi-
ation to use was influenced by market factors
(McElrath and O’Neill 2011). Notably, while
there is a large body of qualitative research on
drugs that has conceivably been used the estab-
lished methods of data collection, beyond Lin-
desmith’s early example (and including the more
recent examples cited here), there are not many
that systematically have applied the method of
analytic induction.

8.4 Conclusion

The history of drug research makes clear the
importance of qualitative research as a contrib-
utor to our contemporary understanding of drug
use, the drug trade, and the relationship between
drugs and society (Lambert and Wiebel 1990;
Martin and Stenner 2004; Rhodes and Moore
2001). While the methods of sampling, data
collection, and data analysis for qualitative
research have all been elaborated and developed
to varying degrees, arguably more attention

among drug researchers has been given to the
sampling and collection of data, and less to the
actual analysis (Adler 1990). Recognizing
thoughtful and systematic analytic induction as a
necessary method for trustworthy and significant
qualitative research, Peter Adler wrote, “Induc-
tion in its present form allows us to call upon our
experiences, utilize our feelings, and be a part of
the research instrument while evolving and for-
mulating theory that is grounded in the experi-
ences of ourselves and the people we study. By
remaining open and flexible, with a close eye and
ear to behavior in natural settings, induction (or
retroduction), is the only epistemology that
addresses the subjective nature of human life,
while generating theories that respect the every-
day realities of its members” (1990).
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9Using GIS for Substance Abuse
Research and Intervention

Jacqueline W. Curtis and Andrew Curtis

9.1 Background

From the iconic visualization of cholera cases
and the Broad Street pump by Dr. John Snow in
nineteenth century London to the emergent
applications of geographically enabled biosen-
sors, maps, and the geospatial techniques used to
create them are essential tools to understand the
health–place nexus. The main objective of this
chapter is to raise awareness of the applications
of mapping in public health with regard to issues
related to substance abuse. However, we begin
with an overview of Geographic Information
Systems (GIS), which is the primary tool used to
create maps, and allied geospatial technologies
(GT) (e.g., Global Positioning System (GPS),
spatial analytic software). The remainder of the
chapter is devoted to reviewing the extant
research on substance abuse that utilizes these
methods. We then move to a discussion of
“what’s next,” in essence the emergent approa-
ches that are being adopted to further advance
scholarship on a myriad of issues related to

understanding the relationship between health
and place, with a focus on substance abuse
research.1

9.2 A Brief Primer on Geographic
Information Systems (GIS) and
Geospatial Technology (GT)

Maps have long been a central tool to document
and disseminate observations, enabling amalga-
mation of these observations to provide synthesis
in understanding places and patterns over space.
However, the advent of GIS and the concomitant
technical revolution of the 1960s to present have
meant that more data can be analyzed in more
ways by more people. This situation has led to
the diffusion of GIS and spurred advances in
research in the earth and social sciences, as well
as the humanities (e.g., HGIS). Today, GIS has a
number of slightly different definitions, but most
agree that it is the combination of hardware and
software that enables visualization (e.g., map-
ping) and analysis of spatial data. Spatial data are
any phenomena that have a location, ranging
from more coarse scales such as occurring
globally (drug trafficking routes), through regio-
nal (overdose rates by state or city) to finer

J.W. Curtis (&) � A. Curtis
GIS Health & Hazards Laboratory, Department of
Geography, Kent State University, 325. S. Lincoln
St, Kent, OH 44242-0001, USA
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1The call to understand context is not new in substance
abuse research (Dembo et al. 1985), however, systemat-
ically collecting and analyzing contextual data in a way
that is replicable and extensible has been difficult. It is in
these areas that GIS and other geospatial technologies
contribute to contextual understanding.
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spatial scales such as a zip code (drug arrests
throughout Chicago), or street address (a neigh-
borhood clinic providing drug counseling). GIS
operates with dynamically linked windows that
usually include a database and a map. Each row
in the database represents a unit in the map (e.g.,
a point representing a patient’s residential
address); each column in the database is a char-
acteristic of that unit (e.g., the age of the patient,
the source of the addiction). Once these data are
in a GIS, there are a range of ways to map and
spatially analyze them in order to understand
patterns (e.g., clusters of discarded needles) and
relationships (e.g., what environments are around
the needles as identified by spatial regression).2

The resulting visualizations can then be used as
exploratory tools to generate hypotheses or sim-
ply to communicate situation awareness within
research teams, to guide intervention policy, or if
appropriate, to disseminate to the public.
Depending on the form of analysis, the map may
even provide answers to practical, time-sensitive
questions such as where to send a mobile health
unit.

Geospatial techniques encompass a range of
approaches for data collection, analysis, and
visualization that are linked to location, with GIS
the platform through which all of these data are
organized and managed, analyzed for relation-
ships across space and over time, and visualized
in the form of a map. In substance abuse
research, census units (e.g., zip code tabulation
areas (ZCTAs), tracts, blocks), health service
regions, and addresses have traditionally served
as the geographic unit of analysis. However, with
GPS technology, even the moment-to-moment
movements of an individual entity (e.g., person,
product) can be mapped and analyzed in the GIS.
Traditionally, GIS has been utilized to map and
analyze objective or official spatial data, such as
demographic data or the location of certain assets
or hazards (e.g., hospitals, parks, bars, crime
incidents). More recently, GIS and allied

geospatial techniques have been employed to
understand and integrate “new” data, such as the
locations of needles, or qualitative data, such as
individual perceptions and/or local knowledge of
place. This paradigmatic shift is revealing more
than understanding spatial patterns of phenom-
ena or outcomes (where?), but also the context,
mechanisms, and explanations for these patterns
(why there?).

Despite the power of GIS, they are only as
good as the available data and the relevant
knowledge of the person using the technology.
Many texts and courses offer the training needed
to be a capable GIS user and we strongly suggest
taking advantage of these resources.3 However,
for the purpose of this chapter in providing a
brief overview, we note some common consid-
erations in use: choosing a data model, data input
methods, spatial scales, forms of spatial analysis,
and map dissemination. All of these issues
should be considered prior to beginning a GIS
project and should be guided by the overarching
purpose of the project and the needs of the
stakeholders. We will first address each of these
issues in general while placing them in the con-
text of substance abuse-related examples. In a
subsequent section we will revisit them as they
relate to the existing literature on substance abuse
research and practice.

9.2.1 Data Models

GIS data fall into in one of two models, vector or
raster, with vector data the most commonly used
form in public health and across the social sci-
ences. The vector model represents spatial data
as discrete objects: points, lines, and polygons.
For example, points could be used for treatment

2A number of texts provide in-depth discussion of
mapping and spatial analysis techniques and issues. See,
for example, texts by Dent et al. (2009) and Maguire et al.
(2008).

3Most universities with a geography department offer GIS
courses. However, GIS can also be taught in other
departments as well. Check your local university or
community college for GIS course availability. In addi-
tion, GIS manuals are useful to novices and experienced
users alike. Finally, all makers and users of maps are
advised to read Monmonier’s (1996) classic text, “How to
Lie with Maps” for insight on the use and abuse of maps,
including how to evaluate maps critically.
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centers, lines for roads, and polygons for a clin-
ic’s service area. Figure 9.1 shows methadone
clinics as points and 1.5 km accessible zones as
well as government boundaries as polygons.
Alternatively, the raster model represents data as
continuous, a series of grid cells coded based on
a characteristic such as temperature or elevation.
Raster data are more commonly used in the earth
sciences, but can certainly be integrated with
vector data for health investigations. Despite the
many benefits of GIS, forcing data into points,
lines, polygons, or grid cells can be a limitation,
as they are not always optimal or even appro-
priate for certain types of data, especially those
where there is some uncertainty about location or
some “fuzziness” in boundaries (e.g., walkable
distances, the activity space of the homeless).
Data model selection is important as it has
implications in terms of how data are collected,
and then spatially analyzed.

Throughout this chapter, to place “data
models” in the context of substance abuse, we
are using an example of studying teen drug
overdose. In this case, we would probably
include several spatial data layers that include
the locations of drug overdoses, along with
locations of clinics and hospitals, and the
address of the residence. These data would be
represented in a GIS using a vector data model,
with all of these locations as point data. If we
were investigating how the physical environment
is predictive of the likelihood of overdoses, then
we might use raster data to assess the percentage
of green space to buildings.

9.2.2 Data Input

Data input is achieved primarily through the fol-
lowing mechanisms: downloading an existing
GIS file from a secondary source (for example,
demographic data from the census), geocoding
(meaning placing a known spatial reference on a
map, such as a residential street address), digi-
tizing (creating new data by “clicking the mouse
to draw” on an underlying map, such as an aerial
photograph), and bringing in coordinates from a
GPS. Usually, multiple forms of data input are

used in a GIS project, such as census tract
demographic data with geocoded address data of
treatment centers or study participants. Each of
these common data input strategies is now
addressed, along with considerations for their use.

Secondary sources of spatial data are most
commonly government agencies, and even states,
counties, or cities. Indeed, many of these entities
have an online atlas or other webpage specifi-
cally devoted to sharing their data in a GIS for-
mat (e.g., shapefile, layer).4 Even when
government data are not available in a GIS for-
mat, if they have any locational attributes
attached, then they can be added to a GIS using
geographic identifiers. Perhaps the most common
data that fit this description are U.S. Census
tables generated by American Factfinder.5 In
order to input these data to GIS all that is needed
is a cartographic boundary file such as census
tracts, block groups, or blocks with a geographic
identifier in the attribute table. The tabular data
from the census should have the same identifier
and the two files can be joined based on this
common column. This approach is also regularly
used when working at the state or county scale to
make a map of meth use, for example.

Returning to an example, we might want to
locate drug overdoses with the census charac-
teristics of both where the event occurred, and
the residence of the patient. Our research ques-
tions might then consider how the socioeconomic
status of the area predicts the overdose, and even
type of overdose (these socioeconomic data can
be acquired from the U.S. census). By adding in
school districts and educational performance, we
again might be able to use these as predictors
(these data can be acquired from state depart-
ments of education or local school boards).

Another common approach for data input is
geocoding. In essence, this procedure uses

4Some examples of these sources include: Atlas—The
Louisiana Statewide GIS (http://atlas.lsu.edu/), Cal-Atlas
(http://www.atlas.ca.gov/download.html), SanGIS (http://
www.sangis.org/).
5Go to http://factfinder.census.gov/faces/nav/jsf/pages/
index.xhtml and then use the “Download Center” to
access data tables with geographic identifiers such as tract,
block group, and block.
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addresses to assign points to their location on the
map. Geocoding is typically used with street
address data (e.g., street number, street name, city,
state, zip code), which can provide good positional
accuracy of the point.6 However, less accurate
geocoding procedures also exist, such as assigning
data to zip code or street segment. When using a
complete address, geocoding works by placing the
street number proportionally along a street seg-
ment. For example, if the address range for Main
Street is 100–500 on one side of the road, then the
address 300 Main Street will be placed at the mid-
point of this street segment. Clearly, this approach
will lead to better positional accuracy in some areas
than in others as addresses are not always placed
proportionally in the real world (e.g., suburban vs.
rural areas).7 More areas are now improving the

accuracy and precision of these data by using aGPS
to get the exact coordinate for each address.

In our example themost obvioususeof geocoding
is the location of where the overdose occurred, the
residence of the individual, and maybe even the
location of a clinic providing care to this patient.

The next two approaches for data input in GIS
are more time-intensive. First, digitizing is the
process of “drawing” data in the GIS. It can be
employed to capture features from aerial imagery
(e.g., building footprints, sidewalks) or from
paper maps (e.g., participants’ perceived areas
where drug crime is highest).8 Digitizing can be a

Fig. 9.1 Example of points and polygons in a vector data model. See Pang and Lee (2008) for full text on the model

6Positional accuracy refers to the degree towhich a feature’s
location on the map matches its real-world location.
7See, for example, article by Mazumdar et al. (2008).

8A growing body of research is emerging on this approach
to understand the environment–behavior nexus. See the
following sources for a complete list of references and
discussions of the prospects and problems of integrating
sketch maps with geographic information systems to
understand environmental perception: Curtis (2012),
Curtis et al. (2014), and Curtis (2016).
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powerful way to create new spatial data for
integration in maps and GIS analysis. However,
digitizing features can be time-intensive,
depending on the scale of the study and the
nature of the features being digitized. In recent
years as aerial imagery is being provided in
geographically enabled formats (e.g., the images
have coordinates so that a GIS can place them in
their real-world location), digitizing from these
sources is becoming easier, especially through
online geospatial software such as Google Earth.
However, digitizing from paper maps or from
sources that are not geographically enabled still
requires the first step of georegistering the image.
This means that the GIS user has to insert x,
y coordinates into the graphic so that the GIS
knows where to place it. Only after this step is
successfully accomplished can digitizing occur.

In our example, digitizing would be an
appropriate form of data input if we are inter-
ested in asking teenagers where they go for
drugs, and where they then use the drugs; their
answers may come in the form of sketch maps.
These can be georegistered, and the locations
digitized in the GIS to form a previously
unavailable map of “usage.”

Finally, GPS receivers can be used to collect
data in the field. This technology can collect
points and paths which can then be imported into
the GIS. Like digitizing, this is a more
time-intensive approach. Furthermore, it is
important that the user has a basic understanding
of how GPS works, when to collect data (e.g.,
mission planning), and the errors and accuracy
issues with this form of technology.9 Points and
paths are collected in the field and are then
uploaded into GIS. There are a few ways to
accomplish this task (including bringing the data
in first through Google Earth), but in essence,
each point collected has a latitude and longitude
value. With these coordinates, the GIS can bring
in the data points and place them at the
real-world location. For example, the blue points

displayed in Fig. 9.2 represent the path driven in
a car while conducting a built environment sur-
vey in one neighborhood of Akron, Ohio. GPS
receivers can be set to collect a x, y location at set
time intervals, in this case every 1 s. This is but
one of a growing number of examples of
GPS-enabled data collection. As GPS receivers
have become smaller, easier to use, and less
expensive, it has received increasing use across
the social sciences and public health. In partic-
ular, this geospatial technology offers substance
abuse researchers the potential to systematically
collect new data on the activity patterns of study
participants, as well as observations of the nat-
ural, built, and social environments that would
otherwise not exist. GPS is particularly important
in collecting data that are dynamic or ephemeral
(e.g., human behavior in place).

In our example the GPS coordinates along the
route could link to the “geonarrative” of a
teenager riding in the car. He/she could describe
the neighborhood and locations where drugs are
bought and where they are used, which would
then be mapped by linking the transcribed word
to its coordinate.

Clearly, there are a number of ways to bring
data into a GIS. It is important to note that
making the decision on data input may not be
within your control as it is frequently the result of
what existing data are available to you and/or
cost constraints associated with a study. This
situation may also dictate the spatial scale of the
mapping and spatial analysis. However, it is wise
to have an idea of the variation of spatial scales at
which GIS can operate and the influence these
decisions have on the benefits and limitations of
your resulting maps.

9.2.3 Spatial Scales

In Fig. 9.2, data are collected and displayed at a
fine spatial scale (individual x, y coordinates and
by parcel). Such scales enable investigations of
microgeographic patterns and processes, such as
the drug activity and health outcomes along a
single street. With the expanding use of GPS and
GPS-enabled sensors, this scale is receiving

9Many websites and texts are devoted to helping users
understand GPS and use it appropriately. The U.S.
government has a good overview of the technological
aspects of GPS: http://www.gps.gov/.
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increasing attention as the technology now exists
to work systematically on small area analysis.
However, a limitation of this work is that it is
time-intensive as it requires the need to conduct
primary field-based data collection. More com-
monly, GIS is utilized to work at coarser scales
and using government-defined boundaries (e.g.,
census tracts). This makes sense as data are
easily accessible, are ubiquitous and comparable
across the country, and contain unmatched
demographic data for inclusion in analysis. The
downside to this coarser scale is that it often
misses the context of day-to-day living (e.g.,
many of us are not at home all day, though
census data are linked to residential location).

Another problem when working with such
aggregated space is the potential for the ecolog-
ical fallacy and the Modifiable Areal Unit Prob-
lem (MAUP).10 The ecological fallacy is based

on the premise that characteristics for the unit,
such as there being 30% of properties being
blighted in a census tract, are not representative
of characteristics of any one individual in that
unit; it would be false to assume that for any
randomly picked street 30% of properties are
blighted. Although U.S. Census units are
designed based on some degree of homogeneity,
there can still exist considerable spatial hetero-
geneity. Returning to the previous example, it is
likely that certain streets within that census tract
are all blighted, because this type of urban decay
clusters. Another issue related to geographic
scale is the MAUP, which has two effects: zone
and scale. The zone effect refers to the boundary
of the area for analysis. Although a census tract
and a zip code are approximately the same
physical size (for arguments sake), if the
boundaries are slightly different, then the overall
value for that area may change if a high intensity
of events falls just inside or outside. This is
certainly possible as roads are often the

Fig. 9.2 Example of GPS track that shows the path driven for a built environment survey of parcels within a
neighborhood in Akron, Ohio

10For a complete discussion of these issues, see Longley
and Batty (1996) and Openshaw (1996).
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boundaries of both units. Remember that blight
cluster? It might fall just inside the zip code, but
outside the Census Tract. The colored map of
blight will then look different for what is
approximately the same area.

The scale effect is the size of the area being
analyzed, which for the U.S. Census include
ZCTAs, tracts, block groups, or blocks. Fig-
ure 9.3 displays a hot spot of drug sales and
violations in Akron, Ohio with these four
administrative units. The hot spot was created
using geocoded address data which does not
adhere to any preset spatial unit. You can see that
this hot spot does not perfectly correlate with any
aggregated unit. Even in the largest unit, the
ZCTA, the hot spot still slightly crosses over into
two adjacent boundaries. If we were to make a
map of drug sales by any one of these aggrega-
tions, then the area and size of the intensity
would change. A map-reader might then con-
clude that “this census tract needs intervention,”
where the reality is it is a few streets, or a block,
that need these targeted resources. There is a lot
of the geography within that census tract, which
is now colored “problematic” that is actually
good. If at all possible is it worth mapping data at
different scales just to get a more realistic
impression of the problem.

This variety of geographic scales to map and
analyze data presents both benefits and limita-
tions. Primary considerations for selecting the
zone and scale of analysis should be the purpose
of the research and the needs of the stakeholders.
Use of spatial aggregation units may be appro-
priate as a compromise to show important pat-
terns to policy makers and the public, while
preserving the spatial confidentiality of individ-
uals. As alluded to earlier, these predefined
government units may be inappropriate to rep-
resent actual human use of geographic space and
so maps and analytical results should be inter-
preted with care.11

In our example, we might make a map of
teenage drug overdoses by county within Ohio,
and this will show us where the problems exist
regionally. If we change scale to the census tract,
we can focus in on those problem areas to show
where within the county overdoses occur. In
reality, most overdoses are likely to be within
tight geographic spaces, around parks, or street
corners, or in certain abandoned houses—so our
maps need to get finer still, down to the block
groups and even blocks to really show the envi-
ronments of drug overdoses.

The issues raised in this section should not
prevent use of predefined scales, but prior to
project commencement, time should be spent on
investigating appropriate scales of data collection
and analysis in order to most appropriately
answer the research question and meet the needs
of stakeholders.

9.2.4 Spatial Analysis

Once scales have been determined and data col-
lected, spatial analysis enables making sense of
the resulting maps. Ideally, determining the most
appropriate forms of analysis has occurred prior
to project implementation as the type of data
(raster or vector; points, line or polygon) and the
scale of investigation will have some bearing on
the methods of analysis that are available. Spatial
analysis can take many forms, though the most
common approaches involve searching for hot
spots and modeling relationships. In addition, the
power of visual analysis (just looking at a map) is
also an important tool. There can be great power
in mapping data in a variety of ways and
observing patterns and relationships; this can be
helpful for exploratory analysis and hypothesis
generation as well as a way to simply show
spatial distributions and proposed relationships
by examining how different data are spatially
related to each other through overlay (meaning
stacking several maps one on top of the other).
Again, as vector data (points, lines, polygons) are
more common than raster data use in public
health, we will focus on general forms of spatial
analysis appropriate for this format. Points and

11For a more in-depth discussion of these issues, see
Coulton et al. (2001) or Curtis et al. (2015a, b).
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Fig. 9.3 Example of varying geographic scales of spatial data in GIS: a ZCTA, b tract, c block group, d block, e all
scales together. Hot spot: based on police Calls for Service data for Drug Sales/Violations at the address level (2014)
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polygons are the most common data used in
spatial analysis, with line data less so.12

Returning to the earlier overview of data
models, points are traditionally used to represent
a variety of health outcomes, most commonly the
residential address of a subject. They are also
used to represent the locations of certain
health-related events, such as violent criminal
acts, or health-related locations such as treatment
centers, hospitals, and physicians’ offices. When
these data are geocoded, the result is a map cov-
ered in points, through which it can be difficult to
see patterns or investigate spatial relationships.
For this reason, one of the first spatial analytical
approaches used is often Kernel Density Esti-
mation (KDE) which identifies areas of elevated
concentration of points based on a user-defined
search window or “kernel.”13 Density of points
within the kernel is determined where locations
closer to the center have more weight in the cal-
culation than those further away, up until the
boundary of the kernel. Returning to Fig. 9.3,
The hot spot of drug sales/violations based on
police data was created with KDE at three dif-
ferent kernel sizes (also called neighborhood
or bandwidth): 400 m = red, 800 m = orange,
1600 m = purple. This approach offers a visual-
ization of point density, but it is important to note,
as with the previous discussion about scale, that
the hot spot can vary based on the bandwidth
selected by the user. Though there is some widely
acknowledged subjectivity in this approach, it
nonetheless is an accepted way to identify hot
spots. For those who have the requisite data, skill
and need, statistically rigorous cluster identifica-
tion techniques and approaches for space-time
cluster detection are also available.14

In addition to spatial analytical approaches for
point data, several techniques have also been
developed to identify hot spots in polygon data.
Again, polygons are most commonly census
aggregation units (ZCTAs, tracts, block groups,
and blocks) with the focus of analysis usually
being demographic data. While the type of
granular hot spot identification is not as possible
as it was with points, more coarse areas of
intensity, as well as cold spots and outliers can be
identified through approaches such as Anselin’s
Local Moran’s I (a part of Local Indicators of
Spatial Autocorrelation—LISA) and Getis and
Ord’s Gi*.15 Finally, polygon and point data can
also be used as the unit of analysis in a spatial
regression, such as Geographically Weighted
Regression (GWR).16 Unlike existing modeling
approaches, GWR enables coefficients to be
geographically varied which results in local
models of spatial relationships, rather than only
one global model. In essence, GWR explicitly
takes into account the spatial nature of processes
that lead to certain outcomes, which are not
necessarily the same in all places. Despite its
widespread use across the sciences, GWR has
received comparatively little use in substance
abuse investigations.

In our example, we want to make sense of
where those teen drug overdoses occur. Initially,
and in an exploratory mode, we find where the
hotspots are located. These hotspots might be of
actual overdoses, and depending on the scale of
the analysis, we might be able to identify key
locations, such as parks, corners, or houses. If
we include the type of housing found in Fig. 2,
we could then run a GWR to predict how the
proportion of blighted properties around a
school is predictive of the number of teen drug
overdoses.

The output of this framework of GIS project
design and implementation (models, input, scale,
analysis), is the map. Ostensibly, it can show
where problems are located, their social–envi-
ronmental context, and even probable causes for

12Through advances in tools such as ArcGIS Network
Analyst (ArcGIS 10.2. ESRI. Redlands, CA), line data are
increasingly being analyzed in public health research, for
example with ambulance response times, or even travel
patterns of the homeless.
13For a more detailed discussion of KDE for public health
applications, see Carlos et al. (2010).
14Spatial filtering, SpaceStat; In addition, space-time
clusters can be identified through SatScan; see Fother-
ingham (1997).

15See Anselin (1995) and/or Getis and Ord (1992).
16See Fotheringham et al. (2002).
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the resulting geographic pattern. However, the
map itself must be addressed in terms of what it
looks like and how it is utilized. This issue is
particularly important when dealing with sensi-
tive health data. Given its importance, we con-
clude the overview with a discussion of map
dissemination.

9.2.5 Map Dissemination

With an understanding of GIS data models, the
scales of their use, methods of data input, and
approaches for spatial analysis, we turn to argu-
ably the most important output: the map. It is
important to consider who will be looking at the
map and how they will be looking at it. First, a
decision must be made about whether the results
will be private (e.g., only viewable by internal
employees or by certain staff) or will they be
public. This decision has legal and ethical
implications as spatial analysis and mapping of
confidential health data may not be able to be
released in any form or must go through masking
approaches in order to make it suitable for public
viewing.17 If the maps are intended for public
use, then it is imperative to consider the fol-
lowing. Ask whether you are adhering to Health
Insurance Portability and Accountability Act
(HIPAA) guidelines? If no, then clearly no
publicly viewable maps can be produced. How-
ever, even if you are in compliance, ask yourself
the following: Am I displaying health data with
other map reference layers (e.g., roads, buildings)
which can reveal the location of a person or
group of people? It is surprisingly easy to
re-engineer locations from published maps and
takes only basic GIS skills to do so.18 However,
if the data are not sensitive or if they are ade-
quately masked to preserve individual locations,
then it is equally important to make sure that the
map is effective and meets the purpose of the
project and the needs of the stakeholders. These
considerations are addressed through the “carto-
graphic process” or the “cartographic design

process”19 whereby many decisions are made
about the maps, including a determination about
the format (e.g., interactive webmap, PDF, hard
copy paper map, PDF, GeoPDF). Many formats
for maps now exist, with some more
user-friendly than others.20 In addition, Google
Earth is now more commonly being utilized as a
format for map and spatial data dissemination
among researchers and with the public.21

In our example, a map made for the local
newspaper to convey the problem of teenage
drug overdoses is colored using gradations of
yellow to red at the census tract level. The
message gets across without violating any con-
fidentiality. However, in the local hospital, fine
scale spatial analysis, overlaid with actual drug
overdose locations, is shown to an “interven-
tion” team comprising of social workers and
educators. These are on the “inside”, can look at
sensitive data, and need to know exactly where
the problem areas are located. This map is only
for their viewing—either in the hospital, or on a
mobile device as they go into the field.

With this brief overview of GIS, we now turn
to examine how this technology has been utilized
in substance abuse research.

9.3 Review of the Extant Research
on Geospatial Approaches
to Understand Substance Abuse

Literature searches were conducted using three
research databases: Google Scholar, Web of
Science, and PubMed (MEDLINE) for
peer-reviewed, English language articles that
have been published on the use of GIS in sub-
stance abuse research.22 Methods sections were

17See Boulos et al. (2009) for a more detailed discussion.
18See Curtis et al. (2006).

19Please see the following link for an overview of this
process: https://www.e-education.psu.edu/geog160/node/
1882.
20See Mills (2009).
21See Curtis et al. (2012). Google Earth, in particular, is
increasing the accessibility of map use for
decision-making across the sciences and by the public.
22The search was conducted in June and July 2016. These
databases were selected based on their representation of
the most general (Google Scholar) to the most specific
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then read for any articles where use of GIS or
allied geospatial technology was unclear based
on title and abstract review. The references sec-
tion of each article was also read to identify any
additional sources that would meet inclusion
criteria. Based on this approach, 96 articles met
the guidelines.23 Figure 9.4 displays the trend of
published research in this area, which mirrors
adoption of GIS in public health, though with a
slightly later start date than in some other spe-
cialty areas with a tradition of spatial epidemi-
ology. Despite this small delay, GIS-based
research in substance abuse seems to be on the
assent since 2013. Not only is there an increase
in the number of studies, but changes are also
occurring in what is being investigated and how
these projects are being approached from a
geospatial perspective.

Based on content in the abstract and in the
methods sections, these articles were coded
based on (a) specific substance abuse topic (e.g.,
what was mapped) and (b) geospatial method-
ological approach (how it was mapped)
(Fig. 9.5).24

Based on this review, six topical themes
emerged: alcohol outlets/promotion/use, tobacco
outlets/promotion/use, drug markets/use, then
risk behaviors, harm reduction, and treatment
(Fig. 9.5). Of course, there is some overlap in
these studies and certainly the themes can be
subdivided into more specific veins of research,
but these six categories are representative of
substantive areas within this body of work. The
most prominent topics focused on alcohol outlets
and drug markets, including the location of and
their relationships to a variety of health outcomes
and behaviors. These are followed by work on
access to and outcomes from treatment and harm
reduction as they relate to access and to the
environmental context in which participants live.
Apparently less represented in this research are
risk behaviors and tobacco. Ascertaining the
geographic patterns and spatial relationships of
risk behaviors is inherently difficult as they are
not easily visible and capturing these data rely on
participant insight. The nature of these data could
explain the dearth of research in this area. The
low representation of tobacco issues studied with
GIS might also be explained by the lack of any
common spatial data layer.

Within the 96 articles, several did not con-
form to any of the themes, but are nonetheless
worthy of discussion as outliers that differen-
tially contribute to the substance abuse field.
Muth and colleagues (2000) used residential
locations of participants to examine demo-
graphic bias in these study participants. Messiah
et al. (2003) explored the potential of modeling
the locations of future heroine epidemics. Fur-
thermore, a considerable body of work from
Michael Mason uses ecological interview and
mapping of individual activity spaces to identify
the environments surrounding youth and its
impact on their substance use (Mason et al.
2004a, b, 2009, Walker et al. 2006). O’Loghlen
et al. (2011) investigate active school travel
(AST) and through data from school adminis-
trators, the issue of drug abuse is raised as a
barrier to this form of child physical activity.
Two articles covered such a variety of issues,
that they could not be appropriately classified in
any meaningful way: Caron and colleagues

(Footnote 22 continued)
(PubMed) sources for this subject. Google Scholar search
terms were “GIS” and “substance abuse”. However, as
PubMed and Web of Science enable greater specificity in
designing searches, these queries were structured differ-
ently from the Google Scholar search. In PubMed, the
titles/abstracts of articles were searched for “GIS” or
“Geographic Information System*” and “substance
abuse”. Similarly, the following search terms were used
for topic queries in Web of Science: “GIS” or “Geo-
graphic Information System*” and “substance abuse”.
23It should be noted that as in all literature searches, these
results are unlikely to be completely exhaustive of the
subject due to limitations in the search terms. However,
the number of results is appropriate for the subject area
and provides a representative set for review.
24One area that has received considerable attention over
the years, especially from criminologists and planners, is
the relationship between alcohol outlets and crime. Note
that this chapter only identifies articles of this type where
alcohol abuse is investigated in relation to outlet density
and crime. In addition, the understanding that geography
matters for substance abuse is not new, but articles were
not included unless they explicitly use GIS/GT. This
inclusion criterion means that studies which use maps, but
without explicit mention of GIS/GT in their methods were
excluded (e.g., Fortney et al. 1995, Rockwell et al. 1999).
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(2012) use GIS to “assess the neighborhood
social and ecological contexts” (p. 4 of 12),
while Milam and colleagues (2013) cover “al-
cohol, tobacco, and other drugs” (ATOD) from
an environmental context. Most recently, Yu
et al. (2014) examine the spatial distribution of
pharmacies selling addictive products as it
relates to socioeconomic status (SES) through
use of GWR and Baglivio and colleagues
(2015) studied substance abuse only as one of a
number of neighborhood level (tract) variables

predictive of juvenile delinquent adverse child-
hood experiences (ACE) scores.

The methods sections of each article were
coded for data collection (input) strategies and
then for spatial analysis approaches. Four means
of data collection were identified: use of sec-
ondary data, geocoding, digitizing, and use of
GPS. Following the trend observed for topics of
investigation with GIS, the methods of data
collection and spatial analysis have also diversi-
fied with time. Regarding data collection
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Fig. 9.4 Trend in use of GIS and GT in substance abuse research. This graph reflects results based on the search
criteria discussed in this chapter

Fig. 9.5 Substance abuse topics under investigation with GIS
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approaches, geocoding and then use of secondary
data are most prominent. Indeed, one fifth of the
studies integrated individual level data with other
data, usually demographic, from the census
aggregated unit in which the point data were
located. This most commonly occurred with
census tract data. Overall, for the period from
2013 to present alone, a notable increase in
diversity of methods is evident with use of dig-
itizing and GPS.

GPS use is surprisingly not identified as a data
collection method until 2006 and then not again
until 2013 when Tanjasiri and colleagues use a
basic handheld GPS receiver, the Garmin etrex,
to capture the geographic coordinates of envi-
ronmental risks and protective features for youth
tobacco use in Long Beach, California. Photos
and descriptions of these places were provided
by youth participants through use of Photovoice.
The photos were coded and the GPS waypoints
used to calculate average distances from youth
participants’ home addresses. A logistic regres-
sion was used to investigate the relationship
between youth tobacco use and exposure to
environmental features that expose them to risks
or provide protection (Tanjasiri et al. 2013).
Concomitantly, Wiehe and colleagues (2013)
utilize GPS-enabled cell phones to map the
activity paths of female youth participants. These
GPS-tracks show a location every 5 s. With such
fine-scale spatial and temporal data, the investi-
gators were able to study exposure to crimino-
genic environments and impact on risk
behaviors. This study demonstrates an advance
over the existing approach of measuring expo-
sure by placing buffers around a static home or
school location, while accounting for the spatial–
temporal dynamism of the environment–behavior
nexus.

Coding of the methods section for spatial
analysis approaches revealed greater diversity
over the entire period in which GIS has been
used in substance abuse research. The following
methods were identified: map analysis, measur-
ing distance, buffers, hot spot/cluster analysis,
and spatial regression. Using GIS for
distance-based analysis has been accomplished
through network analysis (allows for calculation

of shortest path, overall distances, and configu-
rations of roads and other transportation sys-
tems), use of measurements in aspatial
correlation and regression, and through buffers
(where events are separated whether they fall
inside or outside a polygon around a location,
such as a school). In total, these approaches have
been consistently used, especially for studies on
access to protective features (e.g., treatment
facilities) and to exposure to risks (e.g., alcohol
outlets). Hot spot or clustering techniques have
also been prevalent to varying degrees across all
studies. Of particular interest is the emerging use
of map analysis in the past ten years. This
method is a staple in geographic inquiry and is
recognized for its power, not only towards sta-
tistical analysis through hypothesis generation,
but in its own right as a form of exploratory
analysis.

Throughout the extant research, regression
approaches made use of spatial data as variables,
such as distance or density metrics, but the
models themselves were primarily aspatial. The
alternative use of spatial models, such as GWR
has been relatively late in the time frame of this
research. Indeed, one of the first was Yu and
colleagues in 2014 who examined the relation-
ship between community pharmacies which sell
addictive products, such as tobacco, and the
racial composition of the areas in which they are
located. Given the proliferation of this technique
across the sciences, it is only a matter of time
before use of such an explicitly spatial modeling
approach is adopted more widely in substance
abuse research.

In addition to the topics and methods that are
covered in the body of work, in light of the
earlier discussion about the importance of scale
in GIS, it is also interesting to note the units of
data collection and analysis at which this
research has been undertaken. Figure 9.6 pro-
vides a summary of scale.

Three primary types of scales have been
implemented in these studies: census, adminis-
trative (other forms of government-defined
areas), and functional. Census units are most
prevalent and can range from state comparison to
as small as blocks. The tract is most frequently
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used due to the amount of SES data available at
this level which is often being seen as a proxy for
neighborhoods, despite the debate on the appro-
priateness of this practice. The next most preva-
lent scale is functional, meaning it is defined
based on relevance to some individual or activity.
Most of these studies have used only individual
level data (geocoded), while others have ana-
lyzed features and relationships within set buffer
zones around points of interest, within activity
spaces of individuals, and even along a street
segment. The least implemented scale is admin-
istrative, such as postal codes, (but also other
non-census zones, such as school districts), other
types of districts and health units. Neighbor-
hoods are also included in this category, but only
those which are officially defined. This unit of
analysis can also be defined by individuals.

Finally, what was also evident from the
review of extant literature is the constrained
geography of the studies; they are primarily
conducted in major metropolitan areas. Of
course, this makes sense due to the attention on
drugs, alcohol, and violence in cities. However,
substance abuse is certainly not limited to these
places. Small towns, suburbs, and rural areas are
notably understudied with GIS and GT. One

explanation is that the skillsets required for
geospatial approaches are not as widespread as
would be hoped, with more rural areas less likely
to have researchers in health units, or proximate
centers of higher education that would undertake
such studies. As the appreciation for geospatial
approaches grows it is possible that more public
health researchers and practitioners, especially in
these understudied areas will seek out collabo-
rators. From an academic geographer’s perspec-
tive, these calls for collaboration are often
viewed as being exciting as access to health data
remains one of the biggest challenges in the field
of medical/health geography.

9.4 Emergent Geospatial
Approaches to Understanding
Substance Abuse

In a review of recent studies, the common trend
is increasing diversity in the subject areas, types
of data and analyses that are utilized. Given these
signs of advance in the use of GIS for substance
abuse research, it is appropriate to look to “what
is next” as this trend expands. Changes are
occurring both in the scale of data and content

Fig. 9.6 Summary of scales
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due to technological advances and understanding
the limits of “objective” or “official” GIS. With
these changes come the introduction of new
forms of analysis and visualization. Overall,
there is a need to know more specifically where,
when, and why in order to understand and
intervene. To this end, there are two related
approaches for data collection which are being
implemented to provide context and explanation
for the existence of hot spots: spatial video and
spatial video geonarratives.

9.4.1 Spatial Video (SV)

Spatial video is GPS-enabled high-definition
video, which has a coordinate embed per sec-
ond. This enables the walking or driving path to
be captured visually with observable features
being geo-located. Typically, this video is dis-
played in a window that concurrently shows the
location of each frame. What is seen can be
mapped. This emergent geospatial technology
has been employed in a wide variety of settings
and for different studies, from patterns of
post-disaster damage and recovery, to physical
disorder, and environmental health risks.25 In
these applications, the aim has been to link fea-
tures of the natural or human environment to
their real-world location in order to enable
mapping and spatial analysis of dynamic or
ephemeral data, particularly in challenging
environments. The buildings coded in Figs. 9.2
and 9.7 according to their visual assessment are
excellent examples of how spatial video can be
used to enrich other more traditional data and
analyses. The GPS path in Fig. 9.2 shows the
spatial video collection route.

9.4.2 Spatial Video Geonarratives
(SVGs)

The Spatial Video Geonarrative (SVG) is an
environmentally cued narrative where place is

used to stimulate discussion about fine-scale
geographic characteristics of an area and the
context of their occurrence. It is a simple yet
powerful approach to enable collection and spa-
tial analysis of expert and resident health-related
perceptions and experiences of places. Partici-
pants comment about where they live or work
while guiding a driver through the area. Four
GPS-enabled cameras are attached to the vehicle
to capture the places that are observed and dis-
cussed by the participant. Audio recording of this
narrative is linked to the video via time
stamp. A program (G-Code) is used to geotag
each word as a point in a Geographic Information
System (GIS). Querying and density analysis can
be performed on the transcribed text to identify
spatial patterns within one narrative or across
multiple narratives (Fig. 9.7).26

The use of spatial video and SVG are partic-
ularly exciting for working with cohorts lacking
a permanent address, such as the homeless or sex
workers. Both these populations suffer dispro-
portionately from a variety of substance abuse
problems, and yet neither fits easily into tradi-
tionally geocoded data because there is no known
residence. The spatial video can help produce
proxies for addresses, while mining the SVG can
add context to those maps, including the daily
activity patterns, where drugs can be found and
used, and how these individuals seek treatment.27

9.5 Conclusions

GIS and GT provide new insights into entren-
ched problems of substance abuse, but can also
create new data to identify emerging problems
and appropriate interventions. The maps and data
generated through these tools have an established
history of identifying where problems exist, and
more recent advances that utilize mixed methods
are offering explanations into why they are there.
It is relatively easy to collect a dataset and then
show the hot spots. It is far more difficult to
elucidate the mechanisms that formed it.

25See, for example, work by Mills et al. (2010), Curtis
et al. (2010, 2013), and Curtis and Mills (2011).

26See Curtis et al. (2015a, b, 2016).
27ibid.
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Furthermore, the preponderance of this form of
research is cross-sectional, so more questions
need to be asked about hot spot spatial-temporal
stability or dynamism (e.g., does this hot spot
remain unchanged in location, in size, in inten-
sity across all hours, days, weeks, months,
years?). Answering such questions is more dif-
ficult as it requires more data that may be chal-
lenging to adequately collect. However, these
answers are instructive to understanding the
causal mechanisms and then designing targeted
interventions. Furthermore, with such data,
interventions can be more rigorously evaluated.
In addition to the need for data that are more
geographically and temporally granular is the
need for more qualitative data from experts and
from the people impacted by the problems being

studied. Linking explanation to spatial patterns is
essential if researchers are going to break apart
these hot spots. Emergent advances in geospatial
techniques are making this possible, but admit-
tedly more work is required to elucidate methods
and to examine the results of their application.
This is a time of opportunity for collaboration
between geographic information science and
public health with the real potential of improving
and saving lives.
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Fig. 9.7 Output from an SVG. Green contours hot spot
of community member mention of drugs; Red blobs hot
spots of Police Calls for Service Data related to drugs;

Blue blobs hot spots of police officer mention of drugs;
Parcel colors pertain to status of the parcel in a built
environment survey
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10All Mixed Up: Considerations
in Blending Qualitative
and Quantitative Components
in Substance Abuse Research

Sheryl L. Chatfield and Jeffrey S. Hallam

10.1 What Do We Mean by Mixed
Methods?

It is likely that readers of this chapter have a
preconceived notion of what the term mixed
methods means; it also possible that there is
variation among those meanings. In an article
helpfully entitled “Toward a Definition of Mixed
Methods Research,” Johnson et al. (2007) com-
piled a definition based on the input of “leading
mixed methods research methodologists”
(p. 118). The following description has been
adopted, shown below, as a guide for the material
in this chapter.

Mixed methods research is the type of research in
which a researcher or team of researchers combi-
nes elements of qualitative and quantitative
research approaches … for the broad purposes of
breadth and depth of understanding and corrobo-
ration (Johnson et al. 2007) (p. 123).

10.1.1 Other Terms

We adopt Patton’s (2002) definition of qualita-
tive research as that concerned with data derived
from interviews, observation, or document anal-
ysis. We consider quantitative research as that
focused on numbers, whether the numbers are
presumed to be true representations (e.g.,
chronological age or count of time something
occurred) or used as proxies (e.g., use of 1
through 5 to stand for responses choices on a
survey). Quantitative research encompasses not
just descriptive and inferential statistics, but also
other arithmetic results.

When merging multiple types or bouts of
research, some authors use alternative terms such
as multiple methods, multimethods, or combined
methods. These terms may be used as alternatives
to mixed methods (e.g., Teddlie and Tashakkori
2009; Gorard and Taylor 2004), or to describe
specific ways of mixing methods or studies (e.g.,
Morse and Niehaus 2009; Hesse-Biber 2010). To
prevent ambiguity or confusion, we refer to the
research designs of interest in this chapter only as
mixed methods.

10.2 Paradigms

Teddlie and Tashakkori (2009) defined a para-
digm as broad worldview that underlies any
given research study. Mixed methods researchers
frequently contrast what Teddlie and Tashakkori
(2009) called the “constructivist” and
“postpositivist/positivist” paradigms. The former
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approach is associated with the identification and
use of commonalities or themes applicable to one
or a few to facilitate deeper understanding of
individuals’ experiences. Qualitative research
is often fit within this paradigm. The
post-positivist/positivist is associated with use of
scientific methods to describe or confirm findings
that can be generalized to larger groups; this is
generally associated with quantitative methods.

Researchers’ opinions regarding the impact of
paradigm on method mixing can generally be
categorized in one of the following four ways:
(1) the paradigms are incompatible such that
qualitative and quantitative methods cannot be
mixed, (2) the paradigms are incompatible, so
mixed methods research needs to be guided by
an alternative paradigm, (3) the paradigms are
not necessarily compatible, but with care both
may be accommodated within a single study, or
(4) a decision to collect a certain type of data
does not require that a researcher align him or
herself with a specific paradigm.

We believe that ample high quality mixed
methods research studies have been conducted
and published to overrule the incompatible
paradigms argument. While it is not our intent to
argue for any one of the three other viewpoints,
we believe that researchers should be prepared to
describe and defend their design decisions and
reviewers should request clarifying information
when not provided. Following, we provide
descriptions and sources for designs based on
categories 2, 3, and 4.

10.2.1 Pragmatism: The Other
Paradigm

Pragmatic research can be briefly described as
results focused. American educator and writer
John Dewey (1859–1952) is viewed as an
influential advocate of the pragmatic approach
(Teddlie and Tashakkori 2009). Greene and Hall
(2010) described the ideal outcome of a prag-
matic approach as providing “contributions to
workable solutions to important problems.” A
pragmatic approach encourages researchers to
use the methods from both the qualitative and

quantitative tool belts that offer the best chance
of responding to the question or problem of
interest. Additionally, pragmatists remain open to
the possibility that the appropriate tools may
change at various phases of a research project,
although the focus remains generally the same.
Teddlie and Tashakkori (2009) recommended the
pragmatic approach as the approach best suited
to mixed methods research.

10.2.2 The Dialectic Alternative:
Paradigm
Accommodation

The “dialectic” alternative (Greene and Hall
2010) provides a means for researchers to
accommodate the incompatible nature of the
paradigms. According to Greene and Hall, this
approach “actively welcomes more than one
paradigmatic tradition” and allows researchers to
blend qualitative and quantitative methodologies
without divorcing the methods from associated
worldviews. Greene and Hall noted that the
outcome of dialectic research might provide
“meaningful engagement with differences that
matter.” With regard to mixed methods approa-
ches to evaluation, Patton (1997) noted: “a flex-
ible, responsive evaluator can shift … between
paradigms … within a single setting … and can
help adherents of either paradigm interpret data
in more than one way” (p. 296). A researcher
using the dialectic stance may generally be likely
to accept, engage with, explore, and present
differences in findings resulting from different
methods. The pragmatist, on the other hand,
might be more likely to try to find common
ground, even if it requires reshaping or deem-
phasizing findings that are inconsistent.

10.2.3 Design-Focused: A Natural
Approach

Greene and Hall (2010) used the term
“aparadigmatic” to describe research “more
directly informed by theory, context, and/or
ideology.” We, however, prefer to think of this
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way of proceeding as design-focused, and look to
Gorard (2010) and Gorard and Taylor (2004) for
further discussion. According to Gorard and
Taylor, when “combining methods,” researchers
should focus on research questions rather than
personal preferences, work to acquire the skills
necessary be able to use multiple methodologies
and methods, and be prepared to address research
questions “by whatever means it takes.” Other
key ideas Gorard (2010) described include:
(1) acceptance that mixed methods is a natural
approach and is reflected in many real-world
decisions, (2) understanding that there are simi-
larities as well as differences between qualitative
and quantitative methods, and (3) accepting the
ethical obligation, in particular for funded
researchers, to focus on “quality of research…
robustness of findings and the security of the
conclusions drawn” (p. 247) rather than dis-
playing favoritism or preference for one
methodology or paradigm over another.

10.3 Why Use Mixed Methods?

According to Miles et al. (2013), it is necessary
“to face the fact that numbers and words are both
needed if we are to understand the world” (p. 42).
We believe that mixed methods research designs
offer several strengths that are of particular
importance to substance abuse research. These
include:

• Mixed methods research designs can help
overcome some of the challenges in con-
ducting substance abuse research. Ethical
concerns impact inclusion of control and
comparison groups, while the nature of sub-
stance abuse research may, in general,
encourage purposive rather than random
sampling. Either of these issues can have a
negative impact on a quantitative/statistical
design, while the collection of complemen-
tary data through qualitative methods may
help to validate, or at least add more dimen-
sions to the findings.

• Mixed methods research designs can more
comprehensively address research ques-
tions as opposed to either qualitative or
quantitative approaches implemented
alone. For example, a finding of statistical
significance and meaningful effect size from
quantitative research might suggest that a
given treatment is associated with a difference
in response; incorporation of observational or
interview research conducted concurrently
might help to explain why a treatment is
effective or clarify some of the differences
among responses.

• Mixed methods research designs are
applicable to various settings or contexts.
Substance abuse research may focus on con-
texts ranging from one-on-one therapy ses-
sions to program evaluation. Through the use
of randomization techniques (discussed in
Sect. 10.4), statistical analyses can be con-
ducted for single-case or small samples.
Furthermore, the need for comprehensive
information argues for the use of mixed
methods in most, if not all, program evalua-
tion research.

• Mixed methods research designs are better
able to handle the complexities within
substance abuse research. Substance abuse
is frequently coexisting, or related to other
subject matter of social and behavioral
research, including mental illness, crime or
deviant behavior patterns, risky sexual
behaviors, homelessness, and/or abusive
relationships. These multiple areas of concern
benefit from a multitiered approach to
research.

• Mixed methods research helps to bridge
the gap between academics and practi-
tioners. Skillsets and access to resources may
result in differences in ability or focus
between academics and practitioners. Thera-
pists’ access to and focus on each client’s
treatment trajectory provides an ideal focus
for qualitative research. Academic research-
ers, especially US-educated researchers, may
have greater comfort level and experience
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analyzing quantitative results, such as those
obtained from assessing outcomes from
multiple clients serviced by a clinic, program,
or health system. The combination of
detailed, qualitatively analyzed findings from
a small number, with statistical results from a
large group, is an essential mixed methods
research design.

• Mixed methods research is broad and
flexible, and is so suited for a dynamic
topic like substance abuse. Legal and soci-
etal responses to substance abuse have chan-
ged over time, and it is reasonable to
anticipate that changes will continue. Devel-
opment of expertise in mixed methods
designs makes researchers more able to
respond to changing priorities.

• Mixed methods research is fundable. A re-
port provided by the National Institutes of
Health (NIH) online RePORTER suggested
that funding for current mixed methods
research projects by the National Institute for
Drug Abuse (NIDA) totals more than $15
million, with an average project allocation
size over $300,000 (NIH 2016).

10.4 Categorizing Designs

Based on our definition, any mixed methods
research project includes at least one qualitative
and one quantitative component. Researchers
have described a multitude of combinations
using these elements; for example, Creswell and
Plano Clark (2011) provided a table that sum-
marizes 15 typology schemes, each of which
includes multiple variations. In this section, we
provide four alternative views of mixed methods
design, presented in chronological order of pub-
lication, to represent a range of variations that are
particularly applicable to substance abuse
research topics.

Greene et al. (1989) provided one of the earlier
means of categorizing mixed methods designs.
According to Greene et al. mixed methods
research designs can be distinguished based on
the order of the methodologies used (sequential or

concurrent), the emphasis placed on each (placing
higher priority on one portion or considering each
as equal), whether there is one or more than one
specific focus, and whether the underlying para-
digm (see 1.2) is the same or different for each
methodology. Greene et al. further distinguished
research designs based on the end goal of the
mixed methods approach (e.g., confirming find-
ings versus augmenting or expanding findings).

Hesse-Biber (2010) described her approach to
mixed methods research as a qualitative
approach, characterized by empathy for partici-
pants and respect for “human subjectivity.”
According to Hesse-Biber, distinctions among
designs within qualitatively focused mixed
methods are based on whether research is
sequential or concurrent, and at what point inte-
gration of these different methods occurs.

Morse and Niehaus (2009) distinguished
designs based on timing (sequential or concur-
rent) and emphasis. According to Morse and
Niehaus, mixed methods research, by definition,
must contain a primary and secondary compo-
nent. Findings from these components comprise
a single study, which prohibits researchers from
writing or presenting the findings separately.

Miles et al. (2013) offered three specific ways of
combining methods. The first is in converting
qualitative data into numerical or ordered expres-
sions. The second is “linkage,” or the comparison
of two types of data from the same source. The
third combination occurs at the design level. These
authors provide some examples (e.g., continuous
qualitative data collection punctuated by bouts of
survey research), while noting that many “more
complex” alternatives exist.

10.4.1 “Designer” Approaches

Essentially any qualitative methodology can
form the qualitative component of a mixed
methods research study. It is our observation that
the qualitative component of much mixed
methods research reflects what is often referred
to as a generic or descriptive approach. We
expect that this will continue to be one of, if not
the most common qualitative methodology in
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mixed methods research, especially for
researchers who have not had a great deal of
training or exposure to a wide range of qualita-
tive methodologies. Discussions on descriptive,
or otherwise known as generic approaches to
qualitative inquiry, can be found in Caelli et al.
(2003) or Sandelowki (2000).

Some traditionally qualitative designs can
accommodate quantitative, as well as qualitative
data, to reflect potential candidates for expansion
into mixed methods research. These designs
include grounded theory, case study, and
ethnography.

Glaser and Strauss (1967) defined grounded
theory as the “discovery of theory from data
systematically obtained from social research”
(p. 2). Glaser and Strauss also saw “no funda-
mental clash between the purposes and methods
of qualitative and quantitative methods or data…
[i]n many instances, both forms are necessary”
(p. 17–18). By its nature, grounded theory pre-
sumes an evolving approach and the value of an
alternative methodology might become apparent
at any point after initial data are analyzed.
However, we want to point out that midstream
modification of a research design may create
issues with institutional review boards or other
oversight organizations, in addition to compli-
cating evaluation plans.

Researchers use case study research designs to
gain better understanding of a “contemporary
phenomena in depth and within its real-life
context” (Yin 2009, p. 18). Multiple or collec-
tive case study designs may be used to assess
more than one item, whether the item of interest
is individuals, groups, or multiple sites within a
program. By its nature, the case study design
presumes collection of multiple data types;
according to Yin (2009), case study research
regularly “goes beyond being a type of qualita-
tive research, by using a mix of qualitative and
quantitative evidence” (p. 19).

Ethnography refers to a type of cultural
exploration that has its roots in anthropology and
sociology. While some well-known twentieth
century urban ethnographies (e.g., Liebow 1967;
Stack 1975) are presented for the most part as
descriptive reflections, there is generally an

element of quantitative data present in the form
of demographic or trend data. Spradley’s (1970)
exploration of the lives of men who were repeat
violators of public drunkenness statutes incor-
porates several quantitative elements, such as a
report of the results of a survey completed by 101
volunteer participants.

10.4.2 More Than Two

Several of the aforementioned design descrip-
tions suggest a two-part (i.e., one qualitative
and one quantitative component) research study.
However, as Miles et al. (2013) suggested, there
are myriad other design alternatives. Addition-
ally, as suggested in the grounded theory dis-
cussion, the need for another type of data may
become apparent during the course of a research
study; Creswell and Plano Clark (2011) referred
to this as an “emergent design,” in contrast to a
“fixed design,” in which all elements are
planned prior to implementation. Therefore,
researchers should not limit their thinking to a
single qualitative method and a single quanti-
tative method. For example, observational
research might be conducted to help design a
survey instrument. Following administration of
the instrument, the researcher might wish to
debrief a select group of survey respondents.
Based on the results of the debriefing, the
researcher may wish to refine and re-administer
the survey. Time, resources, and other consid-
erations may prevent spontaneous implementa-
tion of such a design, but this example is
included so readers may begin to visualize
increasingly complex designs.

10.4.3 Common Elements

It is not the intent of this chapter to direct readers
to a specific research design, but there are some
commonalities among the alternatives provided
that are worth highlighting. First, researchers
should decide whether a wholly emergent or
grounded theory approach is warranted and
possible. If so, it may only be necessary to
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specify the research question and initial data
collection strategies. We do not expect that this is
often going to be the case, and therefore rec-
ommend interested readers to Glaser and Strauss
(1967) or Glaser (1978) for more details
regarding this approach. In most other instances,
it is necessary to determine whether data col-
lection from qualitative and quantitative methods
will be sequential or concurrent. It may be
helpful to determine if and how priority will be
given to one method or data type over another or
to remain flexible about this part of the design,
though the authors believe it is possible to assign
equal priority.

10.4.4 Planning and Implementing
Mixed Methods
Research

There is no practical way to anticipate or address
all potential substance abuse research questions
that might be addressed through mixed methods
designs. Instead, Table 10.1 includes increas-
ingly complex example scenarios, possible
paradigm associations, categorization from the
design elements discussed above, and potential
methods.

10.4.5 Analysis and Presentation
of Findings

In an assessment of more than 200 social science
research reports described by the authors as
mixed methods, Bryman (2006) determined that
the most common was a combination of struc-
tured (survey) interviews and semi-structured
(qualitative) interviews. Bryman (2007) also
interviewed researchers about the integration of
mixed qualitative and quantitative research find-
ings. Commonly identified challenges included a
lack of good examples, researchers’ tendency to
emphasize the type of research he/she was most
comfortable with, and a perceived incompatibil-
ity between data types. Bryman (2007) observed
that parallel, rather than truly integrated presen-
tations, were common.

Bryman’s (2007) results suggest that the
number of researchers who are confident in their
ability to analyze findings from both qualitative
and quantitative research is very likely smaller
than the number of those who are confident of
their skills in one or the other. For this reason,
much mixed methods research benefits from a
partnership or group approach to manage skill
differences and assist in quality control. As with
other elements of mixed methods research
design, several authors (e.g., Creswell and Plano
Clark 2011; Morse and Niehaus 2009) have
provided guidance, typologies, and even rules for
data integration during analysis and integration
of findings for presentation. The following
guidelines are neither exhaustive nor inflexible,
but provide a starting point for novice
mixed-methodologists, as well as considerations
for more experienced researchers.

10.4.5.1 First Steps in Analysis
We believe that it is necessary to begin analysis
of mixed methods findings by beginning with
standard approaches to the individual compo-
nents that comprise the study. It is beyond the
intent of this chapter to provide detailed direc-
tions for either qualitative or quantitative data
analysis.1 Several of the more common qualita-
tive analysis software programs also provide
some manuals or online guidance, although it is
necessary to have some understanding of initial
coding to reap adequate benefits from the soft-
ware. Saldaña (2013) detailed the use of Micro-
soft Word® as an alternative to some of the
dedicated analysis software programs. It is more
difficult to make recommendations for quantita-
tive analysis resources because of the range of
potential models and the more profound depen-
dence on software. Many multivariate methods
texts (e.g., Hair et al. 2009; Tabachnick and
Fidell 2012) contain directions for the more
commonly used statistical software packages,
such as SPSS or SAS. There are also several

1For a clear and comprehensive explanation of qualitative
data analysis that includes both generic and “designer”
approaches, suitable for both beginners experienced
analysts, see Saldaña (2013). A somewhat more system-
atized approach is detailed in Miles et al. (2013).
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texts written for specific packages, such as R
(e.g. Dalgaard 2008).

Because the ultimate goal of analysis is to
present some connection between qualitative and
quantitative findings, whether it is via a parallel
presentation, a sequential presentation, or a more
integrated presentation, neither qualitative nor
quantitative analysts can complete their parts of
the process entirely in isolation. It is helpful to
keep in mind the rationale for mixing methods in
the first place, which is usually some version of

verification or augmentation. We advise that
mixed methods researchers adopt the practice,
more generally associated with qualitative
inquiry, of writing throughout the research pro-
ject. There is value in writing from the planning
stages of a project onward, leaving the necessary
gaps to insert findings or analysis. If researchers
are disciplined in this practice, changes or alter-
ations can be incorporated into the written report
as they occur, which may prevent later difficul-
ties resulting from less than perfect memory.

Table 10.1 Mixed methods substance abuse research design examples

Research
focus

Paradigm Timing Priority on
results

Methods Integration Goal

Client
assessment

Dialectic Concurrent Quantitative Results of
standardized
instruments;
notes from
observations

During
analysis

Develop an
individualized
treatment plan

Client
evaluation

Dialectic Sequential Qualitative Semi-structured
interview
followed by
randomized
observations (see
Sect. 10.4)

During
analysis

Explore client’s
perception of
treatment
process; use
observations to
verify (or
question)
interview
findings

Treatment
evaluation

Pragmatic Concurrent Quantitative Meta-analysis;
Meta-synthesis
(synthesis of
qualitative
research reports)

After both
analyses are
complete

Report a
comprehensive
review of
research on the
treatment of
interest

Program
evaluation

Pragmatic Concurrent All Key informant
interviews;
surveys of
outcomes;
surveys of
satisfaction;
observation of
operations/staff

Ongoing
throughout
the process

Produce a
comprehensive
picture of
operations and
outcomes

Development
of
intervention

Design-focused Sequential All Meta-analysis
followed by
group interview
followed by
factorial survey
(see Sect. 10.4)
followed by pilot
test of
intervention

Progressive
(each
component
is informed
by all prior
data)

Implement an
effective
intervention that
is attractive to
clients
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10.4.5.2 Integration and Presentation
Alternatives

Once method-specific analyses are complete, we
recommend that researchers compare the findings
and consider both textual and graphical repre-
sentations. Creswell and Plano Clark (2011)
provided a model research paper with a separate
chapter devoted to each qualitative and quantita-
tive research finding. The authors agree with
Bryman (2012) by, in general, not recommending
this approach. However, if two or more compo-
nents of a single study are directed at different
phenomena, a direct comparison between or
among all may not be possible. In this circum-
stance, findings from each component should be
presented sequentially, in priority order when
applicable, and strive to build some transitional
bridge between the components in the text of the
report. A cohesive graphical presentation may not
be possible if the results are too disparate.

There are multiple other patterns that facilitate
comparison may emerge following analysis. Two

of these are findings that are either conflicting or
identical. For either of these alternatives, it is
recommended that researchers alternate descrip-
tions of the primary findings and the conflicting
or supporting findings, illustrated by some type
of parallel presentation, such as two bulleted
columns. The following flowchart presents some
guidelines for both written and graphical pre-
sentation of data that are not so clearly in conflict
or agreement, and instead reflect a less definitive
degree of congruence or contrast. For visual
presentations, we refer to some of the standard
graphics available within the Microsoft Office®

SmartArt, though researchers should invest the
time necessary to explore ways to modify these
or create appealing and situation appropriate
visual representations of data. Note that in each
instance it is up to the researcher, based on
research questions, design elements, or character
of the findings, to determine which component is
considered primary for the purposes of presen-
tation of data (Fig. 10.1).

Flowchart for Findings 

Discernable 
relationship between 
or among findings 
from multiple 
methods?

Yes

No
Contrast

Adds detail

Congruence

Mediation

Write up findings separately in
sequence,based on priority if
applicable. If a relationship
becomes apparent while writing up 
the findings, refer to the other
options above.    

Moderation

Report primary findings, 
intermingling supporting detail 
from other findings whenever 
applicable

Adds dimension
Report primary findings in total. 
Follow with description of how other 
findings enhance the primary findings

Report primary findings in total. 
Follow with description of the 
mediator(s) identified through the 
other findings 

Report primary findings, intermingling 
description of moderator 
relationship(s) whenever applicable

Possible Graphics

Detail: Smart art list (e.g., stacked list)

Dimension: Smart art relationship (e.g., nested target)

Mediation: Smart Art cycle (e.g., multi directional cycle

Moderation: Smart Art process (e.g., step down process)
Fig. 10.1 Flowchart for findings
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10.4.5.3 Paradigms Revisited: The
Discussion Section

In the prior section, we provided recommenda-
tions for writing up and presentation of the
essential findings. Although for much quantita-
tive analysis, tables or written descriptions of
results may be largely self-explanatory, qualita-
tive researchers, on the other hand, may strive for
levels of description that approach or attain “in-
terpretive explanation … [through] transforma-
tion of data” (Sandelowski and Barroso 2003,
p. 914). The discussion section in a mixed
methods research report may lean toward one or
the other of these extremes, may attempt to
reflect both, or may present a view of compro-
mise. While in many instances some separation
in the presentation of findings was advised, it is
preferred that the discussion section of a research
report, or the discussion segment of a presenta-
tion, reflect a greater degree of integration and
cohesion, even if the findings are in conflict. One
exception to this is mixed methods research that
consists of components directed at different
phenomena. In this instance, researchers are
encouraged to consider what unifying factors
exist among the components; if there are no ways
to tie the findings together, then the project may
reflect not one, but two or more essentially
independent research studies. Ultimately,
emphasis within the discussion section may vary
depending on the researcher’s orientation or
paradigm view.

Researchers who have adopted a pragmatic
focus will emphasize the elements within the
findings that most directly address the research
question or concern. This means that findings
that are less helpful may not be reported. On the
other hand, when analysis of one component
reveals conflicting findings, this may point to the
need for further research and/or the use of dif-
ferent or additional methods. Conflicting findings
should always be reported.

Researchers who have adopted a dialectic
approach may wish to report quantitative find-
ings definitively and with a focus toward
responding to the research question (e.g.,
descriptive statistics, effect sizes) and qualitative

findings more interpretively, perhaps with
incorporation of further exploration of literature
conducted after analysis. It is the authors’ belief
that researchers should find some way to ‘marry’
these results in the discussion question, if nec-
essary by revisiting the level of themes or codes
in the qualitative analysis for comparison with
quantitative results.

Researchers who have adopted a designed-
focused approach, as described above, will want
to borrow the research question focus from the
pragmatic approach, while also considering
thorough assessment of both qualitative and
quantitative data as unique components, and as
elements of a single study. The discussion sec-
tion in a design-focused study should address the
research questions, although it may be more
likely than other approaches to include further
questions or ambiguities in the findings.

In general, the discussion section offers the
researcher the opportunity reconsider the
research question or concern, to assess the worth
of the component findings in addressing this, to
revisit the research cited in the background or
review of the literature, and to consider contri-
butions of the research to existing or new theo-
retical directions. If a research study contains
more than two components, regardless of the
timing (concurrent, sequential, or some combi-
nation of the two), all elements should be revis-
ited in the discussion section.

In closing, it is important to point out that data
reduction is a shared goal of both qualitative and
quantitative approaches. Given that a mixed
methods research study will most likely yield
more findings than are practical or desirable to
report, researchers should remain aware that by
trying to fit too much into a paper or presenta-
tion, they risk losing sight of the purpose of the
research, as well as losing the attention of the
audience who could benefit. As such, researchers
should not necessarily discard data that is of
interest but that does not address the current
research question or concern, but instead con-
sider how these additional findings might provide
incentive or justification for other research
projects.
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10.5 Examples of Mixed Methods
Research

This section provides a small number of exam-
ples of both funded and published research, and
discusses each in relation to the foundational
information provided in the first two sections of
this chapter. Selections were made to represent a
variety in both substance abuse research
approach and focus.

10.5.1 Funded Research

According to the NIH RePORTER, as of the
spring of 2016, a total of 47 active substance
abuse research projects were funded by NIDA
and described as mixed methods (NIH 2016).
These projects represent a range of locations,
populations of interest, specific subject matter,
and research methods. In Table 10.2, six current
and recent examples are included that demon-
strate the range of funded projects through this
single agency. The table details related to ele-
ments of the foundational knowledge provided in
the first two sections of this chapter when this
information was readily available in the
RePORTER record. More explicit detail about
these or other mixed methods research projects,
funded through any NIH agency (e.g., National
Institutes of Mental Health, National Institute on
Aging), and including citation information for
resultant publications, is available via the NIH
RePORTER.

Additionally, the NIH office of Behavioral and
Social Science Research has commissioned
guidelines (Creswell et al. 2011) for researchers
in those areas who want to pursue mixed methods
approaches. These guidelines are available for
download at: http://obssr.od.nih.gov/scientific_
areas/methodology/mixed_methods_research/
index.aspx.

10.5.2 Published Research

We conducted general database searches for
published mixed methods research reports

devoted to substance abuse topics. As might be
assumed based on the publication dates of
several of our technical references, the number
of published research reports has dramatically
increased in recent years. Using a publication
date of 1998, our search for “mixed methods”
and “substance abuse” produced 854
peer-reviewed publications; after changing the
date limiter to 2004, the number of reports
decreased only slightly to 842, and a search
from 2010 to 2016 brought up 699 hits. Sum-
marized below are four research reports that
demonstrate variety in subject matter and
methods.

• Longitudinal assessment of impact of sub-
stance abuse treatment intervention
Rayburn (2013) explored homeless individu-
als who had sought treatment for substance
abuse. The author used treatment center
records to compile demographic, diagnostic,
and mortality information, performed an
in-depth public records search of a sample of
treated clients to assess posttreatment crimi-
nal history, and conducted in-depth inter-
views with alumni of the treatment center.
Although findings from qualitative and
quantitative components were published sep-
arately, we highlight the cited article because
it provides detailed descriptions of both the
qualitative and quantitative methodologies.

• Exploration of factors contributing to high
dropout rates in residential drug abuse
treatment from both client and staff
standpoint
Brener et al. (2010) combined demographic
and attitudinal data collected via survey, in
addition to a thematic analysis of interview
transcripts, to assess the impact of client
perceptions of staff attitudes on heroin users’
completion of residential drug rehabilitation
treatment programs. Findings from both sur-
vey and interview components suggested that
clients perceived discriminatory attitudes
from staff, and that these attitudes were a
deterrent toward program completion. Inter-
views with staff elicited some recommenda-
tions to improve client perceptions.
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Table 10.2 Current or recently NIDA funded research

Research focus Researcher
organization

Timing Methods Goals Other
comments

Prescription
opioid abuse

University
of Colorado

Multiple
sequential
components

Interviews and
focus groups;
develop
intervention;
conduct
randomized
controlled trial of
intervention

Develop and pilot
test intervention

Qualitative data
collection used
to inform later
stages

Consequences
of heroin use
based on
availability
and purity

University
of
California,
San
Francisco

Concurrent Secondary analysis
of government
databases;
interviews and
ethnography

Compare reported
health outcome
data with
observations and
interview findings
from current heroin
users

Two types of
data used in
combination to
develop
comprehensive
understanding

Drug use in
clubs by Asian
American men
who have sex
with men

Scientific
Analysis
corporation

Concurrent Interviews,
ethnography;
survey instrument
for demographic
information

Assessing drug use
and other risky
behavior patterns

Continuation of
prior research;
stated focus on
qualitative
methods

Substance
abuse
screening
process

New York
University
School of
Medicine

Multiple
sequential
components

Psychometric
testing of
instrument;
interviews

Modify existing
instrument; assess
psychometric
properties and
physician
receptiveness to
screening process;
ultimate goal is to
increase use of
screening during
physician visits

Interviews
conducted with
providers and
patients

Examination
of the impact
of healthcare
reform on drug
addiction and
HIV services

University
of
California,
San
Francisco

Multiple
concurrent
and
sequential
components

Pre and post test
cohort comparison;
followed by
longitudinal
component with
one group;
secondary data
analysis, interviews
with key
informants

Assess changes in
services and
demands after
implementation of
the Affordable Care
Act

Similar in
structure to
evaluation
research

Increasing
availability of
substance
abuse
treatment via
primary care

Rand
Corporation

Multiple
concurrent
components

5 year randomized
controlled trial;
interviews,
observations,
document review;
secondary analysis
of patient and
provider records

Compare outcomes
from
evidence-based
substance abuse
treatment protocols
suitable for
delivery in primary
care settings

Multisite,
multi-methods
research study
with multiple
qualitative and
quantitative
components
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• Secondary data analysis to assess factors in
substance abuse relapse and recovery
VanDeMark (2007) conducted secondary
data analysis on a randomly selected sample
from a previously conducted national survey
of women with substance abuse histories to
assess the role of social and instrumental
support in relapse and recovery. Qualitative
findings were reported via themes developed,
in part, on frequency of occurrence; these
were compared to the results of logistic
regression analysis designed to assess the
relative role of various types of support in
relapse. The author concluded that both
qualitative and quantitative findings argued
for the importance of social connections in
lasting recovery.

• Three case studies focusing on reduction of
HIV risk among injection drug users
Wagner et al. (2012) represented and reeval-
uated information from three previously
published mixed methods case studies. The
authors demonstrated how in each instance,
the qualitative and quantitative components
yielded “discordant findings,” yet through the
integration process they achieved “more
nuanced understanding of the issues than may
have been achieved through the use of a
single method.” Wagner et al. cautioned
against reliance on any single paradigm and
advised that researchers consider analysis
strategies in advance to manage conflicting
results from different components in mixed
methods research studies. This article is
highlighted in particular as an exemplar of a
published mixed methods report that provides
comprehensive and balanced information
about the approach in general and a
thoughtful, reflective discussion of research
findings.

10.5.3 Comments

Our review of published research provided
support for Bryman’s (2006) findings that

published, mixed methods research articles are
likely to describe the use of qualitative indi-
vidual or group interviews, combined with a
quantitative component represented by survey
research. The qualitative component was not
often described as belonging to a specific
qualitative methodology, although elements of
qualitatively driven grounded theory analysis
(e.g., open and axial coding) were frequently
described. This may be due to the fact that
grounded theory texts (Strauss and Corbin
2008) include more vivid descriptions of the
coding process than some general and some
method-specific qualitative texts. Those readers
who are not using a grounded theory method-
ology are encouraged to consider coding alter-
natives such as descriptive, emotion, in vivo
(use of source wording to create codes), or other
schemes described by Saldaña (2013).

In both our examples and other reviewed
research articles, we noted that findings from the
multiple (usually two) components of mixed
methods studies were generally reported
sequentially, and integration consisted of one or
more summarizing statements in the discussion.
Additionally, in several instances, findings were
reported in separate published articles. Pressure
from both funding agencies and tenure granting
institutions likely encourage this practice,
although this segregation of publication or
reporting may also result from the researchers’
lack of confidence for integrated analysis.

It is encouraging to see several studies that
appeared to reflect an integrated approach,
beginning with project initiation, in our review of
currently funded research, much of which con-
sisted of more than a single qualitative and
quantitative component. This may, in part, be
attributable to complex subject matter; several
funded studies proposed assessment of multiple
behaviors (e.g., drug use and HIV risk) or mul-
tiple populations (e.g., adolescents and their
parents). It is hopeful that the increasing
sophistication in funded mixed methods sub-
stance abuse research studies reflects increasing
researcher competence, as well as increasing
enthusiasm for the approach.
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10.6 Considered Combinations

In the final section of this chapter are potentially
effective approaches to mixed methods research
that take advantage of some of the strengths of
both qualitative and quantitative research. To
begin, a factorial survey is a quantitatively driven
process that can be easily expanded to incorpo-
rate a meaningful qualitative element. Discussed
thereafter is a particularly effective approach for
client-focused substance abuse research: a com-
bination of a phenomenological approach to
interview research with supporting quantitative
data collected via single-case or small n ran-
domization. For the final alternative, ways to
incorporate nontraditional data types, including
technology-driven data, into substance abuse
research are considered.

10.6.1 The Factorial Survey

The factorial survey is a quantitative research
approach described by Rossi and Anderson
(1982), which was developed for social and
behavioral research. A factorial survey instru-
ment consists of a series of similar short sce-
narios, also known as vignettes, which vary
slightly in detail. Participants rate or score mul-
tiple variations of the same scenario and the
results are used in a regression analysis to assess
the weights of factors in decision-making, atti-
tudes, or intentions. Wallander and Blomqvist
(2009) used factorial surveys to assess whether
Swedish social workers would recommend
inpatient or outpatient substance abuse treatment
under varying conditions. In addition to clinical
decision-making, we believe that factorial sur-
veys are well-suited for intervention planning
and assessment of attitudes or judgments.

A typical factorial survey instrument includes
vignettes composed of several characteristics,
which represent the independent variables, and
some method of indicating an outcome variable,
whether by score (e.g., using a scale of 0–10,
rate the attractiveness of this treatment alter-
native), ordered response (e.g., strongly agree,

agree, neutral, etc.), or probability (e.g., on a
scale of 0–100, how likely is someone to inject
heroin given the circumstances described
above). When each respondent is given multiple
scenarios to rate or rank, a large number of
observations can be compiled from a smaller
number of respondents. The characteristics or
dimensions are generally derived from existing
literature, although items of researcher interest
may be included; this type of survey offers a
low-cost, low-risk way of exploring many
variables. For inpatient substance abuse treat-
ment planning, vignettes might address vari-
ables, including duration of program, frequency,
duration and structure of therapy sessions, pro-
vision of recreational activities, staff qualifica-
tions, characteristics of other clients, and
location of facility.

As explicit detail regarding the creating and
randomizing of instrument elements is beyond
the scope of this chapter, readers are referred to
Rossi and Anderson (1982), Jasso (2006), and
Wallender (2009) for detailed descriptions of the
method, Dulmer (2007) and Hox et al. (1991) for
discussion of statistical analysis, and Auspurg
et al. (2009) and Sauer et al. (2010) for discus-
sions of construction of vignettes.

Ganong and Coleman (2005, 2006) extended
the factorial survey instrument through inclusion
of one or more qualitative or open response
items. An extension of the instrument is recom-
mended to incorporate a substantial qualitative
component through the use of multiple open
response items, allowing respondents an oppor-
tunity to disclose or discuss their thought process
when scoring or rating vignettes. Potentially
interesting and enlightening data are obtained
when participants are provided with space to
provide their own versions of vignettes.

Through the use of this process, respondents
are asked to respond quantitatively and qualita-
tively to the same subject matter. A comparative
analysis should be relatively straightforward and
allow researchers to identify areas of similarity
and difference, both within the responses of a
given participant and among the various
participants.
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10.6.2 Phenomenological Interviews
and Small
n Randomization

Qualitative interviews conducted using a phe-
nomenological focus prioritize the interviewee’s
interpretation of events. This qualitative
methodology lends itself particularly well to
exploration of clients in substance abuse treat-
ment, in addition to bridging the gap between
practitioners and academics referred to in the first
section. Therapists and counselors are trained to
take a client-centered approach and to elicit
information that contributes to the understanding
of the client’s perceptions; this suggests that
these individuals are phenomenologically ori-
ented, so, even if they lack prior qualitative
analysis experience, they may acquire the nec-
essary skills with minimal training.

Phenomenological approaches to qualitative
inquiry come in a few “flavors,” including her-
menuetic phenomenology, reflexive phenomenol-
ogy, and interpretative phenomenological analysis.
Finlay (2011) provides comprehensive informa-
tion on the various types in a text written especially
for therapists.

Commonalities among phenomenological
approaches include identification of the
researchers’ or therapists’ prior beliefs, use of
semi- or unstructured interviews to focus on how
clients perceive and make meaning of the expe-
rience or phenomena of interest, lengthy and
sometimes multiple interviews, and, when mul-
tiple clients are interviewed, an analytic process
directed toward identifying the commonalities in
their descriptions of the experience.

The small n or single-case randomization
techniques described by Dugard et al. (2012)
provide an ideal complement to this phenomeno-
logical approach to qualitative interviewing. This
process allows statistical hypothesis testing for
treatment effects to be performed on a single or
small number of individuals, by using data gath-
ered at randomly chosen assessment or observa-
tion points. Bulté and Onghena (2008) developed
and describe a software package that facilitates
single-case randomization designs through the use

of open-access software program R (R Core Team
2013). As with the factorial survey described
above, statistical data, in this instance from ran-
domization tests, can be compared to client’s
perceptions and gleaned from analysis of phe-
nomenological interviews.

10.6.3 Alternative Data Types

Our third recommendation is based on sources of
data rather than design. Qualitative researchers
may be more inclined than quantitative
researchers to explore alternative types of data,
such as visual or literary arts, audio and video
recordings, and other expressive forms. Tech-
nology, in particular, has had an impact on the
evolution of accessibility to expressive media. In
the earliest of photo elicitation, researchers pas-
sed out disposable cameras so participants could
shoot film pictures; the increasing prevalence of
sophisticated mobile phones and other devices
has resulted in the ability of many individuals
throughout the world to create digital pho-
tographs and videos that they can quickly and
easily disseminate via wireless internet access.

Both qualitative and quantitative researchers
have embraced some elements of technology;
online surveys are increasingly the distribution
method of choice in some settings, while quali-
tative researchers have explored email interviews
and virtual ethnography of Internet “communi-
ties.” While there is tremendous potential for
multimedia enhanced or informed mixed meth-
ods research designs, it is wise to caution that not
all institutional review boards view online
information in the same way. As such, it is
advisable that researchers discuss their plans in
explicit detail before soliciting or mining Internet
data. Whether or not review boards consider
Internet research exempt, researchers are
encouraged to be open and honest when partici-
pating in virtual communities, as well as to
thoroughly de-identify any data.

Following is a limited list of potential mixed,
qualitative or quantitative methods that reflect
current technology. It is the authors’ hope that these
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provide inspiration to help researchers develop
creative research designs incorporating one or
more technology or media-based components.

• Interpretive or frequency-based content anal-
ysis of Internet interest forums (qualitative or
quantitative).

• Use of photographic and video capabilities on
mobile phones and/or audio recordings to
record participant experiences (qualitative or
quantitative).

• Use of mobile phone contact as triggers to
report behaviors or responses (qualitative or
quantitative).

• Use of mobile phone apps to prompt, tally, or
track behaviors over extended period of time
(qualitative or quantitative).

• Participant creation of software or web-based
visual arts expressions (primarily qualitative).

• Secondary data analysis of website informa-
tion (qualitative or quantitative).

• Use of blogs as reflective journals for clients
(primarily qualitative).

10.7 Closing Thoughts

There is tremendous potential in mixed methods
study designs to increase researcher understand-
ing of substance abuse issues at the individual,
group, and program level. The material we pre-
sented summarizes several of the key consider-
ations for researchers approaching mixed
methods designs, though it is by no means
comprehensive; interested readers and research-
ers will want to consult other sources, including
many in the subsequent reference list. Further-
more, this chapter has tried to balance a variety
of philosophical approaches to research, although
it should be noted that many other authors have
specific ideas about paradigms and worldviews.
Hopefully, the material in this chapter has
achieved the twofold goal of providing a starting
place for researchers who would like to begin
using mixed methods approaches, as well as
encouraging current mixed methods practitioners

to explore new or creative approaches to sub-
stance abuse research.
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Part IV

Measurement Issues



11Assessment of Substance Misuse

Timothy J. Grigsby, Steve Sussman, Chih-Ping Chou,
and Susan L. Ames

11.1 Introduction

Assessment of drug use has traditionally consisted
of gathering basic information on past drug use
behaviors (e.g., type, frequency, or consistency), as
well as hypothesized risk and protective factors for
the initiation or regular use of tobacco, alcohol, and
other drugs. Such measurement is typically com-
pleted for research purposes and to detect changing
trends that may flag potential future problems (e.g.,
see http://www.monitoringthefuture.org/; accessed
8-28-2016). However, there are several clinical and
theoretical circumstances where assessing individ-
uals for problematic drug use (a proxy measure of
drug misuse) is needed. Here, we describe the
appraisal of psychological, physical (biological),
interpersonal, and socio-environmental conse-
quences resulting from excessive consumption or

intoxication of alcohol or other drugs to form a
definition of drug misuse.1

Research on drug misuse has broad implica-
tions for the prevention and treatment of alcohol
and drug use disorders. For example, identifying
common life consequences among disparate
patterns of drug use can assist researchers in
developing interventions and treatment protocols
in order to maximize effectiveness across the
spectrum of drug use disorders. Similarly, the
identification of related consequences among
users of different drugs of abuse can aid social
workers, public officials, and concerned family
members in the early identification of drug mis-
use with the goal of improving the prognosis for
the drug user. Clinical implications of drug
misuse assessment may include further testing to
determine if a formal diagnosis of a drug use
disorder is applicable, determination of need for
inpatient or outpatient chemical dependence
treatment, and means of potential resolution for
drug-related negative consequences. The initial
goal of assessment is to determine the nature of
an individual’s involvement with drugs and to
assess their psychological and medical status,
psychosocial functioning, social support net-
works, attitudes toward drug use, previous quit
attempts, and motivation for future cessation
attempts.
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There are two general types of assessment
professionals employ to detect potential drug
misuse. First, assessment may be used as for
screening (“proactive assessment”). As exam-
ples, professionals may be asked to screen for
drug misuse among employment candidates for
jobs in which public safety is paramount (e.g.,
lifeguards, vehicle drivers, babysitters, or air-
plane pilots), or those participating in athletics
(e.g., to detect presence of performance-
enhancing drugs). Second, assessment may be
used as a tool to clarify a presenting medical or
socio-psychological problem (“reactive assess-
ment”). As examples, professionals may be
asked to assess those who suffer from certain
physical or medical problems which may be
related to drug misuse (e.g., liver problems) or
those who have been garnering complaints or
concern from significant others or public
authorities (e.g., because the person being
assessed has been showing behavioral signs of
drug misuse such as slurring words, shaking,
showing uncontrolled anger; showing physical
signs of drug misuse such as alcohol-breath,
clothing odors, sweating uncontrollably, poor
posture, or red eyes); or performance-related
signs of drug misuse such as demonstrating
lackluster performance at work or home, or
experiencing legal difficulties such as DUI or
drunken and disorderly behavior. Both proactive
and reactive assessments of drug misuse are
important to differentiate drug misuse from other
problems, and to facilitate appropriate treatment
planning, so as to begin the process of helping an
individual arrest negative consequences and
permit recovery of functioning, as well as mini-
mize consequences to significant others and
protect the public.

There are numerous techniques available for
the assessment of drug misuse that can be orga-
nized by approach (e.g., interview, self-report,
biological). This chapter reviews frequently used
assessments of drug misuse, provides the
strengths and limitations of each respective
approach, discusses issues related to secondary
data analysis and field research, and concludes

with recommendations for transdisciplinary
efforts in drug misuse assessment. The assess-
ment approaches reviewed in this chapter include
examples of common self-reported drug use
assessments, unstructured examinations and
interviews (e.g., mental status, physical, and
psychiatric screening, general drug use history,
current general behavioral and family character-
istics, corroborative reports), structured inter-
views (e.g., life and drug use history interviews),
structured (“brief”) inventories of alcohol and
drug use consequences, comprehensive drug use
and psychological inventories, and biochemical
measures. Both unstructured and structured
assessments can be used in clinical and research
settings, although some examples may be more
applicable to one or the other setting.

11.2 Self-Reported Frequency,
Quantity, Method of Drug Use,
and Family History of Drug
Use

Assessing the frequency and quantity of drug use
may not be essential in assessing the degree of
drug misuse; however, it is nonetheless associated
with drug-abuse-related dysfunction (Rychtarik
et al. 1998, 1999). For example, there are some
individuals who experience severe consequences
while using relatively low levels of drugs (e.g.,
flushing and palpitations that some Asian groups
experience with alcohol use). Recently, Grigsby
et al. (2014) found that relatively low frequency
drug use among Hispanic adolescents who
experienced a high number of drug use conse-
quences during adolescence was associated with
depression in early adulthood. Conversely, there
are some individuals who appear to experience
few consequences despite relatively high levels of
regular drug use. However, high quantities of
intake are more commonly correlated with occu-
pational, educational, social, and medical
impairment (Sussman and Ames 2008).

Frequency of drug use indicates how often
individuals are using a drug. Frequency of use can
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be measured through self-reported estimates of
lifetime use, yearly use, monthly use, weekly use,
and/or daily estimates of use. A prominent mea-
sure of drug use frequency is the timeline
follow-back method (Sobell and Sobell 1992).
This technique requires individuals to recall pre-
vious drug use behavior over a specified time
period using memorable life events and a per-
sonalized calendar to assist with recall, and has
been shown to be a reliable and valid self-report
measure of alcohol and illicit drug use in the
general population (Sobell and Sobell 1992;
Hjorthøj et al. 2012; Robinson et al. 2012). Recall
times are free to vary, but recent evidence sug-
gests that one-week recall periods are more effi-
cient for capturing atypical substance use patterns
whereas a recall time longer than 2 weeks is more
appropriate for estimating stable, consistent sub-
stance use behavior (Buu et al. 2014).

Unfortunately, relying on frequency of drug
use as the primary assessment of drug misuse
lacks precision, as it is not designed to compare
disparate patterns of drug use. For example,
consuming one “hit” of methamphetamine can
lead to a psychological effect of feeling high for
6–12 h (Krasnova and Cadet 2009), whereas
generally it would take several servings of stan-
dard alcoholic beverages to achieve a similar
sense of drug-induced euphoria. As such, recent
frequency of drug use may differ somewhat due
to psychoactive effects of the drug—and not
entirely due to craving. Of course, regular use
over longer periods of time (e.g., a year or
longer) is commonly accepted as an indicator of
high use frequency.

More often than not, descriptions of recent use
does not indicate the length of time or the extent
of possible drug misuse, but it does help to dis-
close the most current and reliable autobio-
graphical events. Quantity of use is more
predictive of problems or disruptive drug use and
is used to describe problem behaviors such as
binge drinking or heavy drinking (Newcomb and
Felix-Ortiz 1992). The National Household Sur-
vey on Drug Abuse (http://www.samhsa.gov/
data/population-data-nsduh) among other

national surveys, defines binge drinking as con-
suming five or more drinks on one occasion for
at least 1 day in the past 30 days. More recently,
the National Institute on Alcohol Abuse and
Alcoholism (2004) created gender-specific defi-
nitions of binge drinking where consuming four
or more drinks within approximately two hours
for women and five or more drinks within
approximately two hours for men constituted
binge drinking. The evolution in the definition of
binge drinking has led to an increase in the
identification of women drinking at potentially
dangerous levels (Chavez et al. 2011). Alterna-
tively, heavy drinking is defined as drinking five
or more drinks on the same occasion on 5 or
more of the past 30 days (Substance Abuse and
Mental Health Services Administration 2002).
The use of a drinking diary can help improve the
quality of self-reported data regarding binge or
heavy drinking (e.g., Dennis et al. 2004); how-
ever, compliance with keeping careful records of
intake can be problematic (e.g., social desirabil-
ity confounder, trying to write records while
drunk). While the most systematically measured
quantity of use has been done in relation to
alcohol use, the association of—relatively—high
quantities of use for various illicit drugs with
negative consequences (e.g., overdoses, fainting,
loss of behavioral control) is well known.

Assessing the method of drug intake may also
help one to understand the level of misuse for
drugs with multiple points of entry into the body.
For instance, many individuals with
crack/cocaine addiction may have started their
use by snorting powdered cocaine. Eventually,
they may switch to a different form of the drug—
smoking crack that is cheaper and readily avail-
able in small quantities—and that immediately
potentiates dopamine transmission in the brain.
Some drugs, such as heroin, have become
increasingly cheaper and more potent in recent
years and dependence can easily occur through
smoking. Assessment of family history of drug
use may provide further information to help
researchers and clinicians assess drug availability
in the home environment, understand the user’s
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attitudes toward drug use, perceptions of
drug-related problems and consequences, and
probability of relapse if treatment is considered.

11.2.1 Strengths and Weaknesses
of Using Self-Report
Measures of Drug Use

Self-report measures of drug use typically consist
of simple questions that provide useful informa-
tion regarding type, frequency, and method of
drug use. This mode of assessment is common
among national surveys of drug use behavior in
the United States (U.S.) including the National
Survey on Drug Use and Health (NSDUH)
(Substance Abuse and Mental Health Services
Administration 2013). Such information is useful
for detecting trends in alcohol and other drug use
behavior, but does little to help identify drug
misuse at the individual level. More recently,
nationwide surveys such as the NSDUH and the
National Comorbidity Survey have begun to
include items on personal and social conse-
quences of drug use and measures to capture risk
and protective factors for drug abuse. Of course,
the goal of this assessment has been to estimate
the prevalence of drug use disorders by DSM-IV
or ICD-10 diagnostic criteria (Kessler et al.
2005a, b; Substance Abuse and Mental Health
Services Administration 2013), and as such
limits the assessment of drug use consequences
to those included in the diagnostic criteria for
alcohol and drug use disorders, and oftentimes
overlooks the extent to which drug use conse-
quences impact other important domains of
functioning.

Self-reported drug use remains the most
common mode of assessing drug misuse, but
there remain several additional distinct limita-
tions to the use of self-report data for this pur-
pose. First, there are numerous and complex
patterns of drug use and related consequences
making comparisons across individuals, or
groups, difficult. These patterns are a function of
drug availability, context of use, sociodemo-
graphic features including age, gender,
race/ethnicity, SES, biological differences in

metabolism and neurochemistry, among others.
Second, a lack of sensitivity to other pertinent
factors including length of drug use may con-
found the appraisal of drug misuse and produce
results that underestimate the prevalence of
misuse in community samples, incorrectly cate-
gorize the severity of misuse or lead to insuffi-
cient treatment planning and prognosis for the
individual. Additionally, there are concerns
unique to the disclosure of sensitive information.
Self-report data are vulnerable to issues of dis-
honesty, memory bias, social desirability, and
response demand problems (Marlow and Crowne
1961; Choi and Pak 2005). Such data can pro-
duce unreliable information for research and
clinical purposes especially in cases where the
drug user is not inclined to undergo detection,
experimental intervention, or treatment. In these
instances, the use of corroborative findings may
be useful to increase the accuracy of data col-
lection. These might include family members’
reports, nondrug using friends’ reports, or bio-
chemical assessment methods (described below).
Of course, judgments regarding the severity of
drug use behavior should be based on variables
such as the age of the drug user. For example,
any use of an illicit drug, or drugs such as
inhalants, by a child or young teen indicates
potential immediate danger requiring immediate
intervention. As such, self-report measures
should be interpreted with proper judgment
provided the context of the responses provided.2

11.3 Unstructured
Presenting/Intake Interviews

Unstructured interviews typically take an
approach where there is no standardization of
questioning. Instead, the researcher, clinician, or
counselor is responsible for determining what
questions are—and are not—asked and how the
responses can be used to make a clinical diag-
nosis and for treatment planning (Summerfeldt
and Antony 2002). The intake interview aims to

2Chapter 13 in this volume provides additional discussion
on this topic
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collect detailed information regarding one’s drug
use history and related consequences while
screening for possible comorbidities and is used
primarily in clinical settings.

While this approach does not have a struc-
tured format, where one response prompts a
subsequent line of questioning, the American
Psychiatric Association (APA) (2006) suggests
that practitioners follow a general outline con-
sisting of questions in 13 “domains”: identifying
information, presenting problem/chief complaint,
history of the presenting problem, family history,
relationship history, developmental history, edu-
cational history, work history, medical history,
substance use, legal history, and history of pre-
vious counseling. Each domain can provide the
interviewer with the information needed to make
a diagnosis (Jones 2010) and can assist with
treatment planning. Sometimes, the interviewee
may deny a chief complaint pertaining to drug
misuse such as complaints of drug-induced
behavior by friends and coworkers. The inter-
viewer may need to ask questions in such a way
as to assess the interviewee’s perceptions of what
others think. Corroborative reports may be quite
important in such circumstances.

Relevant questions that might be asked during
the substance use assessment of an intake inter-
view include assessments of drug use behavior
(Have you taken or tried any drugs? What do you
use? How much (i.e., quantity and frequency)?
How old were you when you first used?), sub-
jective appraisal of psychological and physio-
logical reactions (What were your first
experiences with drug use like? What are your
experiences with drug use like now? How much
control do you think you have over your drug
use? How long do your using episodes last?
What happens? What do the drugs do for you?
How do they make you feel?), alcohol/drug
refusal self-efficacy (In what situations do
thoughts about using drugs just “pop” to mind?),
other behavioral problems (Do you seem to lose
control over any other areas of your life? How
about gambling? Sex? Spending? Eating? Exer-
cising a lot?), relevant contextual factors (Are
you studying or working very long hours? Do
you experience any suicidal or homicidal

ideation? What were you taught about your cul-
ture’s attitudes toward drug use? Do you live in
an area in which a lot of drugs are available?
How many liquor stores are near your home? Are
the names of the drug dealers well known in your
neighborhood? Do your peers use any drugs?
Does your best friend use drugs? Do your parents
use drugs?), negative drug use consequences
(Have you experienced any legal or social
problems from drug use? Have you ever caused
or suffered any property damage while using
drugs?), psychiatric comorbidities (Have you
ever gone to a psychiatrist or other professional
for mental health concerns?), and lifetime trau-
matic events (Have you experienced any sexual
or physical abuse?) Any disclosure of intended
physical harm to self or others would need to be
reported by the interviewer to the appropriate
agency. These types of questions are best
approached with circumspect.

In addition, a mental status examination
generally is conducted as a systematic means of
gathering psychological and behavioral data
during the intake interview. The purpose is to
provide an initial screening of an individual’s
mental health status and to help suggest other
means of assessment to determine whether a
diagnosis of a formal psychiatric diagnosis or
comorbid condition should be made. The mental
status examination includes the assessment of
appearance, attitude and behavior, speech, affect,
thought and language, and perceptions and cog-
nitive functioning, such as insight and judgment
(Schottenfeld and Pantalon 1994). When per-
forming a mental status examination, the fol-
lowing questions are examples of those that
might help to provide a guideline to determine
whether an individual is suspected of drug abuse
or other psychopathology. Relevant questions to
consider during the medical status examination
include: Does the individual appear to be with-
drawn, socially isolated, undernourished, agi-
tated or depressed, tired, unable to concentrate,
indifferent to pleasurable activities, or unkempt
in physical appearance? Is the individual hostile
or uncooperative, evasive, or defensive and are
there any discrepancies in reports of autobio-
graphical events (i.e., lies, missing information)?
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Have any delusions or visual or auditory hallu-
cinations been reported? If so, what were the
circumstances? Was the individual under the
influence of mood-altering drugs at the time?
After answering these questions, the individual
might be assessed through a more specific (i.e.,
structured) interview assessment.

11.3.1 Strengths and Weaknesses
of Unstructured Drug
Misuse Interview
Assessments

The use of interviews that elicit information
regarding an individual’s prior involvement in
drug use and treatment programs, psychiatric
facilities, self-help support groups (e.g., 12-step
programs), or public sanctions (e.g., court,
juvenile hall, camps, or community schools) can
be quite useful. These data can assist in under-
standing an individual’s level of drug depen-
dence (i.e., where he/she falls on the drug misuse
or use disorder continuum), occurrence of other
compulsive behaviors and psychiatric difficulties,
beliefs and attitudes of their behaviors, and
motivation to stop using. Information regarding
the longest period of abstinence endured with the
help of a structured environment and without the
help of a structured environment is also useful.
Anecdotally, many individuals will disclose that
while in juvenile hall or prison, or while in
treatment as inpatients, they can remain absti-
nent, but when in the community—without some
structure—they are unable to remain abstinent.

The unstructured interview format can pro-
duce incredibly detailed information that is
specific to the individual being questioned. This
can assist clinicians in recommending more
thorough assessments, and if conducted properly
can be efficacious at determining a diagnosis and
subsequent treatment plan (Jones 2010) although
some are in disagreement as to whether or not
unstructured interview formats have any notable
advantages (Samet et al. 2007). That is, as these
techniques typically do not have a psychometric
structure, it is difficult to determine the reliability
and validity of unstructured interview formats

used to collect drug use and misuse information.
The general lack of consistency between assess-
ments in the frequency, type, and content of the
questions asked make it possible to overlook
important information across cases. These dis-
advantages make the use of unstructured inter-
view data troublesome for researchers where the
use of parametric statistics to make population
level inferences requires reliable and valid
assessments of behavior that produce consistent
results across individuals and samples.

11.4 Structured Interview
Assessments

The structured interview format is designed to
present participants and patients with predeter-
mined “closed” questions. Closed questions
require simple answers. An example of such a
question is “How many months have you expe-
rienced this drug problem?” or “When did you
last use alcohol before operating a motor vehi-
cle?” This format is advantageous for collecting
specific information needed for a research project
or to make a preliminary diagnosis in order to
begin immediate treatment. Several structured
interview assessments are currently available for
clinicians and researchers and the subset descri-
bed in the chapter are presented in Table 11.1.

11.4.1 Adult Structured Interview
Assessments

The Comprehensive Drinker Profile (CDP,
Miller and Marlatt 1984) is a structured interview
that was originally designed in 1971 to assess
alcoholism in male inpatients, but revised to
achieve several clinical and research applica-
tions. The 88-item CDP collects detailed infor-
mation on an individual’s alcohol consumption
history, motivation, behavior, and self-efficacy
and has shown acceptable reliability for regular
(consistent) drinking patterns, but may not be
optimal for assessing episodic or infrequent, but
heavy, drinking sessions (Miller et al. 1992;
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Table 11.1 Summary of structured interview measures commonly used to assess alcohol and drug misuse

Measure Author
(Year)

Reliability and validity Cost and training Length, administration
time and additional
comments

Comprehensive
drinker profile
(CDP)

Miller and
Marlatt
(1984)

Cronbach’s a
undetermined for
quantitative items
Inter-rater agreement:
unknown
Content and criterion
validity established

Formal training
recommended
Public domain—no cost to
use
Scoring: varies by gender
and subscale—consult
manual

88-items
Administration time:
60–80 min
Commonly used at intake
to screen for alcoholism
Incorporates items from
the MAST and has
supplemental brief and
follow-up versions

Substance
dependence
severity scale

Miele
et al.
(2000a, b)

a = 0.69–0.91 (varies by
drug and subscale)
Test-retest reliability:
ICC = 0.41–0.87 (varies
by drug and subscale)
Criterion and construct
validity established

Training required—costs
vary by size of group
No copyright costs
Scoring: varies by
substance—consult user’s
manual and previous work

7–10 screening items
13 “symptom” items
3 subscales
Semi-structured interview
Administration time:
15–40 min

Addiction
severity index
(ASI)

McLellan
et al.
(1980)

a = 0.46–0.93 (varies by
composite score)
Test-retest reliability:
ICC = 0.64–0.86
Split half reliability
established
Content, criterion and
construct validity
established

Training required—self
training manual included,
on-site training available
Public domain—no cost to
use
Scoring: Follow manual
instructions to develop
composite scores for each
domain assessed

200-items, 7 domains
Brief versions available
Semi-structured interview
Administration time:
40–80 min
Norms based on those
seeking treatment for
alcohol or drug use
problems

Adolescent drug
abuse diagnosis
(ADAD)

Friedman
and Utada
(1989)

Test-retest reliability:
r = 0.71–0.95 (by
domain) 0.83 −0.96
(severity ratings), 0.91–
0.99 (composite scores)
Inter-rater agreement:
r = 0.85–0.97 (by
domain)
Content and criterion
validity established

Training recommended (in
person or by video)
Public domain—no cost to
use
Scoring: Each domain is
scored to create composite
scores—used in
combination they present a
comprehensive problem
profile

150-items, 9 domains
Structured interview
Administration time:
40–60 min
Short version (83-items)
available

Comprehensive
addiction
severity index
for adolescents
(CASI-A)

Meyers
et al.
(1995)

a = 0.48–0.80
Content, criterion and
construct validity
established

Training required—2 day
program for $2000
Copyright, but free for
research purposes
Scoring: sum scores in
each domain to develop
composite scores.
Evaluation of subjective
items are done on an
individual item basis

Item length varies
10 modules (domains)
Semi-structured interview
Administration time:
45–90 min
Norms based on gender,
age group and ethnicity

Adolescent
diagnostic
interview (ADI)

Winters
and Henly
(1993)

Test-retest reliability:
Kappa (K) = 0.53–0.78
(alcohol) and 0.52–0.79
(marijuana)
Inter-rater agreement:
K = 0.66–0.96 (alcohol)

Training required—
Copyright costs: $75.00
per kit (manual plus five
administration booklets)
Scoring: three types of
scores can be constructed

213 possible items
Structured interview with
skip patterns
Administration time:
45–90 min

(continued)
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Miller and Del Boca 1994). The CDP includes a
section related to alcohol-related problems that
can be used to assess drug misuse. The measure
produces two scores: a score for alcohol abuse
symptomology (problems) derived from the
Michigan Alcohol Screening Test (described
below) and an indicator of physical dependency.
This interview was developed to determine
treatment modality. The CDP has been used
more extensively in clinical settings, and while
reliability and validity have been established,
exact estimates are not commonly reported in the
literature for this measure. Three additional
instruments were designed to complement the
CDP including a brief interview [the Brief
Drinker Profile (Miller and Marlatt 1984)], a
parallel outcome measure for use in treatment
settings [the Follow-Up Drinker Profile (Miller
and Marlatt 1987)], and a corroborative measure
given to “significant” others that can be com-
pared to responses on the CDP (the Collateral
Interview Form Miller and Marlatt (1987).

The Substance Dependence Severity Scale
(SDSS; Miele et al. 2000a) is a 13-item
clinician-administered structured interview that
was developed to assess severity and frequency
of dependence across a range of drugs, based on
the DSM-IV diagnostic criteria for substance use
disorders. The test/retest, joint rating, and inter-
nal consistency reliabilities across alcohol,
cocaine, heroin, marijuana, and sedative users

ranged from fair to good (Interclass correlation
coefficients (ICCs) = 0.41–0.87) with estimates
ranging by drug and subscale. In a sample of
alcohol, cocaine and heroin users entering sub-
stance abuse treatment, the SDSS demonstrated
convergent and discriminant validity when
compared to other measures of substance abuse
(e.g., the Addiction Severity Index) and survival
analyses demonstrated predictive validity when
time to first substance use was used as an out-
come (Miele et al. 2000b).

The Addiction Severity Index (ASI) is a
structured clinical research interview designed to
provide information about various areas of an
individual’s life in which there often exists dys-
function associated with drug abuse. The
200-item ASI assesses problem areas including
medical, legal, drug abuse, alcohol abuse,
employment, family, and psychiatric problems.
Reliability and validity data for the ASI have
been extensively reported (McLellan et al. 1980,
1985; Rounsaville et al. 1986, Leonhard et al.
2000; Mäkelä 2004). Early work by McLellan
et al. (1985) has resulted in a strategy for
obtaining a composite score based on the sum of
several individual questions within specific
problem areas. However, use of the composite
score as a primary measure of drug use and
related problems should be done with caution. As
outlined by Mäkelä (2004), the composite scores
are not always independent of one another, and

Table 11.1 (continued)

Measure Author
(Year)

Reliability and validity Cost and training Length, administration
time and additional
comments

and 0.82–0.97
(marijuana)
Content, criterion and
construct validity
established

(individual, abuse and
dependence symptoms,
DSM-III diagnosis).
Consult manual for
instructions for scoring
instructions for each type

Criterion-referenced
interview using diagnostic
information from
DSM-III-R for
psychoactive substance
use disorders
Reliability and validity
estimates based on clinical
samples

DSM 5 SCID APA
(2013)

Forthcoming Training required
Copyright—cost,
availability and scoring
procedures forthcoming

Forthcoming
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could be an indicator of poor reliability instead of
discriminant validity. Second, using composite
scores for longitudinal analysis may be trouble-
some as changes in single items could be inter-
preted as changes in global functioning for a
particular problem area. This may be the result of
combining subjective evaluation items (i.e., how
severe the participant views their alcohol/drug
use problems) with objective evaluation items
(i.e., how many days in the past 30 days the
participant has used alcohol or other drugs)
(Wertz et al. 1995). Previous work has demon-
strated that self-administered formats of the ASI
produce similar results to the interview format.
Rosen et al. (2000) found correlations for com-
posite scores ranging between 0.59 and 0.87 for
legal, drug abuse, alcohol abuse, employment,
family, and psychiatric problems. Correlations
for medical problems were slightly lower
(r = 0.47) and participants acknowledged more
drug use and psychiatric symptoms in the
self-report format.

11.4.2 Adolescent Structured
Interview Assessments

The Adolescent Drug Abuse Diagnosis (ADAD)
is a comprehensive structured interview consist-
ing of 150 items used to assess substance abuse
and other problem areas of which 83 items can be
used to assess change following treatment for
substance abuse. The format is adapted from the
adult tool, the Addiction Severity Index (ASI,
McLellan et al. 1980). This interview produces
composite scores—using a formula to weight
selected item scores in each domain—rating the
severity of problems in nine life areas including:
medical, school, work, social relations, family
relationships, legal, psychological, and alcohol
and drug use (Friedman and Utada 1989).
Responses are gathered on a ten-point severity
scale, but three problem checklists (medical,
school, and family) use a simple yes/no format to
shorten interview time. The measure has
demonstrated good test–retest reliability and
inter-rater agreement for all subscales.

The Comprehensive Addiction Severity Index
for Adolescents (CASI-A) is an instrument
designed to provide an in-depth, comprehensive
assessment of the severity of adolescents’
addiction and problem consequences. This
structured interview is also adapted from the
Addiction Severity Index (ASI; McLellan et al.
1980) with the item length varying based on
built-in skip patterns to avoid unnecessary
follow-up questions. Ten domains of functioning
are assessed and include the following: psycho-
logical, peer relationships, family history, sexual
relationships, physical abuse, significant life
changes, use of free time, substance use effects
and treatment experiences, leisure activities,
educational experiences and plans, legal history,
and psychiatric status, including prior treatment
experiences (Meyers et al. 1995). The scale has
continued to be refined and has been revised as
the Comprehensive Adolescent Severity Inven-
tory (CASI) modeling the criteria of the Diag-
nostic Interview Schedule for Children
(DISC-IV) for assessing DSM-IV substance use
disorder criteria (Meyers et al. 2006). The CASI
has demonstrated excellent internal consistency
(Cronbach’s alphas exceeding 0.70 for all
dimensions of the scale), concurrent validity (as
compared to DISC-IV assessments) and predic-
tive validity for drug use at one-month post
assessment. Yet, the scale was unable to ade-
quately predict drug use at the six-month
assessment (Meyers et al. 2006).

The Adolescent Diagnostic Interview (ADI,
Winters and Henly 1993) is a 15 min evaluation
used to assess the need for treatment of drug
misuse among adolescents. This interview was
developed based on DSM-III criteria for sub-
stance use disorders and evaluates cognitive
impairment, psychosocial stressors, interper-
sonal, and school functioning factors that may
contribute to alcohol or drug misuse. The
instrument consists of 24 items and has shown
good inter-rater and test–retest reliability in both
clinical and correctional adolescent samples.

The Diagnostic and Statistical Manual of
Mental Disorders of the American Psychiatric
Association (DSM) Structured Clinical Interview
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is a widely used in diagnosing substance use
disorder, and is currently in its fifth iteration
(APA 2013). The previous version of this man-
ual, the DSM-IV, contains specific criteria sets
for substance abuse, dependence, intoxication,
and withdrawal applicable across different clas-
ses of drugs (APA 2000). The structured clinical
interview was a primary measure of substance
abuse and substance dependence disorders, the
former pertaining to the exhibition of one or
more of the following symptoms due to recurrent
use, last 12 months: (a) failure to fulfill role
obligations, (b) hazardous use (physical danger),
(c) legal problems, and (d) social problems.
Substance dependence disorder was intended to
be a more severe disorder with three or more of
the following symptoms, due to recurrent use, in
the last 12 months including (a) tolerance,
(b) withdrawal (c) Using more than intended,
(d) desiring, but being unable to quit or cut
down, (e) taking up a lot of time, (f) other
activities being neglected or given up, and
(g) continued use despite related psychological
or physical problems due to use.

The DSM-V version describes a single “sub-
stance use disorder”, which is described along a
continuum of severity including moderate and
severe categories depending on whether one
exhibits two to three or four or more of the fol-
lowing symptoms, respectively, due to recurrent
use over the last 12 months: (a) using more than
intended, (b) desiring, but being unable to quit or
cut down, (c) taking up a lot of time, (d)
exhibiting craving, a strong desire to use,
(e) failure to fulfill role obligations, (f) continued
use despite related social problems, (g) other
activities being neglected or given up, (h) haz-
ardous use (physical danger), (i) continued use
despite related psychological or physical prob-
lems due to use, (j) tolerance, and (k) withdrawal
symptoms.

This revision combines the criteria of sub-
stance abuse and substance dependence from the
previous version to create an overarching diag-
nosis for substance use disorders. The “problems
with law enforcement” symptom has been
removed from the list due to cultural factors that

make it difficult to apply internationally accord-
ing to the APA. The symptom, “exhibiting
craving, a strong desire to use” has been added as
a criterion in order to increase consistency with
the International Classification of Diseases (10th
edition) criteria and indirect evidence and ratio-
nale that it is central to the diagnosis and treat-
ment of substance use disorder (Hasin et al.
2013).

The Structured Clinical Interview for the
Diagnostic Statistical Manual (SCID) is a
broad-spectrum instrument that adheres to the
DSM-V decision trees for psychiatric diagnosis
and encourages multiple paths of exploration,
clarification, and clinical decision-making, with
specific clarification regarding efforts to decrease
or control use, continued use despite problems,
specific withdrawal symptoms of a drug, and
assessment of comorbidity. This interview is a
primary measure of substance use disorders in
the field of clinical psychology, but requires
extensive training to use efficiently. The DSM-V
SCID is currently under development and slated
for release in the 2014 calendar year. Previous
iterations of this instrument is particularly useful
when assessing substance misuse in populations
with suspected, or known, co-occurring psychi-
atric problems.

11.4.3 Strengths and Weaknesses
of Using Structured
Interviews
and Assessments

There are several advantages to using a struc-
tured interview process as opposed to an
unstructured one. First, structured interviews are
more effective in collecting quality information,
as there are fewer digressions into areas of little
substantive concern. This improves the efficiency
of the interview process by saving time and effort
for the interviewer and interviewee. Second,
structured interviews produce consistent results
across individuals allowing researchers and
clinicians to identify similarities across different
drug use experiences. Finally, using this method
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of assessment, the researcher can produce con-
sistent results across cases that produce an
objective and information-based result.

While this approach may appear advantageous
to unstructured interview methods, there are
several limitations that should be considered.
First, the effectiveness of the structured interview
process is a direct reflection of the interviewer’s
skills. Formal training in structured interviewing
is consistent across institutions that produce
clinical psychologists, but experience, intuition
and rapport with clientele can greatly influence
the nature and direction of the clinical interview.
Second, structured interviews are also time con-
suming and expensive to develop leaving little
room for error in the development or adminis-
tration. Third, the constraints on the questions
asked and method of evaluation leaves little
room for the researcher to explore other pertinent
areas for the individual in question. This could
lead to oversight of important facts that con-
tribute to drug misuse. Finally, researchers may
be dissuaded from using data from structured
interviews as the information collected is used to
produce a formal diagnosis of a drug use disorder
(abuse, addiction, dependency) and not to iden-
tify patterns of drug misuse. However, this data
could prove useful for researchers to identify
patterns of subclinical drug use that may qualify
individuals as drug misusers. Such research can
produce useful findings to improve our under-
standing of the transition from regular use to
abuse with an emphasis on defining drug misuse
with increased precision by accounting for fac-
tors such as frequency and length of use, patterns
of drug use and need or desire for intervention.

11.5 Structured “Brief” Inventories
of Alcohol and Drug Use
Consequences (Screeners
and Questionnaires)

Numerous self-administered screeners and ques-
tionnaires exist that assess the proximal and
deleterious short-term consequences of drug use
and can be used by researchers to assess the
severity of drug use problems in different

domains of functioning (e.g., physical, psycho-
logical, interpersonal, etc.) or by clinicians to
quickly verify whether or not someone being
seen due to suspicion of a drug misuse issue is a
candidate for further assessment using a struc-
tured interview or comprehensive inventory. The
consequences assessed in these measures can
reflect intrapersonal (i.e., needing more of a drug
than desired) or interpersonal (e.g., neglecting
caretaking responsibilities, getting into fights
with others) struggles an individual encounters
while under the influence of drugs. While this
section presents and reviews several “brief”
measures (Table 11.2), the reader should be
reminded that this chapter does not provide an
exhaustive list of available measures from every
approach. Many measures exist that are designed
to assess drug misuse with specific drugs or
polydrug use, and are worthwhile of exploration
(see Marijuana Problem Scale, Stephens et al.
2000; Young Adult Alcohol Consequences Scale
(YAACQ), Read et al. 2006; Risks and Conse-
quences Questionnaire (RCQ), Stein et al. 2010;
Marijuana Consequences Questionnaire
(MACQ), Simons et al. 2012). There are “brief”
versions of some comprehensive assessments
discussed earlier that also warrant mention, such
as the Brief Drinker Profile (Miller and Marlatt
1984, 1987)—a short version of the Compre-
hensive Drinker Profile, for example. The mea-
sures presented in this section represent a
selection of measures used primarily in clinical
settings (i.e., CAGE, RAFFT/CRAFFT,
MAST/SMAST, DAP, DAST, and AUDIT)
followed by measures more commonly adapted
for research with clinical and nonclinical popu-
lations of drug users (i.e., RAPI, YAAPST,
DrInC, InDUC).

The CAGE questionnaire (Ewing 1984) is a
self-report screening instrument that uses the
mnemonic CAGE to assess problems with alco-
hol. It is a relatively sensitive four-item instru-
ment that assesses attempts to Cut down on
drinking, Annoyance with criticisms of drinking,
Guilt feelings about drinking and use of alcohol
as a morning Eye-opener. When a participant
responds “yes” to two or more questions, that
individual is suspected of having alcohol
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Table 11.2 Summary of structured “brief” inventory measures commonly used to assess alcohol and drug misuse

Measure Author/s
(Year)

Psychometrics Cost, training, scoring Length,
administration time
and additional
comments

CAGE Ewing
(1984)

a = 0.69
Test-retest reliability:
r = 0.80–0.95
Criterion and concurrent
validity established
Average ability to detect
alcohol abuse or
dependence in clinical
populations:
Sensitivity = 0.71
Specificity = 0.90

No training necessary
Public domain—no cost
to use
Scoring: sum items for
range of 0–4 where higher
scores indicate greater
severity of alcohol use
problems

4-items
Administration time:
under 1 min
Can be used with
adolescent or adult
populations

CRAFFT Knight
et al.
(2002)

a = 0.68
Criterion and concurrent
validity established.
Sensitivity and specificity
estimates for any problem
(0.76 and 0.94), any
disorder (0.80 and 0.86)
or any substance use
dependence (0.92 and
0.80)

No training necessary
Copyright, no cost to use
Scoring: sum items for
range of 0–6 where higher
scores indicate greater
severity of alcohol and
drug use problems

6-items
Administration time:
1–2 min
Developmentally
tailored for
adolescent
populations.
Identifies alcohol and
drug use problems

Michigan alcohol
screening test
(MAST)

Selzer
(1971)

a = 0.83–0.93
Test-retest reliability:
r = 0.84–0.96
Content and criterion
validity established

No training necessary
Cost for copies, no fee for
use
Scoring: sum items. Score
between 0 and 3 indicates
no apparent problem, 4
indicates early/middle
problem drinker,
5+ indicates problem
drinker (alcoholism)

25-items
Administration time:
8–10 min
Shorter versions
available with 9, 10
or 13 items

Drug abuse
screening test
(DAST)

Skinner
(1982)

a = 0.86–0.94
Test-retest reliability:
r = 0.71–0.89
Content, construct and
criterion validity
established

No training required
Copyright: no fee for use
Scoring: sum items for
range of 0–28 where
higher scores indicate
more severe problems

28-items
10 and 20 item
versions available
Administration time:
7–10 min
Parallel form to the
MAST
Useful for detecting
problem behaviors
for drugs other than
alcohol

Drug and alcohol
problem
(DAP) quickscreen

Schwartz
and Wirtz
(1990)

a = 0.46
Further indicators of
reliability and validity are
unknown

No training required
Public domain (no cost)
Scoring: sum items for
range of 0–30 where
higher scores indicate
more severe problems

30-items
Administration time:
7–10 min
Primarily used as a
screening tool by
physicians

(continued)
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Table 11.2 (continued)

Measure Author/s
(Year)

Psychometrics Cost, training, scoring Length,
administration time
and additional
comments

Alcohol use
disorders
identification test
(AUDIT)

Saunders
et al.
(1993) and
WHO
(1998)

a = 0.75–0.94
Test-retest reliability:
r = 0.64–0.93
Content, construct and
criterion validity
established

Recommended Training
module: $75.00
Copyright: no fee for use
Scoring: sum items for
range from 0 to 40 where
higher scores indicate
more severe problems

10-items, 3 subscales
Administration time:
2–5 min
Norms based on
heavy drinkers and
alcoholics
Brochure available to
aid with scoring,
interpretation and
intervention approach

Rutgers Alcohol
Problem Index
(RAPI)

White and
Labouvie
(1989)

a = 0.92
Test-retest reliability:
r = 0.83–0.92
Criterion validity
established

No training required
Copyright: no fee for use
Scoring: sum responses to
create a continuous
variable indicating the
frequency of
alcohol-related problems
for a specified time period

18-items
Original version
(23-items)
Administration time:
10–14 min
Norms based on
community
adolescent sample
and inpatient (drug
and alcohol problem)
sample
Validated for use
with polysubstance
users

Young adult
alcohol problems
screening test
(YAAPST)

Hurlbut
and Sher
(1992)

a = 0.83
Test-retest reliability:
r = 0.73 (1 year interval)
Content, criterion and
construct validity
established

No training required
Copyright—no fee to use
Scoring: Responses are
coded yes (1) and no (0),
and summed for a range
of 0–27 where higher
scores reflect more
problem use

27-items
Administration time:
5–7 min.
Used to assess
alcohol problems at
lifetime, past year and
specific time intervals

Drinker inventory
of consequences
(DrInC)

Miller et al.
(1995)

a = 0.70–0.94 (by
subscale for past 3 month
consequences)
Test-retest reliability:
r = 0.79–0.96 (by
subscale and time
interval)
Construct validity
established

No training required
Copyright—no fee to use
Scoring: sum total scale
and each subscale for
comparison with gender
based profiles forms.
Higher scores indicate
higher levels of alcohol
use consequences

50-items, 5 subscales
Brief version
available
Administration time:
10–15 min
Norms based on
inpatient and
outpatient clients
seeking treatment for
alcohol use disorders
Factor structure
unstable across
populations and time
points

(continued)

11 Assessment of Substance Misuse 209



problems. These questions can be adapted for
other drug use, as well, by replacing the word
drinking with drug use, and a morning eye
opener with the drug to get you started in the
morning. The focus of this questionnaire is on
consequences of use related to an individual’s
response to others’ perceptions of his or her use,
resultant feelings, and attempts to quit. Attempts
to change behavior may or may not come from
outside sources (e.g., one’s limited social group)
that, in turn, may cause guilt feelings or cogni-
tively based conflict. The test has demonstrated
marginally acceptable reliability (a = 0.69), but
has shown adequate levels of sensitivity and
specificity to detect alcohol abuse or dependence.

The RAFFT (relax, alone, friends, family,
trouble) test was developed similarly to the
CAGE but as a brief screen for teenagers. It can
be applied to emerging adults as well.
The RAFFT consists of five items (e.g., “Do you
drink to relax, to feel better about yourself, or to
fit in?”) that were not originally intended to work
as a validated scale of drug misuse (Riggs et al.
1989). There has been a dearth of psychometric
validation with the RAFFT measure. However,
Knight et al. (1999) adapted several questions
from the RAFFT, RAPI, and DAP to create a
brief screening of alcohol and other drug abuse

resulting in the nine-item CRAFFT test—which
was later reduced to six-items (car, relax, alone,
forget, family or friends complain, trouble). Items
address riding in a car driven by someone under
the influence, drinking or using to relax, drinking
or using alone, forgetting things while drinking
or using, family or friends telling one to cut
down, and getting into trouble while under the
influence. The CRAFFT has demonstrated good
convergent validity and nearly acceptable inter-
nal consistency (a = 0.68). The items on this
assessment represent neurobiologically based
(drinking to relax), cognitively based (poor
decision-making, as in riding in a car driven by
someone under the influence, forgetting things
while drinking or using), and socially based
(drinking alone) drug use motivations, as well as
interpersonal-based consequences of use (family
or friends telling one to cut down) and larger
social consequences (getting into trouble while
under the influence). Moreover, the CRAFFT is
capable of detecting problems related to alcohol
and other drug use whereas most similar mea-
sures capture alcohol only (Knight et al. 2002).

The Michigan Alcohol Screening Test (MAST)
is a 25-item questionnaire used to screen for
consequences of problematic alcohol use and
perceptions of alcohol-related problems. This

Table 11.2 (continued)

Measure Author/s
(Year)

Psychometrics Cost, training, scoring Length,
administration time
and additional
comments

Inventory of drug
use consequences
(InDUC)

Tonigan
and Miller
(2002) and
Blanchard
et al.
(2003)

a = 0.96 (estimate
excludes 5-item control
subscale)
Test-retest reliability:
r = 0.34–0.93 for specific
scales using lifetime
estimates
Construct validity
established

No training required
Copyright—no fee to use
Scoring: sum total scale
and each subscale where
higher scores indicate
higher levels of drug use
consequences

50-items, 5 subscales
Administration time:
10–15 min
Alternative form to
DrInC for general
drug use
consequences
Recent (InDUC-2R)
and lifetime
(InDUC-2L) versions
of scale available
Scores for
intrapersonal
consequences are not
stable over time
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questionnaire was originally developed to place
drinkers into early (mild impairment), middle
(moderate impairment), and late (severe impair-
ments) stages (or levels of impairment) of alco-
holism (Selzer 1971). This measure can be
self-administered and used to identify abnormal
drinking by addressing social and behavioral
consequences (Selzer et al. 1975). More than a
decade after its introduction, a review of studies
using the MAST concluded that the scale had
acceptable inter-item consistency (Cronbach’s
a = 0.83–0.93), but tended to over diagnose
alcoholism (Gibbs 1983). The SMAST is a
shorter ten-item version that is relatively effective
in discriminating alcoholics from nonalcoholics.
The items are designed to describe extreme
drinking behaviors and to establish the presence
of negative consequences of excessive alcohol
consumption. Examples of discriminating items
are as follows: Have you ever attended a meeting
of Alcoholics Anonymous? Have you ever gone
to anyone for help about your drinking? Have you
ever been in a hospital because of drinking? The
Drug and Alcohol Problem (DAP) Quickscreen
consists of 30 yes/no items and discriminates well
between high-risk and low-risk users (Schwartz
and Wirtz 1990). This assessment was developed
for use by pediatricians to assess for adolescent
alcohol and other drug abuse and includes the
prototypical item: “Has anyone (friend, parent,
teacher, or counselor) ever told you that they
believe that you may have a drinking or drug
problem?” Schwartz and Wirtz (1990) concluded
that four items accounted for 70% of the variation
between high-risk and low-risk users. Further
analyses with these four items (Knight et al.
1999) showed poor internal consistency
(a = 0.46), which is to be expected, as it was not
intended as a stand-alone scale.

The Drug Abuse Screening Test (DAST;
Skinner 1982) can be self-administered as a
screener of consequences and problem experi-
ences from drug abuse and dependence. The
scale has demonstrated good internal consistency
(a = 0.86–0.94). Additionally, research has

found the ten-item version (DAST-10) to have
comparable reliability in addition to strong cri-
terion validity (r = 0.31–0.39) and construct
validity (r = 0.40; Yudko et al. 2007).

The Alcohol Use Disorders Identification Test
(AUDIT), developed by the World Health Orga-
nization, is an index of consequences and prob-
lems experienced from drinking over the past year
(Saunders et al. 1993). The AUDIT can be
administered by a clinician orally at initial
screening, or as a self-report measure for
researchers. Three questions assess quantity and
frequency of use, 4 questions assess alcohol-
related problems, and three questions assess
dependence symptoms (alpha range, 0.75–0.94;
Babor et al. 1992; Saunders et al. 1993). After
summing responses for the ten items, the practi-
tioner can determine a risk level and employ
suggested intervention strategy. For example, an
individual with an AUDIT score 16–19 would
have a “zone III” risk and it would be recom-
mended to intervene with simple advice in addi-
tion to brief counseling and continued
monitoring. The AUDIT has very good psycho-
metric properties (e.g., sensitivity, specificity, and
internal consistency) and the measure has been
validated across a wide range of populations (see
Allen et al. 1997; Connors and Volk 2003;
Reinert and Allen 2007). Test–retest reliabilities,
assessed over varied timeframes, yield a median
coefficient alpha of 0.83 (range 0.64–0.93).

The original Rutgers Alcohol Problem Index
(RAPI; White and Labouvie 1989) consists of 23
items that address consequences of alcohol use
related to psychological functioning, delin-
quency, social relations, family, physical prob-
lems, and neuropsychological functioning.
Shorter versions of the measure are available
(Earleywine et al. 2008) and the measure has
been considered a reliable and valid estimate of
other drug use consequences (Ginzler et al.
2007). In addition to strong internal consistency
(a = 0.92), the original measure has been found
to correlate highly with DSM-III-R criteria for
alcohol use disorders (r = 0.75–0.95; White and

11 Assessment of Substance Misuse 211



Labouvie 1989), and recent evidence showed it
significantly correlates with DSM-IV abuse and
dependence criteria (r = 0.31–0.82; Ginzler et al.
2007).

Hurlbut and Sher (1992) developed the
27-item Young Adult Alcohol Problems Screen-
ing Test (YAAPST) to capture alcohol-related
problems in college-aged populations, and Kah-
ler et al. (2005) later developed a briefer version
(24-item). Participants are asked to recall past
year and lifetime alcohol-related consequences
using a yes/no format. While advantageous for
rapid data collection, this approach does not
allow investigators to detect the frequency of
individual consequences. Reliability of the mea-
sure is good (Cronbach’s alpha = 0.83) and the
measure has demonstrated good test–retest reli-
ability (r = 0.73) for assessing past year
consequences.

The Drinker Inventory of Consequences
(DrInC) is a self-administered 50-item measure
of the adverse consequences of alcohol use that
has demonstrated acceptable reliability estimates
across the different subscales (a = 0.70–0.94).
The briefer Short Index of Problems (SIP) is a
15-item scale that demonstrated weaker, albeit
acceptable, internal consistency in the original
study (Miller et al. 1995; Forcehimes et al. 2007).
Both the DrInC and the SIP are significantly
correlated with daily drinking (r = 0.36 and 0.35,
ps < 0.001, respectively) supporting it as a valid
measure of alcohol behavior (Forcehimes et al.
2007). It is parallel form; the 50-item Inventory
of Drug Use Consequences (InDUC; Tonigan
and Miller 2002; Blanchard et al. 2003) was
designed as a standardized measure of alcohol
and other drug use consequences. The measure
includes the same five scales as the DrInC mea-
suring (1) impulse control, (2) social responsi-
bility, (3) physical, (4) interpersonal, and
(5) intrapersonal consequences. Similar to other
drug use consequence scales, this measure
excludes topics related to pathological use,
dependence symptoms (i.e., craving) and intent
to seek treatment. The InDUC has been shown to
effectively measure the severity of drug use
consequences over time (a = 0.96; Tonigan and

Miller 2002). The Short Index of
Problems-Alcohol and Drugs (SIP-AD) is a
15-item brief scale that demonstrated comparable
internal consistency to the original scale, good
concurrent, and discriminant validity that is also
sensitive to detecting change in negative conse-
quences over time.

11.5.1 Strengths and Weaknesses
of Using Brief
Assessments of Alcohol
and Drug Use
Consequences

These brief assessments of alcohol and drug use
consequences have provided researchers with a
rapid assessment of possible drug misuse that can
be used as preliminary evidence to conduct more
extensive assessments. Additionally, the short
length and high correlation to longer and more
complex assessment tools make them desirable
candidates for researchers to use in longer survey
batteries where alcohol and drug misuse is a
topic of investigation. In fact, recent work has
even demonstrated that the AUDIT and DAST
measures are equally, and sometimes superior, at
identifying substance dependence compared to
lengthier inventories (Saitz et al. 2014). These
initial findings present a unique opportunity to
extend the use of these measures for research and
clinical purposes.

The measurement of negative consequences
has focused almost exclusively on alcohol use
with scales available for other drugs (such as
marijuana) only becoming available in the past
decade. No measures exist, to the knowledge of
the authors, which aim to capture unique conse-
quences experienced by polydrug users. The
limited items included in these measures allows
for the possibility of overlooking symptoms or
behaviors that may be present. For example, an
individual may be experiencing a number of
intrapersonal complications as a result of their
drug use (i.e., depression, anxiety, suicidal
ideation, etc.), but these may not have manifested
as overt behavioral dysfunctions. As the majority
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of these brief scales are interested in interper-
sonal consequences of drug use, individuals
experiencing a wealth of intrapersonal, but not
interpersonal, consequences may be overlooked
in the screening process. Second, the
cross-sectional assessment of drug use conse-
quences has several limitations. Social conse-
quences such as unemployment, arrest, or social
isolation may be scarce if the individual has
already experienced these as a result of their drug
use behavior prior to the time frame of the
assessment (i.e., past 3 months, past 6 months,
past year, etc.). Another major weakness of these
measures has been the lack of cross-cultural
validation studies. Cultural attitudes toward
defining drug misuse may vary based on the
social acceptance of a drug (for example,
smoking tobacco is a traditional and ceremonial
practice in Native American populations), and
appraising drug use consequences—the focus of
these measures—may reflect culturally oriented
attitudes and beliefs. For example, it is more
acceptable to be somewhat intoxicated in public
in places like Denmark where the cultural norms
are more acceptable of social drinking than many
areas of the U.S. (Grønkjær et al. 2011). As such,
these brief assessments should be used with
caution when working with culturally heteroge-
neous populations until more work has been
compiled that demonstrates the cross-cultural
validity for specific measures. Moreover, these
brief scales assessing the type and frequency of
alcohol and drug use problems should be con-
sidered in light of two important variables: sub-
jective evaluation of events and the experience of
“positive” consequences such as relieving stress.
Some consequences of drug use are taken more
seriously, perhaps more likely resulting in a drug
use disorder diagnosis and precipitating the
ushering of people into treatment. For example,
being arrested for an income-generating crime,
such as armed robbery as a result of a drug
addiction, is obviously a societal, legal problem
—one that is placed on the public record, and one
in which the perpetrator is likely to be restrained
by agents of the public. Yet, if individuals have
experienced no legal consequences related to
their use, and no obvious interpersonal problems,

they are less likely to become identified as drug
misusers or diagnosed as drug abusers. Also,
there has been a dearth of literature focusing on
the experience of positive versus negative alco-
hol and drug use consequences. Suppose an
individual reports experiencing an improved
mood, enhanced social skills and general levels
of elation when under the influence of a chosen
substance. Their cognitive appraisal of associated
negative consequences may be less severe com-
pared to a third party (researcher or clinician)
evaluating objective measures of frequency and
duration of those alcohol or drug-related negative
consequences. Finally, McHugh et al. (2014)
have cautioned that many of these measures are
written above the recommended reading-grade
level (5th or 6th grade), and may not be partic-
ularly useful for low literacy populations.

11.6 Comprehensive Assessment
Inventories of Alcohol
and Drug Misuse

Unlike the structured brief inventories of drug
use consequences, the comprehensive assessment
aims to collect exhaustive information related to
an individual’s drug use behavior, possible
physical, and psychiatric comorbidities and other
pertinent factors including information related to
demographic information, living situation, con-
text of drug use, etc. Table 11.3 presents the
information for the comprehensive measures
described below.

Comprehensive Assessments for Adult
Populations

The Alcohol Use Inventory (AUI; Horn et al.
1986, Littrell 1991; Rychtarik et al. 1998) is a
228-item multiple-choice self-report inventory. It
was systematically developed to measure alcohol
problems and has demonstrated strong content,
construct, and criterion validity. There are 24
subscales with 17 primary scales characterizing
individuals along various dimensions with
internal consistency ranging between subscales
(a = 0.57–0.88). The dimensions are grouped
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Table 11.3 Summary of comprehensive assessment measures commonly used to assess alcohol and drug misuse

Measure Author
(Year)

Reliability and
validity

Cost and training Length, administration
time and additional
comments

Alcohol use
inventory (AUI)

Wanberg
et al. (1977)

a = 0.57–0.88 (by
subscale)
Test-retest
reliability: r = 0.54–
0.89
Content, construct
and criterion validity
established

No training required
Copyright costs:
10 test bundle: $47.00
50 manual score
sheets: $33.50
User’s manual: $41.50
AUI manual: $52.00
Computerized scoring
available for additional
fee
Scoring: sum subscale
totals and compare to
normative references
for classification

228 items, 24 subscales
Administration time:
35–60 min
Good for monitoring
change in alcohol use
behavior over time

The MacAndrew
alcoholism
scale-revised

MacAndrew
(1965, 1989)
and Butcher
et al. (1989)

a = 0.45 (females)
and 0.56 (males)
Test-retest
reliability: r = 0.78
(females—1 week)
and 0.62 (males—
1 week)
Criterion and
construct validity
established

No training required
for administration of
stand-alone version
Copyright costs vary
by scoring (manual vs.
computerized) and
scales included
(stand-alone vs.
MMPI-2 complete
measure)
Scoring: sum items for
range of 0–49 with
recommended cutoff of
28 indicating need for
further assessment

49-items
Administration time:
8–10 min (stand-alone
scale)
Embedded in the
Minnesota Multiphasic
Personality Inventory
(MMPI-2), but can be
administered separately
Reliability and validity
estimates are of
questionable
acceptance

Chemical
dependency
assessment profile

Davis et al.
(1989) and
Harrell et al.
(1991)

a = 0.78–0.88
Test-retest
reliability: r = 0.65
and higher (per
subscale—
individual
correlation
coefficients not
reported)
Content and
construct validity
established

No training required
Copyright costs:
$20.00 for bundle of
20 tests
Software available for
report generation and
subscale scores
Scoring: sum items in
each domain where
higher scores indicate
greater problem
severity

232-items, 11
dimensions
Administration time:
30–45 min
Limited normative
sample for
interpretation purposes
(n = 86)

Inventory of
drinking
situations

Annis (1982,
1987)

a = 0.87–0.96
(varies by subscale)
Test-retest measures
unknown for full
scale
Content and
construct validity
established

No training required
Copyright costs:
User’s guide: varies by
vendor
30 questionnaires:
$16.45
Referred to as “IDTS
Alcohol questionnaire”
Scoring: sum
subscales with higher
scores indicating
heavier drinking in
specific situations

100 items, 8 subscales
42-item brief version
available and becoming
more commonly used
than full scale
Administration time:
20–30 min for full
scale

(continued)
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Table 11.3 (continued)

Measure Author
(Year)

Reliability and
validity

Cost and training Length, administration
time and additional
comments

Inventory of drug
taking situations

Annis et al.
(1992)

a = 0.70–0.95
(varies by subscale)
Test-retest reliability
unknown
Content and
construct validity
established

No training required
Copyright costs:
User’s guide: $34.95
30 questionnaires:
$16.45
Computerized version
available for fee that
includes scoring
Scoring: sum
subscales with higher
scores indicating
heavier drug use in
specific situations

50 items, 8 subscales
Administration time:
10–15 min
Norms based on
specific gender and age
group

Substance abuse
subtle screening
inventory
(SASSI)

Miller and
Lazowski
(1999)

a = 0.93
Test-retest
reliability: r = 0.61–
0.66 (varies by time
and independent
study)
Criterion validity
established

No training required
Copyright costs:
$3.00 per copy
Computer
administration and
scoring available for
fee
Scoring: varies by
scale, but typically
performed on an
additive scale with
higher scores
indicating greater
substance use or other
domains of interest

93-items (adult
version)
100-items (adolescent
version)
Administration time:
10–15 min
Feldstein and Miller
(2007) provide a
critical review of the
measure’s reliability,
validity and efficacy

Drug use
screening
inventory-revised
(DUSI)

Kirisci et al.
(1995) and
Tartar and
Kirisci
(2000)

KR20 = 0.76 (males
—average), 0.72
(females—average)
Split half reliability:
0.76 (males) and
0.67 (females)
Content, criterion
and construct
validity established

No training required
Copyright costs: $2.00
per questionnaire,
price for computerized
scoring available from
company
Scoring: sum lie scale
to determine validity
of responses, then sum
each subscale followed
by summing all
subscale scores for a
“global” estimate of
problems

159 items, 11 subscales
Administration time:
20–40 min
Adolescent and adult
versions are
homologous making
longitudinal
comparisons possible
Can be used to develop
a “ranking” of severity
from 0 to 100%

Problem oriented
screening
instrument for
teenagers
(POSIT)

Rahdert
(1991)

a = 0.45–0.79
(varies by domain
and study)
Test-retest
reliability:
K = 0.40–0.75
Content and
construct validity
established

No training required
No copyright, free to
use
Two scoring systems
available—see NIDA
documentation for
details

139 items, ten domains
Administration time:
20–30 min
Empirically derived
cutoff scores for each
domain available to
distinguish low,
medium and high risk
using new scoring
system

(continued)
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according to benefits from drinking, drinking
styles, drinking consequences, and concerns
about and recognition of a drinking problem. The
primary scale factors include the following:
(1) drinking to improve sociability; (2) drinking
to improve mental functioning; (3) drinking to
manage or change mood; (4) drinking to cope
with marital problems; (5) gregarious versus
solitary drinking; (6) obsessive-compulsive
drinking or constantly thinking about drinking;
(7) continuous, sustained drinking; (8) loss of
behavior control when drinking; (9) social-role
maladaptation; (10) perceptual withdrawal
symptoms such as alcohol hallucinosis and
delirium tremors; (11) somatic or physical with-
drawal (e.g., shakes, hangovers, convulsions);
(12) drinking provokes marital problems;
(13) quantity of alcohol used; (14) post-drinking

worry, fear, and guilt; (15) external support to
stop drinking; (16) ready to quit; and
(17) recognition of drinking problems.

The AUI primary scales often identify three
general profiles of problem drinkers: low
impairment problem drinkers, medium impair-
ment problem drinkers, and high impairment
problem drinkers (Rychtarik et al. 1998, 1999).
Low impairment problem drinkers are likely to
show a later onset of problem drinking and seek
treatment as outpatients. They also are likely to
be relatively successful in their social and voca-
tional lives. The medium impairment problem
drinkers are similar to the first type of drinker in
that they show relatively good social adjustment.
However, they are more likely to report a history
of physical, emotional or sexual abuse, and
depression. Finally, the high impairment drinkers

Table 11.3 (continued)

Measure Author
(Year)

Reliability and
validity

Cost and training Length, administration
time and additional
comments

Personal
experience
inventory (PEI)

Winters and
Henly
(1989)

a = 0.83–0.97
(varies by subscale)
Inter-rater
agreement: r = 0.82
Content, criterion
and construct
validity established

Training not required,
but available to
“qualified professional
users” defined by the
APA ethical standards
Copyright costs:
$165 per kit (five
administrations and
includes user’s manual
and computerized
scoring/interpretation)
Scoring: computerized
—consult user’s
manual

276 items, 27 subscales
Administration time:
60–90 min
Adult version available

American drug
and alcohol
survey (ADAS)

Oetting et al.
(1999)

a = 0.73–0.96
(varies by study)
Content and
construct validity
established

No training required,
measure comes with
instructions
Costs: varies by order,
survey: $0.80–$1.10,
score report: $75–$200
Scoring: performed by
developer (RMBSI,
Inc.)

57 items
Administration time:
30–50 min
Different versions
available depending on
age of population
(Children’s version for
students in 4th–6th
grade; Adolescent
version for students in
6th–12th grade)
Supplemental survey
material available for
prevention planning
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show the greatest social and vocational impair-
ments, high levels of previous physical, emo-
tional, or sexual abuse, highest levels of
sustained drinking, and highest levels psy-
chopathology (i.e., depression, anger, or
sociopathy).

The MacAndrew Alcoholism Scale/Revised
(MAC/MAC-R; MacAndrew 1965, 1989) is a
subscale of the Minnesota Multiphasic Person-
ality Inventory (MMPI), a standardized ques-
tionnaire developed by Hathaway and McKinley
(1943) to assess psychopathology. The strength
of this inventory is that it can be used to help rule
out possible psychopathology when given in
conjunction with the entire MMPI-2 scale—an
important decision when investigating the cause
of maladaptive behaviors such as drug misuse.
However, the reliability of the scale is question-
able for both females (a = 0.45) and males
(a = 0.56). Some profiles characterize alcohol
and/or drug abuse as a form of self-medication
for depression (e.g., the 24/42 scale). The
MAC/MAC-R consists of 49 items that differ-
entiate between alcoholic patients and nonalco-
holic psychiatric patients (Clopton 1978; Clopton
et al. 1980; Svanum et al. 1982). The scale also
has been found to help identify individuals who
are at risk for developing alcohol-related prob-
lems (McCourt et al. 1971). One limitation of the
scale is that it does not effectively differentiate
alcohol abusers from other drug abusers (Burke
and Marcus 1977). Additionally, female alco-
holics consistently obtain higher scores than
males with similar difficulties (Butcher and
Owen 1978). Higher scores suggest potential
drug abuse but are also suggestive of extraver-
sion, assertiveness, risk-taking, and the possibil-
ity of having experienced blackouts and difficulty
concentrating. Low scores are suggestive of
introversion, conformity, and low
self-confidence, as well as being contraindicative
of drug abuse. The MAC was placed in the
comprehensive assessment section assuming it is
administered as part of the MMPI. Other sub-
scales on the MMPI can help researchers or
clinicians identify other psychological problems
that are associated with or underlie drug misuse.
Additional research with the scale led to

speculations regarding the content and predictive
validity for use with different populations and
different cutoff scores (24 vs. 28) (Stein et al.
1999). Researchers have since developed addi-
tional, complimentary, forms for detecting alco-
holism and drug abuse with the MMPI-2, the
39-item Addiction Potential Scale (APS) and the
13-item Addiction Acknowledgement Scale
(AAS) (Weed et al. 1992).

The original Chemical Dependency Assess-
ment Profile (CDAP) is a 232-item
multiple-choice, true/false, and open-ended
self-report questionnaire used to assess sub-
stance use, dependence problems and treatment
needs among adolescents and adults (Davis et al.
1989). Further analysis of a modified version of
the instrument—including only the
multiple-choice and true/false items—revealed
dimensions of dysfunction addressing
quantity/frequency of use, physiological symp-
toms, situational stressors, antisocial behaviors,
interpersonal problems, affective dysfunction,
treatment attitudes, impact of use on life func-
tioning, and expectancies (Harrell et al. 1991).
Original findings indicate good internal consis-
tency (a = 0.78–0.88), but normative data was
only based on a sample of 86 individuals. This
assessment is unique in that it taps into neuro-
biologically based, cognitively based, and
socially based drug use motivations and conse-
quences for alcohol users, nonalcohol drug users
and polydrug users.

The Inventory of Drinking Situations (IDS;
Annis 1982) or the alternative Inventory of Drug
Use Situations (Annis et al. 1992) assesses the
contextual aspects of alcohol or other drug use
and provides information about relapse situa-
tions. This inventory consists of either 42 or 100
items—with eight subscales—to evaluate
drinking/drug use situations, including unpleas-
ant emotions, physical discomfort, pleasant
emotions, testing personal control, urges and
temptations, conflict with others, social pres-
sures, and pleasant times with others. While the
measure does not directly measure alcohol mis-
use behavior, it provides a unique and compre-
hensive perspective into the ecological patterns
of alcohol use behavior.
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The Substance Abuse Subtle Screening
Inventory (SASSI) consists of 81 items and ten
scales (face valid alcohol, face valid other drugs,
family-friends risk, attitudes, symptoms, obvious
attributes, subtle attitudes, defensiveness, sup-
plemental addiction measures, and correctional).
It is not clear, however, that the different scales
measure empirically distinct phenomena as
indicated by high internal consistency across
studies for direct but not indirect (subtle) mea-
sures (Feldstein and Miller 2007). The face valid
content measures show the best convergence
with interview-based measures on substance use
impairment (Nishimura et al. 2001; Rogers et al.
1997). Studies on the specificity of SASSI sug-
gest that it may produce a higher rate of false
positives when used for diagnostic purposes
(Feldstein and Miller 2007).

The Drug Use Screening Inventory (DUSI;
Tarter 1990) is a self-report inventory which
consists of 149 items (the revised version, the
DUSI-R, consists of 159 items) and is used to
quantify problems in ten areas, including alcohol
or other drug use, behavior problems, health
status, psychiatric disorders, social competence,
family adjustment, school adjustment, peer rela-
tions, and leisure/recreational time. The scale
demonstrated good internal consistency for males
(KR20 = 0.76) and females (KR20 = 0.72) and
has been shown to be a valid measure of drug
misuse in normal and clinical populations (Tarter
and Hegedus 1991). An adolescent version is
also available (Tarter et al. 1992) that is adequate
at discriminating between normal and clinical
drug users based on the DSM-III criteria for a
psychoactive substance use disorder (Kirisci
et al. 1995).

11.6.1 Comprehensive Assessments
for Adolescent
Populations

The Problem Oriented Screening Instrument for
Teenagers (POSIT) is a 139-item
self-administered yes/no questionnaire that was
developed by the National Institute on Drug
Abuse as part of their Adolescent

Assessment/Referral System (Rahdert 1991).
The POSIT contains ten scales: substance
use/abuse, physical health status, mental health
status, peer relations, family relations, educa-
tional status, vocational status, social skills, lei-
sure and recreation, and aggressive
behavior/delinquency. This measure has good
convergent validity, internal consistency, and
test–retest reliability and it takes 20 min to
complete. This measure takes into account all
four etiologic domains presented in this text.

The Personal Experience Inventory (PEI;
Winters and Henly 1989; Winters et al. 1993) is a
multidimensional questionnaire used for detec-
tion of problem consequences and potential risk
factors associated with diagnostic classification
of substance use disorders in adolescent popu-
lations (Guthmann and Brenna 1990). This
276-item questionnaire helps to quantify level of
involvement with a variety of drugs and the
severity of problems in personal, family, and
psychosocial domains. The scale also presents
individuals with questions related to cognitive,
social, and immediate environmental impacts of
their drug use in addition to items concerning
social reinforcement to maintain drug use.
A variation of this inventory also exists for adults
(Winters 1999).

The American Drug and Alcohol Survey
(ADAS) is a 57-item questionnaire used by
school systems to identify patterns of substance
use and abuse (Oetting et al. 1999). Two versions
of the scale are available depending on the age of
the school children. The “Children’s form” is
used with students in 4th–6th grade and measures
alcohol and drug prevalence (for five sub-
stances), lifetime/annual/past 30-day use, and
information regarding peer, family and school
variables associated with use. The “Adolescent’s
form” is used with students in 6th–12th grade
and measures alcohol and drug prevalence (for
21 substances), lifetime/annual/past 30-day use,
perceived availability, peer and family variables,
drug use consequences, perceived harm, location
of drug use, high-risk drug behavior, and future
intent to use drugs. The scale has demonstrated
good to excellent internal consistency (a = 0.72–
0.97) and has been validated with minority

218 T.J. Grigsby et al.



student populations (Ezell and Burrell 2011).
Supplemental measures are also available to
assist schools with conducting a needs assess-
ment for preventive intervention and community
readiness. A potential limitation of the scale is
that the developer must perform scoring as no
instructions are provided with testing materials;
however, researchers can request a data file for
further analysis.

11.6.2 Strengths and Weaknesses
of Using Comprehensive
Inventory Assessments

The primary advantage of employing an
exhaustive inventory assessment is the compre-
hensive nature of the measures. This can be an
advantageous alternative to interview assess-
ments in clinical settings where the clinician to
patient ratio is extremely low. These measures
are also useful for researchers with limited time
to develop survey batteries to collect detailed
information in multiple domains of functioning.
Furthermore, several of these assessments are
also commonly used to assess other psychologi-
cal illnesses that allows for the detection and
treatment of those with comorbid conditions.

Unfortunately, many of these inventories
consist of one hundred or more items that may
lead respondents to disengage from the assess-
ment and begin responding in random or
incomprehensible patterns (Meade and Craig
2011). Moreover, these inventory assessments
are also vulnerable to the self-report limitations
described earlier, and the administrator may have
to consider collecting corroborative information
to verify the responses collected. Constructing a
well-balanced and psychometrically valid com-
prehensive questionnaire is a tedious and time
consuming task vulnerable to a number of biases
that can weaken its validity as a diagnostic tool
(Choi and Pak 2005). However, the data gener-
ated from comprehensive assessments can be
extremely useful for detecting patterns of drug
use problems over disparate combinations of
drug use (i.e., polysubstance use). To date, there
has been little work examining how patterns of

drug use are related to specific patterns of drug
use problems, but data generated from these
measures can be very useful for this purpose.
Understanding these patterns has the potential to
increase the sensitivity and specificity of
screening procedures in clinical settings that can
ultimately influence diagnosis and prognosis for
individual treatment regimens.

11.7 Biochemical Assessments
of Drug Misuse

Biochemical screening methods can play an
important role in assessment and treatment of
adolescents and adults with substance use prob-
lems.3 For initial drug use screening, the most
commonly used tests are immunoassays (e.g.,
radioimmunoassay, enzyme immunoassay, and
fluorescence polarization immunoassay).
Immunoassays involve the measurement of
labeled and unlabeled antigen (drug or metabo-
lite) and antibody interactions (Goldberger and
Jenkins 1999) collected from urine, blood, or hair
samples. In drug testing, the antigen is a drug or
metabolite and its corresponding labeled analog,
and the antibody is a protein grown in an animal
and directed toward a specific drug, metabolite,
or group of similar compounds. More selective
screening assays used for confirmation include
gas chromatography/mass spectrometry
(GC/MS), gas chromatography (GC), and
high-performance liquid chromatography
(HPLC). Chromatography consists of a variety of
techniques used to separate mixtures of drugs,
their metabolites, and other chemicals into indi-
vidual components based on differences in rela-
tive affinity for a mobile phase and a stationary
phase.

Positive test results for any substance are
generally confirmed by a second test on the same
urine sample, using a different analytic method.
Alternative methods to urine analyses are hair,
saliva, and blood analyses although these analy-
ses are typically more expensive. These tests
provide validation of the accuracy of

3See also Chap. 14 in this volume
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self-reported substance use when properly con-
ducted and when the results are properly inter-
preted to minimize errors (e.g., false-positive or
false-negative test results). Previous work has
found that self-report of drug use is concordant
with immunoassay measurements in drug using
populations (Denis et al. 2012), although others
have found underreporting and over-reporting to
be a function of drug of choice and population
characteristics (Zanis et al. 1994; Chermack et al.
2000). Biochemical assessment of drug use may
also be used among adolescents and emerging
adults to initiate early treatment, to rule out other
possible illness or potential health problems
when individuals are brought into the emergency
room, to facilitate fair play in sports and schol-
arship, and to provide legal reasons to prove
one’s innocence (see Sussman and Ames 2001).

The Breathalyzer measures the blood alcohol
concentration (BAC) of an individual using
expired carbon monoxide air samples. It is a
commonly used tool by law enforcement to
assess possible alcohol intoxication by drivers,
and can be used as evidence in future legal
proceedings. The Breathalyzer collects an
exhaled air sample from the individual via a
mouthpiece connected to a tube leading to a
chamber in the device connected to a vile con-
taining sulfuric acid, potassium dichromate, sil-
ver nitrate, and water. The sulfuric acid removes
the alcohol from a gas to liquid state where it
reacts with the potassium dichromate to a new
chemical formulation. In professional grade
models, fuel cells generate an electrical current to
compare the chemical levels in the collection vial
to a second vial of an unreacted mixture in the
device. The higher the discordance in chemical
status is evidence of a higher concentration of
alcohol collected from the air. Research has
evidenced that this technique correlates highly
with concurrent blood samples (r = 0.98) (Peleg
et al. 2010).

Expired carbon monoxide (CO) air samples
can also be used to collect and immediately
assess for tobacco use, with a relatively short
half-life (3–5 h). Thiocyanates (SCN) are found
in body fluids, partly as a result of detoxification
of hydrogen cyanide in cigarette smoke (Luepker

et al. 1981), and have a half-life of 10–14 days.
However, SCN levels can be inflated by cyano-
genic foods, such as cabbage, and can be influ-
enced by factors that change intercellular fluid
volume. The measurement of cotinine, a major
metabolite of nicotine, is a more precise measure
of nicotine intake and has a half-life of 30 h (2-
to 4-day detection period). A positive test with
CO paired with a negative cotinine test could
indicate marijuana use.

11.7.1 Measuring Genetic
Susceptibility

Over the past decade, researchers have taken an
interest in the measurement of genetic vulnera-
bility to drug use, abuse and addiction. While it
is generally accepted that health behavior is a
function of the interaction between genetic and
environmental influences, researchers have
begun to estimate the genetic influence for drug
use behavior. Interestingly, the degree of genetic
influence is specific to classes of drugs and due
to variation in numerous genes in the human
genome (see Kreek et al. 2005 for review).
Research continues to identify genetic variations
that contribute to drug use and abuse through
genome-wide association studies (GWAS)
(Bierut et al. 2010; Tobacco and Genetics Con-
sortium 2010; Hall et al. 2013; Vrieze et al.
2013), and this work presents a unique oppor-
tunity for transdisciplinary efforts to preclude
drug misuse as discussed below.

11.7.2 Strengths and Weaknesses
of Using Biochemical
Measures of Drug
Misuse

Biochemical assessments provide accurate and
objective information regarding the type and
amount of a particular drug that is present in the
body at the time of measurement. Urine
immunoassays have been a popular biochemical
method of assessing level of drug use as a cheap
and effective method of corroborating self-report
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information. However, this method is not without
its limitations. Detection of drug metabolites is
dependent on the sensitivity of the assay used.
Drug concentrations are highest several hours
after drug use and decrease to undetectable levels
over time. The length of time a drug or its
metabolites can be detected in urine is referred to
as the retention time. Retention times differ
according to (1) the type and amount of drug
consumed, (2) whether use is occasional or
chronic, (3) the method of drug use, (4) individ-
ual metabolic rates and excretion, (5) diet,
(6) acidity of the urine, (7) fluid intake, and
(8) the time of day (Moeller et al. 2008).

Generally, the length of time drugs stay in the
body varies across drug types. For example,
cocaine and some hallucinogens (e.g., LSD) are
present in the body 12–48 h.Drugs that are present
in the body 1–3 days include methadone, opiates
(heroin, morphine, codeine), proposyphene (Dar-
von), methaqualone (Quaalude), barbiturates
(e.g., Phenobarbital), and amphetamines (crystal,
ice, crank, methamphetamines; 1–2 days). Phen-
cyclidine (PCP) used occasionally remains present
in the body for 1–8 days, whereas when chronic
use is present, PCP remains in the body up to
30 days. Finally, cannabinoids (marijuana) used
occasionally are present in the body for 1–7 days,
whereas daily chronic use causes cannabinoids to
remain present in the body for 1–6 weeks (Moeller
et al. 2008).

Evidence has also suggested that false positive
rates are more common with certain drugs, par-
ticularly benzodiazepine, than others—such as
marijuana and crack cocaine use (Vincent et al.
2006). Prescription and nonprescription drug use
may also contribute to false-positive rates and
should be considered during the screening pro-
cess (Brahm et al. 2010). In accordance with
previous conclusions, it is recommended that
additional “confirmatory” testing be performed in
lieu of drawing definitive conclusions from
urine-based assessments. Of course, these more
comprehensive biological tests may not be
available for rapid assessment that may limit the
researcher in making a final decision about the
participant’s drug use status.

In addition to these limitations of popular
biological drug screening methods, there has
been little to no work that has attempted to
determine how these measures correlate to the
definition of drug misuse provided at the begin-
ning of the chapter. This is a challenging task
given the heterogeneity of biological responses
to drugs between individuals. Whereas new drug
users may achieve a high from a small amount of
some drug, the experienced user may require a
dose two to three times greater due to an accu-
mulated biological tolerance. As such, while the
biochemical assessment may indicate the expe-
rienced user has more drugs in their system, they
may be experiencing fewer intrapersonal or
interpersonal difficulties relative to a new user.
Despite these limitations, the continued research
of drug concentration levels is not without merit
as it can be useful in predicting outcomes and
improving treatment decisions for drug using
patients in clinical and natural settings beyond
self-report measures of drug use (Isbister 2010).
For example, the installation of Breathalyzer
enabled ignition interlock devices can assess the
level of alcohol in a driver’s system before
allowing the car to operate. If judged to be
beyond the legal limit, it can prevent the indi-
vidual from driving under the influence of alco-
hol—a common and dangerous form of alcohol
misuse.

11.8 Multimodal Assessment
and Concordance
of Self-Report, Interview,
and Biochemical Assessments
of Drug Misuse

Multimodal assessment is a technique where
drug use data is collected concomitantly using
self-report, biological and observational meth-
ods. The portal survey technique (Voas et al.
2006; Kelley-Baker et al. 2007) is a multimodal
assessment procedure that is being primarily used
in field research with high-risk alcohol, and other
drug using participants. The rationale for devel-
oping this technique stemmed from limitations of
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collecting self-report data emerging adult partic-
ipants (Kelley-Baker et al. 2007). The obvious
limitation is that self-report data tends to under-
estimate individual and population level drug use
as survey responses are collected anonymously
to protect the confidentiality of participants. This
measurement strategy is useful in field research
—for example, emerging adult populations are
difficult to track and generally neglected in
research with the exception of samples that come
from college attending or stable, employed
individuals. Moreover, the portal survey method
is especially useful in environments known to
encourage alcohol or other drug use—defined as
high-risk settings—where the where access to
participants is defined and limited by the setting
in question (i.e., bar, sporting event, night club,
etc.). Multimodal assessment techniques are
gaining popularity in field research for the rea-
sons outlined above, but the research community
would benefit from understanding the potential
weaknesses of this approach.

Perhaps the issue of greatest concern sur-
rounds concordance rates of measures
(self-report vs. biological vs. interview). When
discordant information is collected, the
researcher must decide what information can be
considered valid and used for statistical analysis.
The study of concordance rates emerged as sci-
entists attempted to develop biological measures
to detect drug use to use as a corroborative form
of evidence when collecting self-reported drug
use. Despite increased sophistication in biologi-
cal assessments, concordance rates are seldom, if
ever, perfect. This is especially concerning in
“high risk” environments where multimodal
assessment would be used. For instance, Johnson
et al. (2009) collected self-report and saliva
samples from young adults attending an elec-
tronic dance music event (i.e., a rave) where drug
use is prevalent. They measured cocaine, mari-
juana, and amphetamine use—due to their
prevalence in club settings—and found that only
41% of participants with drugs present in their
system reported drug use. Encountering

discordant information between biological and
self-report measures of drug use can be attributed
to several factors working independently or in
combination. First, the honesty of the participant
may be a function of individual drug use pattern.
For example, Ledgerwood et al. (2008) found
that biological assessment, via a hair sample, was
more accurate than self-report at detecting past
90-day cocaine use but was not more advanta-
geous than self-report when measuring mari-
juana, opiates, or methamphetamine use. Of
course, this limitation is influenced by larger
sociopolitical factors. In particular, it is likely
that individuals are less inclined to self-report
illicit “hard” drug use given the legal ramifica-
tions and social stigma associated with use.
Research investigating more commonly used and
socially acceptable drugs (e.g., alcohol, tobacco,
marijuana) has yielded stronger concordance
rates between self-report and biological mea-
surements (Nichols et al. 2014). Second, some
biological assessments, such as hair samples, are
not accurate at detecting polydrug use unless a
large sample is taken (Ledgerwood et al. 2008).
Third, biological assessments are not ideal in
households, or other environments, where non-
drug using individuals are exposed to airborne
byproducts of drug use as contaminants can lead
to inflated false-positive rates (Delaney-Black
et al. 2010). Although this is not true for all
biological assessment tools this should be taken
into consideration by researchers prior to
analysis.

Similar concerns exist when comparing
self-report measures to face-to-face interview
collection strategies. Stone and Latimer (2005)
investigated the concordance rates of these
strategies in a sample of adolescents and found
strong correlations in the reporting of alcohol and
marijuana use with average correlations of 0.72
and 0.81, respectively. However, they noted that
participants reported higher frequency of use
when data was collected in an interview format.
One may conjecture that participants are more
likely to respond honestly when they believe the
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method demonstrates a more direct “pipeline” to
the truth (e.g., interview or biochemical) com-
pared to self-report questionnaires (Sussman and
Ames 2008).

11.9 Practical and Ethical Issues
to Consider When Measuring
and Assessing Drug Misuse
from Secondary Data Sources

The collection and analysis of drug use data
poses several ethical and practical challenges
related to the source of the data, the character-
istics of the patients/participants and in choosing
appropriate measures to achieve research goals.
While U.S. government-funded national datasets
are available to researchers at no charge,
accessing and utilizing data from clinical settings
poses several challenges. Trust issues between
community-based organizations and research
institutions are not a new phenomenon. In fact,
many have described trust issues and provided
recommendations for quelling possible problems
that arise in research-community collaborations
(Israel et al. 2005; Christopher et al. 2008) of
which a few are discussed below. Establishing
rapport with community-based treatment centers,
not-for-profit or for-profit medical centers are a
challenging task. More often than not, a gap in
objectives exists. Treatment facilities are inter-
ested in delivering timely and effective care to
those with a substance use problem whereas a
researcher is more often interested in testing
theory-driven or empirically supported interven-
tions, evaluating the prevalence of comorbid
conditions in clinical populations or developing
statistical models evaluating mediation and
moderation effects for treatment success or fail-
ure. Establishing common goals is recommended
as a good initial step to building relationships and
gaining access to data from clinical populations.
It is also important for researchers to acknowl-
edge the expertise of their collaborators to
encourage them to participate in the development
and dissemination of research procedures.

Identifying individual strengths or recognizing
personal or institutional histories (i.e., accom-
plishments related to public health) can also
motivate community partners to collaborate.
Finally, being present—and engaged—with col-
laborating institutions serves to enhance rapport
with officials and prospective research
participants.

Recent changes in the U.S. drug policy have
improved the communication channel between
clinicians and researchers. Recent changes via
the Affordable Care Act (ACA) present a unique
opportunity for researchers and clinicians to
engage in shared goals to understand and
improve delivery of treatment in publically fun-
ded substance abuse treatment centers (Buck
2011). It is likely that the demand for the dis-
semination and evaluation of evidence-based
treatments will grow in the coming years. This
poses a unique opportunity for collaboration as
clinicians are in need of researchers with strong
methodological and statistical skills to aid in this
endeavor, while researchers remain in need of an
existing infrastructure to collect and analyze
alcohol and drug misuse data from clinical pop-
ulations. These policy changes are likely to foster
new, and improve existing, clinician and
researcher relationships through the development
of aims that align the goals of clinical and
research work detecting preventing and treating
drug misuse, abuse, and addiction.

While endeavors such as those outlined above
are likely to give researchers broader access to
clinical data, it behooves the research community
to remain cognizant of federal regulations per-
taining to the use of data collected without con-
sent or intention of being analyzed for research
(i.e., non-patient care) purposes. It is recom-
mended that researchers advise policy makers
regarding appropriate federal and state laws
governing the protection of medical and behav-
ioral health records. Federal laws, most notably
the Health Insurance Portability and Account-
ability Act (HIPAA) of 1996, provide a frame-
work for protecting patient privacy and
confidentiality. While a full discussion of HIPAA
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regulations is beyond the scope of this chapter, a
few points relevant to hypothesis testing and
general data analysis are necessitated.

Most importantly, clinical data used for
research purposes should be deidentified. Dei-
dentification of data involves the removal of any
personal health information (PHI) that could be
used to identify an individual in a dataset. Eigh-
teen specific identifiers are listed under the
HIPAA law that must be removed to be consid-
ered deidentified including: (1) name, (2) geo-
graphical information smaller than State (e.g.,
street address, zip code, city, county), (3) dates
(e.g., birth, admission, death, etc.), (4) phone
numbers, (5) fax numbers, (6) e-mail address,
(7) social security address, (8) medical record
numbers, (9) health plan beneficiary numbers,
(10) account numbers, (11) certificate/license
numbers, (12) vehicle identifiers (e.g., license
plate number) and serial numbers, (13) device
identifiers and serial numbers, (14) URLs, (15) IP
address numbers, (16) biometric identifiers (e.g.,
thumb print), (17) full face photographic images,
and (18) any other unique identifying number,
characteristic or code. Additional data may be
needed to conduct spatial analyses or to explore
topics such as length of time from diagnosis to
treatment or time from treatment to relapse. In
such instances, a limited dataset including infor-
mation such as zip codes (residential or treatment
facility) and dates (diagnosis, treatment, etc.) can
be used so long as (1) direct identifiers (name,
address, etc.) are removed and (2) a data use
agreement is established to prohibit activities
such as attempting to identify or contact indi-
viduals. Regardless, researchers should prescribe
to the “minimum necessary standard” by limiting
the disclosure of PHI to the minimum amount
necessary to answer the research questions. It is
of critical importance to recognize that, in the
U.S., individual states may have additional pri-
vacy laws that could apply to research endeavors
using clinical data. As a rule of thumb,
researchers should submit to the more restrictive
law (state or federal) when collecting and ana-
lyzing drug use and other health-related data.

In addition to meeting the standards of
national and state laws on secondary data anal-
ysis, it is advisable for researchers to enter into a
memorandum of understanding (MOU) with any
community-based, private or publically funded
treatment center prior to commencing collabo-
rative work involving the exchange of data.
The MOU is a formal agreement between two
parties intended to establish an official partner-
ship. While an MOU is not a legally binding
document, it serves to outline the objectives of
the collaboration, responsibilities of the involved
parties, any financial agreements, and issues
related to data ownership, use and dissemination
of research results. Encouraging the use of an
MOU can help to promote confidence in the
researcher’s sincerity to enter a mutually bene-
ficial relationship.

In some cases, researchers are advised to
consider the use of certificates of confidentiality
(COC) when collecting, or accessing, subject
identifiable data on illicit drug use or related
illegal activities. The COC is designed to “pre-
vent consequential harms associated with com-
pulsory legal disclosure of identifiable research
data” (Currie 2005, p. 7). Distributed by the NIH,
the COC can enhance the privacy of self-report
data by giving researchers the ability to not dis-
close information if such information can dam-
age the financial standing, legal standing,
insurability, or reputation of the participant.
Applying for a COC should be considered when
working with underage smokers and drinkers,
when collecting data on illicit drug use, or on
risky health behaviors associated with drug use
(i.e., driving under the influence, risky sex,
intoxicated physical fights, etc.). Researchers can
apply for a COC regardless of the funding
mechanism for the research project provided the
research gains approval from a human subjects
review committee (IRB). Of course, a COC is
limited in that certain information can be dis-
closed to external entities if voluntarily reported,
including: child abuse, threats to harm self or
others, or contracting a reportable communicable
disease (e.g., HIV).
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Analyzing existing datasets, such as publi-
cally available data or data collected in medical
settings, is a worthwhile alternative to conduct-
ing an original research project; however, it is not
advisable without first understanding the
strengths and limitations of performing a sec-
ondary data analysis. First, the researcher should
remain vigilant to issues related to study design.
Statistical conclusion validity is threatened when
researchers neglect issues of design, temporal
ordering of events and sampling procedures (i.e.,
representativeness) especially in cases where
causal associations or generalizations to popula-
tions are desirable. On a related note, researchers
should consider the nature of the measures
employed in the collection of primary data to
discern whether the data qualifies as substance
misuse data and ensure that any proxy measures
adequately reflect the psychological or behav-
ioral constructs of interest. Shamblen and Dwi-
vedi (2010), for example, demonstrated this in
their finding that responses to items of excessive
alcohol use (i.e., binge drinking) were more
consistent over time compared to normally dis-
tributed indicators of drinking behavior which
lead to unexpected, and counterintuitive, rela-
tionships with other variables of interest. Second,
the dataset must be scrutinized for completeness,
accuracy, consistency of measurement, timeli-
ness of assessments (for longitudinal data) and
other data-related issues in order to preserve
adequate internal validity to draw
cause-and-effect relationships. While many
national datasets maintain a detailed record of
study design and issues related to statistical
procedures for variable calculations and missing
data, data collected from small organizations
may require “cleaning” and recoding to ensure its
consistency and completeness. Finally, and per-
haps most importantly, the researcher must
remain mindful of what research questions can,
and cannot be addressed with secondary data.
Vartanian (2010), for instance, posits that using
secondary data undermines the research process
since the research questions can only be expres-
sed in terms of the existing data—a process
known as “driving the question.” In sum, he
recommends secondary data only be used for

exploratory work or hypothesis generation, but
not for formal hypothesis testing.

Despite these limitations, there are several
advantages to using secondary datasets that
should not go without mention. First, it is a rel-
atively low-cost endeavor, as no funds are nee-
ded for data collection and participant retention.
Second, issues surrounding inadequate sample
size or population representativeness typically do
not plague large nationwide studies. Finally,
several secondary datasets have been derived
from information collected in clinical settings.
Data collected in clinical settings is less influ-
enced by biases common in research settings
(e.g., recall bias, nonresponse bias, experimenter
bias, etc.), although some bias is inherent in all
data collection and should be addressed as nee-
ded (see Boslaugh 2007).

11.10 Current and Future
Transdisciplinary Assessment
Efforts

Appraising an individual as engaging in drug
misuse depends on the combination of various
biological, intrapersonal, interpersonal, and
social factors. The operationalization of drug
misuse that has guided the discussion in this
chapter may undermine individual differences
(e.g., biological susceptibility, social circum-
stances, personality characteristics, etc.) in the
consumption—and escalation—of drug use, the
intrapersonal and interpersonal consequences
experienced, and the broader social impact of
individual drug use.

At present, the majority of work in the area of
drug misuse assessment has reflected a multi-
disciplinary approach (whereby researchers from
different disciplines work independently from
their own conceptual framework to address a
common problem) as opposed to a transdisci-
plinary approach (whereby researchers from
different disciplines work jointly using a shared
conceptual framework to address a common
problem). Of course, these efforts are not without
importance as it has generated findings that have
aided in the assessment of drug misuse. For
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example, the development of an estimated Blood
Alcohol Concentration (eBAC) equation (Mat-
thews and Miller 1979) has been found to cor-
relate with actual intoxication (Hustad and Carey
2005), and allows researchers to produce a reli-
able proxy measure of the biological level of
alcohol use without the need to collect a bio-
logical specimen or rely on a participant’s sub-
jective estimate.

The focus of most transdisciplinary efforts to
date has been the melding of biological and
psychosocial measures of drug misuse with an
emphasis on genetic influences (Jang et al. 1995,
2001; Lynskey et al. 2012). Such studies have
redefined our understanding of susceptibility to
drug use and misuse as being, at least in part,
heritable. Some have even surmised that heri-
tability can contribute up to 50% of our suscep-
tibility to the effects of drugs (Uhl et al. 2008).
An ongoing challenge for researchers and clini-
cians remains in understanding the heritability of
drug use and misuse in order to improve upon
screening and treatment protocols. Subdisci-
plines in the field of bioinformatics have made
great strides in identifying some genetic com-
ponents related to drug misuse potential and how
it may effect treatment options (Kreek et al.
2005; Mroziewicz and Tyndale 2010), but it
remains a task for researchers in other health
fields to translate this information in order to
improve current screening, treatment, and
recovery processes for those misusing drugs.
Insofar as examining the genetic and environ-
ment interactions, future work would benefit
from continuing to refine measures of environ-
ment when examining multiple levels of influ-
ence on drug use and misuse (Vrieze et al. 2012).

Provided the rather nascent state of transdis-
ciplinary work in the field of drug misuse
assessment, it is recommended that future trans-
disciplinary efforts in the study of drug misuse
aim to coalesce biological, psychological, and
social/environmental measures to (1) enhance
our understanding of drug misuse and aid in the
development of an operational definition that can
be applied across individuals, social groups, and
cultures, (2) improve our understanding of indi-
vidual biological differences as it relates to the

intrapersonal and interpersonal consequences of
drug misuse in the context of the social and built
environment, (3) develop improved screening
techniques to identify and classify drug misuse,
and (4) develop novel measures that can aid
researchers and clinicians to provide improved
treatment options for those with a diagnosable
drug use disorder.

11.11 Summary, Future Directions,
and Conclusions

Research on the assessment of drug misuse is
essential developing later applications, including
evaluations for an individual’s treatment needs
and ruling out other potential reasons for
behavioral changes. The present chapter pro-
vided information on commonly used techniques
of drug misuse assessment, the strengths and
weaknesses of different approaches, multimodal
assessment, issues related to field research, col-
lecting data from clinical settings, the strengths
and limitations of secondary data analysis and
concluded with thoughts on transdisciplinary
efforts for the field. To date, many interview and
self-report assessment methods have been
developed and implemented to help quantify
drug use behavior and the severity of conse-
quences associated with drug use. While this
chapter does not provide an exhaustive list of
assessments, it does highlight several
well-known techniques for evaluating drug mis-
use that can aid in the detection of drug misuse
future substance use disorders.

Implicit to the diverse methods employed to
assess drug misuse is the underlying issue of
defining and operationalizing drug misuse. The
inferred definition of drug misuse among health
and medical professionals has been largely dri-
ven by (1) the idea of misuse as it pertains to
prescription drugs and (2) advances in neurobi-
ological studies of addiction in animals and
humans. Prescription drug misuse is commonly
described as the use of a prescription medication
without a written prescription from a physician or
the use of a prescription medication in a way
other than prescribed. The National Institute on
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Drug Abuse (NIDA) and other health organiza-
tions have provided a similar definition for pre-
scription drug misuse (or abuse), and the
interpretation that misuse and abuse are syn-
onymous has driven the theoretical understand-
ing of alcohol and illicit drug misuse.
Conversely, recent progress in understanding the
neurobiological effects of drug use has redefined
our understanding of the progression toward
addiction. In fact, addiction has come to be
defined as a progressive and relapsing brain
disease (NIDA 2010) that has effects on, and is
affected by, several regions of the brain that has
both genetic and environmental determinants
(Koob and Le Moal 2006; Kalivas and Volkow
2005).

Social and behavioral research has been
influenced by the ideas such as those put forth in
the medical field, leading drug misuse to com-
monly be described as either a distinct stage in
the progression from experimentation to drug
abuse/addiction/dependency or a singular char-
acteristic in determining the severity of a drug
use disorder. These conceptualizations have
focused on earlier work around problematic
alcohol use that was defined, and measured, by
the proximal “short-term” effects of excessive
alcohol use. Describing drug misuse as a transi-
tional stage between occasional or regular use
and abuse or addiction warrants merit, but is
better defined by ecological limitations than its
theoretical strengths. For example, an individual
may be experiencing a plethora of intrapersonal
and interpersonal consequences from continued
drug use, but may not be exposed to a treatment
setting due to a lack of health insurance or other
pertinent factors (e.g., fear of stigma). Without a
formal diagnosis, they would not be identified as
a “drug abuser” but exhibit the characteristics of
drug misuse. Theoretically, the identification of
drug misuse can progress into screening for a
formal drug use disorder diagnosis or allow the
individual to consider intervention strategies to
reduce their drug use before the culmination of
proximal drug use consequences warrants such a
diagnosis. As a “precursor” of drug abuse, drug

misuse is an assessment of the ongoing conse-
quences of drug use in addition to other impor-
tant factors including, but not limited to,
frequency and duration of drug use and level of
chemical dependency. While no single unified
definition of drug misuse is currently recognized
across scientific and clinical disciplines, advan-
ces in transdisciplinary work can aid in the
development of an operationalized definition that
incorporates biological, social, and psychological
components. Such work is necessary to our
understanding of addiction, identifying resources
to prevent it, and developing tailored interven-
tions to treat the disease and promote resilience.
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12Validity: Conceptual
and Methodological Issues
in Substance Abuse Research

Brian E. Perron, David Cordova,
Christopher Salas-Wright, and Michael G. Vaughn

12.1 Introduction

Accurate and minute measurement seems to the
nonscientific imagination, a less lofty and dignified
work than looking for something new. But nearly
all the grandest discoveries of science have been
but the rewards of accurate measurement and
patient long-continued labour in the minute sifting
of numerical results.

—Baron William Thomson Kelvin

Although Kelvin made these remarks nearly
150 years ago in his presidential address to the
British Association for the Advancement of
Science (1871), they remain relevant to our
current scientific initiatives, including those in
substance abuse research. In fact, it is difficult to
identify a single advancement in substance abuse
research that was not due, in part, to the
advancement of measurement. Measurement is
the process of assigning a numeric value to, or
ordering characteristics or traits of entities under

investigation, and it represents one of the most
important and difficult tasks in science. The
quality of knowledge gained from any scientific
investigation is largely dependent upon the
quality of its measurement.

In this chapter, we focus our attention on one
particular aspect of measurement in substance
abuse research: validity. As such, there are sev-
eral reasons for having chosen this focus. First,
validity is the most important issue among all
measurement issues, so it necessarily deserves
critical and careful attention in any discussion of
measurement. Furthermore, in the absence of a
strong foundation of validity evidence, research
is meaningless. Second, validity can be easily
misunderstood, as it is a complex, continually
evolving topic. Some discussions of validity in
substance abuse research are disconnected from
modern validity theory, and the subsequent
content aims to address this problem. Third, a
number of strategies for gathering validity evi-
dence related to our measurements are underuti-
lized in substance abuse research, maintaining
instead a strong reliance on analytic strategies
that may be driven more by precedent than
validity theory itself; once again, this as an
opportunity to identify such shortcomings and
make suggestions for improvements.

The following framework first provides a
definition of validity, highlighting the major
differences between modern and traditional
validity theory. Attention is then diverted to the
methodological and conceptual issues associated
with gathering validity evidence in substance
abuse research. This discussion focuses primarily
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on self-report measures, given that these types of
measures are among the most common data
collection strategies in substance abuse research,
and often give rise to a myriad of problems that
threaten the measurement validity.

It should be noted that it is beyond the scope
of this chapter to provide a comprehensive
review of conceptual and methodological issues
associated with validity in substance abuse
research. However, carefully selected readings
will provide additional details or excellent
examples for sources of validity. These readings
are presented as an Appendix to the chapter, and
the reader is encouraged to use these resources
for additional and more in-depth coverage of the
various sources of validity evidence covered in
this chapter.

12.2 What Is Validity?

Many definitions of validity can be found in
substance abuse research. Most of them, in one
way or another, define validity as the extent to
which a test measures what it purports to mea-
sure. Traditionally, we often hear about ‘types’
of validity, such as construct validity, content
validity, convergent and divergent validity, face
validity, and factorial validity, and it is fairly
common for substance abuse researchers to make
statements about an instrument or scale being a
valid measure of a given construct. Such state-
ments are often supported by studies that have
employed factor analysis or other correlational
strategies to establish a strong profile of the
study’s psychometric properties.

This understanding of validity and approach
to validation is not, however, fully consistent
with modern validity theory. Modern validity
theory is associated with the highly influential
work of Messick (1989, 1995), who defined
validity as “An integrated evaluative judgment of
the degree to which empirical evidence and the-
oretical rationales support the adequacy and ap-
propriateness of inferences and actions based on
test scores or other modes of assessment” (1989).
Messick was highly influential in shaping the
Standards for Educational and Psychological

Testing, which is referred to hereafter as the
Standards; (American Educational Research
Association et al. 1999). The Standards was
authored jointly by the American Educational
Research Association, American Psychological
Association, and the National Council on Mea-
surement in Education, and it is widely regarded
as the gold standard for measurement definitions.
The Standards presents a definition that is much
less technical, yet still aligns with the work of
Messick: “the degree to which evidence and
theory support the interpretations of test scores
entailed by proposed uses of tests” (American
Educational Research Association et al. 1999).

One important distinction of modern validity
theory, as compared to earlier views of validity
theory (hereafter referred to as ‘traditional
validation theory’), is that validity is not a
property of measurement. From the perspective
of modern validity theory, it is technically
incorrect to state that a measure is (or is not)
valid, such as ‘This is a valid measure of alcohol
expectancies.’ In modern validity theory, validity
refers to the extent to which the interpretations
and uses of scores are consistent with evidence
and theory. A measure might have strong validity
evidence to support its use in one situation but
not another. For example, one might choose to
use an alcohol expectancy measure as an indi-
cator of risky drinking, even though the evidence
and theory would not support such a use. This,
however, does not mean that the measure itself is
invalid, but rather, the validity issue is concerned
with the measurements and how they are inter-
preted and used.

Another way that modern validity theory dif-
fers from traditional understanding is that mod-
ern validity theory treats validity as a unitary
concept that is not divided into various types.
From the modern perspective, construct validity
(or face validity, content validity, etc.) is simply
validity. However, evidence of validity can be
obtained from different sources, and these sour-
ces correspond to traditional conceptualizations
of validity types (Table 12.1). These sources of
evidence should then be integrated with theory in
order to establish an argument for validity. Ulti-
mately, an argument for validity should not focus
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on whether or not a specific type of validity
evidence was obtained; rather, it should focus on
the degree of evidentiary support.

Before discussing different sources of validity
evidence and their respective data gathering
strategies, it is worthwhile to mention the special
relationship that validity has with reliability.
Reliability is the degree to which measurements
are free from error, making reliability inversely
related to error. Reliability goes hand-in-hand
with validity; it is a necessary but not sufficient
condition for validity. Reliability can exist
without validity, but validity cannot exist without
reliability.

Reliability is often given more attention that
validity in substance abuse research. This is
likely due to the fact that reliability is more
amenable to quantification than validity, and
many off-the-shelf software packages have
built-in functions that allow complex reliability
analyses to be carried out with relative ease.
Although reliability is a critical issue to consider,
it is most beneficial to consider all issues of
reliability within the context of validity. In other
words, it is important to consider how any
problems with reliability may impact a study’s
use and interpretation of the scores, i.e., the
study’s validity.

Table 12.1 Sources of validity evidence from modern validity theory

Evidence
source

Definition Evidence gathering strategies

Instrument
content

Demonstrating that elements of an instrument
are relevant to and representative of the target
construct

(a) Conducting a conceptual analysis to
establish the logical links between the
words and phrases or observations used in
an instrument and the construct being
measured, and

(b) Quantifying judgments about the elements
of an instrument using formalized scale
procedures with multiple experts

Response
process

– The fit between the construct and the detailed
nature of performance or response actually
engaged in by examinees (American
Educational Research Association et al.
1999)

– A measure of self-esteem should not be
influenced by social desirability

(a) Using think-aloud protocols to understand
how individuals are responding to or
interpreting items on an instrument, and

(b) Applying statistical techniques to test for
response sets, such as an acquiescence bias

Internal
structure

Showing that the items and subscales exhibit
patterns of association consistent with
substantive theory

(a) Using estimates of internal consistency, and
(b) Formal tests of the factor structure using

confirmatory factor analysis

Associations
with other
variables

– Establishing the extent to which a measure
agrees with another measure of the same
construct (criterion evidence)

– Making an interpretation of validity on the
basis of empirical associations that are
expected and the absence of associations that
are not expected is referred to as convergent
and discriminant (or divergent) evidence,
respectively

– Documenting the extent to which
instrument-criterion evidence can be
generalized to a new situation without further
study of validity in that new situation
(American Educational Research Association
et al. 1999)

(a) Criterion evidence: This involves
correlating a measure of the focal construct
with a criterion that has been measured at
the same point in time (concurrent), with a
future criterion (predictive), or a previously
measured construct (postdictive).
A predictive criterion involves correlating a
current measure of the focal construct with
a future outcome. A postdictive criterion is
similar to a predictive criterion, except that
it involves use of a previously measured
criterion

(b) Discriminant convergent evidence: Testing
hypotheses using correlation procedures

Note Table definitions, examples, and strategies adapted from Messick (1995) and the Standards (American Educational
Research Association et al. 1999)
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12.3 Instrument Content

The content of an instrument, also referred to as
its elements, consists of the specific words used
to form the items or indicators (questions, state-
ments, perceptions, opinions) of an instrument,
as well as the formatting of individual items,
response options, and guidelines for administra-
tion and scoring (American Educational
Research Association et al. 1999). Validity evi-
dence that is derived from measure content
requires demonstrating that its elements are
“relevant to and representative of the target
construct for a particular assessment purpose”
(Haynes et al. 1995). Evaluations of validity
require that the target construct be explicitly
defined, and that the items or indicators with the
target construct have a clear theoretical
relationship.

Logical and quantified judgments are key
evaluation strategies for deriving validity evi-
dence based upon content. However, neither type
of evaluation leads to a statistic or coefficient that
can be directly interpreted as a validity estimate.
Rather, the evaluations are based on theory and
interpretive arguments. As a working example
for this source of validity evidence, consider the
construct of involvement in Alcoholics Anony-
mous (AA). The reader can assume that such a
measure could be used to test the hypothesis that
involvement in AA has a mediating influence on
formal treatment for alcoholism (Tonigan et al.
1996).

12.3.1 Logical Evaluation

A logical evaluation involves carefully consid-
ering the relevance, specificity, and clarity of
each item in relation to the conceptual definition
of the target construct. When an instrument
includes multidimensional constructs, it is
imperative that each dimension is examined
separately. The extent to which other elements of
a measure influence the score must also be
carefully considered. The elements of each
dimension need to be examined, including
response format, items, and overall appearance.

Let us first consider a single-item measurement
strategy for AA-involvement, which is com-
monly measured based on AA meeting atten-
dance. For example, the single-item
measurement strategy may be, “Did you attend
an AA meeting since you completed treatment?”
or, “How many AA meetings did you attend
since you completed treatment?”

Logical evaluations of measures must be done
in context of theory. More specifically, if our
theoretical framework suggests that the mediat-
ing influence of involvement in AA is accounted
for by meeting attendance, then it makes theo-
retical sense to use this measurement strategy.
The burden in making a validity argument ulti-
mately rests on the clear articulation of this the-
oretical relationship and producing evidence that
is consistent with theory. However, if our theory
of involvement includes more than just meeting
attendance, such as having a sponsor or assuming
some type of AA-related volunteer work, then
the measure does not sufficiently reflect the
construct. In other words, the key issue is whe-
ther the measure (in this example, the single-item
“Did you attend an AA meeting since you
completed treatment?”) provides enough cover-
age of involvement. When viewed as a multidi-
mensional construct (including more dimensions
than just meeting attendance), it does not.

Numerous attempts have been made to
examine involvement in AA using a multiple
indicator strategy (Humphreys et al. 1998;
Tonigan et al. 1996). Let us consider the Alco-
holics Anonymous Involvement (AAI) Scale,
which is a 13-item self-report that conceptualizes
involvement using two distinct but interrelated
factors: (1) attendance, and (2) involvement in
AA-activities (Table 12.2; Tonigan et al. 1996).

When considering the content of a scale, such
as the AAI, it is important to consider the theo-
retical relationship between the indicator and the
target construct. Each item must be relevant to
and representative of the target construct. For
example, the involvement factor is largely
defined by the two questions pertaining to
meeting attendance. However, the clarity of the
attendance construct is somewhat lost by also
including the “number of steps worked” as a
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unique dimension of attendance. The authors
note that this item loaded equally on both the
attendance and involvement factors. The item
was ultimately assigned to the attendance factor
because it fits with the other count-based items
on the attendance factor. A stronger argument for
validity can be made when measurement deci-
sions are theoretically driven.

Discussion thus far has focused on the theo-
retical specification of items and questions, but
keep in mind that content, as a source of validity,
refers to all the elements of the instrument. One
important and often overlooked element is the
scoring algorithm. The scoring algorithm is an
explicit set of rules for scoring a measure. The
scoring algorithm for the AAI is included as a
note in Table 12.2.

The AAI uses nominal response options, such
as yes/no, for a number of questions. These are
assigned values of 1 and 0, respectively, and
subsequently summed to produce one of the
two-factor scores. This is very common practice
in substance abuse research when indices are

used. The use of this scoring algorithm involves
important assumptions that need to be carefully
considered; that is, do all these activities con-
tribute equally and linearly in the causal process?
For instance, does the underlying theory of
involvement suggest that “having a sponsor” is
equally as important as “attending 90 meetings in
90 days”?

The transformation of the scores for the
attendance factor is also deserving of considera-
tion (refer to scoring algorithm in Table 12.2).
More specifically, these count-based scores were
transformed to deciles and then divided by 100.
Consequently, these are no longer absolute
measurements but relative measurements; a per-
son’s score on any one of these items is depen-
dent upon their actual response, as well as how
their response compares to other individuals
within the sample. In other words, these scores
are converted into rankings, which necessarily
have implications for interpretation.

These are just a few examples of conducting a
logical evaluation of the elements of a measure;

Table 12.2 Summary of
questions of the Alcoholics
Anonymous Involvement
(AAI) scale

Scale questions Response options

(Involvement)

• Ever attended AA meeting? Yes/No

• Attended AA last year? Yes/No

• Ever considered self an AA member? Yes/No

• “90 meetings in 90 days”? Yes/No

• Celebrated AA birthday? Yes/No

• Had an AA sponsor? Yes/No

• Been an AA sponsor? Yes/No

• Ever had spiritual awakening? Yes/No

(Attendance)

• No. of AA steps “worked” Count

• No. of AA meetings (past year) Count

• No. of AA meetings (lifetime) Count

Notes All scale questions are presented in an abridged format. Refer to original source for
complete wording of items. Involvement scores are computed by first assigning 1 and 0
to Yes and No (respective), and then summing these items respectively. These values are
then summed to produce an involvement score. Factors are indicated by parentheses.
Items on the Attendance factor have a count-based response option. Each raw score is
transformed to a decile score and then divided by 10, which produces a value ranging
from 0.1 to 1.00. Decile scores are the summed to produce an Attendance score.
Involvement and Attendance score can also be summed to produce a composite
Involvement score
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they certainly do not represent a comprehensive
review. In our discussion of the AAI scale, we
want to be clear that we are not criticizing this
particular scale. Rather, we are only raising
questions that would be consistent with a logical
evaluation, and we believe that careful and crit-
ical analysis is necessary to advance the quality
of the measure.

12.3.2 Judgments of Content

So far we have discussed logical evaluations as
primarily a theoretical exercise conducted by a
single individual. However, science is a public
activity, and the interpretations from a logical
evaluation may not be consistent between indi-
viduals, as differences in experience and knowl-
edge of theory can lead to different points of
view. It would be useful to have many different
people participate in the logical evaluation of a
measure. However, it is difficult to coordinate
and summarize multiple views. One way to make
the process more manageable is to quantify
judgments of content. This involves devising
strategies of systematizing and quantifying
judgments of content through survey methods.
For example, Haynes et al. (1995) recommends
subjecting every element of a measure to a 5- to
7-point evaluation scale, focusing on relevance,
representativeness, specificity, and clarity. This
evaluative scale, along with the measurement
under study, is then distributed to experts for
evaluation. Rubio et al. (2003) also recommends
involving both content experts and laypersons;
content experts are professionals with expertise
in the field relevant to the measure, and layper-
sons are people for whom the topic of the mea-
sure is most salient.

Data can be summarized in different ways to
formulate what is referred to as a Content
Validity Index (Davis 1992; Rubio et al. 2003).
However, no guidelines or formal criteria are
available to either compute the index or use such
an index in making an interpretation of validity.
Furthermore, it is important to keep in mind that
the constructed evaluative scale is, indeed, a
measurement device that is subject to the same

validity concerns as the measure being evaluated.
Thus, readers need to be cautious in interpreting
these evaluations. Readers are encouraged to
review the work of Haynes et al. (1995) for a
comprehensive review of the conceptual and
empirical procedures involved with using content
to establish a validity interpretation for a
measure.

12.4 Response Processes

Part of building a strong validity argument
involves collecting evidence on the responses
that reflect differences in actions, strategies, and
thought processes of individual respondents (or
observers). Our confidence in a measure is
compromised when different categories of people
reveal differences in their response patterns due
to something about the measure or the measure-
ment process. For example, when we ask some-
body to estimate the number of drinks they had
within a given timeframe, can we be sure that
everybody engages in the same mental pro-
cesses? Midanik and Hines (1991) examined
how such standardized items frequently used in
alcohol research on consumption were not
always consistently understood. This revelation
was made using a protocol analysis, or more
commonly referred to as think-aloud protocols,
to assess recall strategies used in responding to
standard alcohol consumption items. The results
of the study were surprising: subjects used a
number of different recall strategies in respond-
ing to different alcohol consumption items
(Midanik and Hines 1991). These findings pro-
vided compelling evidence to suggest that recall
strategies respondents are using to answer stan-
dard alcohol items “may not necessarily lead to
the response … that is expected by the
researcher,” and that “the ‘cues’ that are given
[to] respondents by interviewers, e.g., response
cards with answer categories, may not be ade-
quate enough to elicit the type of information
needed” (Midanik and Hines 1991).

We can also make incorrect inferences when
we apply culturally specific descriptions and
symptomatologies to other cultures (Room et al.
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1996). For example, and as described by Room
et al. (1996), the term “alcoholism” was defined
in the 1940s and 1950s using a singular and
culturally specific terminology from Alcoholics
Anonymous. However, in 1960, Jellinek reported
various differences in cultural expressions of
alcoholism that were not fully compatible with
the AA definition (1960). That is, alcoholism is
largely defined by the outcomes associated with
drinking, and societies have different ways for
responding to drinking-related behaviors. Thus,
identifying possible culturally bound definitions
in our measurements is crucial in establishing a
strong foundation of validity.

In the following section, we will describe the
use of both qualitative and quantitative strategies
for examining response processes. It should be
noted that these examples reflect a number of
different ways that response processes can be
assessed in substance abuse research. However,
keep in mind that these examples will not pro-
duce unambiguous findings; rather, they provide
a new set of data that still must be interpreted in
the context of theory.

12.4.1 Think-Aloud Protocols

Think-aloud protocols are a research strategy that
asks participants to verbalize their thoughts while
performing either a cognitive or physical task.
The objective is to elicit information about the
task being performed. For example, if we wanted
to understand how persons engaged in the pro-
cess of “estimating” the number of drinks within
a two-week period, we would ask that person to
think aloud as they are performing this mental
calculation. Gardner and Tang (2013) used the
following prompt in a think-aloud study of per-
sons who were completing habit measures
applied to health-related behaviors, including
alcohol consumption:

We want to examine how you interpret questions
commonly used in health-related research studies.
We are going to ask you to fill in a questionnaire
and ‘think aloud’ as you fill it in. What we mean

by ‘think aloud’ is that we want you to say
everything you are thinking, from the time you
first see each question until you reach a decision on
how to answer the question […] as if you were
alone in the room speaking to yourself.

The task of thinking out loud should not be
interrupted until the individual provides the
response to the stimulus question. As noted by
Hevey (2010), many respondents engaged in
think-aloud protocols have a tendency to explain
or justify their thoughts. In doing so, they are
relying on other cognitive processes that are
unrelated to the task at hand, so it is important to
consider strategies that minimize this possibility.
For example, they may complete some simple
warm-up tasks to become familiar with the pro-
cess. The researcher may also consider sitting
behind the respondent to further avoid social
interactions, while still prompting the individual
to speak aloud if there is a period of silence
(Hevey 2010).

Think-aloud protocols are typically recorded
and transcribed. This allows a coding strategy to
be developed that is specific to the research
question at hand. For example, Midanik and
Hines (1991) developed a coding strategy that
reflected the different cognitive strategies that
respondents used to compute the number of
drinks consumed within a given period. A coding
strategy could also be developed to better
understand how respondents are interpreting
specific words and phrases. Keep in mind that
any type of think-aloud protocol analysis
requires careful attention to validity issues, even
though the research is qualitative in nature.

12.4.2 Confirmatory Factor Analysis

Confirmatory factor analysis (CFA) is an
advanced statistical procedure that is used to
study the dimensionality of a set of variables.
This important tool is commonly used for
examining the internal structure of a measure,
which will be covered in the following section.
CFA is typically performed on a scale where the
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items serve as indicators of a trait or factor in a
common factor model. While CFA is commonly
used for single samples, measurement invariance
can be performed using a multiple group analy-
sis. Measurement invariance is a statistical
property of measurement that indicates whether,
and the extent to which, the latent construct
being examined varies across specific groups.

For example, Derringer et al. (2013) tested
whether DSM-IV symptoms of substance
dependence are equivalent between community
and clinical samples. The DSM criteria were
developed for application within clinical popu-
lations but not community samples; however, the
DSM criteria are routinely used among commu-
nity samples in epidemiologic surveys. Using the
same criteria carries the assumption that the cri-
teria are reflecting the same trait in all groups,
which in this case is substance dependence.
Therefore, it is necessary to determine whether
the criteria have equivalent measurement prop-
erties in both populations, such as a rank order of
symptom endorsement frequencies. Establishing
equivalence is necessary when making inferences
of community-based studies and comparing
those findings with clinical samples.

While different strategies exist for testing
measurement equivalence using CFA, Derringer
et al. (2013) used a multi-group model in their
analysis, which is one of the most common ways
for testing measurement equivalence. Where
traditional CFAs involve only one input matrix
for the overall sample, a multiple group analysis
involves a separate input matrix for each discrete
group being compared; in this case, clinical
versus community samples. Thus, ensuring the
factor loadings for each criterion is the same
across both groups is critical to establishing the
property of measurement invariance. Derringer
and colleagues found that the clinical sample
endorsed more dependence symptoms, but the
pattern of symptom endorsement was similar
across groups. This provided evidence that the
DSM-IV criteria are equally appropriate for
describing substance dependence across different
sampling methods.

12.5 Internal Structure

Internal structure refers to the theoretical and
empirical relationships among items or questions
that are used to measure a construct. Examination
of internal structure involves a theoretical
examination and an empirical analysis of the
assumption of unidimensionality, while factor
structure must be examined when we are work-
ing with multidimensional constructs. The
empirical analyses rely on a variety of statistical
procedures, but it is important to emphasize that
the statistical procedures cannot be conducted
without careful attention to theoretical assump-
tions. The following section discusses the pro-
cess of examining unidimensionality and factor
structure.

12.5.1 Unidimensionality

Constructs are assumed to have both theoretical
and empirical unidimensionality. A unidimen-
sional measure is composed of items that mea-
sure the same attribute of a specified construct
(Hattie 1985). From a theoretical standpoint, any
scale score that is derived from a measure must
correspond, or have a relationship with, a single
dimension of that construct. In other words,
“homogenous items have but a single common
factor among them that are related to the under-
lying factor … in a linear manner” (Green et al.
1977).

Conceptually complex constructs are mea-
sured with scales that contain subscales or factor
scores. It is certainly acceptable and common-
place to have conceptually complex constructs,
where a construct has multiple interrelated
dimensions, or conceptually distinct subcon-
structs (McGrath 2005). For example, in the
earlier example of the AAI scale, two separate
but interrelated dimensions of involvement were
observed: meeting attendance and involvement.
In DSM-5, alcohol use disorder is defined as a
single, unidimensional construct, meaning that
all the criteria are assumed to be related to that
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single factor. This can be compared with the
earlier bi-factor model contained in DSM-IV,
which divides the disorder into two conceptually
distinct constructs: alcohol abuse and alcohol
dependence.

Each dimension of a multidimensional con-
struct must be reduced to reflect a single theo-
retical dimension of the construct. Unless the
scale score reflects a single dimension, it is
impossible to establish meaningful associations
between variables, to order people based on a
specified attribute, to examine individual differ-
ences, or to create groups (Hattie 1985). The
unidimensionality of constructs represents one of
the most basic assumptions in measurement.

Internal consistency is a statistical procedure
to represent the interrelatedness among a set of
items, most commonly summarized using Cron-
bach’s alpha (Cronbach 1951). Unfortunately,
this statistic is often incorrectly used as evidence
for establishing item homogeneity or unidimen-
sionality of measure. As argued by Green et al.
(1977), a high measure of internal consistency
will result when a general common factor is
present among a set of items. However, it is also
possible to obtain a high measure of internal
consistency in the absence of a common factor,
or among a set of heterogeneous items. This can
happen because measures of internal consistency
are influenced positively by the number of items,
by the number of conceptually redundant or
parallel items, by the number of factors pertain-
ing to each item, and by the magnitudes of the
correlations (Hattie 1985). Items can then be
correlated for a number of different reasons, and
only one of which is dependent on or are caused
by the same underlying construct.

Hattie (1985) provides an extensive summary
of different methods for examining the dimen-
sionality of a measure, including indices based
on response patterns, reliability, principal com-
ponents and factor analysis, and latent trait
analysis. Each index has its own unique set of
strength and weaknesses, but no single index has
emerged as a gold standard. Guided by theory, it
must be determined that all the items are inter-
correlated in a consistent direction. Intercorrela-
tions should be examined using the general

guidelines suggested by Kline (1979). As a
starting point, the range of acceptable correlation
magnitudes would be from 0.30 to 0.70, in order
to provide some degree of homogeneity while
ensuring that the coverage is not too broad or too
specific. Finally, a formal test of dimensionality
may involve the use of confirmatory factor
analysis, preferably with tests of other competing
model specifications, such as the case of a uni-
dimensional model compared with a multidi-
mensional model.

12.5.2 Factor Structure

Factor analysis is the most common strategy for
examining factor structure in substance abuse
research. Exploratory factor and confirmatory
factor analysis represent the primary tools.
However, exploratory factor analysis provides
only weak evidence of validity, as it is a pri-
marily data-driven procedure and not driven by
theory. Although evidence of relationships can
inform theory, the actual relationships need to be
subjected to rigorous hypothesis testing.
Exploratory analysis does not have formal
hypothesis testing procedures like factor analy-
sis, and so confirmatory factor analysis will
remain the focus of discussion.

Before diving into factor analysis, however, it
is important to note that principal components
analysis is sometimes incorrectly used in sub-
stance abuse research as a method for examining
the factor structure of a measure. Principal
components analysis is a tool for reducing
dimensionality of a set of variables, and it is not
based on a common factors model. Thus, as
reviewed in other places in the literature (Fabri-
gar et al. 1999), this procedure is simply not
appropriate for validation.

Confirmatory factor analysis can be used to
test whether a measure of a construct is consis-
tent with the researchers’ understanding of the
dimensionality of the construct. To conduct
confirmatory factor analysis, the researcher
specifies which set of indicators (measured
variables) correspond to which constructs. If the
measure is unidimensional, or comprised of only
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one factor, then all of the items would be set to
relate directly to that single factor. For example,
a CFA analysis of the DSM-5 (American Psy-
chiatric Association 2013) formulation of alcohol
dependence would involve relating each diag-
nostic criterion to a single factor (alcohol
dependence). If the construct being examined is
multidimensional, much like the DSM-IV
(American Psychiatric Association 2000)
bi-factor model (abuse and dependence), then
each diagnostic criterion would be assigned to be
associated with, or load on, its respective factor
(abuse or dependence). In the example of the
AAI scale, both factors (involvement and atten-
dance) were assumed to be interrelated but sub-
sumed by an overall or second-order factor.
Although this second-order factor was not
explicitly named, it is assumed given that a
composite score could be computed by adding
the other two-factor scores together. Readers are
encouraged to review the work of Rindskopf and
Rose (1988) and Marsh and Hocevar (1985) for
more in-depth coverage of second-order and
higher order factors.

The results of a confirmatory factor analysis,
typically referred to as model fit, are used as
validity evidence. Model fit statistics show the
extent to which hypothesized parameters, or
relationships between each indicator and the
factor(s), are consistent with the data. Besides
taking into account measurement error (Kline
1998), confirmatory factor analysis can be a
particularly useful tool for testing competing
theories that lead to alternative model formula-
tions, such as a single-factor model compared
with a two-factor model. Other types of con-
straints can also be imposed to further test theory.
Consistency between what we expect to find
(based on theory) and what is actually found
(based on the data) provides evidence to either
support, or fail to support, validity interpretations
to some degree.

While studies involving confirmatory factor
analysis typically offer interpretations based on
extensive data presentations, it is imperative that
researchers do not underestimate the importance
of theory. Model modifications must not occur
without clear theoretical explication. Model

modifications can be used to inform theories,
which can then be used to inform measure revi-
sions. This is fundamentally different than
revising theory to fit a measure. Model modifi-
cations can be informative, but any modifications
made to the model cannot be tested with the same
data because of chance variation present in any
sample. In fact, chance variation can be a source
of invalidity, particularly in the form of construct
irrelevant variance, which is reviewed later in
this chapter.

12.6 Associations with Other
Variables

Evidence regarding the associations of a con-
struct with other constructs is central to estab-
lishing its merit relative to a given theory. Three
different types of associations are relevant to this
form of evidence: instrument-criterion relation-
ships, convergent–divergent evidence, and
generalizability.

12.6.1 Instrument–Criterion
Relationships

An interpretation of validity can be based on the
extent to which a measure agrees with another
measure of the same construct. This type of
validity is assessed with relational strategies, and
typically empirical correlations. In other words,
the target construct is correlated with another
measure (the criterion), and the statistical sig-
nificance and magnitude of the correlation is the
basis for making a validity interpretation. In this
section, we will consider two different
time-based forms of criterion measures: concur-
rent and predictive.

A concurrent criterion involves correlating a
measure of the target construct with a criterion
that has been measured at the same point in time.
For example, the underlying theory of an alcohol
use disorder implies that greater impairments in
functioning (social, occupational, and/or educa-
tional) correspond with an increase in the
severity of the disorder. This is a hypothesized
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directional relationship. Aside from the positive
or negative direction of the relationship, it is
important to also consider the magnitude of the
relationship as suggested by theory; hypothesiz-
ing the magnitude of a relationship is possible
only with well-developed theory.

A predictive criterion involves correlating a
current measure of the focal construct with a
future outcome, such as correlating self-efficacy
with relapse following treatment. This kind of
evidence is collected when in order to use results
from a measure to discern what happens at a later
date. This is particularly useful when taking
some course of action in the present to affect an
outcome that will occur at the later date. For
example, brief interventions for risky drinking
behaviors typically involve a brief assessment;
the assessment is the actual measure, and the
predictive criterion is health-related conse-
quences. Health-related consequences are an
important criterion, because they can be pre-
dicted from a risky drinking behaviors measure-
ment, and are what the intervention is meant to
influence.

Making an interpretation of validity on the
basis of a criterion has appeal for researchers, as
it produces a single coefficient that is relatively
easy to interpret. However, this appeal has to be
considered within the context of its limitations.
First, the inference of validity rests fundamen-
tally on the validity evidence linked to the cri-
terion measure. In addition, many of the
constructs we study, particularly latent constructs
like self-efficacy, recovery, and/or risk, lack
proper criterion measures.

12.6.2 Convergent and Discriminant
Evidence

Making an interpretation of validity on the basis
of empirical associations that are expected and the
absence of associations that are not expected is
referred to as convergent and discriminant (or
divergent) evidence, respectively. At times,

convergent and discriminant evidence is
confusingly described as being similar to a
validity interpretation based on a criterion. This,
however, is a mistake. Although the correlational
procedures are the same, an interpretation of
validity based on convergent and discriminant
evidence refers to the extent to which other the-
oretically hypothesized measures are, or are not,
related to the focal construct in the expected pat-
tern of associations. As noted above, an inter-
pretation of validity based on a criterion refers to
the extent to which a measure correlates with an
alternative measure of the same construct.

The use of convergent and discriminant forms
of evidence is essential to a strong validity
interpretation because the performance of a
measure is potentially affected by the particular
combination of variables comprising the theory.
For example, a measure of motivation to change
should be related to self-efficacy. That is, it is
reasonable to assume that the constructs are
interrelated; self-efficacy makes people feel more
confident about the change process, and this
sense of self-efficacy can create the conditions
for people to feel motivated to change. This is
where we have conceptual overlap between the
constructs, although the overlap is not perfect, as
people can be highly efficacious, or they know
that they could change, but they are not moti-
vated to do so, and vice versa. From a theoretical
standpoint, we would expect self-efficacy and
motivation to have at least a small-to-moderate
strength relationship, but not a perfect relation-
ship (1.0). A very high correlation (>0.90) sug-
gests that the measures are tapping the same
construct when the underlying theory implies a
conceptual difference. In this sense, we have to
be cautious in assuming that higher correlations
are desirable, because they may simply be indi-
cators of conceptual bloat.

For evidence of divergence, a construct that
would not theoretically be correlated with moti-
vation is preferred for type of treatment (AA,
counseling, religious leader, primary care provi-
der, etc.). In other words, motivation does not
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have any particular causal mechanism that would
lead to changes in preference for the type of
treatment.

12.7 Conclusions and Future
Directions

This chapter focuses on validity, which is the
most important aspect of measurement in sub-
stance abuse research. Our primary goal was to
highlight key conceptual and methodological
issues within the context of modern validity
theory. We focused on the major sources of
validity evidence, which include instrument
content, response processes, internal structure,
and associations with other variables. One source
of validity that we excluded from this discussion
is the consequences of measurement, which
involves evaluating the intended and unintended
consequences of score interpretations, including
both short-term and long-term consequences
(Messick 1995; American Educational Research
Association et al. 1999). This form of validity is
considered the most controversial, as it is not
entirely clear how it fits within the modern
understanding of validity theory (Brennan 2006).
In fact, a systematic review that included
10 years of research and over 2400 articles
indicated a general absence of validity evidence
from this particular source (Cizek et al. 2010).

Improving validity in substance abuse
research necessarily requires careful attention to
the nuances of modern validity theory. This
careful attention needs to be reflected in the
published research, with a greater emphasis on
validity evidence. The most practical way of
achieving this is to move beyond the traditional
descriptions and reviews of psychometric prop-
erties and place a stronger emphasis on a key
validity question: what is the theory and evidence
to support the inference from the measures used?
While individual authors have a responsibility
for providing validity evidence in research
reports, journal reviewers and editors should
consider making validity a stronger priority in
publishing standards.
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13Using Surveys to Study Substance
Use Behavior

Timothy P. Johnson and Jonathan B. VanGeest

13.1 Introduction

Social and epidemiologic surveys have been used
to investigate substance use patterns among both
adolescents and adults in the United States, as
well as other countries, for more than 50 years.
Although many of these surveys are of consid-
erable quality and rigor (for example, the Mon-
itoring the Future Survey, the National Survey of
Drug Use and Health, and The Youth Risk
Behavior Survey), there have also been ongoing
methodological criticisms and concerns regard-
ing the ability of these surveys to accurately
portray the behaviors they seek to measure
(Hochhauser 1979; Merachnik 1972; Midanik
1982; Pernanen 1974; Popham and Schmidt
1981; United States General Accounting Office
1993; Weisner et al. 1995). Confronting these

concerns is important given the lack of alterna-
tive methodologies for efficiently monitoring
substance use behavior within large, national and
sub-national populations. The following chapter
examines the evidence currently available for
addressing concerns regarding the use of survey
research methods in order to study substance use
behavior in general population studies.

The Total Survey Error Model, first delineated
by Groves (1989), can be used to evaluate
methodological concerns in substance use sur-
veys. This model identifies errors associated with
survey sampling, coverage, nonresponse, mea-
surement, and processing. Briefly, sampling
errors are concerned with imprecision in the
sample(s) drawn when conducting a survey.
Coverage errors focus on the degree to which the
frames constructed for a survey provide adequate
coverage of the population to be studied. Non-
response errors address failures to contact and/or
complete interviews with all of the sampled
respondents (unit nonresponse), as well as failure
to obtain responses to all of the questions
included in a survey instrument (item nonre-
sponse). Errors of measurement involve failures
to adequately assess the variables of interest in a
survey. These include specification errors, which
involve failures to correctly conceptualize survey
constructs, as well as factors external to the
construct being measured that nonetheless influ-
ence measurement quality. Processing errors are
defects in the construction of survey data sets
and/or final analytic variables, and failure to
make adequate adjustments for complex sample
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designs and survey nonresponse when analyzing
survey data.1

An expanded elaboration of the Total Survey
Error model has been recently outlined by Lav-
rakas (2013). This chapter, however, assembles
the available empirical evidence concerned with
errors in substance use surveys utilizing the
original Groves (1989) framework. The remain-
ing sections of this chapter are organized to
present and summarize the available literature
concerned with errors in substance use surveys
across the five general types of survey error
identified by the original Total Survey Error
model.

13.2 Coverage Errors

Coverage errors are often a consequence of using
a survey sampling frame that does not include all
of the individuals in the population being stud-
ied. Although few sampling frames offer genuine
100% coverage of a population of interest, some
come much closer to approximately complete
coverage than do others, and it is this degree of
coverage that is associated with the potential for
serious error. As with all other elements of the
Total Survey Error framework, coverage errors
are not unique to substance use surveys.
Nonetheless, as the likelihood of inclusion within
a potential sampling frame can be associated with
substance use behaviors, substance use research
may have a unique vulnerability to coverage
error.

In community surveys, there are social groups
that are often systematically excluded from
readily available sample frames. Examples of
such groups include homeless persons, hospital-
ized individuals, college students living in dor-
mitories, incarcerated persons, and military
personnel living on military bases. More impor-
tantly, substance use may be particularly high
within some of these non-residential populations

(Crawford 1987; de Lint 1981). Some population
subgroups may also use surrogate substances that
are not captured by the questions included in
many standardized survey instruments (Shield
and Rehm 2012). Weisner et al. (1995) examined
this issue by comparing prevalence estimates
from a general population community survey,
with data obtained from interviews with
non-household populations found in several
inpatient and outpatient settings, such as alcohol,
drug, or mental health treatment, and criminal
justice and/or welfare services; reported sub-
stance use was more common among those in
such settings. For example, 11.3% of the
household sample was defined as problem drin-
kers, as compared to the 43.1% of those in
non-household agency settings. The disparities
were even greater for indicators of weekly drug
use (5.5% in the household sample vs. 36.5% in
the agency sample) and measures of problem
drinking and weekly drug use combined (2.2% in
the household sample vs. 18.7% in the agency
sample). Reardon et al. (2003) reported similar
evidence of increased substance use and misuse
among persons less likely to be sampled within
single family households, as part of community-
based epidemiologic surveys. Research by
Mäkelä and Huhtanen (2010) examined alcohol-
related deaths in Finland among persons exclu-
ded from traditional household sampling frames,
providing evidence of increased alcohol-related
mortality (and likely alcohol consumption)
among those typically left out of survey sampling
frames. They additionally observed, however,
that the relatively small size of those groups
excluded from survey sampling frames suggests
that their systematically higher rates of alcohol
use would nonetheless have only a small effect
on overall estimates.

Telephone coverage has never been totally
adequate for conducting substance use surveys,
as several studies have documented higher rates
of alcohol use in those housing units that do not
have telephones (Gfroerer and Hughes 1991;
Nelson et al. 2003). In recent years, the prolif-
eration of cell phone ownership and the advent of
wireless-only households that cannot be con-
tacted via traditional landline telephones have led

1The Total Survey Error model has helped organize
several decades of empirical research concerned with
various sources of survey errors into a single unifying
theoretical framework.
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to additional survey coverage problems. It is now
recognized that failure to incorporate
cell-phone-only households into random digit
dialed (RDD) telephone samples can lead to
underrepresentation of young adults who are at
higher risk for substance use behaviors. Delnevo
et al. (2007), for example, found significantly
decreased measures of binge drinking and heavy
alcohol consumption, between both 2001–2003
and 2003–2005, in the national Behavioral Risk
Factor Surveillance System (BRFSS) telephone
surveys, which they attributed to the decreasing
accessibility of young adults using traditional
landline telephones. Research employing the
U.S. National Health Interview Survey, which
relies on face-to-face interviews, has demon-
strated that adults in cell-phone-only households
are more likely to report past year binge drinking
behavior (37.6%), compared to those residing in
households with landlines (18.0%), and to those
in households with no telephone service (23.0%;
Blumberg et al. 2006). The effects of excluding
cell-phone-only households from survey
estimates of binge drinking were found to be
particularly serious for young adults (aged 18–-
29 years) and low-income persons (Blumberg
and Luke 2009). Similar relationships between
phone subscribership type and substance use
reports have been identified in Australia
(Livingston et al. 2013) and in other U.S. studies
(Hu et al. 2011). As rates of cell-phone-only
residences continue to grow (Blumberg and Luke
2016), the coverage error associated with these
exclusions will continue to increase, and it will
become increasingly difficult to produce repre-
sentative prevalence estimates using traditional
landline-only sample frames. In the future, tele-
phone surveys will likely be conducted using
frames of cell phone numbers only, potentially
leading to additional concerns regarding ade-
quate coverage for substance use surveys.

Coverage errors are also common in
school-based surveys, as substance use (Chavez
et al. 1989; Hall 2014; Swaim et al. 1997) and
earlier age of substance use onset (Ellickson et al.
1998; Horwood et al. 2010) are both known to be

associated with dropping out of school. Conse-
quently, surveys of adolescents that are
school-based may often underestimate substance
use, though it is important to note that many
school-based surveys do not make generaliza-
tions to nonschool populations. A recent analysis
by Gfroerer et al. (2012) using pooled data from
the 2002 to 2008 NSDUH (National Survey of
Drug Use and Health, formerly known as the
National Household Survey of Drug Abuse, or
NSHDA) surveys found that substance use esti-
mates were higher for most substances among
school dropouts, as compared to their same-aged
counterparts in school. The effects of dropout on
overall estimates increased from the 8th to the
12th grades as the numbers of dropouts
increased. At the 12th grade level, they found
that failure to account for dropouts would miss
more than half of past year cocaine users, more
than half of all lifetime Ecstasy users, 30% of
current binge alcohol users, and 25% of current
alcohol users.

School absenteeism is also associated with
increased substance use (Bachman et al. 1981;
Cowan 2001; Guttmacher et al. 2002; Kandel
1975). Given this fact, Gfroerer et al. (2012)
investigated the effects of school absenteeism on
substance use prevalence estimates in the
NSDUH. They reported that those students who
missed more days of school were also more
likely to be current alcohol users, binge drinkers,
and/or marijuana users. In recognition of this
problem, some surveys, such as the YRBS,
conduct “make-up” sessions to maximize student
opportunities to participate and minimize cover-
age errors. It is also important to note that school
policies that punish substance using students
with temporary suspension or permanent ban-
ishment may also contribute to under-coverage
problems

Coverage errors in substance abuse surveys
may be particularly problematic with specific
populations of interest, including racial and eth-
nic and sexual minority populations (Andersen
et al. 2004; Elliott et al. 2008; Kalsbeek 2003;
Meyer and Wilson 2009). Depending on the
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target population, some may actually qualify as
rare, further exacerbating the problem (Wagner
and Lee 2015).2 Where present, internal diversity
can also present unique challenges to the
researcher (Kalsbeek 2003; Meyer and Wilson
2009). Other factors also play a role. For
instance, with regard to sexual minority popula-
tions, sampling procedures can often require the
respondent to “come out” and acknowledge their
status to participate; problematic given the highly
stigmatized nature of the sexual minority identity
(Meyer and Wilson 2009). Methodological
challenges are compounded when sampling a
population consisting of multiple minority sta-
tuses (DeBlaere et al. 2010; Mays and Jackson
1991). The quality of the sample has direct
implications for the quality of statistics derived
from a study. Solutions, such as oversampling,
can also have important negative implications for
quality of estimates, including diminished
cost-effectiveness based on the size of the sup-
plement (Andersen et al. 2004; Elliott et al. 2008;
Kalsbeek 2003). Despite obstacles, the need for
minority participation in substance use research
is highlighted by the higher rates of substance
use and abuse in some of subgroups (Center for
Behavioral Health Statistics and Quality 2015;
Kerr and Oglesby (this volume)).

13.3 Sampling Errors

Substance use surveys commonly employ both
probability and non-probability sampling meth-
ods. When probability sampling strategies are
used, all elements within the sample frame have a
known, albeit not necessarily equal, probability
of selection. The precision of survey statistics
derived from such samples can be calculated
with a good degree of confidence and used to
estimate the sampling errors associated with
those statistics. All other things equal, the size of
a random survey sample is inversely associated

with the degree of potential sampling error. The
precision of survey estimates also decreases as
probability samples deviate from simple random
sampling designs, a commonplace occurrence
designed to reduce survey costs. Of all the
sources of total survey error, the sampling errors
related to probability-based sample designs are
probably the most well understood, and defin-
able, in practice. While ideal, the greatest dis-
advantage of probability sampling low-frequency
populations—often characteristic of substance
abuse research—remains cost. Many probability
samples are subsets of larger scale community-
based studies and necessarily require significant
investment in screening or contacts in order to
achieve a suitable sample of the subpopulations
of interest.3 More complex variations, including
stratified random sampling involving division of
a population into smaller strata (e.g., schools,
cities, neighborhood, etc.) of known probability,
do improve cost-effectiveness, but with the noted
tradeoffs in precision and potential adverse sta-
tistical effects.

Non-probability samples are commonly used
when research questions focus on special popu-
lations believed to be at increased risk for sub-
stance use and misuse. There are a variety of
well-known non-probability, or convenience,
sample designs commonly used in practice. One
of the more popular approaches currently is
known as respondent-driven sampling (RDS),
which was developed by Heckathorn (1997,
2002) and has been used in numerous substance
use studies (Bauermeister et al. 2012; McKnight
et al. 2006; Ramirez-Valles et al. 2010). Other
popular non-probability strategies in substance
use research include venue and facility-based
sampling (Clatts et al. 2005; Halkitis et al. 2005;
Kassira et al. 2001; Safika et al. 2011), snowball
sampling (Kaplan et al. 1987; Sharma et al.

2Wagner and Lee (2015) define rare populations as
referring to subgroups in the total population that are
either small in size or “hard-to-reach” in terms of ability
to identify or interview, such as cases where the
population is geographically dispersed.

3Low numbers of a subsample, in and of itself, affects the
precision of information gathered, as smaller numbers of
subjects are associated with margins of error that make it
more difficult to be confident in the actual, underlying
data (Andersen et al. 2004). Also problematic is that small
sample sizes may preclude analyses of complex models
on the causes and consequences of substance abuse within
subpopulations of interest.
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2002), timespace sampling (Fernández et al.
2005; Muhib et al. 2001; Valleroy et al. 2000), as
well as advertising for volunteers (Barrett et al.
2005; Levy et al. 2005; McElrath 2005). An
important advantage of these designs is their
cost-effectiveness when researching hard-to-find
populations, such as illicit drug users. As selec-
tion probabilities are unknown, however, there
are no definable sampling errors associated with
these designs. Rather, non-probability-based
sample designs typically suffer from large cov-
erage errors and sampling errors are completely
unknown.4

13.4 Nonresponse Errors

Unit response rates in general population surveys
have been declining for several decades in
developed countries (Groves and Couper 1998;
Groves et al. 2002; Steeh et al. 2001). Survey
response rates have been traditionally employed
as an indicator of survey quality in general and
nonresponse error in particular (Johnson and
Owens 2004). Recent research, however, has
demonstrated that response rates are not strongly
associated with nonresponse bias, at least in the
available research literature (Groves and
Peytcheva 2008; Keeter et al. 2000; Merkle and
Edelman 2002). Rather, it is the degree to which
survey respondents and nonrespondents differ
from one another in terms of variables of interest,
combined with the survey’s response rate that
defines nonresponse bias. As an example, a
British study reported by Plant et al. (1980)
compared two sets of survey data, one with a
25% response rate and the other with a 79%
response rate, respectively. No important differ-
ences in self-reports of alcohol consumption
were found between the two.

Of course, when considering substance use
behaviors, there are valid reasons to be con-
cerned about differences between survey
respondents and nonrespondents. Pernanen

(1974) has suggested that persons who drink
heavily might be more difficult to contact as part
of survey efforts, as well as less likely to coop-
erate when contacted. De Lint (1981) reported in
a Canadian survey that more in-person contact
attempts were required to interview respondents
who reported greater frequency of alcoholic
beverage purchases. In addition, Cottler et al.
(1987) found that respondents diagnosed with
alcohol abuse and dependence required a greater
number of contact attempts in order to complete
interviews. Crawford (1987) additionally repor-
ted higher levels of alcohol consumption among
the respondents most difficult to contact. Using a
Swedish population register, Tibblin (1965)
found higher rates of survey non-participation
among middle-aged men who were known to
have experienced alcohol-related problems.
There is also some general evidence that survey
nonresponse is greater among persons with poor
health (Cohen and Duffy 2002; Hoeymans et al.
1998; Tolonen et al. 2010).

Another Swedish study reported that survey
respondents were less likely to have been hos-
pitalized with alcohol diagnoses, as compared to
nonrespondents (Romelsjö 1989). These findings
have been interpreted as evidence that heavy
drinking may be a barrier to participation in
social surveys due to difficulty in making contact
and also in convincing those individuals who are
contacted to agree to participate (Lahaut et al.
2002). Other investigations, however, have
reported no differences in alcohol use between
those who do and do not participate in epi-
demiologic surveys (Caspar 1992; Gmel 2000;
Iversen and Klausen 1986; Lemmens et al. 1988;
Macera et al. 1990), and, in a few cases, alcohol
nonusers have also been found to be underrep-
resented (Dunne et al. 1997; Lahaut et al 2002;
van Loon et al. 2003).

It is also important to recognize that standard
field procedures in many surveys deliberately
exclude active substance users from participation.
Much research explicitly requires interviewers to
not conduct interviews with individuals who are
visibly intoxicated or who appear to be high on
other substances. Kish (1965) commented on this
problem nearly 50 years ago, referencing a case

4See the chapter by Gfroerer et al. (this volume) for
additional detail regarding sample designs in substance
use research.
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in which a respondent was drunk by the time they
came home after work every day throughout a
survey’s field period. While such protocols are
necessary for orderly data collection and may be
invoked only rarely in practice, the potential
effects of such protocols on nonresponse bias
must be considered. In addition, despite some
claims to the contrary (Zhao et al. 2009),
knowledge that a survey is concerned with sub-
stance use appears to have no effect on respondent
willingness to participate (Plant and Miller 1977;
Romelsjö 1989).

Research into correlates of attrition in panel
surveys, in which the same respondents are
interviewed at multiple time points, also provide
relevant information. Several of these studies
have documented higher levels of attrition
among high alcohol and drug users (Bailey et al.
1992; Beard et al. 1994; Bucholz et al. 1996;
Caetano et al. 2003; Goldberg et al. 2006; Han-
sen et al. 1985; McCabe and West 2016; McCoy
et al. 2009; Paschall and Freisthler 2003; Snow
et al. 1992; Wild et al. 2001). Attrition among
U.S. military personnel has been associated with
tobacco (but not alcohol) use, and drug use
among those with less than a college education
(Cunradi et al. 2005). Other research, however,
has found higher attrition among nonusers
(Dawson et al. 2014; Garcia et al. 2005), and
additional studies have found both high alcohol
intake and abstinence to be associated with
increased likelihood of panel attrition (Thygesen
et al. 2008; Torvik et al. 2012). Attrition was also
predictive of increased mortality by way of cir-
rhosis of the liver and other alcoholic liver dis-
eases. Other research has been unable to identify
differences between those who do and do not
drop out of panel studies, with respect to indi-
cators of alcohol consumption and/or
alcohol-related disorders (Bijl et al. 1998;
de Graf et al. 2013; Lamers et al. 2012; Psaty
et al. 1994).

Useful evidence also comes from research
specifically designed to assess nonresponse bias.
Several types of nonresponse bias studies are
routinely conducted. One approach employs
follow-up surveys, which typically involve
obtaining survey data from nonrespondents to the

primary survey (Crawford 1986). Caspar (1992),
for example, conducted follow-up face-to-face
interviews with a sample of nonrespondents to
the 1990 NHSDA, concluding that initial non-
respondents were more likely to report lifetime
drug use. Lahaut et al. (2002) provide an exam-
ple of a nonresponse follow-up survey with
individuals who initially did not respond to a
mail survey and who were subsequently visited
by interviewers to complete a face-to-face inter-
view. Their findings suggest that abstainers were
underrepresented in the initial survey. Hill et al.
(1997) report a telephone follow-up survey of
nonrespondents to a primary mail survey. They
also found lower reporting of unsafe alcohol
consumption among initial nonresponders.
Lemmens et al. (1988) conducted a telephone
follow-up survey of nonrespondents to a
face-to-face survey, concluding that there were
only small effects of nonresponse on
self-reporting of alcohol consumption. A poten-
tial limitation when interpreting findings from
follow-up surveys such as these is that they often
use different modes of data collection between
the primary survey and follow-up effort, respec-
tively. Given what is known about mode differ-
ences in reporting of substance use behaviors, it
would not be surprising that a telephone
follow-up to a self-administered survey might
suggest that the initial survey overestimated
substance use, whereas a self-administered non-
response follow-up survey to an initial
interviewer-assisted effort might suggest that it
had underestimated substance use. In each case,
the effects being attributed to nonresponse bias
may actually be a consequence of mode differ-
ences rather than systematic nonresponse. There
are several examples in the literature of surveys
that relied on interviewer-assisted follow-up
interviews (cf., Hill et al. 1997; Lahaut et al.
2002) that suggest primary survey respondents
over-report substance use behaviors.

Another type of nonresponse bias analysis
that focuses on respondent substance use patterns
are studies that compare early vs. late respon-
dents (Lahaut et al. 2002, 2003; Trinkoff and
Storr 1997; Wilson 1981). For example, Zhao
et al. (2009) compared self-reports of persons
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responding early and late to the Canadian
Addictions Survey. Late respondents were more
likely to report lifetime and past 12-month
alcohol use, both chronic and acute risky alco-
hol use, and lifetime and past 12-month illicit
drug use. Other studies have also found evidence
that late survey responders are more likely to be
substance users (Korkeila et al. 2001; Kypri et al.
2004, 2011). Studies such as these employ a
continuum of resistance framework that assumes
respondents who require greater effort to contact
and interview are more similar to nonrespondents
than are those who initially agree to survey
requests (Lin and Schaeffer 1995; Meiklejohn
et al. 2012). Other strategies compare estimates
from multiple surveys (Zhao et al. 2009), com-
pare frame data for respondents, nonrespondents,
and the full sample (Lemmens et al. 1988), or
compare estimates from surveys that have high
versus low response rates (Plant et al. 1980).

One other nonresponse bias assessment strat-
egy is to supplement survey data with informa-
tion obtained from other sources, such as
administrative records. Gfroerer et al. (1997a)
examined response patterns in the 1990 National
Household Survey on Drug Abuse by merging
survey findings with records from the 1990
Decennial Census. Not surprisingly, this required
special authorization from the government, given
the strict data protections associated with the
Census. These researchers found that persons
with some characteristics known to be associated
with substance use (such as living in urban areas
and/or being male) had lower response rates, and
that persons with other characteristics believed to
be associated with non-substance use (older age
and higher income levels) also had lower
response rates. They concluded that these various
nonresponse correlates would likely cancel out
much of the bias either set might have introduced
into the survey estimates. Research in Scotland
(Gorman et al. 2014) linked data from respon-
dents to several health surveys with death and
hospitalization records, and concluded that there

is an increased risk of death from alcohol-related
causes among nonrespondents. Conducting non-
response bias assessments using administrative
records is common in Scandinavian nations that
maintain population registers. Larsen et al.
(2012) report on one study in which register data
on cause-specific mortality was linked with sur-
vey nonresponse data. Fifteen-year mortality
rates from alcohol-related diseases were found to
be significantly greater among survey nonre-
spondents, as compared to respondents. In Fin-
land, a 28-year follow-up of nonrespondents
using a national mortality register revealed sim-
ilar findings, as nonrespondents were several
times more likely to have passed due to
alcohol-related causes (Jousilahti et al. 2005).

It is also important to recognize that high
nonresponse rates to individual survey questions
(item nonresponse) may also be an indicator of
data quality problems in substance use surveys.
Some research suggests demographic variability
in nonresponse rates to substance use questions.
Owens et al. (2001) found that African Ameri-
cans and persons who were separated or divorced
were less likely, and females and persons aged
55 and older were more likely, to answer ques-
tions concerned with their use illicit drugs,
respectively. Increased item nonresponse rates to
substance use questions among minority groups
have also been reported (Witt et al. 1992).
A study by Aquilino (1992), however, reported
no differences. An item nonresponse study of
adolescents found higher nonresponse rates to
questions concerned with alcohol and marijuana
use among male respondents compared to female
respondents (Stueve and O’Donnell 1997). In an
item nonresponse follow-up survey conducted in
the United Kingdom, Dengler (1996) found that
respondents to the follow-up survey of initial
nonrespondents were less likely to report drink-
ing more than recommended amounts of alcohol,
compared to initial survey respondents, leading
to the conclusion that the original study had
“slightly overestimated” alcohol consumption.
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13.5 Measurement Errors

Measurement error occurs when survey questions
fail to measure what they were designed to
measure. There are several potential sources of
measurement error which must be considered
when constructing a survey instrument or ana-
lyzing survey data. Broadly speaking, these
include design effects, respondent effects, inter-
viewer effects, and context effects. We address
each of these in the following sections.

13.5.1 Survey Design

Each element of a survey that is revealed to
respondents can be expected to provide them
with cues regarding the information being sought
(Greenfield and Kerr 2008). These cues can be
expected to influence self-reports in ways that
cannot always be anticipated or controlled, and
are referred to here as design-related errors.
Some important design issues to be discussed
include methods for asking about substance use,
mode effects, use of skip patterns, and reference
periods. Other design factors that may influence
measurement quality include how clearly a sur-
vey is introduced to sampled respondents as
being concerned with substance use, the survey’s
sponsor, the procedures employed to obtain
respondent informed consent, the use of incen-
tives, and the survey’s focus as either primarily
concerned with substance use vs. concerned with
a more broad set of topics (Gfroerer et al. 2012).
In regards to this later point, it has been sug-
gested by Fowler and Stringfellow (2001) that
survey respondents are more willing to discuss
negative personal behaviors when they are also
asked to report about positive personal behaviors
and characteristics.

13.5.2 Methods for Asking About
Substance Use

It will come as no surprise to most readers that
the wording and structure of survey questions
can be expected to have a strong influence on the

answers obtained. Indeed, experimental compar-
isons have revealed differences in the magnitude
of substance use reports obtained using various
question measurement strategies. Research by
Kroutil et al. (2010), for example, has demon-
strated that open-ended questions seriously
underestimate drug use prevalence rates, relative
to close-ended questions. Similarly, Ekholm
et al. (2008) reported that respondents are more
likely to report binge drinking when answering
close-ended questions than when answering
open-ended questions.

Research has compared various methods for
asking questions regarding alcohol consumption.
A general finding from studies that compare
various methods of collecting alcohol use reports
is that asking more questions produces higher
alcohol use rates (Dawson 2003; Ekholm et al.
2008; Gmel et al. 2014; Greenfield and Kerr
2008). One common measurement strategy is the
quantity–frequency method, which can be used
to obtain consumption information about specific
types of alcohol, or which can be structured to
ask about the general consumption of alcoholic
beverages (often in order to save space in survey
questionnaires). Serdula et al. (1999) has
demonstrated that beverage-specific quantity–
frequency questions produce higher estimates of
alcohol consumption, compared to questions that
ask more general quantity–frequency questions
(a.k.a., the grouped-beverage question format).
Rhem et al. (1999) have reported findings from a
within-subjects experiment that documents con-
sistently higher prevalence rates for several
indicators of harmful drinking when
graduated-frequency measures (Hilton 1989) are
used, in comparison to the more commonly
employed quantity-frequency question response
format (Dawson 1998; Sobell and Sobell 2003),
and weekly drinking recall questions (Rhem et al.
1999). Other studies have also found
graduated-frequency measures to produce higher
estimates of alcohol use in comparison to
quantity-frequency measures (Midanik 1994;
Poikolainen et al. 2002). The improved perfor-
mance of the graduated-frequency format
appears to be due to its ability to more precisely
measure irregularly high levels of consumption,
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although there is some evidence suggesting that
the graduated-frequency approach may actually
overestimate consumption (Bloomfield et al.
2013; Poikolainen et al. 2002). The usefulness of
the graduated-frequency measures for cross-
cultural research, however, has been called into
question (Gmel et al. 2006). Newer measurement
strategies, such as the Yesterday (or Recent
Recall) method of reporting, in which respon-
dents are asked to report details of their alcohol
use during the previous day only, have been
found to produce higher estimates than either the
quantity-frequency or graduated-frequency mea-
sures (Stockwell et al. 2004, 2008). The use of a
daily diary protocol for collection of alcohol
consumption is frequently considered to be a
“gold standard” measurement approach (Poiko-
lainen and Kärkkäinen 1983, Poikolainen et al.
2002), but not very practical for many survey
purposes.

Response category design for use in quantity
and frequency questions can also influence
respondent answers. For example, Schwarz
(1999) has shown how simple changes in the sets
of response options presented to respondents,
such as emphasizing low versus high-frequency
events or behaviors, can influence overall
response patterns. Empirical evidence from
Poikolainen and Kärkkäinen (1985) confirms
this, as they obtained higher alcohol consump-
tion reports when employing quantity and fre-
quency questions that included heavier intake
response options.

Quality-frequency measures continue to be
commonly utilized in practice despite the fact
that conventional wisdom among many sub-
stance use researchers holds that alcohol and
drug consumption behaviors are far more vari-
able across even brief time intervals than are
assumed by these questions (Greenfield and Kerr
2008; Sobell et al. 1982). By their nature,
quantity-frequency items ask for average
amounts of use, eliminating the opportunity to
capture episodes of heavy or binge drinking. In a
community survey, Hasin and Carpenter (1998)
have documented that as many as 30% of all
respondents report having difficulty when
answering typical survey questions concerned

with usual drinking patterns due to changes in
their drinking behavior during the time period in
question, and that this problem is particularly
acute for persons with symptoms of alcohol
dependence. The key advantages of the
quantity-frequency measures that make them still
popular in practice are their simplicity, ease of
answering, and the relatively small amount of
space they require in survey instruments. Finally,
the length of the recall period for which
respondents are asked to report their alcohol use
is also related to overall quantity of those reports
(Gmel et al. 2014). In general, briefer recall
windows have been demonstrated to produce
higher reports of consumption (Ekholm 2004;
Gmel and Daeppen 2007).5

13.5.3 Reference Periods

Reference periods are used to restrict and specify
the time intervals for which respondents are
asked to retrospectively report their substance
use experiences. Commonly utilized in practice
are 30-day, 12-month, and lifetime reference
periods, although there are many variations. Each
has their own advantages and disadvantages. It is
common knowledge that recall accuracy decays
with increasing length of these time intervals
(Tourangeau 2000), as research suggests that
greater alcohol prevalence is obtained when
shorter reference periods are employed in survey
questions (Bachman and O’Malley 1981; Sim-
pura and Poikolainen 1983). Although more
susceptible to recall concerns, a 12-month recall
period would have the advantage of being less
affected by seasonal variations in substance use
(Cho et al. 2001; Greenfield and Kerr 2008).
A 30-day reference period, in contrast, might be
less likely to capture binge drinking episodes.
Hence, many surveys ask questions about mul-
tiple reference periods in order to address the
limitations of each.

5Comprehensive reviews by Sobell and Sobell (2003),
Gmel and Rehm (2004), and Bloomfield et al. (2013)
provide insight on the strengths and limitations of various
approaches to measuring alcohol consumption in survey
questionnaires.
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Age of alcohol initiation and other drug use
are topics commonly covered in substance use
surveys, given that age of first substance use is
considered an important risk factor for subse-
quent substance abuse (Grant and Dawson 1998).
Unfortunately, the length of recall necessary to
correctly answer these questions can be prob-
lematic for many respondents. Forward tele-
scoping, in which respondents systematically
underestimate the length of time since an event
took place, is a particularly important threat to
the quality of self-reports of age of first use
(Shillington et al. 2012). Numerous studies have
documented problems with accurate recall of this
information (Bailey et al. 1992; Engels et al.
1997; Grant et al. 1995; Humphrey and Friedman
1986; Johnson and Mott 2001; Prause et al.
2007; Shillington and Clapp 2000; Shillington
et al. 2011a, b, c, d).

13.5.4 Questionnaire Skip Patterns

A common question when designing substance
use instruments is the issue of whether it is best
to employ skip patterns, which allow respondents
to avoid answering follow-up questions that are
clearly not applicable to them, or to instead
require all respondents to provide all answers to
all items. The rationale for requiring responses to
all items is twofold. First, there may be privacy
concerns associated with the use of skip patterns,
as those who report substance use will require
more time to complete all follow-up questions,
presumably allowing interviewers and/or other
observers to conclude that they are in fact sub-
stance users. Second, although it is somewhat
burdensome for respondents, it is likely that the
presence of skip patterns will be quickly detected
by many respondents and possibly motivate
some to provide negative answers to filter ques-
tions in order to “skip out” of longer blocks of
questions that request details regarding substance
use experiences. As an example of a skip pattern,
a question that asks respondents if they have ever
used marijuana might be employed as a filter
item. Those respondents indicating that they had
used marijuana would then be eligible to answer

a series of follow-up questions that queried about
frequency of use, age of initiation, etc. In con-
trast, avoidance of skip patterns would require
respondents to answer all follow-up questions,
typically by selecting a “have never used mari-
juana” response option, which would be avail-
able for use with each follow-up question. Such
an approach can considerably increase the bur-
den and amount of time necessary to complete a
questionnaire for nonusers of the substances
being examined. The NSDUH has historically
not employed skip patterns. An experiment
reported by Gfroerer et al. (1997b) investigated
the effects of using skip patterns as part of the
NHSDA. In their random experiment, they found
significantly lower prevalence rates for the five
illicit drugs examined when skip patterns were
employed. Because no differences were found in
alcohol use estimates, it was concluded that pri-
vacy concerns associated with answering the
most sensitive questions was a more likely
explanation for the findings.

13.5.5 Mode Effects

Survey data is collected using a variety of modes,
including self-administered paper-and-pencil
(PAPI) and electronic questionnaires, as well as
telephone and in-person interviews. Many sur-
veys employ more than one of these modes
simultaneously. The presence of mode effects in
surveys has long been recognized, and there is
now a considerable body of evidence docu-
menting the effects of mode on the quality of
self-reports of substance use behaviors. Most
importantly, survey modes that rely on respon-
dent self-administration have been often found to
obtain greater reports of alcohol and drug use
than have those modes that require respondents
to directly answer questions posed by inter-
viewers about their use of these substances
(Aquilino and LoSciuto 1990; Aquilino 1994;
Boniface et al. 2014; Dotinga et al. 2005; Duffy
and Waterton 1984; Gfroerer and Hughes 1992;
Gmel 2000; Hoyt and Chaloupka 1994; Miller
et al. 2004; Romelsjö 1989; Schober et al. 1992;
Tourangeau and Smith 1996; Turner et al. 1992).
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There is also some evidence that these mode
effects are greater for illicit substances, such as
cocaine and marijuana, compared to alcohol use
(Tourangeau et al. 2000).

Of the available self-administered modes,
audio-computer-assisted self-interviews
(ACASI) have found to generate higher report-
ing of substance use behaviors than have PAPI
self-administered answer sheets (Brener et al.
2006; Chromy et al. 2002; Kim et al. 2008).
Computer-assisted questionnaires are also known
to produce data that is more internally consistent
and more complete, helping to reduce the need
for editing, imputation, and other processing
activities that may lead to processing errors
(Chromy et al. 2002; see also the discussion
below in Sect. 13.5 regarding Processing Errors).

Research has, in recent years, also begun to
explore the reliability and validity of substance
use surveys conducted via the Internet. In a ran-
dom experiment, Eaton et al. (2010) assigned
classes of high school students to respond to
PAPI or web questionnaires, and concluded that
there were few differences in prevalence estimates
obtained across the two modes. Ramo et al.
(2012) examined the quality of self-reported
marijuana use in a convenience sample of
young adults who completed a web-based ques-
tionnaire, concluding that such data can be reli-
ably collected. Other investigators have
compared internet reporting of alcohol use with
reports obtained from self-administered mail
questionnaires and both face-to-face and tele-
phone interviews, concluding that online reports
have similar levels of measurement quality (Hines
et al. 2010; McCabe et al. 2006; Khadjesari et al.
2009). Link and Mokdad (2005) reported
obtaining higher rates of heavy drinking among
respondents randomly assigned to complete a
web survey, as compared to respondents com-
pleting a mail questionnaire and those inter-
viewed by telephone. This finding is consistent
with other findings suggesting higher data quality
when using computer-assisted technologies.

Among interviewer-assisted survey modes,
some evidence suggests face-to-face interviews
appear to produce greater reports than do tele-
phone interviews (Aquilino1992; Aquilino 1994;

Gfroerer and Hughes 1991; Johnson et al. 1989),
other evidence suggests no differences in sub-
stance use estimates between these two
interviewer-assisted modes (Greenfield et al.
2000; Midanik and Greenfield 2003), and one
study suggests higher rates of some
alcohol-related measures can be obtained by tele-
phone (Midanik et al. 2001). Some research has
also reported the use of interactive voice recording
(IVR) systems (a.k.a., “T-ACASI”—telephone
audio computer-assisted self-interviewing) to
improve the quality of substance use data collected
by phone (Gribble et al. 2000; Perrine et al. 1995).
In contrast to this body of findings, Bongers and
van Oers (1998) found no differences in reports of
alcohol use and problem drinking in a general
population survey conducted in the Dutch city of
Rotterdam in which respondents were randomly
assigned to participate in face-to-face interviews
vs. completing mail questionnaires.

13.5.6 Respondent Effects

There is considerable variability in survey
respondents’ ability and willingness to provide
accurate answers to substance use questions. The
behaviors of respondents can be understood
within the framework of the cognitive model of
survey response (Jabine et al. 1984), which rec-
ognizes four basic tasks required of respondents
when they are answering each survey question.
These include question interpretation, memory
retrieval, judgment formation and response
mapping, and response editing. This is a useful
model for understanding how variability across
respondents may influence the quality of
self-reported substance use information. Evi-
dence regarding how three of these cognitive
tasks may influence the quality of substance use
behavior reporting is reviewed below.

13.5.7 Question Interpretation

The risk of miscommunication may be greater in
substance use surveys, compared to other topics,
because respondents are known to sometimes
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employ substance use terminology that differs
from that employed in research questionnaires
(Hubbard et al. 1992; Morral et al. 2003; Ouelett
et al. 1997). The complexity of some substance
use terminology may also sometimes lead to
respondent confusion. This may be of greater
concern in surveys of adolescents, who may not
always have sufficient knowledge to correctly
answer questions concerned with the use of
various drugs (Chung and Martin 2005; Harris
et al. 2008; Mewton et al. 2014; Morral et al.
2003; Slade et al. 2013; Swadi 1990).

Johnston and O’Malley (1997) have presented
evidence suggesting that respondents sometimes
are more likely to deny, or recant, having ever
used certain substances that they had previously
indicated having used (see also additional dis-
cussion of recanting in the section below on
Response Editing). Of particular relevance here
is their finding that recanting varies by type of
drug being asked about, with the recanting of
tranquilizers and barbiturates found to be greater
than that for marijuana and cocaine, a finding that
they suggest is related to the complexity of the
definitions of these two substances. In alcohol
research, recent reviews have additionally found
that respondents commonly misinterpret standard
drink sizes, suggesting that alcohol intake may
be systematically underestimated in survey
research (Devos-Comby and Lange 2008; Kerr
and Stockwell 2012).

Another related issue is the degree to which
respondent cultural background may influence
the interpretation and/or comprehension of sur-
vey questions. Substance use patterns and prac-
tices are known to vary cross-culturally (De La
Rosa and Adrados 1993; Room et al. 1996;
Room 2007), and those varied experiences and
beliefs regarding substance use can also be
expected to influence respondent knowledge and
familiarity with the topic in general and related
terminology in particular. Many researchers rec-
ognize the importance of exploring and
addressing these potential problems by employ-
ing focus groups, cognitive interviews, and
ethnographic methods when designing survey
instruments for use in cross-cultural settings

(Gardner and Tang 2014; Midanik and Hines
1991; Ridolfo 2011; Thrasher et al. 2011).

13.5.8 Memory Retrieval

Survey methodologists have for many years been
concerned with the ability and motivation of
respondents to provide accurate retrospective
self-reports (Friedman 1993; Sudman et al.
1996). Indeed, memory failures have been his-
torically considered one of the more common
explanations for inaccurate reporting of sub-
stance use behaviors (Pernanen 1974; Shillington
et al. 2011a, b, c, d). The retrieval of the mem-
ories necessary to accurately report substance use
behaviors and experiences can be particularly
difficult for several reasons. Poorly worded sur-
vey questions may present respondents with
difficult cognitive challenges in terms of the
effort necessary to retrieve specific and/or
detailed information that may not be readily
accessible in memory (Wilson 1981).

As discussed earlier, questions that ask
respondents to recall substance use over a longer
time period tend to produce lower reporting
quantities (Ekholm 2004; Gmel et al. 2014). In
addition, there is evidence that heavy drinking
(Babor et al. 2000; Pernanen 1974), marijuana
(Solowij and Battisti 2008), cocaine (Van Gorp
et al. 1999; Ardila et al. 1991; Vonmoos et al.
2013), and MDMA use (Bolla et al. 1998;
Morgan 1999; Parrott et al. 1998) may be asso-
ciated with impaired memory and other cognitive
deficits. Mensch and Kandel (1988) have found
inconsistent reporting of marijuana use to be
associated with degree of drug use frequency,
with more involved users providing less consis-
tent survey responses, a finding they associate
with faulty memory. Although considerable
research has been invested in experimenting with
strategies for aiding respondents with memory
retrieval in general (Belli 2008; Stone et al.
2000), few efforts have focused on aiding recall
of substance use information. Hubbard (1992),
however, has reported a series of experiments
that used anchoring manipulations to improve
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respondent recall, although these were not found
to be very effective.

13.5.9 Response Editing

After respondents have interpreted a survey
question and retrieved the information necessary
to form an answer, they must decide whether that
answer is to be accurately shared with the
researcher. Given the illicit, and sometimes
stigmatizing nature of substance use behaviors
(Fortney et al. 2004), some respondents will
make conscious decisions to underreport, or deny
altogether, any such behavior (Hunt et al. 2015;
Pernanen 1974). That survey respondents will
sometimes attempt to present themselves in a
favorable, albeit not completely accurate, light
during survey interviews is well understood and
is commonly referred to as social desirability
bias. Concerns about the potential effects of
social desirability bias have been the subject of
considerable research in the survey methodology
literature (Bradburn and Sudman 1979; Crowne
and Marlowe 1964; Paulhus 1991; Tourangeau
and Yan 2007). In general, respondents are
known to over-report socially desirable behav-
iors, such as voting (Traugott and Kattosh 1979)
and exercise (Adams et al. 2005), while under-
reporting socially undesirable behaviors, such as
drug and alcohol use (Fendrich et al. 2004).
Bradburn and Sudman (1979) have explored and
documented the sensitive nature of substance use
questions by asking a national sample of
respondents in the U.S. how uneasy discussing
various potentially sensitive topics would make
them feel. They found that 42% reported that
they believed most respondents would be “very
uneasy” discussing their use of marijuana, and
that 31 and 29%, respectively, would also be
uneasy discussing stimulant and depressant use,
and intoxication. Only 10% indicated they
believed most people would be uneasy dis-
cussing drinking in general. It should be recog-
nized that this survey was conducted more than
30 years ago, and it is uncertain to what degree
these topics would elicit similar feelings of dis-
comfort today.

Some respondents will feel uneasy discussing
their substance use experiences. This may be for
several reasons, including the need to avoid the
social threat of admitting to illegal activities, and
the feelings of shame and embarrassment asso-
ciated with violating social norms (Harrel 1997;
Krumpal 2013). Reporting illicit substance use
may also be viewed by some respondents as a
sign of weakness and, hence, something not to
disclose (Robbins and Clayton 1989). These
points are consistent with research findings that
indicate that substance use underreporting
increases with the perceived stigma of the sub-
stance being discussed (O’Malley et al. 1983;
Mieczkowski 1989; Hser 1997). Some respon-
dents may also elect not to admit to substance use
behaviors in order to avoid potential legal sanc-
tions, out of fear that a breach of confidentiality
might risk their employment or reputation, and/or
because they believe such information is highly
personal and not to be shared. Some research
suggests that questions about current use of illicit
substances are more likely to produce underes-
timates when confidentiality is less certain,
compared to questions concerned with past use
(Luetgert and Armstrong 1973). Experimental
studies that have compared substance use
reporting patterns when provided with assurances
of anonymity versus confidentiality have gener-
ally found few differences across conditions
(Malvin and Moskowitz 1983; Moore and Ames
2002; O’Malley et al. 2000).

Measures of willingness to provide socially
desirable answers have been found to be asso-
ciated with substance use reporting such that
likelihood of providing socially desirable
responses in general is associated with less
likelihood of reporting alcohol and/or drug use
behavior (Bradburn and Sudman 1979; Pleck
et al. 1996; Watten 1996; Welte and Russell
1993). These findings have been interpreted
alternatively as evidence that underreporting of
substance use is a consequence of respondent
attempts to conceal illicit behavior, or as evi-
dence that persons who engage in socially
desirable behaviors in general also report, accu-
rately, that they do not engage in substance use
behaviors. Although this question remains
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unresolved, we note that other research has
demonstrated the absence of an association
between one measure of social desirability, the
Crowne–Marlowe scale (Crowne and Marlowe
1964) and a measure of cocaine use underre-
porting that was based on comparisons of
self-reports with biological assays (Johnson et al.
2012).

As with question interpretation, respondent
culture may also be associated with the accuracy
of self-reports of substance use behaviors. A lit-
erature review of 36 published studies conducted
in the U.S. found consistent evidence of lower
reliability and validity rates of substance use
reporting among racial and ethnic minority pop-
ulations (Johnson and Bowman 2003). More
recent studies have reported similar findings
(Fendrich and Johnson 2005; Fendrich et al.
2008; Ledgerwood et al. 2008). The specific
source of these differences, however, is not
clearly understood. Models that have been pro-
posed suggest that greater reporting errors among
minority groups may be a consequence of dif-
ferential group educational achievement and
question comprehension, greater minority con-
cerns with privacy, discrimination and risk of
prosecution, and/or stronger effects of social
desirability pressures on minority groups to
report behaviors that conform to majority cultural
values. Internationally, cultural differences in
normative patterns of alcohol consumption and
other substance use may also influence degree of
response editing. In nations where wine is con-
sidered part of a meal, rather than mood-altering
substance, underreporting might be expected to
be much less of a concern.

An important limitation of much of the
research reviewed here is the common, if
unproven, assumption that greater self-reports of
substance use behaviors are more valid (Del
Boca and Darkes 2003; Gmel et al. 2014; Miller
1997). Over-reporting also needs to be recog-
nized as a potential measurement concern (Har-
rison 2001; Miller 1997). There have been cases
of respondents providing daily alcohol use
reports that are physically impossible (Pernanen
1974). In surveys of adolescents, there is also a
wide-spread belief that some respondents

over-report their alcohol and other drug use,
possibly to impress peers and improve one’s
social status, or as part of a general desire for
attention (Barnea et al. 1987; Brener et al. 2003;
Fendrich 2005; Midanik 1982; Percy et al. 2005;
Swadi 1990). Gfroerer et al. (2012) suggest that
such over-reporting of substance use might be
more likely to happen during school-based sur-
veys, typically conducted in classroom settings,
where peers may be more likely to be aware of
respondent answers. It is also possible that some
respondents may in some situations elect to
present themselves in a highly negative manner,
perhaps for personal amusement or to obtain
treatment services (de Lint 1981; Harris et al.
2008; Richter and Johnson 2001; Winters et al.
1991). To identify such over-reporters, several
investigators have asked respondents about their
use of substances that do not exist (Poulin et al.
1993). These studies have uniformly found very
low self-reported rates of use of fictitious sub-
stances. Petzel et al. (1973), for example, repor-
ted that 4% of a high school student sample
reported use of the non-existing drug “bindro.”
These researchers also found that those who
indicated the use of a non-existent drug addi-
tionally reported more use of all other drugs
included in their survey, compared to those who
indicated, correctly, that they did not use “bin-
dro.” Others have reported similar findings when
asking survey respondents about the use of
non-existent substances (Barnea et al. 1987;
Farrell et al. 1991; Single et al. 1975; Whitehead
and Smart 1972). An alternative interpretation, of
course, is that heavy drug users just assume,
incorrectly, that they have used all available
substances at one time or another and are hence
trying to respond as accurately as possible.

Some have questioned whether or not it is
correct to assume that all substance users will
hesitate to accurately report their patterns of
substance use. For example, Wish et al. (1997)
have suggested that heavy substance users may be
less concerned about social norms and conse-
quences of reporting such information. Interviews
with persons receiving treatment, though, have
found little interest in publicly discussing their
patterns of substance use (Willis 1997). Debates
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regarding the accuracy of substance use reporting
have led to numerous attempts to validate or
corroborate survey responses. Several panel sur-
veys, for example, have demonstrated consider-
able stability in respondent reporting of substance
use over time (Bachman et al. 1981; Merline et al.
2008; Osgood et al. 1988). Research has also
investigated the recanting of drug and alcohol
use, which is defined as the tendency of some
panel survey respondents to claim no lifetime
experience with a given substance, when they
have previously reported having used it (Fendrich
2005). Recanting has been identified in responses
to both alcohol (Caldwell et al. 2006) and drug
use questions (Fendrich and Rosenbaum 2003;
Fendrich and Vaughn 1994; Fendrich and
Mackesy-Amiti 2000; Johnston and O’Malley
1997; Percy et al. 2005; Shillington and Clapp
2000; Shillington et al. 2011a, b, c, d; Siddiqui
et al. 1999).

Depending on the age group being surveyed
(adults vs. adolescents), recanting may represent
deliberate efforts to deny previously reported
activity, exaggerations regarding behaviors that
never actually took place, poor comprehension of
survey questions during at least one wave of
interviews, poor recall of information, or simple
carelessness when answering (Fendrich 2005;
Fendrich and Mackesy-Amiti 2000). Findings
reported by Martino et al. (2009) suggest that
recanting is a consequence both of deliberate
misreporting and of errors in understanding of
survey questions. In surveys of adolescents, one
possible explanation for recanting is that younger
and less-mature respondents may be more likely
to exaggerate substance use during surveys
conducted in classroom settings in which peers
might be aware of one another’s answers, and
that they may then provide more accurate
answers during subsequent survey waves as they
subsequently become more mature (Fendrich and
Rosenbaum 2003). Longitudinal follow-ups with
Monitoring the Future survey respondents have
found that recanting is greater among adults with
occupations that might be expected to strongly
sanction the use of illicit substances, such as
those associated with the military and law
enforcement (Johnston and O’Malley 1997).

Percy et al. (2005) have also documented
increased recanting among adolescents who had
received drug education during the study period,
suggesting a potentially biasing effect of educa-
tion on self-reports. Higher recanting among
low-level substance users has also been reported
(Fendrich and Vaughn 1994; Percy et al. 2005).

Research has sought to validate self-reported
substance use behavior by comparing those
reports to toxicological findings from biospeci-
mens collected at the time that interviews are
conducted. One of the earliest studies conducted
with a community sample (in Chicago) by Fen-
drich et al. (1999) found that recent cocaine and
heroin use estimates obtained from hair testing
were considerably higher than were self-reports
obtained from the same respondents. A follow-up
community survey found that higher rates of
cocaine and heroin were obtained from drug
assays of hair, saliva, and urine samples, com-
pared to self-reports from respondents to a
community survey (Fendrich et al. 2004).
A higher estimate of marijuana use, though, was
derived from self-reports, compared to drug test
assays, a finding that was interpreted as evidence
of the limitations of hair testing for the detection
of marijuana use. Similar findings of underre-
porting of cocaine and heroin have also been
obtained from general population surveys con-
ducted in Puerto Rico by Colón et al. (2001,
2002, 2010), and of men who have sex with men
in Chicago (Fendrich et al. 2008). Another study
conducted as part of the NSDUH investigated
agreement between self-reported use of mari-
juana and cocaine and urine tests, concluded that
“most youths aged 12 to 17 and young adults
aged 18 to 25 reported their recent drug use
accurately” (Harrison et al. 2007). Ledgerwood
et al. (2008) also examined the association
between hair testing and self-reported illicit drug
use in a community sample, concluding agree-
ment between tests and self-reports to be sub-
stantial for marijuana and cocaine, moderate for
opiates, and fair for methamphetamines. Other
research has employed urinalysis (Morrall et al.
2000) and hair assays (Tassiopoulos et al. 2006)
to document drug use frequency underreporting
among drug users receiving treatment. While
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providing valuable insights, it is important to
acknowledge that each of these sources of con-
firmatory biological information is also imperfect
measures of substance use, suffering from a
variety of limitations, including imprecise and
variable detection windows, vulnerability to
contamination, and individual and race/ethnic
group variability in rates of chemical absorption
and retention (Wolff et al. 1999; DeLauder
2004).6

Confirmatory reports from social network
members are another approach to validating
self-reports of substance use obtained from
respondents. This strategy has found good, but
far from perfect levels of corroboration (Barnea
et al. 1987; Leonard et al. 1983; Satyanarayana
et al. 2010; Single et al. 1975; Sobell et al. 1997).
Parents and children have also been asked to
corroborate one another’s reports of alcohol use.
A study of African American parents and teen-
agers in Michigan concluded that both cocaine
and opiate use by teenagers were underreported
when self-reports were compared with confir-
matory data provided by hair assays
(Delaney-Black et al. 2010. In a Dutch study,
Engels et al. (2007) also found that both children
and parents underestimate one another’s alcohol
consumption, and that underestimation of ado-
lescent alcohol consumption by parents was
related to lack of knowledge and control of their
children’s activities. An important caveat to note
when employing this type of approach is that
proxy and self-reports generally suffer from the
same sources of error (Del Boca and Noll 2000).
Interestingly, perceptions of untrustworthiness
by others have also been found to be associated
with drug use recanting among adolescents in a
study reported by Weinfurt and Bush (1996).

Another strategy for evaluating aggregate
reporting of alcohol use is by way of comparison
between alcohol sales and tax information.
A number of studies have employed this
approach and have consistently found evidence
suggestive that survey self-reports underestimate
total alcohol consumption (Kerr and Greenfield

2007; Nelson et al. 2010; Rehm 1998; Smith
et al. 1990). State-level estimates (in the U.S.)
from self-reports, however, correlate fairly
strongly with the estimates from sales/tax data,
suggesting sensitivity to variations in substance
use behavior (Nelson et al. 2010). One study that
compared self-reports of alcohol purchases,
rather than self-reported alcohol consumption,
found closer agreement between total estimates
developed from those self-reports, in comparison
to total retail alcohol sales in Sweden (Ramstedt
2010). This study also found considerable vari-
ability by alcohol type, with wine sales far more
accurately reported than beer and spirits, sug-
gesting the possibility that social desirability
concerns may be at least partially responsible,
given that wine is likely viewed as a more
socially desirable alcoholic beverage in many
social contexts. Reporting of wine consumption
was also found to be more complete in a Cana-
dian Study (Sims 1969).

Several strategies have been designed to
address social desirability concerns in surveys.
One such approach, intended to provide respon-
dents with greater privacy when speaking with
interviewers about highly sensitive questions,
such as substance use behavior, is the random-
ized response technique, which was first pro-
posed by Warner (1965). Several studies have
documented the usefulness of this procedure
among both students and adults. Goodstadt and
Gruson (1975) found higher drug use reporting
for five of six substances among high school
students in Ontario. Weissman et al. (1986)
compared substance use self-reports obtained
with and without the use of the randomized
response technique during telephone interviews
conducted as part of a general household survey
in New York City and also found increased
reporting for three of four substances when using
the randomized response technique. An impor-
tant drawback noted, though, was that only 52%
of those randomly assigned to respond using this
technique actually agreed to do so. In contrast,
McAuliffe et al. (1991) reported no differences in
reports of illicit drug use among those respond-
ing via the randomized response technique,
compared to those answering direct questions.

6Chapter 14 (this volume) by Fendrich et al. explores the
use of biospecimens in greater detail.
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Limitations of this technique include the chal-
lenge of correctly administering it in practice, as
well as its ability to provide aggregate estimates
only (Brener et al. 2003).

Another approach that has been employed to
induce more accurate reporting of substance use
behavior is the bogus pipeline. This involves the
ethically questionable practice of leading
respondents to believe their survey responses
will be validated using some alternative means,
when in fact the investigator has no intention of
doing so. This implied threat of validating
respondent answers is used to exert pressure on
respondents to answer more truthfully. In gen-
eral, the bogus pipeline procedure has failed to
obtain higher estimates of substance use behav-
ior, at least among adolescents (Campanelli et al.
1987; Murray and Perry 1987; Werch et al.
1987). A meta-analysis has confirmed the
non-efficacy of the bogus pipeline procedure for
improved reporting of alcohol consumption and
marijuana use (Aguinis et al. 1995). One subse-
quent study, by Tourangeau et al. (1997), how-
ever, has demonstrated the effectiveness of the
bogus pipeline technique for increasing respon-
dent reporting of sensitive behaviors, including
alcohol and illicit drug use. In addition, a special
population study has suggested that the bogus
pipeline procedure may be successful in
improving self-reports under certain conditions.
Lowe et al. (1986) found that, among pregnant
women, those randomly assigned to a bogus
pipeline condition were nearly twice as likely to
report alcohol consumption when completing a
self-administered questionnaire.

In addition, when considering
respondent-related reporting errors, it is highly
likely that multiple sources of respondent-related
reporting errors are operating simultaneously.
For example, Johnson and Fendrich (2005)
demonstrated, using latent measures of cognitive
processing difficulties constructed using debrief-
ing probes, that social desirability concerns were
predictive of discordant drug use reporting and
drug use underreporting, while memory difficul-
ties were predictive of drug use over-reporting.

13.5.10 Interviewer Effects

Survey interviewers can introduce errors by
misreading questions, failing to probe answers
correctly, not following other elements of stan-
dardized survey protocols, and by deliberate
falsification of survey interviews (Johnson et al.
2001; Turner et al. 2002). Interviewer affiliation
with governmental agencies may also influence
respondent willingness to report substance use
behaviors (Grucza et al. 2007). Interestingly, and
somewhat counter-intuitively, interviewers with
no prior project-related experience have been
found to generate higher levels of marijuana and
cocaine reporting in national substance use sur-
veys (Hughes et al. 2002; Turner et al. 1992).
One possibility is that more experienced inter-
viewers may obtain fewer self-reports of sub-
stance use behaviors because they appear to be
less likely to read questions exactly as worded,
compared to new interviewers (Gfroerer et al.
2002). Research by Chromy et al. (2005) also
finds that more experienced interviewers achieve
higher response rates, in addition to eliciting
fewer reports of substance use behaviors, sug-
gesting they may be more successful in gaining
cooperation from non-substance users who might
find a survey on this topic to be less personally
salient or interesting, although they do not
believe this fully accounts for the observed dif-
ferences, which remain unaccounted for.

Social distance is another possible mechanism
that may account for some interviewer effects. It
is possible that the social distance between
respondents and interviewers may influence the
willingness of some respondents to report sensi-
tive behaviors such as substance use. Johnson
et al. (2000) found that adult respondents in a
telephone survey concerned with substance use
treatment needs were more likely to report recent
and lifetime drug use when respondent–inter-
viewer dyads were characterized as having rela-
tively little social distance. In that study, social
distance was measured using a simple count of
the number of shared demographic identities
(same gender, same race/ethnicity, similar age,
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similar educational attainment). Johnson et al.
(1997) also explored the effects of social distance
between race/ethnic groups in a study which
probed respondents regarding how comfortable
or uncomfortable they would feel when inter-
viewed about their alcohol consumption patterns
by interviewers from the same culture and from
other cultural groups. When asked how they
would feel if interviewed by an interviewer with
the same background, large majorities of African
American (88.8%), Mexican American (74.7%),
Puerto Rican (85.9%), and non-Hispanic white
(92.9%) respondents indicated they would feel
comfortable. However, when asked how they
would feel if the interviewer asking about their
alcohol use was from another cultural group, the
proportions indicating they would continue to
feel comfortable decreased to 60.0% in African
Americans and Mexican Americans, and 69.4%
in Puerto Ricans. Among non-Hispanic whites,
though, the proportion indicating they would
continue to be comfortable remained very high
(89.3%), suggesting group differences in reac-
tions to interviewers of similar vs. different
race/ethnic backgrounds.

The effects on substance use reporting of
similarities and differences in various demo-
graphic characteristics between interviewers and
respondents have also been examined in other
research. In studies conducted in Iowa a number
of years ago, female respondents were more
likely to report alcohol consumption to male
interviewers, and conversely, male respondents
were more likely to report alcohol use to female
interviewers (Mulford and Miller 1959). Johnson
and Parsons (1994) found that homeless
respondents were more likely to report drug use
to male interviewers, a finding that they linked to
a “likely user” hypothesis that suggests that male
interviewers were more likely to elicit positive
substance use reports because their gender is
perceived as being more likely to be substance
users themselves, and thus more tolerant of
substance use by others. In contrast, a study
conducted by Darrow et al. (1986) reported that
gay males were more likely to report drug use to
female interviewers, who were viewed as having
greater empathy and sympathy for deviant

behavior, compared to male interviewers. In a
survey conducted in the Netherlands, higher rates
of alcohol use were reported by Turkish and
Moroccan respondents to Dutch interviewers,
compared to interviewers who were ethnically
matched (Dotinga et al. 2005). These researchers
also hypothesized that minority respondents may
have either exaggerated their alcohol consump-
tion to comply with the perceived norms of the
person interviewing them, or underreported, or
denied altogether, the use of alcohol when
interviewed by interviewers from an Islamic
background who would have been perceived as
having a far less permissive opinion of alcohol
use. This limited evidence does not suggest a
clear pattern of effects of any interviewer char-
acteristics on respondent self-reports of sub-
stance use behaviors, although it does seem
likely that interviewer characteristics do matter in
many situations.

The familiarity of interviewers and respon-
dents with one another may also influence the
quality of self-reported substance use behaviors.
For example, Mensch and Kandel (1988), in the
panel survey of the National Longitudinal Survey
of Youth, found that marijuana use reporting was
lower among respondents who had been inter-
viewed more times previously by the same
interviewer, suggesting that interviewer famil-
iarity cued respondents regarding social desir-
ability expectations, which depressed their drug
use reporting. It would again appear that, some-
what ironically, the use of experienced survey
interviewers, a practice that would typically be
considered an important strength, would appear
in some circumstances to be a factor contributing
to lower quality data, at least when interviewers
are serially assigned to the same subsets of
respondents.

13.5.11 Social Context

Aspects of the social and physical environment
within which survey data are collected may also
influence the quality of the information collected.
An important aspect of the social environment
during survey interviews that has received
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attention is the absence or presence of other
individuals during the interview, as this is
believed to influence the social desirability
demands or pressures that respondents may per-
ceive. Overall, the presence of others during
survey interviews is known to be associated with
lower reporting of sensitive behaviors, including
substance use. Wilson (1981) noted that, when
interviews were conducted in the presence of
another person, average weekly alcohol con-
sumption was lower, compared to interviews
conducted in private. Similar findings were
reported by Edwards et al. (1998), but only
among males. Several studies of adolescent
reporting of alcohol and drug use also found that
the presence of a parent during a household
interview, perhaps not surprisingly, reduces
respondent willingness to report such behaviors
(Aquilino 1997; Aquilino et al. 2000; Gfroerer
1985; Hoyt and Chaloupka 1994; Schutz and
Chilcoat 1994). Hoyt and Chaloupka (1994)
reported that the presence of friends during an
interview increased substance use reporting, and
Aquilino et al. (2000) reported that the presence
of a spouse or significant other had no effect on
reports of alcohol and drug use. It is important to
recognize, though, some potential confounding,
as those most likely to have another person
present during an interview are those who are
married, and those who have children, and these
variables are also commonly associated with less
substance use behavior.

Social desirability pressures and self-report
quality may also be influenced by the physical
context within which interviews take place.
Much of this evidence comes from comparisons
of adolescent survey responses when the surveys
are completed at home vs. in a school setting. In
school settings, parental monitoring is likely to
be perceived as less of a concern and confiden-
tiality assurances likely to be more credible.
Findings support this hypothesis, as Brener et al.
(2006) and others (Gfroerer et al. 1997b, 2012;
Kann et al. 2002; Rootman and Smart 1985) have
reported that adolescents will underreport sub-
stance use during household surveys, relative to
school-based surveys. However, Needle and
colleagues (1983) and Zanes and Matsoukas

(1979) did not find differences in the reports
obtained from students in school- vs.
home-based settings.

13.6 Processing Errors

Once data collection is complete, the construc-
tion of a final survey data set requires the
implementation of numerous editing, screening,
imputation, and weighting processes. The integ-
rity of these processes is especially critical in
substance use surveys, as they often involve
assumptions regarding the substance use behav-
iors and reporting intentions of respondents.
Research by Fendrich and Johnson (2001) has
documented important differences in the
assumptions underlying editing processes that are
made across national surveys of substance use in
the U.S. that can substantially influence the
prevalence estimates generated by each.
Researchers employ several techniques to screen
completed substance use questionnaires for
inclusion in final data files. For example, Farrell
and colleagues (1991) have examined the effects
of excluding respondents (1) who provided a
large number of inconsistent answers, as well as
those (2) who reported use of a fictitious sub-
stance, from final data sets. They concluded that
effects of excluding these responses on preva-
lence estimates were minimal, although they
cautioned that exclusionary criteria need to be
used carefully in order to avoid producing
non-representative results.

Data imputation processes can also have an
important impact on survey estimates. For
example, a past report by the U.S. General
Accounting Office (1993) identified imputation
problems in the National Household Survey on
Drug Abuse in which the estimated number of
past year heroin users in the U.S. ranged dra-
matically from 232,000 to 701,000, as a conse-
quence of whether or not missing data imputation
procedures were used. The same report also
indicated that the sample weights used to con-
struct subgroup estimates of the total number of
illicit drug users were, in some instances, based
on extremely small number of individuals in

13 Using Surveys to Study Substance Use Behavior 269



some weighting cells who reported current drug
use. In one case from the 1991 NHSDA, a single
79-year-old woman was projected to represent
approximately 142,000 persons believed to have
used heroin during the previous year. In such
instances, a single erroneous data entry could
have major effects on overall survey estimates.

Not properly accounting for a survey’s sample
design during data analysis can also have major
effects on empirical findings. These might
include instances in which (1) sample weights
fail to incorporate all sample design and/or
nonresponse factors, (2) when variances are
unadjusted for the clustering of respondents
within sampled geographic areas, or (3) when the
available sample weights are not correctly used.
One unfortunate example of the failure to prop-
erly employ sample weights occurred a decade
ago when a report concerned with illegal sales of
alcohol to underage minors in the U.S. seriously
overestimated the proportion of all alcohol sales
that were being made to underage youth.
Researchers were conducting a secondary anal-
ysis of a public release version of the 1998
NHSDA and failed to weight their data for the
survey’s stratified sample design, in which young
persons, ages 12–20, were significantly
over-sampled. Because only persons under the
age of 21 purchase alcohol illegally in the U.S.,
their over-representation in the unweighted
NHSDA data file led to an over-representation of
illegal sales in those data. This was an error that
could have been avoided through the use of the
sample weights that were available in the public
use data file used for those analyses. Those
erroneous findings were quickly discovered after
being made public (Lewin 2002).

13.7 Conclusions

Over several decades, considerable knowledge
has been accumulated regarding sources of error
in the survey assessment of substance use
behaviors. Important gaps remains, however, and
continued research will be necessary. Below,
important unresolved questions that are relevant
to each source of survey error are briefly

considered. Regarding coverage errors, the
challenge of constructing representative sample
frames for both adolescents and adults continues
to increase as electronic communications plat-
forms further diversify. This is a general problem
that afflicts all survey research efforts, but one
that can be particularly problematic for substance
use research given the associations between these
behaviors and likelihood of being covered by
many of the potential sources of sample frames.
Identification of supplemental frames that might
provide better coverage of heavy substance users
and which could be employed, with appropriate
weights, as supplements to more traditional
sample frames when conducting population sur-
veys need to be explored. Use of supplemental
frames to better reach minority and underrepre-
sented groups also needs to be examined.

When survey estimates are reported, sampling
errors, in the form of standard errors or confi-
dence intervals, are commonly included.
Although reporting these errors is important to
survey transparency, it is important to recognize
that sampling errors make strong assumptions
that are seldom met in practice. Most impor-
tantly, they assume the absence of all other
sources of survey error. Given the unlikelihood
of this assumption, merely reporting sampling
errors can leave survey consumers with a false
sense of the precision of survey estimates, as any
sampling errors could be completely over-
whelmed by measurement and/or nonresponse
errors, for example, in practice. Understanding
how sampling errors in substance use surveys
may be influenced by other sources of survey
error thus seems to be an important research
question to be addressed in the future. Similarly,
nonresponse errors are another permanent con-
cern that substance use surveys will need to
continually address. Of course, the degree to
which nonresponse may bias survey findings will
vary from topic to topic, question to question,
and subpopulations of interest. Given the strong
associations detected between substance use and
nonresponse patterns, it appears that this error
source is also particularly relevant for surveys on
this topic. An important issue for additional
research is the relative usefulness for substance
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use surveys of the various nonresponse bias
analytic strategies reviewed earlier in this paper.
Similarly, research into the relative efficacy of
various types of adjustments for nonresponse and
other forms of error in substance use surveys
would seem to be an important future research
topic.

It is likely that the multiple sources of mea-
surement errors reviewed earlier in this chapter
pose the greatest threat to the accurate assess-
ment of substance use behaviors. There are sev-
eral practical questions that remain unresolved,
however, such as the predictive power of social
desirability measures, the reasons why experi-
enced interviewers appear to obtain fewer reports
of substance use behaviors, and the degree to
which adolescents might actually over-report
their use of alcohol and/or other drugs. Perhaps
even more important, how these widely diverse
sets of measurement errors interact with one
another is poorly understood and remains largely
unexamined. Evaluation of how various sources
of measurement errors in substance use surveys
interact together to influence survey estimates
should be a priority for future research.

In terms of processing errors, surveys con-
cerned with substance use would appear, on the
surface, to be no more vulnerable than other
types of survey research. Yet, the complexity of
most substance use questionnaires, combined
with greater item nonresponse rates in many
instances, likely provide greater risks for pro-
cessing errors that can be linked to complex
editing rules and assumptions. A general rule of
thumb is that the likelihood of experiencing
processing errors is inversely associated with the
amount of documentation provided with a sur-
vey, as careful documentation is an important
indicator of quality research. Continued research
into the veracity of data editing decision rules,
particularly when handling missing data and/or
inconsistent self-reports in substance use sur-
veys, would certainly be welcomed.

Finally, it is strongly recommended that sub-
stance use researchers who plan to employ sur-
vey research methods recognize and report on
their efforts to address each of these potential

sources of survey-related error. Developing
strategies to systematically and rigorously con-
front each source of error, and transparently
sharing one’s successes and failures, remains the
best approach to minimizing the effects of each
when using survey methods to investigate sub-
stance use patterns and behaviors.
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14The Use of Biological Measures
in Social Research on Drug Misuse

Michael Fendrich, Timothy P. Johnson,
and Jessica Becker

14.1 Introduction

This chapter explores the role of biological test-
ing for assessing and understanding the preva-
lence and nature of drug use and misuse in the
community. It focuses less on the technological
assessment of alternative methods than it does on
the implementation and use of those methods.
This is not meant to be an exhaustive review of
the literature. Rather, it is intended to provide
implementation examples, to evaluate the
strengths and weaknesses of implementation, and
to discuss and speculate on potential new areas of
exploration for researchers examining substance
use prevalence.

More specifically, this chapter focuses on the
use of biological measures in “field” studies.
Borrowing from Kerlinger and Lee (2000), field
studies are defined as those that are done in
real-life situations—and can include communi-
ties, schools, factories, organizations, and insti-
tutions. Excluded are methods and examples

from clinical treatment settings, i.e., situations
where those with substance dependence-related
problems are being monitored because they are
seeking treatment. Studies of “known” drug users
were excluded (e.g., Colon et al. 2002). Also
excluded are examples from settings where pos-
itive indicators of substance use may have direct
and potentially adverse consequences for indi-
viduals being tested. Thus, although drug testing
is widely used as a primary source of information
about drug use in drug treatment and criminal
justice settings, information gleaned from these
contexts is not completely relevant to the pur-
poses of this volume. Instead, biological mea-
sures for assessing illicit drugs, such as cocaine,
marijuana, opiates, amphetamines, as well as for
assessing legal drugs with a high potential for
misuse (tranquilizers, prescription opiates), are
explored in community settings. Although a
great deal of recent research has addressed the
development of biomarkers for heavy alcohol use
(e.g., Berger et al. 2014), this review is limited to
nonalcohol substances.

Over the past several decades, biological
testing for drugs in community surveys has been
used in three main ways. Many studies incorpo-
rate drug testing as an adjunct to self-report or
interview measures in health and social surveys.
The supplemental data provided by testing can be
used to evaluate the quality of the responses
provided by the survey informant. For example,
by comparing informant reports and drug test
results, researchers can tell the extent to which
respondents accurately report their drug use.
Aggregating positive test results in select
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samples, researchers have also used biological
testing to estimate the prevalence of substance
use in different social settings (e.g., dance clubs)
and in entire communities. In the last decade,
there have also been a spate of studies that have
focused on estimating the comparative preva-
lence of drug use across different communities by
testing for biomarkers in community sewage
samples (e.g., Banta-Green et al. 2009).

14.2 Major Types of Biological
Tests

A recent “White Paper” published by the
American Society of Addiction Medicine
(ASAM 2013) provides an extensive review of
the history of drug testing as well as the prop-
erties of the major drug-testing “matrices” ana-
lyzed in drug tests. According to this report, drug
testing began in the 1950s in hospital emergency
room settings as a way to diagnose and treat
patients admitted for overdose. Its use became
widespread in drug treatment and criminal justice
programs and in the military by the 1970s. In the
1980s, drug testing became widespread in the
workplace, especially in settings involving the
operation of motor vehicles, where safety was a
primary concern. In the 1990s, drug testing was
introduced into secondary schools. Most
recently, there has been a push for increased use
of testing to screen motor vehicle drivers sus-
pected of driving while drunk or drugged.
(ASAM 2013). The proliferation of testing
coincides with rapid advancement in the devel-
opment of testing technologies, an increased
social acceptance of drug testing in multiple
contexts, increased concerns about the negative
impact of drugs on society, and supportive rul-
ings by the U.S. Supreme Court, especially
related to testing in the school context.1

Since drugs and their metabolites—the prod-
ucts of digestion of drugs—are distributed
throughout the body, nearly any bodily fluid or
“biological matrix” can be tested for drugs.
Among the most common matrices used for drug
testing are urine, oral fluid (saliva), hair, blood,
and sweat. Both the “windows of drug detection”
(the length of time after ingestion when a posi-
tive test result will be detected) and the degree of
incorporation of drugs and metabolites vary by
matrix type.

Figure 14.1, which was presented by Cone
(2011) and published in the ASAM (2013) White
Paper, depicts the variation in typical detection
times across common matrices. Blood and oral
fluid tend to have similar, short detection win-
dows (typically one to two days). The detection
times for urine are longer than blood and oral
fluid and typically around three days. Hair testing
has the longest detection time, typically 90 days
(See Fig. 14.1). Nevertheless, as described in
Verebey and Meenan (2011, p. 131), the detec-
tion times for urine, blood, and oral fluid vary by
substance and by usage pattern. For example,
short-acting barbiturates can be detected in the
urine up to three days after last use. Marijuana
can be detected in the urine for up to 30 days
after last use for chronic marijuana users and
only for three days for casual users. On the other
hand, the window of detection for hair is
90 days, regardless of which substance is being
tested (Verebey and Meenan 2011).

Of all drug-testing procedures, urine has been
used most extensively in clinical and forensic
contexts (Verebey and Meenan 2011). More
recently, technical advances in oral fluid testing,
along with its relative noninvasiveness, have
increased its use (ASAM 2013; Verebey and
Meenan 2011). Additionally, literature has

1Numerous Supreme Court decisions have supported
drug testing. For example, in Vernonia School District v.
Acton, 515 U.S. 646 (1995), the Court upheld as
constitutional a school district policy which required
students to consent to random drug testing as a condition
for participation in interscholastic athletics. In Board of
Education v. Earls, 122 S.Ct. 2559 (2002), the Supreme

(Footnote 1 continued)
Court held constitutional an Oklahoma school policy of
randomly drug testing students who participate in com-
petitive, nonathletic extracurricular activities, finding
testing to be “a reasonably effective means of addressing
the school district’s legitimate concerns in preventing,
deterring and detecting drug use.” The latter ruling
expanded the law, concluding drug testing to be reason-
able for all extracurricular activities under the Fourth
Amendment.
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examined the properties of hair, fingernails, and
sweat as repositories for drug metabolites
(Verebey and Meenan 2011; Ropero-Miller et al.
2000). Challenges with respect to the possibility
of environmental contamination affecting results
and the difficult interpretation of dose–response
relationships have undermined the utility of hair
as a matrix, especially in forensic contexts.
Nevertheless, these alternative matrices are
especially attractive as “long term” indicators of
substance use in epidemiological and survey
research contexts where use detection has no
clinical or legal ramifications.

In this chapter, studies employing biomarkers
are classified into two broad categories: One
category of studies, labeled here as “validity
studies,” contains those studies where biomark-
ers were used to confirm or validate data that was
obtained from subject interviews, surveys, or
self-reports. These studies typically employ
benchmark comparison statistics, which are
described in greater detail in the following
summary. A second category of studies, branded
as “prevalence studies,” contains those where
biomarker data often was used mainly to get an
indicator of community use or prevalence, often
in a stand-alone manner. In some prevalence
papers, subject drug use reports were also
obtained but the biological data was not used in
any way to directly corroborate or evaluate
individual reports of use.

This review excludes a growing and large
body of US and international research focused on
estimating maternal drug use among pregnant
women (Friguls et al. 2012; Lester et al. 2001;

Ostrea et al. 2001; Sanaullah et al. 2006). These
studies typically collected maternal urine
(Sanaullah et al. 2006) and hair (Friguls et al.
2012; Ostrea et al. 2001), and baby meconium
(Lester et al. 2001; Ostrea et al. 2001) as well as
maternal self-report. These studies were excluded
due to noted inconsistencies with which com-
parison statistics were presented. For some
studies, it was difficult to classify them as either
validity or prevalence studies. More importantly,
there are concerns that given the well-known
teratogenic effects of drug exposure, maternal
drug use reports in these studies are likely to be
suppressed by perceptions regarding the social
and legal consequences of disclosing drug use
while pregnant. Although these studies are
excluded here, they are worth a separate look in a
stand-alone comprehensive review.

14.3 Validation Studies

In Table 14.1, 18 different studies were identified
of nontreatment, noncriminal justice samples
published between 1995 and 2014 that used
biomarkers to validate self-reported drug use in
some way. Samples varied widely in terms of
age, but two-thirds (12 out of 18) focused on
adults. Seven of the studies were focused on the
“community,” including special subgroups like
MSM (men who have sex with men) and young
adults, two focused on workers in the workplace,
and four were either patients with a health con-
dition (e.g., HIV positive) or at risk for disease.
Specialized samples included in validation

Fig. 14.1 Drug detection
times in different matrices.
From Cone (2011)
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studies included MSM (Fendrich et al. 2008),
homeless women (Nyamathi et al. 2001), and
African American adolescents and their parents
(Delaney-Black et al. 2010). Two studies, both
international, specifically focused on students:
Basurto et al. (2009) examined students in Spain
and Van Griensven et al. (2006) focused on
students in Thailand.

In these 18 studies, three different types of
biomarkers were employed—hair, urine, and oral
fluid. Urine was the most commonly employed
biomarker; it was used in 12 of the studies. Hair
sampling was used in seven studies and oral fluid
was used in only three studies. The specific drugs
tested for varied considerably across studies.
With three exceptions (Fendrich et al. 2004b;
Fendrich et al. 2008; Hersch et al. 2002) most
studies employed only one biomarker. Given
biomarker variation in detection windows, this
limits the extent to which comparisons with
survey reports can be made.

With respect to drugs tested, cocaine was tes-
ted in 14 of the studies, marijuana in 11 of the
studies, opioids (including heroin) in 13 of the
studies, amphetamines in 8 studies, benzodi-
azepines in 3 studies and barbiturates, Ketamine,
MDMA, and Rohypnol in only one study. Most
studies tested for multiple drugs—although three
studies, including two from outside the US,
focused on only one substance. Abnet et al.
(2004) examined adults at risk for esophageal
cancer, focusing only on “opium,” and van
Griensven et al. (2006) examined students in
Thailand, focusing only on amphetamines. Mur-
phy et al. (2000) only studied urine for marijuana.

Validity studies showed a wide range of
modes for assessing drug use in surveys. Most of
the studies employed Audio Computer
Self-Interviews (ACASI), a methodology widely
accepted for the collection of drug use data in
surveys (Office of Applied Studies 2001). Four
studies were in-person interviews, four employed
self-administered questionnaires (SAQ), two
were computer-assisted telephone interviews
(CATI), and two were phone interviews. There
was one self-interview connected with a “palm
pilot” (PASI) and one computer self-interview
(CASI).

14.4 Statistics Used in Validity
Studies

Since a goal of validation studies is to examine
the quality of the self-report, certain benchmark
comparative statistics are typically used in those
studies. At a minimum, studies need to determine
the consistency of the self-report with the bio-
marker results. Several main statistics are used
for examining consistency. One of these is
coefficient kappa (Cohen 1960), which is a
measure of chance-corrected agreement. A re-
lated statistic is the “conditional kappa” (Bishop
et al. 1975) which evaluates the same issue,
conditional on a “positive” result (i.e., an affir-
mative self-report given that the biomarker
indicates use of a drug). A third statistic is a
simple indication of the overall percentage of
agreement; that is, of all of the subjects tested,
how many provided self-reports (positive or
negative) about use that were consistent or con-
cordant with the drug test result. The quality of
the self-report may be further evaluated by
examining self-report sensitivity (the percentage
of those testing positive for a drug who disclose
use of the drug) and specificity (the percentage of
those testing negative for a drug who indicate
that they have not used that drug). Finally, many
reports include an overall prevalence statistic
based on both the self-report and the biomarker
test results.

Both the detection window for the biomarker
and the reporting window for the self-report are
of critical importance in understanding the vali-
dation process. Variation in biomarker detection
windows can affect findings with regard to
agreement. Take, for example, a respondent to a
survey who used cocaine within 24 h of the time
that the survey was administered. This respon-
dent may not indicate as “positive” in the hair
test for cocaine given the time necessary for
drugs of abuse to metabolize and become
incorporated into hair. This same respondent is
likely to show a positive drug test result,
regardless of his or her ongoing use patterns, if
oral fluid test or urine tests were used. On the
other hand, if the respondent is a frequent and
chronic user of cocaine and has used the
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substance multiple times in the past week (as
well as in the past 24 h), he or she will show up
as positive on the hair test even if there was no
use in the past 24 h. As another example, if a
subject last used cocaine within the past three
months but not during the past month or past
week, he or she is likely to generate a positive
hair test result but a negative urine test result.
Accordingly, depending exactly on when use
occurred and on which type of biomarker was
assessed, there may or may not be overlap
between biomarkers and self-reports.

Epidemiological research on drug use typi-
cally assesses lifetime, past year, and past month
use. Studies incorporating drug testing have
added time frames that are more consistent with
biomarker detection windows such as past
90-day use (corresponding to hair testing), and
past 3-day use (corresponding to urine testing).
In addition, there are studies reporting on past
7-day use (Harrison et al. 2007; Qian et al. 2014;
van Griensven et al. 2006), past 2-day use
(Johnson et al. 2009; Murphy et al. 2000), past
4-month use (Nymathi et al. 2001), and past
6-month use (Nymathi et al. 2001). It should be
noted that one study (Chen et al. 2006) was not
specific about the time frame in the assessment,
using the term “currently” in their interview
assessment to ascertain use of opiates,
amphetamines, and benzodiazepines—this lack
of specificity in assessment of the reporting
period is problematic, not standard in the field
and makes it difficult to interpret validity
findings.

14.5 Findings

Use and values of comparison statistics were
reviewed in the 18 validity studies. It is inter-
esting to note that studies varied in their use of
most of the agreement statistics, with three
exceptions: Coefficient kappa or conditional
kappa were presented (or able to be calculated
from available data) in every study that we
selected, as were self-report/survey and bio-
marker prevalence. Two researchers over four
studies (Fendrich et al. 1999, 2004a, 2008;Ta
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Murphy et al. 2000) employed conditional
kappa. Self-report sensitivity was calculated in
all but three studies (Bharucha-Reid et al. 1995;
Delaney-Black et al. 2010; Murphy et al. 2000)
and self-report specificity was not presented in
four studies (Fendrich et al. 2008; Bharucha-Reid
et al. 1995; Delaney-Black et al. 2010; Murphy
et al. 2000). Overall agreement statistics were
omitted from six studies (Fendrich et al. 1999,
2004a, 2008; Bharucha-Reid et al. 1995;
Delaney-Black et al. 2010; Ledgerwood et al.
2008).

Summary validity statistics by specific sub-
stance were also examined, focusing on the three
most widely examined substances, cocaine,
marijuana, and opiates. Also included was an
“overall” summary that captures all substances
examined in the 18 papers. The statistics are
summarized in Table 14.2. The biomarker com-
parisons suggest a median kappa of 0.38, 0.58,
and 0.40 for cocaine, marijuana, and opiates,
respectively. The corresponding median values
of sensitivity were 43, 71, and 38%. For speci-
ficity, the corresponding values were 98, 92, and
99%. As kappa is an estimate of reporting reli-
ability, these findings suggest that marijuana
reporting is the most reliable. These findings also
support the notion that so-called “underreport-
ing” is less salient for marijuana than it is for
cocaine and opiates.

In total, there were 108 different comparisons
contained in the validity studies described in
Table 14.1. Of these, 104 comparisons facilitated
calculation of prevalence differences between
biomarkers and self-reports. For 42 of the com-
parisons (40%), the self-report prevalence was
higher than the biomarker prevalence. For 56 of
the comparisons (54%), the biomarker preva-
lence was higher than the self-report prevalence.
For 6 comparisons (6%), the biomarker and
self-report were exactly equal (66 within 3
points, 57 within 2 points). Although biomarkers
tend to yield higher prevalence estimates than
self-reports, these findings should be interpreted
with caution as they could be affected by bio-
marker detection windows and survey question

time frame. There is no overwhelming pattern
suggesting that adding biomarkers has a consis-
tent and marked impact on substance use
prevalence estimates when they are used in
conjunction with survey questions.

14.6 Prevalence Studies

Table 14.3 identifies and summarizes 34 differ-
ent prevalence studies incorporating biomarkers
to assess overall prevalence of drug use in vari-
ous samples from the U.S. (11 or 31%) and over
two dozen other countries (25 or 69%; note that
several studies outside the U.S. included multiple
countries; see below). Studies were published
between 1993 and 2015. Oral fluid, which was
collected in 16 prevalence studies, was the most
common matrix for biomarker collection. An
additional eight studies collecting biomarkers
employed urine, seven studies employed blood,
and four studies employed hair. This distribution
of collection matrices underscores the notion that
prevalence studies are typically focused on
ascertaining current substance use.

This table included 12 of the 14 papers that
were summarized in the recent systematic review
of truck driver substance use studies by Girotto
et al. (2014). These prevalence studies have dif-
ferent approaches, foci, and biomarkers as fol-
lows. Included are four club drug prevalence
studies that focused on dance clubs where
MDMA and related amphetamines are of primary
interest (Arria et al. 2002; Gripenberg-Abdon
et al. 2012; Miller et al. 2005, 2009). All of the
club drug studies employed oral fluid testing.
A total of 22 studies concentrated on sampling
people in motor vehicles of any kind, including
ten studies on people in passenger cars (Berning
et al. 2015; Drummer et al. 2003, 2007; Gjerde
et al. 2008, 2011; Kruger et al. 1995; Lacey et al.
2009; Reid et al. 2012; Senna et al. 2010; Wylie
et al. 2005), and another 12 studies focused on
truck drivers (Couper et al. 2002; Crouch et al.
1993; Gates et al. 2013; Gjerde et al. 2010, 2012;
Labat et al. 2008; Leyton et al. 2012; Lund et al.
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1988; Mieczkowski 2010; Peixe et al. 2014;
Silva et al. 2003; Yonamine et al. 2013). Among
the nonmotor vehicle-related studies, three stud-
ies identified that they were focused on examin-
ing prevalence of drug use among workers in
their jobs (Edvardsen et al. 2014; Gjerde et al.
2010; Tsanaclis et al. 2007). One study tested
hair discarded at hair salons in Norway (Lund
et al. 2013). The table includes five studies that
examined sewage to assess drugs in the com-
munity (Banta-Green et al. 2009; Karolak et al.
2010; Reid et al. 2012; Thomas et al. 2012; Van
Nuijs et al. 2011).

In most of the prevalence studies, the bio-
marker data are used as a stand-alone indicator of
substance abuse. Accordingly, for most of the
papers placed in this category, survey reports
from individuals were not even collected. Club
drug studies are an exception, however (Arria
et al. 2002; Miller et al. 2005, 2009). For
instance, in both Miller et al. (2005) and Miller
et al. (2009), oral fluid biomarkers are combined
with drug test results and combinations are
sampled from subjects over time at the sampling
venue. One reason this is done is that club drug
users may not always have accurate information
about the drugs they are consuming. Biomarkers
facilitate a clearer picture of the specific type of
pills that might have been ingested at the club or
dance party.

Sewage studies are the only prevalence
studies that do not sample individual people.
Typically, sewage researchers derive data from
influent samples at wastewater treatment plants
(WWTPs) over a limited time period and, using
toxicological analyses, document concentrations
of illicit and pharmaceutical drugs in raw

sewage (Banta-Green et al. 2009). Concentra-
tions are compared across WWTPs located in
different proximal regions that were sampled at
similar time periods. Thus, for example,
Banta-Green et al. (2009) compared different
drug concentrations between WWTPs serving
urban sites in Oregon with WWTPs serving
rural sites. Similarly, Thomas et al. (2012)
compared concentrations in sewage-treated
WWTPs across 19 European cities. These
studies report concentrations of various drugs
and metabolites, not population prevalence.
Although only five such studies are included in
the table, there are a number of other similar
studies in the literature (e.g., see Karolak et al.
2010). A major limitation of this approach to
biomarker analysis is that since individuals are
not directly sampled, there is no way of
knowing how many people are actually using
drugs in an area—only that there is some non-
zero probability that drugs were consumed.
Another issue is that certain drugs remain in
effluent water even after treatment
(Huerta-Fontela et al. 2008). It is not clear how
the persistence of drugs in water may affect
sewage estimates, even after population behav-
ioral shifts in ingestion. Sewage concentrations
of opioids may be elevated as a consequence of
medically prescribed use and not of illicit use.
In addition, elevated concentrations could be a
consequence of greater use density in a partic-
ular area (a few people using a lot of drugs) and
not of a greater number of drug users. Never-
theless, sewage studies are of growing interest,
especially outside of the United States.

One of the challenges in providing summaries
of prevalence findings (which is also relevant to a

Table 14.2 Summary of validity statistics for major substances overall

Number
of studies

Median
kappa

Range of
kappa

Median
sensitivity (%)

Range of
sensitivity (%)

Median
specificity (%)

Range of
specificity (%)

Cocaine 14 0.38 0.02; 0.81 43 7; 100 98 75; 100

Marijuana 11 0.58 0.02; 0.79 71 50; 95 92 72; 99

Opiates 13 0.40 −0.02; 0.83 38 3; 93 99 89; 100

Overalla 18 0.4 −0.03; 0.83 50 0; 100 98 72; 100
aIncludes all substances across 18 studies
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lesser extent for the validity findings) is that
studies focused on biomarkers typically vary in
the extent to which they classify different sub-
stances that they detect. For example, studies
testing for “stimulants” could include any varia-
tion of cocaine, MDMA, amphetamines, and
methamphetamines in their definitions. The
authors are not often consistent as to the
metabolites they are using as criteria for a posi-
tive classification. Some authors report cocaine
and benzoylecgonine grouped as positive indi-
cators of cocaine use, while others provide sep-
arate test results for each metabolite. To make
sense of these indicators for public health pur-
poses, it is important for researchers to group the
metabolites into common aggregate indicators
that are consistently reported on behavioral sur-
veys, that is, reporting on separate metabolites is
not particularly useful. Consistent reporting of
this information across studies would mark an
important advance for the field.

Overall, the nature of the prevalence study
samples showed extreme variation, which cor-
responded to the wide raging prevalence esti-
mates. Thus, for example, the studies using oral
fluid detected a range of cocaine use prevalence
from 0.01 to 12.2% (with a median of 0.40%).
Similarly, for marijuana, the oral fluid prevalence
estimates ranged from 0.11 to 12.7% (with a
median of 0.83%). Some of these samples
involve those attending club drug venues, where
prevalence would be expected to be elevated
(e.g., Miller et al. 2005). Others involve samples
where current drug involvement is unlikely, such
as health professionals (Edvardson et al. 2014).
Motor vehicle studies included persons who were
identified and sampled from random traffic stops
as well as those whose blood was tested after a
fatal injury from a crash. Accordingly, it is dif-
ficult to interpret overall summaries of preva-
lence estimates for any substance for studies in
the prevalence category. Nevertheless, the wide
sample variation underscores the range of situa-
tions where biomarker sampling can be imple-
mented to draw broad inferences about different
communities and societal sectors.

14.7 Discussion

While behavioral reports by individuals may be
critical for understanding drug use patterns and
histories, this review suggests that biomarker
assessment can be implemented in a variety of
settings and populations—both with and without
surveys. When used alongside surveys and with
appropriate comparison statistics, biomarkers
may provide valuable insights about the social
context of drug use reporting accuracy. As sug-
gested by the typical overlap between biomarker
and survey findings, the use of biomarkers is not
essential in a survey study unless the researcher
has reason to believe that accuracy may be
compromised in some way.

One set of concerns in employing biomarkers
in drug use research relates to the overall feasi-
bility of implementation. Feasibility was
addressed in Fendrich et al. (2004a) where par-
ticipation in each of three methods (hair, oral
fluid, and urine) was compared in a community
epidemiological study of adults. Hair testing
typically involves cutting hair from the base of
the scalp (hair from other parts of the body is not
generally used due to its slower rate of growth).
Accordingly, this procedure can be rejected for
cosmetic reasons as well as for practical reasons
(when respondents have insufficient hair or are
bald). Urine testing may prove embarrassing in
certain contexts, resulting in nonparticipation in
this procedure. Indeed, when looking at overall
rates of participation across the hair, oral fluid
(saliva), and urine testing procedures, Fendrich
et al. (2004a) found the highest rates of refusal
for urine testing (23.7%), followed by hair (12%)
and oral fluid (9.6%). For hair, 21.2% of
respondents had insufficient hair to participate.

Other concerns are more practical. Biological
testing requires a separate set of toxicological
analyses, typically conducted off site by a labo-
ratory. Assurances of laboratory quality are
essential. For example, researchers in the US
need to have assurances that laboratories used
meet “CLIA” (i.e., Clinical Laboratory
Improvement Amendments) standards and have
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the appropriate CLIA certificate to operate.
Researchers can also employ their own profi-
ciency testing by randomly sending in known
positive specimens to the labs engaged in the
analysis. Employing outside laboratories to ana-
lyze specimens requires the researcher to estab-
lish systems to carefully track all specimen id
numbers so that their analyzed results can be
accurately merged with survey data (if there are
planned validity comparisons). While this last
point may seem obvious, multiple sources of data
inevitably increase the potential for error.

In general, concerns that biomarker assess-
ment will be resisted by subjects are unfounded,
given the plethora of studies and samples where
they have been implemented. When used on their
own, biomarker assessment provides only limited
information about community trends; this infor-
mation needs to be informed by knowledge of
biomarker chemistry—including detection win-
dows and appropriate metabolites to look for. In
order to make sense of the results, implementa-
tion of stand-alone biomarker studies also needs
to be informed by a clear knowledge of the
nature of the sample and the sampling process.
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Part V

Special Populations



15Conducting Research on Adolescent
Substance Abuse

Dianne L. Kerr and Willie H. Oglesby

15.1 Introduction

Adolescents present a challenging population for
substance abuse research. Epidemiological data
confirm that they are at risk and a crucial popu-
lation to study, yet difficulties arise in conducting
research due to the illegality of substance use,
problems accessing this population, and issues
pertaining to obtaining consent for research
purposes.

Adolescence is a time of experimentation with
many health risk behaviors including alcohol,
tobacco, and other drug (ATOD) use (McConnell
et al. 2014). Stress and low self-esteem may be
contributing factors to the initiation of substance
abuse (Cornelius et al. 2014; Tavolacci et al.
2013; Marshal et al. 2013). Other characteristics
of this age group may contribute as well. For
example, adolescents often feel invulnerable
regarding ATOD-related problems and conse-
quences and believe “it will never happen to
me.” Many adolescents also have little thought
for the future and what may happen as a conse-
quence of what they are doing today. In addition,
adolescence is normally a time of emotional

volatility and there is typically a period of
self-absorption where other’s needs may not be
perceived as important. Finally, adolescence is a
time of maturation and growth of the body and
the brain. It is also a time of risk taking which
may be related to brain function. As a normal
part of brain development, the limbic system
develops on a steeper curve than the prefrontal
cortex. This difference is greatest during adoles-
cence, which may cause an imbalance in
behaviors related to emotion and response to
incentives rather than rational decision-making.
This imbalance contributes to adolescent risk
taking (Casey et al. 2008). For some, this is when
substance use and addiction starts, and often
continues into adulthood.

According to the National Institute on Alco-
hol Abuse and Alcoholism (NIAAA), teen
drinking is linked to a higher lifetime risk of
alcoholism, and teens that drink are likely to
develop alcohol dependence at earlier ages and
have chronic relapses of alcohol dependence
throughout their lives (NIAAA 2006). In one
study, researchers found nearly half of adults
who were alcohol dependent started using as
teens and met the criteria for alcoholism by the
age of 21 (Hingson et al. 2006). Similarly, a
national study by the National Center on
Addiction and Substance Abuse (CASA) found
that 9 out of 10 Americans who meet the medical
criteria for addiction started ATOD use before
the age of 18. In addition, 25% of Americans
who began using addictive substances before age
18 were addicted as compared to 4% who began
at age 21 or older. This higher addiction rate
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among those who began using addictive sub-
stances before the age of 18 is attributed to the
underdeveloped brain of youth this age. These
adolescents are more likely to take risks that
impair judgment, heighten the risk of addiction,
and increase the use of addictive substances that
interfere further with brain development. For this
reason, CASA considers teen substance use
“America’s #1 public health problem” (CASA
2011).

The effect of substance abuse on brain matu-
ration is an area of needed continued research.
Research on youth brain development and mar-
ijuana use has recently been used by the White
House to dispute a New York Times editorial
recommending the legalization of marijuana in
the U.S. (Green 2014). The negative effects of
alcohol and marijuana use on youth brain
development and function are supported by
several research studies (Brown and Taper 2006;
Squeglia et al. 2009; Witt 2010), although more
research is needed on the etiology and conse-
quences of adolescent drinking that integrates
multiple levels (genetic, cellular, molecular,
systems [neuroimaging], and behavioral) (Witt
2010). Further compounding the issue of youth
ATOD use are the social aspects of adolescents’
lives. Frequent changes in peer groups are com-
mon as adolescents seek to establish their iden-
tity and try to fit in. Adolescent peer groups are
often supportive of alcohol and marijuana use in
particular, and less often, other illicit drugs. This,
combined with immature decision-making skills,
may lead to substance abuse. Other social factors
such as ATOD use by parents, siblings, and
friends and tobacco and alcohol advertising tar-
geted at youth may also contribute to substance
abuse or addictive behaviors of adolescents
(Office of Adolescent Health 2014).

In recent years, there has been a decrease in
adolescent’s use of certain illicit drugs such as
methamphetamine, cocaine, hallucinogens, and
LSD; however, marijuana use still remains an
area of significant concern (USDHHS 2014) and
has recently surpassed the use of tobacco among
youth. Another area of concern is the nonmedical
use of prescription medications among adoles-
cents and young adults. Many adolescents

believe that prescription drugs are safer to use
than street drugs and often find them readily
available in the family medicine cabinet or
through the Internet. Adolescents commonly
misuse pain relievers such as Vicodin and
OxyContin (USDHHS 2014). Other prescription
drugs commonly misused are the ADHD medi-
cations Adderall and Ritalin, also called “smart
drugs”. High school and college students, in
particular, misuse these drugs, which are readily
available from friends. The drugs are used to stay
up all night to study or to increase concentration
and focus. The downside is that these drugs are
amphetamine-based, which makes them
habit-forming, and the sale or use of them
without a prescription is a felony (Trudeau
2009).

15.2 Special Populations
of Adolescents and Substance
Abuse Research

Many adolescents are at increased risk of sub-
stance abuse. These include runaway or “throw-
away” youth, homeless youth and youth in
juvenile detention or foster care. Many of these
young people have been rejected by their fami-
lies and are called “throwaway” youth who are
told or asked to leave home or prevented from
returning home by a parent or caregiver (National
Resource Center on Domestic Violence 2013).
This rejection may be due to substance abuse by
the youth or their parents, youth identifying as
lesbian, gay, bisexual, transgender, or question-
ing (LGBTQ), young women being pregnant, or
a variety of other reasons. Many have run away
to escape abusive situations such as family vio-
lence (including but not limited to physical,
sexual, or emotional abuse or neglect) or parental
substance abuse. Other causes of youth home-
lessness include poverty, lack of affordable
housing and health care and systemic racism
(National Resource Center on Domestic Violence
2013).

The National Alliance to End Homelessness
(2015a, b) estimates that during a year over a half
million unaccompanied, single youth up to age
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24 experience a homelessness episode of longer
than one week and approximately 380,000 of
these youth are under the age of 18. The Alliance
also estimates every year 110,000 of these
homeless youth are LGBTQ and, as such, face
even more risks than their heterosexual counter-
parts. Many homeless youth resort to “survival
sex” and substance abuse. LGBTQ youth are
particularly vulnerable to physical and sexual
assault, often experience mental health problems,
and are twice as likely to attempt suicide as their
heterosexual peers. Mental health problems,
self-harm, and suicide ideation and attempts are
often attributed to minority stress due to the
discrimination that these individuals face (Meyer
2003).

Research with homeless youth is challenging
and limited. These youths present the major
obstacle of lack of “parental consent” for
research participation. Institutional Review
Boards (IRBs) can waive parental consent when
studies pose minimal risk and the requirement of
obtaining permission is not reasonable such as in
cases where the youth were homeless due to
family abuse and attempts to receive parental
consent may be a safety risk. Researcher attempts
to gain parental consent may discourage youth
from participation. Providing a detailed cover
letter delineating potential risks and rationale for
not obtaining consent may be helpful to the IRB
in making a decision on conducting research with
these vulnerable youths (Rew et al. 2000).
Another issue is participant recruitment. Rew
et al. (2000) found involving street outreach staff
to invite youth to participate in their study
resulted in 100% participation by homeless youth
who were approached. Youth are often recruited
for research at runaway and homeless shelters.

The link between substance abuse and crimi-
nal offending is well established (Chassin 2008).
The National Institute on Drug Abuse (2006)
found among adolescents detained for criminal
offenses in the year 2000, over half of boys
(56%) and 40% of girls tested positive for drug
use. Thus, juvenile justice facilities are a major
referral system for drug treatment for these
youth. Sadly, this need for drug treatment and/or
referral often goes unmet. Coordinated systems

of care are needed to obtain the treatment that
these young people need while they are incar-
cerated and after their release (Chassin 2008).

Conducting research with incarcerated youth
presents its own unique set of challenges. Ado-
lescents in juvenile detention are considered
prisoners and research conducted with them must
be in accord with the Guidance on the Involve-
ment of Prisoners in Research of the Office for
Human Research Protections of the Department
of Health and Human Services. According to this
guidance, approval for research on incarcerated
youth requires special IRB compositions such as
including someone who is a prisoner, has been a
prisoner, or a prisoner representative who “has a
close working knowledge, understanding, and
appreciation of prison conditions from the per-
spective of the prisoner” (USDHHS 2003).

Another group of youth at greater risk of
substance abuse is youth in foster care, particu-
larly those “aging out” of the foster care system
at age 18. These youths often do not have skills
for self-sufficiency, financial literacy and
resources, and career-related skills. In addition,
many have cooccurring mental health and sub-
stance abuse problems. Some leave the foster
care setting just prior to age 18 and return to a
dysfunctional home setting with their parents,
where family problems have not typically been
resolved. Others run away from foster care set-
tings and fall through the cracks (National
Resource Center on Domestic Violence 2013).
Research with youth aging out of the foster care
system is sparse, although since they are over the
age of 18 the parental consent issues no longer
exist. More studies need to be conducted with
these youths related to substance abuse and
addiction, in order to determine how such issues
may be better addressed and programs tailored to
help them achieve a more promising future.

15.3 Survey Research
and Preexisting Datasets

In order to determine the incidence and preva-
lence of substance use among youth, survey
research in the form of questionnaires or
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interviews is often conducted. Such survey
research includes questionnaires such as the
Youth Risk Behavior Survey, the National Sur-
vey of Drug Use and Health, and the Monitoring
the Future Study. Additional national studies of
youth ATOD use such as the CASA Columbia
are also available through the National Center for
Addiction and Substance Abuse (CASA 2011).

Many of these national survey research stud-
ies include data sets on their websites for use by
researchers seeking to do secondary analyses.
Secondary analyses are important, as investigat-
ing additional aspects of the data may lead to
new findings. For example, the study of specific
subgroups of the population (e.g., racial, ethnic,
or sexual minority) as part of a preexisting data
set may reveal new and valuable information
about group differences or disparities. In addi-
tion, because substance use is a controversial
topic in school settings, and researchers often
have difficulties accessing school students, pre-
existing data may be a better solution than
attempting to collect primary data in schools.

15.3.1 Youth Risk Behavior Survey

The Youth Risk Behavior Surveillance System
(YRBSS) is funded by the Centers for Disease
Control and Prevention (CDC) and employs the
Youth Risk Behavior Survey (YRBS) to collect
data in the school setting. The YRBS includes
data on six categories of priority health risk
behaviors including (1) tobacco use; (2) un-
healthy eating; (3) inadequate physical activity;
(4) alcohol and other drug use; (5) sexual
behaviors that may result in HIV infection, other
sexually transmitted diseases (STDs), and unin-
tended pregnancy; and (6) behaviors that con-
tribute to unintentional injury and violence.
These behaviors, often established during youth,
are identified as priority areas because they
contribute to death, disability, and social prob-
lems in the United States (CDC 2011). Priority
areas 1 and 4 address ATOD use specifically,
although use of substances has also been linked
to priority areas 5 and 6. The YRBS has been
used for data collection since 1991. Typically

administered to high school and at times middle
school students, the most recent national YRBS
results (2013) confirm that youth are at risk for
the use of ATOD, even though their use has
decreased over time for several substances. For
example, the percentage of high school students
using alcohol during the past 30 days decreased
from 39% in 2011 to 34.9% during 2013, and
binge drinking (5 or more drinks in a row) from
22% in 2011 to 20.8% in 2013, yet 1 in 3 stu-
dents still report current alcohol use and 1 in 5
report current binge drinking. Marijuana use in
the last 30 days increased slightly from 23% in
2011 to 23.4% in 2013 and is now more preva-
lent than all current cigarette use (15.7%) and all
current tobacco use (cigarettes, smokeless
tobacco, and cigars) combined (22.4%) (Kann
et al. 2014). The most recent YRBS results
(2015) were released in June 2016 for all high
school students and in August 2016 for sexual
minority high school students (CDC 2015a).

The YRBS is a public domain survey that can
be used without permission. In addition,
preexisting data from the YRBS can be down-
loaded for use by researchers from the following
site: http://www.cdc.gov/healthyyouth/yrbs/data/.
Frequently asked questions about using YRBS
data are on the site to assist researchers. These
can be found at the following web address:
http://www.cdc.gov/healthyyouth/yrbs/faq.htm#
analyzing.

15.3.2 National Survey of Drug Use
and Health

The National Survey of Drug Use and Health
(NSDUH) is an annual survey sponsored by the
Substance Abuse and Mental Health Services
Administration (SAMHSA). Randomly selected
household interviews with individuals over the
age of 12 help to determine ATOD behavior and
respondents are given a $30 incentive for their
participation. Although this survey is not limited
to youth, it reports results by age groups
including younger adolescents ages 12–17 and
older adolescents and young adults ages 18–25.
The NSDUH was conducted by the Research
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Triangle Institute (RTI) from 1988 to 2014
(SAMHSA 2014). Beginning in August 2015
SAMHSA contracted with another vendor
although ICPSR will continue to make data
available for public use. The most recent (2014)
NSDUH data is consistent with YRBS data in
that alcohol, tobacco, and illicit drug use
decreased among the 12–17 year olds in the past
year. Marijuana use rates remained about the
same among youth aged 12–17 (Center for
Behavioral Health Statistics and Quality 2015).

SAMHSA shares data from the NSDUH with
researchers through their site Substance Abuse
and Mental Health Data Archive (SAMHDA).
Researchers may download data in a variety of
formats (e.g., SPSS, SAS, Stata, etc.) at the
following link: http://www.icpsr.umich.edu/
icpsrweb/SAMHDA/browse Data from the
National Survey on Drug Use and Health, 2013
is currently available for access here: http://www.
icpsr.umich.edu/icpsrweb/SAMHDA/studies/
35509 #datasetsSection.

The site also includes “quick tables” where
researchers can select variables of interest and
produce tables online using SAMHDA’s online
analysis tools. The NSDUH 2014 data is
available for download at http://www.samhsa.
gov/data/. The SAMHDA includes many data
sets that can be downloaded for secondary
analyses according to age groups. Recent data is
also available for the Drug Abuse Warning
Network (DAWN), which includes data on
Emergency Department visits for drug-related
problems: http://www.icpsr.umich.edu/icpsrweb/
SAMHDA/quicktables.

15.3.3 National Addiction and HIV
Data Archive Program

Another data resource for researchers is the
National Addiction and HIV Data Archive Pro-
gram (NAHDAP). NAHDAP offers preexisting
data sets for researchers for secondary analyses
on both substance abuse and HIV. NAHDAP
recognizes that data collected for one purpose
can often be used to pursue new and valuable
lines of research (NAHDAP 2012). The site

includes links to several youth data sets such as
the CDC’s National Youth Tobacco Survey of
youth in grades 6–12; The Kids Count Data
Center, the Health Resources and Services
Administration’s Data Warehouse, and for older
adolescents/young adults, the American College
Health Association’s National College Health
Assessment as well as other data sets. The site
may be accessed via this link: http://www.icpsr.
umich.edu/icpsrweb/NAHDAP/.

15.3.4 Monitoring the Future

The National Institute on Drug Abuse (NIDA)
funds Monitoring the Future (MTF), an annual
study of 8th, 10th and 12th graders conducted by
researchers at the University of Michigan Insti-
tute for Social Research in Ann Arbor, Michigan.
The MTF is supported by NIDA since 1975. In
earlier years (1975–1991) MTF was administered
just to high school seniors but in subsequent
years, 8th and 10th graders were added. Moni-
toring the Future attempts to provide continued
attention to substance use by youth and adults.
Trends in substance use are analyzed over the
years. For school-based surveys, parents are
informed well in advance of the study so that
they may choose to opt out their child (passive
consent). The 2013 overview report provides
details on all substances used by students in 8th,
10th, and 12th grades (Johnston et al. 2014).

Like the other national studies mentioned, the
2013 MTF study shows alcohol and tobacco use
decreasing but the use of certain illicit drugs
recently on the rise, mostly due to marijuana use.
Importantly, perceived risk associated with
marijuana use among all grades (8th, 10th, 12th)
declined sharply. This lower perceived risk may
lead to increases in marijuana use prevalence in
the future (Johnston et al. 2014). The 2014 MTF
results indicated the rates of cigarettes, alcohol,
and prescription pain reliever use have declined.
Even marijuana use appears to be leveling off,
perhaps due to prevention efforts (NIDA 2014).
Data from MTF study is available to researchers
for secondary analysis on the NAHDAP website.
Data may be downloaded from the following
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site: http://www.icpsr.umich.edu/icpsrweb/NAH
DAP/studies?q=Monitoring+the+future+data&x=
29&y=10.

The 2014 MTF survey for the first time
included questions on the use of e-cigarettes.
Researchers found that the use of e-cigarettes has
now surpassed the use of traditional cigarettes
among teens. Although most experts agree that
e-cigarettes are less harmful than traditional
cigarettes, they contain nicotine, which is
potentially harmful to adolescent brain develop-
ment (NIDA 2014). In addition, a recent report
by the Centers for Disease Control and Preven-
tion found an alarming increase in the use of
e-cigarettes among middle school and high
school teens in just one year (2013–2014).
Middle school student use increased from 1.1%
in 2013 to 3.9% in 2014 and high school student
use increased from 4.5% in 2013 to 13.4% in
2014 (CDC 2015b). The American Lung Asso-
ciation expresses concern about the possible
health effects of e-cigarettes and recommends
that they be regulated by the Food and Drug
Administration (American Lung Association
2016).

Other large national data sets are available
that are not focused exclusively on substance use
but have questions or question sets that may be
analyzed individually pertaining to ATOD use.
The National Longitudinal Study of Adolescent
Health (Add Health) is an example. Investigators
from the Add Health study interviewed a repre-
sentative sample of 7th–12th grade students
during the 1994–1995 school year. These youth
were followed in a cohort for several years
during which time four in-home interviews were
conducted—the most recent of which was in
2008 when the youth were 24–32 years old.
Datasets are available for secondary analysis for
all four waves of the Add Health Study.
A Wave V follow-up will take place in 2016–
2018 as interviewers will track and trace partic-
ipants to collect additional data and determine the
emergence of chronic disease among this
group. Although not specific to substance abuse,
the Add Health study may be helpful for
substance abuse researchers desiring to conduct
secondary analysis on youth and substance abuse

topics (UNC Carolina Population Center 2015).
Add Health data is now available on the Mael-
strom Research website at: https://www.
maelstrom-research.org/mica/study/add-health.

15.4 Obstacles to Conducting
Substance Abuse Research
with Youth

Substance abuse research with adolescents pre-
sents many challenges because, by its very nat-
ure, substance abuse is controversial and illegal.
Challenges include issues of assent, parental
consent, recruitment, anonymity, and confiden-
tiality. In order to assist researchers as well as
institutional review boards and reviewers with
such challenges, the National Advisory Council
for Drug Abuse (NACDA) and the National
Institute on Drug Abuse (NIDA) developed
NACDA Guidelines for Substance Abuse
Research Involving Children and Adolescents
(NIDA 2012). These guidelines are not federal
regulations but are advisory in nature.

15.4.1 Institutional Review Board
Considerations

According to NACDA Guidelines, in order to
achieve Institutional Review Board (IRB) ap-
proval, a proposal must meet one of the follow-
ing four conditions: (1) the research must not
involve greater than minimal risk, (2) the
research may involve greater than minimal risk
but provides the prospect of direct benefit to the
individual, (3) the research involves greater than
minimal risk and no prospect of direct benefit to
the individual subjects, but is likely to yield
generalizable knowledge about the subject’s
disorder or condition, or (4) the research is not
otherwise approvable but presents an opportunity
to understand, prevent, or alleviate a serious
problem affecting the health or welfare of chil-
dren. More information about these categories
may be found in the NACDA Guidelines
(Appendix 1; NIDA 2012). Those submitting
proposals or applications for studies of youth
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substance abuse for IRB approval should famil-
iarize themselves with this document.

15.4.2 Assent, Consent,
and Recruitment Issues

“Assent” refers to the youth’s ability to agree to
participate in research, while “consent” refers to
the parent’s permission for the youth to partici-
pate. Adolescent substance abuse research and
consent issues are inextricably intertwined since
students have typically not reached the age of
majority (age 18 in most states) and often cannot
be involved in research without the consent of at
least one parent or guardian. According to
NACDA, youth are typically able to assent at an
intellectual age of seven (NIDA 2012). Thus,
adolescents between 7 and 17 years of age can
assent to participate in research. For example, the
YRBS is conducted in middle schools and high
schools with youth who are minors. As such,
they can assent but will still need the permission
of a parent or guardian to participate unless they
are emancipated minors. Obtaining parental per-
mission often presents a challenge to researchers
interested in addressing this population.

In general, there are two types of permission
in research studies: passive consent and active
consent. In passive consent, parents/guardians
are provided information about a research study
and asked to sign and return a form provided by
the researchers if they do not wish their child to
be involved in the study. If the form is not
returned an assumption is made that
parents/guardians approve of their child’s par-
ticipation. This is also sometimes called “opt-out
consent” where consent is assumed if the
parent/guardian does not opt their child out of the
research study by signing the form. Although this
type of consent typically produces the best return
rates, it is considered ethically questionable, as
some parents may not even receive the infor-
mation they need about the study or the consent
form, particularly if it is sent home with their
child. Even if parents receive the information,
there is no guarantee that they have read or
understand it (Macquarie University 2006). One

of the most effective methods of informing par-
ents about an upcoming research study in the
schools is to send a letter home with the child’s
report card (Pokorny 2006). Researchers have
suggested that Institutional Review Boards
scrutinize all passive consent projects to deter-
mine if the procedure is ethical for the given
sample (Range et al. 2001). This is especially
important in projects involving children and
adolescents in substance use research where this
type of consent is usually not permitted.

In active consent situations, parents/guardians
must sign a consent form approving their child’s
participation in the study. The child is not per-
mitted to participate if the form is not returned to
the school or researchers. This is also sometimes
called “opt-in” consent where consent is not
assumed unless the parent/guardian opts their
child into the study by signing the form. Active
consent typically yields lower numbers of youths
participating in research due to parents’ or
guardians’ failure to return the form while pas-
sive consent yields more participants. Passive
consent is not typically suitable for controversial
topics such as substance abuse. In fact, in studies
that involve minors participating in illegal
activity such as substance abuse, passive consent
is often not permitted by schools or Institutional
Review Boards (IRBs) (Pokorny 2006). In
addition, many parents do not want their children
questioned about substance use/abuse citing pri-
vacy concerns even though the surveys are
anonymous. Alternatively, some parents want to
have access to their children’s survey responses,
which also breeches the security of the study.
Because of the controversies surrounding sub-
stance abuse research with adolescents, some
parents and politicians have sought to shut down
adolescent substance use research. Recently in
Rapid City, Oklahoma the Rapid City Area
Schools temporarily discontinued administering
a youth behavioral survey, even though similar
surveys have been administered there since 1989.
The concern was that the survey administration
would conflict with a new state law that stated
that students are not required to take surveys
questioning them on a variety of topics, one of
which is “illegal activities” (Colias 2014).
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Many times parental concerns are based on
their own denial that their children are involved in
such activities or fears that questioning youth
about such issues will somehow give adolescents
ideas to try illegal substances. There is no evi-
dence that taking substance use surveys initiates
the use of such substances among youth.
Although sometimes students learn from taking
surveys, changing behaviors typically requires a
greater effort. There is also an issue of “minimal
risk” that is particularly important to passive
consent with substance use research. In general, if
more than minimal risk is involved, active con-
sent must be obtained, yet the definition of min-
imal risk is not clear. It is difficult to determine
risk when one child may be upset by questions
about ATOD use and another child may not be
affected by such questions (Pokorny 2006).

Research has been conducted to determine
best methods to maximize return rates for active
parental consent (Wolfenden et al. 2009;
Secor-Turner et al. 2010; O’Donnell et al. 1997).
Wolfenden et al. (2009) conducted a review of
several research databases for studies published
between 1988 and 2008 to identify recruitment
strategies for child research participants through
schools. The authors identified several strategies
for enhancing participation including promoting
the research with principals, teachers, parents and
students; direct contact with parents about study
information via telephone or face-to-face; pro-
viding incentives to teachers and students; and
having a member of the research team closely
monitoring the recruitment process. Although
these strategies are indicated for improving par-
ticipation with a child, the same strategies may
be effective with adolescents.

15.4.3 Anonymity
and Confidentiality

Anonymity means that the subject’s name is not
known to the researcher or the subject’s name
cannot be linked to his or her data in any way.
Sometimes in survey research the data are
“de-identified” meaning any identifying charac-
teristics are separated from the survey data

(Lavrakas 2008). Because of the illegality of
substance abuse behaviors among minors, anon-
ymity of research responses must be assured,
particularly if study research questions inquire
about personal use behaviors. Such studies typi-
cally are given a higher level of review, such as a
full board review by the IRB with the researchers
present to answer questions and ensure the health
and safety of the participants.

Confidentiality, on the other hand, is when the
researchers know the subjects’ names and can link
their name to their responses, but keep the data
private and out of the hands of people outside of
the research team. Confidential data may only be
released to third parties with the express consent
of the individual from whom the data was gath-
ered (Lavrakas 2008). Otherwise, because survey
data can be attributed to an individual, special data
security precaution must be taken and any anal-
ysis conducted must not allow for an individual to
be identified. For example, in a qualitative
research study with only a few subjects revealing
personal use behaviors, subjects’ names obvi-
ously cannot be associated with their answers. As
is the case with most qualitative interview studies,
pseudonyms should be created for subjects to
maintain confidentiality. In such cases the inves-
tigator(s) should be the only one(s) with access to
real names and these should be locked away.
Confidentiality also requires that the subject
should not be identifiable by any information that
they may disclose. For example, if a study uses
qualitative interviews of only a few individuals
and interviews disclose unique circumstances of
an individual’s life, the subject may be able to be
identified by those who know him/her by use of
deductive reasoning. Efforts must be taken by
researchers to avoid this type of situation.

15.5 Access Issues

Although most youth attend school, access to
in-school youth for substance use research
involves a variety of obstacles. These may
include gaining access to the school and per-
mission to conduct the study, concerns about the
illegality of substance abuse in this population,
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parental objections, limited time during the
school day to administer questionnaires, and an
emphasis on other areas of the curriculum perti-
nent to state proficiency exam preparation.

According to a study of 57 school adminis-
trators (principals and superintendents), admin-
istrators are interested in research that provides
tangible benefits to the school, is consistent with
their educational mission, is not burdensome,
does not interfere with state assessment time or
other busy times, and is credible and noncon-
troversial (Befort et al. 2008). Certainly sub-
stance abuse research with youth is controversial,
which may deter school administrators from
granting permission for their school to participate
in such research. Providing incentives to schools
may help with gaining access. This could be in
the form of a dollar amount for each returned
survey or even sharing findings and recommen-
dations based on the survey results. State profi-
ciency testing is one of the highest priorities for
school administrators. Research that may benefit
such testing (e.g., how substance use affects
learning or grade point average) is valued. On the
other hand, if research interferes with proficiency
testing in any way, it is likely to be discontinued.

Many school administrators will not consent
to research projects solely on substance use or
abuse due to concerns regarding potential par-
ental complaints. Those experienced in
school-based research indicate even after such
studies are approved, parental objections may
bring a quick end to research projects already in
progress. For this reason, the administration of
adolescent ATOD questionnaires in community
settings (e.g., YMCA, Boys or Girls Clubs, etc.)
may be a preferred venue. Most youth involved
in community programs are volunteers and not a
“captive audience” as they would be in a school
classroom. This would present fewer barriers to
administering substance use surveys.

15.6 Summary/Conclusion

Substance abuse remains a serious problem
among adolescents and young adults. Due to the
controversial nature of substance abuse research

with youth, it is important to follow all school
district and community agency policies, clear the
research with the appropriate IRBs, and utilize
the ACDA guidelines. Youth assent and parental
consent is needed to conduct research with
minors and that consent may be active or passive,
depending upon the specific circumstances of the
study, the school’s policies, and the IRB’s rec-
ommendations. In order to avoid the lengthy
delays and precarious nature of gaining access to
youths in school, preexisting data sets are readily
available for analysis from a number of govern-
ment agencies. These data sets, many of which
are nationally representative, can be a source of
new knowledge when analyzed in new ways or
with different subgroups.

Appendix 1

1.1 NACDA Guidelines
for Substance Abuse Research
Involving Children
and Adolescents1

I. Preamble

The National Advisory Council on Drug
Abuse (NACDA) recognizes that substance
abuse research involving children and adoles-
cents is vital to understanding factors contribut-
ing to the initiation, maintenance and cessation of
substance use and abuse among this population.
This period of life is characterized by growth and
maturation of brain and body, which potentially
affects responses to drugs and treatment. More-
over, the great majority of people who develop
substance use disorders (SUDs) or addiction
begin to use drugs when they are young.
Therefore, study of this population is crucial in
order to develop effective prevention and treat-
ment interventions, both behavioral and phar-
macological, for youth.

Research on substance abuse involving
children/adolescents should be designed,

1The document is available via the web at: https://www.
drugabuse.gov/sites/default/files/pdf/nacdaguidelines.pdf.
Accessed June 2016.
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reviewed and conducted within the broader eth-
ical principles outlined in the Belmont Report
(discussed in greater detail in the NACDA
Guidelines for Administration of Drugs to
Human Subjects; (https://www.drugabuse.gov/
funding/clinical-research/nacda-guidelines-
administration-drugs-to-human-subjects) and the
Code of Federal Regulations 45 CFR Part 46
Subpart A, and the additional protections for
children under Subpart D. The reader is also
referred to the general guidelines that have been
developed specifically for the pediatric
population: Guidelines for Ethical Conduct of
Studies to Evaluate Drugs in Pediatric
Populations (RE9503), American Academy of
Pediatrics, Committee on Drugs (http://
pediatrics.aappublications.org/content/95/2/286);
Ethical Standards for Research with Children,
Society for Research on Child Development
(http://www.srcd.org/about-us/ethical-standards-
research); Institute of Medicine, The Ethical
Conduct of Clinical Research Involving Chil-
dren; and Shah et al. (2004) How do Institutional
Review Boards Apply the Federal Risk and
Benefit Standards for Pediatric Research, JAMA,
29 (4), 476–481.

II. Purpose of These Guidelines

Research on substance use and abuse among
children and adolescents presents its own unique
challenges. As a result, the National Advisory
Council for Drug Abuse (NACDA) and the
National Institute on Drug Abuse (NIDA) have
developed these guidelines to assist researchers,
institutional review boards and study reviewers
in developing, conducting or reviewing studies
involving children and adolescents. The guideli-
nes that are provided in this document address
both general issues regarding conducting
research in youth as well as issues that may
specifically arise when conducting drug abuse
research in youth. These guidelines are not cod-
ified and do not constitute Federal regulation.
These guidelines are not intended to supplant the
functions of either the Institutional Review Board
(IRB) or the Office for Human Research
Protections (OHRP). They are advisory to

applicants, IRBs, Integrated Review Groups
(IRGs), and others.

III. General Issues

The NACDA recommends consideration of a
number of general issues applicable to studying
substance use and abuse in children/adolescents.
These issues are:

A. Federal Regulations for conducting research
involving children

The regulations require that an Institutional
Review Board (IRB) reviewing research involv-
ing children as subjects consider “the risks of
harm or discomfort inherent in the proposed
research and the anticipated benefits to the child
subjects or society in general (OHRP 2001).”
The regulations do not include as research risks
any risks the child would be exposed to as part of
clinical care. Children are defined as “persons
who have not attained the legal age for consent to
treatments or procedures involved in the
research, under the applicable law of the juris-
diction in which the research will be conducted”
(45 CFR 46.402). For most states, under most
conditions, this legal age is 18 years old2 (for
exceptions, see section entitled “Consent from
Minors”).

To receive IRB approval, the proposed
research must fall into one of four categories.

1. Research not involving greater than minimal
risk (45 CFR 46.404).

2. Research involving greater than minimal risk
but presenting the prospect of direct benefit
to the individual subjects (45 CFR 46.405) if
the IRB finds that:

(a) The risk is justified by the anticipated
benefit to the subjects;

(b) The relation of the anticipated benefit to
the risk is at least as favorable to the

2Please note that for NIH-funded clinical research,
children are defined as individuals “under the age of
21”; however individuals between the ages of 18 and 21
are permitted to consent to participate in research.
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subjects as that presented by alternative
approaches; and

(c) Adequate provisions are made for solic-
iting the assent of the children and per-
mission of their parents or guardians.

3. Research involving greater than minimal risk
and no prospect of direct benefit to the indi-
vidual subjects, but likely to yield generaliz-
able knowledge about the subject’s disorder
or condition (45 CFR 46.406). Research in
this category is approvable provided:

(a) The risk represents a minor increase
over minimal risk;

(b) The research intervention/procedure pre-
sents experiences to subjects that are
reasonably commensurate with those
inherent in their actual or expected med-
ical, dental, psychological, social or
educational situations; and

(c) The intervention/procedure is likely to
yield generalizable knowledge about the
subjects’ disorder or condition, which is
of vital importance for the understanding
or amelioration of the subjects’ disorder,
or condition.

4. Research that is not otherwise approvable
which presents an opportunity to understand,
prevent, or alleviate a serious problem
affecting the health or welfare of children (45
CFR 46.407). Research that the IRB finds
does not meet the requirements of 45 CFR
46.404, 46.405, 46.406, may be supported by
DHHS provided:

(a) The IRB finds the research presents a
reasonable opportunity to further under-
standing, prevention, or alleviation of a
serious problem affecting the health or
welfare of children; and

(b) The Secretary, after consultation with a
panel of experts and following an
opportunity for public review and com-
ment, determines that the research satis-
fies one of the 45 CFR 46.404, 46.405, or
46.406 categories or the research presents

a reasonable opportunity to further
understanding, prevention, or alleviation
of a serious problem affecting the health
or welfare of children, and will be con-
ducted in accordance with sound ethical
principles, and adequate provisions are
made for soliciting the assent of children
and the permission of their parents or
guardian.

Minimal risk (see Box)
Minimal risk is defined as the level of risk where
“the probability and magnitude of harm or dis-
comfort anticipated in the research are not greater
in and of themselves than those ordinarily
encountered in daily life or during the perfor-
mance of routine physical or psychological
examinations or tests (45 CFR 46.102.i).” Gen-
eral consensus in the literature is that the risks of
daily life refer to the daily lives of normal,
average, healthy children living in safe envi-
ronments and should be considered using rational
means.
Minor increase over minimal risk
A minor increase over minimal risk is not defined
in the regulations. “The Office for Human
Research Protections, Department of Health and
Human Services, believes that it is an appropriate
responsibility of the IRB to determine when
research would involve a minor increase over
minimal risk” (Stith-Coleman, OHRP, personal
communication). The statement in the regula-
tions that “the research intervention/procedure
presents experiences to subjects that are reason-
ably commensurate with those inherent in their
actual or expected medical situations” suggests
that “minor increase over minimal risk” could be
a relative standard, i.e., a minor increase over the
risk that a child with this “condition” is exposed
to in daily life. While no guidelines have been
issued by OHRP on whether or not “minor
increase over minimal risk” should be an abso-
lute or relative standard, both the IOM (2004)
and the Secretary’s Advisory Committee on
Human Research Protections (SACHRP) have
recommended that a minor increase over minimal
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risk be considered an absolute standard similar to
that for minimal risk.
Prospect of direct benefit
Prospect of direct benefit is not defined in the
regulations. Direct benefit is usually considered
to be medical/psychological benefits from
research procedures only. Payments for partici-
pation in research or added psychological or
medical interventions should not be considered a
benefit.
Disorder or condition
The definition of a disorder or condition is not
specified in the regulations. The recent IOM
report states that limiting the definition of “dis-
order or condition” to an illness, disease or injury
would result in too narrow a definition, whereas
broad interpretations of any social, develop-
mental or other characteristic, could unjustly
single out groups of children already burdened
by social disadvantages for research that would
not necessarily benefit them. The IOM therefore
recommended that “the term ‘condition’ should
refer to a specific physical, psychological, neu-
rodevelopmental or social characteristic that an
established body of scientific evidence or clinical
knowledge has shown to negatively affect chil-
dren’s health and well-being or to increase their
risk of developing a health problem in the
future.” Therefore, given available scientific
evidence, a “condition” may include risk factor
(s) associated with a disorder that differentiate
individuals from the general population. For
example, because studies have demonstrated that
exposure to trauma increases an individual’s risk
for substance abuse; children exposed to trauma
may be considered to have a “condition” pre-
disposing them to substance abuse.

B. Participant informed consent/assent

Assent is defined as a “child’s affirmative
agreement to participate in research” and applies
to children whom the IRB judges to be capable
of providing assent. General consensus appears
to be those children who have reached an

intellectual age of 7 years old, however a precise
age has not been specified in the regulations.
Therefore, the IRB must make a determination
about the appropriate age for obtaining assent. In
order to ensure that the subject is able to make an
informed voluntary decision, the study should be
explained to the child/adolescent at a level that is
understandable to the individual, taking into
account age, maturity, psychological state, and
English language proficiency. The process
should provide an opportunity for the minor to
express willingness or unwillingness to partici-
pate. Care must be taken to ensure that the pro-
cess is free of coercion from parents and
investigators. When the research context may
compromise the voluntary nature of assent, par-
ticularly in vulnerable populations or in extre-
mely sensitive situations, IRBs may consider the
appointment of a participant advocate (an indi-
vidual with no relationship to the research itself
or the family of the participant, however, not
necessarily a legal guardian) (Fisher et al. 1996).

It is critical to make sure that all children
understand what is involved in the research study
for which the investigator is trying to get assent.
There are several ways to accomplish this. For
example, the investigator may ask the subject to
read the consent form aloud. Alternatively, to
avoid embarrassment due to problems with
reading or comprehension, a video or pictures
may be used. The researcher can then discuss the
content of the study with the minor, as well as
ask questions about relevant content regarding
the study. For laboratory studies or clinical pro-
cedures, actual demonstration, video or pictures
of the procedures should be considered (e.g.,
simulation of the experience of being in an MRI
machine). The capacity for decision-making may
also be affected by substance use or abuse or
comorbid disorders. Every effort must be made to
develop procedures that document competence in
understanding the study procedures and the
risk/benefits of participating in the study. For
example, procedures should be in place and staff
should be qualified to determine that the potential
participant is not under the influence of drugs or
alcohol, under undue stress because of
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withdrawal, or otherwise impaired in their cog-
nitive or decision-making abilities while giving
consent/assent.

Although typically consent/assent should be
obtained before an individual is allowed to par-
ticipate in a study, it is important to remember
that an individual has the right to withdraw from
a study at any time without penalty or loss of
benefits. Therefore, procedures should also be in
place that allow for the continued monitoring and
ensuring of consent/assent to participate in
research that is ongoing.

Waiving assent
The IRB can waive the assent requirement, as it
can waive consent requirements, when it finds
that (1) the research involves no more than
minimal risk to the subjects; (2) the waiver will
not adversely affect the rights and welfare of the
subjects; (3) the research could not practicably be
carried out without the waiver; and (4) whenever
appropriate, the subjects will be provided with
additional pertinent information after participa-
tion (45 CFR 46.116 (d)).

Box: Federal Risk and Benefit Cate-
gories for Pediatric Research
Prospect of Direct Benefit

Minimal Risk* Approvable by an
institutional review board (IRB) provided:

• Parental permission†
• Child’s assent‡

Minor Increase Over Minimal Risk
Approvable by an IRB provided:

• Risks are “justified” by the anticipated
benefit

• Risk-to-benefit profile is at least as
favorable as the available alternatives

• Parental permission†
• Child’s assent‡

More Than a Minor Increase Over
Minimal Risk Approvable by an IRB
provided:

• Risks are “justified” by the anticipated
benefit

• Risk-to-benefit profile is at least as
favorable as the available alternatives

• Parental permission†
• Child’s assent‡

No Prospect of Direct Benefit
Minimal Risk* Approvable by an IRB

provided:

• Parental permission†
• Child’s assent‡

Minor Increase Over Minimal Risk
Approvable by an IRB provided:

• Intervention is reasonably commensu-
rate with subjects’ actual or expected
experience(s)

• Intervention is likely to yield general-
izable knowledge about subjects’ dis-
order or condition, which is of critical
importance for the understanding or
amelioration of the subjects’ disorder or
condition

• Parental permission
• Child’s assent

More Than a Minor Increase Over
Minimal Risk Not approvable by an IRB**

*Means “that the probability and mag-
nitude of harm or discomfort anticipated in
the research are not greater in and of
themselves than those ordinarily encoun-
tered in daily life or during the perfor-
mance of routine physical or psychological
examinations or tests” (** 46.102 [i]).

†Permission of 1 parent is sufficient for
minimal risk and prospect of direct benefit
research; permission of both parents is
required in all other cases, if both are rea-
sonably available. Parental permission may
be waived if the IRB makes the findings
under 45 CFR 46.116 (c) or (d) or judges
that it is not a “reasonable requirement to
protect the subjects” (**46.408 [c]).

‡May be waived if the IRB judges that
the children are not capable of providing
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assent, or the “research holds out a pro-
spect of direct benefit that is important to
the health or well-being of the children and
is available only in the context of the
research” (**46.408 [a]). Assent may also
be waived under the provisions of 45 CFR
46.116 (c) and (d).

**May be approved by the Secretary of
the Department of Health and Human
Services after consultation with a panel of
experts and public review and comment, if
the research satisfies the conditions of 45
CFR 46.404, 46.405, or 46.406 or (i) offers
a “reasonable opportunity to further the
understanding, prevention or alleviation of
a serious problem affecting the health or
welfare of children” (** 46.407), (ii) will
be conducted in accordance with sound
ethical principles, and (iii) adequate pro-
visions are made for soliciting the assent of
children and the permission of their parents
or guardians.

Source: Modified from Shah et al.
(2004); JAMA 291:476–482.

Specifically with respect to waiving the assent
of minors, if the IRB determines that the capa-
bility of some or all of the children is so limited
that they cannot reasonably be consulted, or that
the interventions or procedures involved in the
research hold out a prospect of direct benefit that
is important to the health or well-being of the
children and is available only in the context of
the research, the assent of the children can be
waived (45 CFR 46.408 (a)).

Consent from minors
Under applicable state law, emancipated minors
are able to give independent consent. These
minors have become emancipated for various
reasons such as judicial decree, marriage or
parenthood. They typically are financially inde-
pendent and live away from home. The mature
minor “is usually defined by state law as a minor
that is near the age of maturity, displays sufficient
understanding of medical procedures, and can be

medically emancipated in the treatment of certain
conditions, including venereal disease, preg-
nancy, and drug abuse” (American Academy of
Pediatrics 1995). This legislation was intended to
ensure that adolescents would not be deterred
from seeking treatment (Levine 1995). Because
Federal regulations define children as “persons
who have not attained the legal age for consent to
treatments or procedures involved in the
research, under the applicable law of the juris-
diction in which the research will be conducted,”
when state law allows minors of a specified age
to consent to treatment for substance abuse, for
example, these minors are no longer considered
“children” for the purposes of research involving
treatment for substance abuse. They, therefore,
also have a legal right to consent to participate in
a substance abuse treatment research protocol
without the permission of a parent (Brody and
Waldron 2000; English 1995). This exception
only holds for research on a treatment for which
they have a legal right to consent without par-
ental permission. If the research protocol
involves any procedure not related to this treat-
ment, parental permission is required. Therefore,
minors may not be able to consent for research
procedures that are “add-ons” to the treatment.
For example, a study examining whether a
specific treatment works to prevent substance
abuse, may require blood tests or behavioral
assessments that are only used as research tools
to determine the adequacy of the treatment.
Procedures introduced solely for research pur-
poses (1) must be considered separately from the
treatment itself and (2) depending upon the rel-
evant state law may not be allowed without
parental permission. For more information on
individual state laws regarding consent from
minors, please see the Institute of Medicine
Report, “The Ethical Conduct of Clinical
Research Involving Children,” Appendix B.
Obtaining permission from the emancipated or
mature minor to inform parents about the study is
preferred. However, in studies which involve
minimal risk or in which benefits can be directly
derived for the child, informing parents or
informed permission from parents may not be
necessary. Nonetheless, because participation in
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treatment studies may involve different and
potentially greater risks than standard treatments,
parental permission is recommended.
Incarcerated children
In addition to the Federal regulations providing
additional protections for children in research, if
the research subjects to be studied are incarcer-
ated minors, the research must comply with
Federal regulations for research involving pris-
oners outlined in 45 CFR Part 46 Subpart C.
According to Subpart C, “prisoner is defined as
any individual involuntarily confined or detained
in a penal institution. The term is intended to
encompass individuals detained in other facilities
by virtue of statutes or commitment procedures
which provide alternatives to criminal prosecu-
tion or incarceration in a penal institution, and
individuals detained pending arraignment, trial,
or sentencing.” Juveniles court-ordered to a res-
idential treatment facility in lieu of incarceration
are also considered “prisoners.” This definition
does not include individuals released from prison
to a halfway house, those court-adjudicated to
attend non-residential treatment programs or
probationers and parolees. Any HHS-conducted
or supported research involving prisoners must
be certified by OHRP under Subpart C. In
addition, if a research subject becomes incarcer-
ated during the course of a study that was not
previously approved in accordance with the
requirements of Subpart C, appropriate certifi-
cation must be provided to OHRP as soon as
possible. For additional information, please see
the OHRP Guidance on Research Involving
Prisoners at http://www.hhs.gov/ohrp/
humansubjects/guidance/prisoners.htm.
Wards of the state
Research may be conducted with children who
are wards of the state or any other agency pro-
vided such research is (1) related to their status as
wards or (2) conducted in schools, camps, hos-
pitals, institutions, or similar settings in which
the majority of children involved as subjects are
not wards. If the research falls into one of these
categories, an advocate must be appointed for
each child who is a ward, in addition to any
individual acting on behalf of the child as guar-
dian or in loco parentis. This individual must

have background and experience in acting in the
best interests of the child and must not be asso-
ciated in any way with the guardian organization
(45 CFR 46.409).

C. Parental Permission

Because parents/guardians are responsible for
protecting the children under their care, permis-
sion must be obtained from them to involve their
children in a research protocol (except for
emancipated minors as discussed above), even in
the rare instance when a minor gives assent but a
parent does not consent to permission. For
research involving no more than minimal risk or
involving greater than minimal risk but present-
ing the prospect of direct benefit to individual
subjects, permission from one parent is sufficient.
For other categories of research permissible
under Subpart D, permission generally must be
obtained from both parents, unless one parent is
deceased, unknown, incompetent, or not rea-
sonably available, or when only one parent has
legal responsibility for the care and custody of
the child.

Parental permission may be a particular chal-
lenge if the parent(s) experience problems with
substance abuse, comorbid disorders or associ-
ated consequences of substance abuse including
instability in their life circumstances. Therefore,
parental permission must give adequate consid-
eration of the mental and physical state of the
individual in terms of their ability to fully
understand the context of the informed consent
document. In addition, the motives of the indi-
vidual must also be considered. If there is a
question about the parent or guardian’s ability to
give permission, procedures should be in place to
evaluate the parents’ ability to give or maintain
permission, for example by a qualified indepen-
dent third party. If the parent or guardian is
deemed unable to give or maintain permission,
the participant should be excluded from the
study. Parental permission may be waived under
the same conditions that allow waiver of consent
as specified in 45 CFR 46.116 (c) and (d) and
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discussed above in Section III B “Waiving
assent.”

D. Coercion and undue inducement

The issue of coercion is another area that may
be especially salient among this population.
Coercion comes in many forms. Fear of expul-
sion or incarceration cannot be used to coerce
minors into participation. In situations where no
treatment is readily available or treatment is cost
prohibitive, and participating in a treatment study
is the only access to treatment, parents may
pressure their children to participate. Therefore,
acquiring assent is critical for determining the
willingness of a child to participate. Finally, the
potential for remuneration may also be a factor
leading to parental coercion for participation.
Financial compensation to parents for their
child’s participation in a study should be com-
mensurate with the requirements of the study
(i.e., for effort, time and inconvenience of the
research), as long as no “undue inducements” are
offered to lure people into participating who
would otherwise choose not to expose them-
selves to research risks and incentives are not
included as a “benefit” in risk-benefit analyses.
Children may also be compensated for partici-
pation, preferably with incentives other than
money (e.g., vouchers). Offering evening or
weekend hours and on-site childcare may assist
parents who are concerned about lost wages to
circumvent the need for monetary compensation.

E. Confidentiality

Investigators should be aware that once
information from a drug-abusing youth is placed
in the patient records, such records must be
handled with extreme confidentiality, beyond
those for other medical or research records.
Investigators and IRBs should be aware that
special federal requirements might apply to
certain drug abuse records in research. Informa-
tion about this may be found in the Code of
Federal Regulations (CFR) under 42 CFR Part 2
(http://www.access.gpo.gov/nara/cfr/waisidx_02/
42cfr2_02.html), “Confidentiality of Alcohol and

Drug Abuse Patient Records” and, for covered
entities, in the Privacy Rule under the Health
Insurance Portability and Accountability Act
(HIPAA—http://www.hhs.gov/ocr/hipaa/).

Confidentiality from parents
Because of the nature of the population and the
subject matter to be studied, confidentiality is a
particularly sensitive issue. Assurances of confi-
dentiality must be given to the child/adolescent
study participant as well as the parents or what-
ever other parties (e.g., schools) are involved. If
children are excluded from a study because they
do not satisfy eligibility requirements that
include sensitive information about the child,
investigators may not disclose these requirements
to parents to protect the confidentiality of the
child. During the consent/assent process, all
parties should be informed that all information
collected during the study remains confidential,
and therefore not disclosed to the
parent/guardian, including the use of illegal
drugs, unless there is a risk of imminent danger
to the child or to others, such as suicide or
homicide. Given the nature of drug abuse
research, there is an inherent danger to research
participants who abuse drugs. However, deter-
mining whether or not this danger is imminent
and, thereby, permitting disclosure of confiden-
tial information, is more complicated. There are a
number of factors to consider, including whether
or not the research participant is in treatment,
which drug or drugs are being abused and by
what route of administration, the presence of
comorbid psychiatric conditions, and the age of
the minor. Currently, there are insufficient data to
provide specific guidelines on all situations that
constitute imminent danger; therefore, we rely on
the judgment of the investigator in consultation
with their IRB. Moreover, the differentiation
between use of drugs and imminence of serious
harm resulting from the use of drugs should be
clearly stated to the participants, individuals who
have signed the informed consent, and relevant
parties. The consent form should explicitly state
what information may and may not be disclosed
to the parent, child, or a third party such as a
physician or mental health professional. The
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consent form should also clearly specify that the
release of information to the parents or other
parties would only occur with the permission of
the minor, except in the case of an adjudicated
youth or the need to report withdrawal from the
study to the referring agency. If relevant to the
study, parents must be made aware that infor-
mation on their own drug use or psychiatric
history (or any other of their children who are
minors) will be collected during the course of the
study, but also kept confidential. Furthermore,
both parties must be made clearly aware that any
other mandated information such as domestic
physical abuse, sexual abuse or neglect, and
information on communicable sexually trans-
mitted diseases will be reported to relevant
agencies according to State law. Other than the
mandated information, the final decision regard-
ing the release of information to the parents
resides with the investigator, even with signed
authorization of the minor (Code of Federal
Regulations, Title 42, 1995).

F. Community consultation

Given the sensitive nature of research on
substance abuse involving children or adoles-
cents, particularly that which does not present
direct benefit to the child, it may be beneficial to
establish an advisory board, including members
of the community and advocacy groups, at the
early stages of developing a research protocol
(American Academy of Pediatrics 1995). Issues
of race, ethnicity, socioeconomic status, and
institutionalization that characterize a study
population and issues of potential stigmatization
should be considered at all stages of research
design, development, and implementation.

IV. Specific Issues

The NACDA recommends that these specific
issues be considered in the development and
review of research studies involving
children/adolescents.

A. Criteria for stopping a study

Prior to the initiation of a study, procedures
for monitoring research subjects and clear criteria
for when the study should be stopped due to
increased levels of risk or decreased benefit
should be established, whereas such criteria are
typically established for pharmacotherapeutic
studies, they should be established for behavioral
research as well. One example in which the level
of risk changed during a behavioral intervention
study was when iatrogenic effects were observed
during the course of group therapy with adoles-
cents who engage in high-risk behaviors (Dish-
ion et al. 2001). This study demonstrates the need
to set specific criteria for increased risk/decreased
benefit that will result in termination of any
research study involving children. In addition,
for pharmacological interventions, stopping rules
should be in place for when there is incontro-
vertible evidence of benefit. This will necessitate
an interim analysis with specific stopping rules
for the Data Safety Monitoring Plan (DSMP) or
Board (DSMB).

B. Competence of study staff

Sufficient expertise in child development,
psychopathology, and ethical conduct of research
with children and adolescents should be repre-
sented among the research staff.

C. Follow-up and referral

Because children and adolescents are consid-
ered to be a vulnerable population, careful
monitoring and follow-up of this population is
essential. In addition, if the adolescent or child is
actively using substances, regardless of the type
of study, a mechanism for referral to treatment
should be established. Furthermore, for subjects
in treatment studies that do not have access to
treatment outside of the study, continued support
should be identified and a concrete viable referral
made prior to the end of the study.
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D. Incidental clinical findings

During the course of a study, information may
be obtained that is clinically meaningful, which
is not directly addressed by the research protocol.
For example, if an MRI is performed, informa-
tion may be obtained indicating a previously
unknown or undiagnosed medical problem.
Similarly, in collecting information about a per-
son’s physical or psychological history, unex-
pected clinical findings may be made. It is
important that the researcher state ahead of time
how such information will be handled. To this
end, and to the extent that the nature of such
information can be predicted, the consent form
should clearly stipulate what kind of incidental
clinical findings will be provided and to whom.
Should the circumstances or assumptions sur-
rounding such provisions change significantly
during the course of the study, the investigator
should consider the introduction of appropriate
changes in the consent form.

E. Studies involving administering drugs of
abuse to youth

The NACDA Guidelines for Administration
of Drugs in Human Subjects discuss issues that
arise in research involving the administration of
drugs with abuse/dependence liability, and
identify issues to be considered in the develop-
ment and review of research protocols involving
drug administration to human subjects. The
investigator is referred to this document on
NIDA’s website, http://www.drugabuse.gov/
Funding/HSGuide.html.

Because adolescence is a period of heightened
vulnerability to drug abuse and also a time of
dramatic changes in brain and behavioral devel-
opment, there may be compelling reasons to
study how drugs of abuse specifically and/or
uniquely affect young people. For studies that
involve administration of drugs with abuse lia-
bility to youth, the decision to conduct a specific
study will need to be made on an individual
basis, carefully balancing the risks and benefits to
participants. Some of the issues to consider in

making this determination are the following: Are
there sufficient safety data in adults or older
adolescents (18–21 years) to warrant conducting
the study in younger subjects? What is the most
appropriate recruitment population? What is an
acceptable level of risk for adolescents in a drug
study? Will exposure under experimental condi-
tions lead to future use? Will exposure send the
wrong message about drug use? What are the
risks associated with the administration of a drug
to a youth, in light of ongoing developmental
changes? For these sorts of questions, follow-up
data collection would be critical. Who is
responsible for the adolescents’ safety, during the
study, to and from the study, and after the study?
What is the balance between confidentiality and
investigator obligations within statutory regula-
tions? What are the appropriate doses to use in
youth? Consideration must be given to prior
history of drug use, and family history of drug or
mental health problems. Statutory regulations
both among states and local authorities must be
given careful attention.

Currently, NIDA does not fund any research
in which drugs of abuse are administered to
minors (including those who are current drug
users). However, because of the importance of
improving our understanding of how drugs of
abuse affect the developing brain and behavior,
future research questions may require such
studies to be considered. Investigators should
note that because the administration of drugs
with abuse liability to children or adolescents
may pose greater than a minor increase over
minimal risk and no prospect of direct benefit,
such protocols will most likely fall under 45 CFR
46.407. In order to provide better guidance and
to emphasize the significance of considering
specific issues during the development and
review stage of such proposals, two examples of
NIH-supported protocols, that have recently or
are currently under review by DHHS according
to 45 CFR 46.407, are described below.

1. “Alcohol, Sleep and Circadian Rhythms in
Young Humans, Study 2—Effects of Evening
Ingestion of Alcohol on Sleep, Circadian
Phase, and Performance as a Function of
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Parental History of Alcohol
Abuse/Dependence” (funded by NIAAA).
This protocol proposes to study the effects of
a small or moderate evening dose of alcohol
on sleep, waking performance, and circadian
phase in a total of 64 adolescents (15–
16 years of age) and young adults (21–
22 years of age), and examine how the effects
may differ between individuals who have a
parent with a history of alcohol dependence
and those who do not. The final recommen-
dation by OHRP was that “HHS defer support
for the proposed research involving the
enrollment of 15- to 16-year old subjects…”
because “adequate justification has not been
provided…OHRP notes that ongoing
IRB-approved studies under the grant will
provide data relevant to both the safety of
study subjects and the scientific rationale for
involving 15- to 16-year old subjects. Upon
completion of …ongoing research on
adults…re-review of the proposed research
would be warranted to consider extending the
research to 15- to 16-year old subjects.” The
Acting Assistant Secretary for Health, HHS
approved these recommendations.

2. Effects of single Dose of Dextroamphetamine
in Attention Deficit Hyperactive Disorder: A
Functional Magnetic Resonance Study”
(funded by NIMH). This study proposes to
investigate the pathophysiology of ADHD by
imaging the brain response to amphetamine
of children with ADHD compared to healthy
children. The study is clearly of high signif-
icance since there is great public interest in
the matter of stimulant treatment of ADHD.
Because amphetamine would be administered
to healthy children, this protocol was for-
warded to, and is currently under review by,
the OHRP under 45 CFR 46.407.

F. Neuroimaging

There are two categories of imaging techniques
that can be used to investigate predispositions to

and the effects of drugs of abuse; those that uti-
lize magnetic fields such as functional magnetic
resonance imaging (fMRI) and those that use
ionizing radiation such as positron emission
tomography (PET) and single photon emission
computed tomography (SPECT).

There are three primary types of risks asso-
ciated with PET and SPECT studies in minors,
the stress associated with the procedure, the risks
associated with arterial cannulation required by
some studies to quantify radiotracer delivery, and
the side effects associated with exposure to ion-
ized radiation. Stress risks can be diminished by
familiarizing children with the procedure by role
rehearsal prior to the study or exposure to a
simulated scanning device. The risks of arterial
cannulation include mild-to-moderate pain,
bruising at the puncture site, and spasm or clot-
ting of the artery with a temporary decrease in
blood flow. In rare instances blocking of the
artery, poor healing, or infection at the catheter
insertion site may occur. Permanent damage is
extremely rare.

The risks of greatest concern have been those
that are associated with radiation exposure such
as potential carcinogenic effects or increased
incidence of genetic mutations. According to the
Federal Drug Administration Guidelines for use
of radioactive drugs for research (21 CFR 361),
“a single radiation dose for a research subject
under 18 years of age to the whole body, active
blood-forming organs, lens of the eye and gonads
shall not exceed 0.3 rem and the annual total
dose should not exceed 0.5 rem. For all other
organs, a single dose cannot exceed 0.5 rem and
the annual total dose cannot exceed 1.5 rem.”

Exposure to radiation through neuroimaging
research constitutes more than a minor increase
over minimal risk. Therefore, this research would
be approvable by an IRB only if study partici-
pants could directly benefit from the research.
For all others, including healthy controls, this
type of protocol would have to be reviewed
under 407 provisions, thus could only be done if
approved at the Department level. In addition,
since the risks for radiation appear to reflect
cumulative effects, cumulative exposure should
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be considered when determining whether the risk
is justified by the anticipated benefits, particu-
larly if repeated use of neuroimaging with
radioactive tracers is anticipated in a study.

Because of a lack of radiation exposure, fewer
risks are encountered in fMRI studies. One
concern with conducting fMRI (as well as
PET/SPECT) studies in children, however, is the
potential need for sedation to ensure that children
remain still during the scans. Sedation presents
significant risks due to potential complications
such as respiratory distress. An alternative to
sedation is to schedule scans for young children
during times when children are naturally sleepy.
This can also alleviate anxiety due to
claustrophobia.

G. Genetics Studies

The primary ethical issues to be considered
when undertaking genetics studies are the con-
fidentiality of genetic information and the com-
prehension of the concepts of risk and probability
associated with the identification of susceptibility
genes. Genetic information must not be included
as part of the medical record which may be
subject to requests from insurance companies
and employers. Investigators may alternatively
determine that genetic information is maintained
as part of a research record that is subject to the
confidentiality guidelines discussed in the section
entitled “Confidentiality” above. In this case, all
information collected during the study remains
confidential unless there is imminent danger to
the child or to others. Since genetic susceptibility
to substance abuse would not be considered to
pose imminent danger, this information should
also remain confidential.

Another concern in genetics studies is the risk
of harm resulting from the lack of understanding
of genetic findings. For example, subjects/parents
may minimize the potential for prevention or
behavioral change due to the misconception that
genetic susceptibility to substance abuse neces-
sarily means a subject will become addicted.
Therefore, care must be taken to ensure that
subjects and their parents understand that the

genetics related to substance abuse may provide
information about increased risk and information
on better treatments for the disorder in the future
but due to the multifactorial nature of substance
abuse, is not deterministic for developing a
substance abuse disorder. In many cases, genetic
information is not released for this reason or
because it is not yet clinically meaningful. If the
investigator decides that it is inappropriate to
release this information to the subject and/or
parents, this should be made explicit during the
consent process.

Provisions for removing samples from the study
Investigators must explain to potential subjects
and their parents, during the informed consent
process, about their options for removing sam-
ples from the study. If there is any reason why it
may not be possible to remove samples in the
future (e.g., DNA in repository that has been
de-identified and distributed to other research-
ers), the timeline and reasons should be clearly
elucidated.
Future use of DNA samples
DNA samples that are collected as part of a
specific study may also be useful for future
research not yet conceived. Consequently, par-
ticipants may be given the opportunity to allow
or deny the future use of their DNA samples for
other purposes, or to ensure that personally
identifying information is removed from their
DNA samples before it is shared with other
researchers or used for other purposes.

H. Survey Research

Research involving survey or interview proce-
dures with children is not exempt from parental
consent regulations (45 CFR 46.401). The No
Child Left Behind Act of 2001 (Public Law
107-110 Section 1061) and the Protection of
Pupil Rights Amendments (PPRA) delineate
consent rules for surveys of students (34 CFR
Part 98). Under the current law, if the US
Department of Education (DOE) funds a study
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and the research involves “protected informa-
tion,” then the PPRA afford parents the right to
provide active consent. “Protected information”
is defined as information on (1) political affilia-
tions of student or student’s parent; (2) mental or
psychological problems of student or student’s
family; (3) sex behavior or attitudes; (4) illegal,
anti-social, self-incriminating, or demeaning
behavior; (5) critical appraisals of others with
whom students have close family relationships;
(6) legally recognized privileged or analogous
relationships; (7) religious practices, affiliations
or beliefs of student or student’s parent; or
(8) income. For studies that are funded by sour-
ces other than the US DOE (i.e., grants from the
National Institutes of Health) and are adminis-
tered by education institutions that receive funds
from any US DOE program (i.e., public schools
and some private schools), and that include
protected information, parents have the right to
inspect the surveys before they are administered
and to opt the student out of the survey.
The PPRA requires that individual schools adopt
policies for consent requirements and IRBs must
ensure that investigators use consent procedures
that are in accordance with these local policies.

Waiver of parental permission
In some survey studies, specifically those that ask
sensitive questions regarding illegal drug use and
associated behaviors or environmental circum-
stances, it may be in the best interests of the
study to acquire a waiver of parental permission
by the IRB. Collecting this type of information in
an anonymous manner may be crucial for
detecting the prevalence of drug use and abuse
and factors associated with increases or decreases
in use. Therefore, field studies, which (1) anon-
ymize the data; (2) pose minimal risk; (3) would
be impractical to obtain parental permission (i.e.,
it would drastically lower response rate); and
(4) would bias the results, may receive a waiver
of parental permission by the IRB, under the
same conditions that allow a waiver of consent as
specified in 45 CFR 46.116 (c) and (d) and dis-
cussed above in Section III B “Waiving assent.”

I. Treatment Studies

Placebo-controlled or untreated controlled
studies
Researchers conducting studies of treatment
versus placebo or untreated control groups must
evaluate the risk/benefit ratio separately for the
treated and untreated groups, i.e., those in the
placebo group may not have a prospect of direct
benefit whereas those in the treatment group do.
Placebo or untreated observational control
groups can be used in pediatric studies if their
use does not expose children to unacceptable
risks. For example, untreated control groups such
as waitlist controls must be evaluated to deter-
mine the level of risk to which the participant is
exposed by not receiving immediate care. In the
case of placebo-controlled studies, the risks are
acceptable when the potential risk for children in
the placebo-control arm is equivalent to that for
children receiving standard care or when the
potential harms in the placebo-control arm are no
more than a minor increase over minimal risk. In
many such studies, treatment as usual is included
to minimize undue risk in the placebo arm. Clear
explanations of the purpose for and the conse-
quences of being assigned to a placebo-control
arm should be made during the informed consent
process. Moreover, criteria for participant with-
drawal, study discontinuation, and monitoring
the status of the participant during the clinical
trial should be clearly established as part of the
research protocol prior to the study’s initiation.
Behavioral interventions
Given the significant problem of substance abuse
in youth and the unique considerations in treating
this population, the development and testing of
behavioral interventions specifically targeted for
this population is critical. However, adequate
attention must be paid to potential iatrogenic
effects that may lead to increased risk for minor
subjects so that such studies may be terminated if
risk levels change. Therefore, as noted above,
criteria for participant withdrawal, study
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discontinuation, and monitoring the status of the
participant should be clearly established prior to
the study’s initiation and described in the
informed consent document.
Pharmacological interventions
New pharmacological interventions are emerging
for the treatment of substance abuse, which may
be useful in treating youth with substance use
disorders. However, developmental differences
may cause these drugs to behave differently in
children than adults necessitating the study of
these therapies in children. Pharmacotherapy
studies in children should be performed after
efficacy is established in adult Phase II studies.
When data for adults are not available, particular
care must be taken to justify proceeding with
pediatric trials. Moreover, preclinical studies
should be conducted using animals, during an
equivalent developmental period, to assess
potential developmental toxicity and efficacy
before trials with children are started.

J. Pathophysiology Studies

Given that substance abuse is a developmental
disease, beginning during childhood or adoles-
cence, it is critical that studies of the patho-
physiology of substance abuse, such as studies of
basic biological mechanisms, are conducted with
children. These studies may include those dis-
cussed above such as genetics and neuroimaging
studies. However, because such studies offer no
prospect of direct benefit, only those studies that
present no more than a minor increase over
minimal risk and are likely to yield generalizable
knowledge about the disorder or condition may
be approved. Because these studies often do not
produce direct or immediate benefits to the par-
ticipants, they may be the most sensitive and
scrutinized types of research conducted in chil-
dren. The recommendations noted above con-
cerning multi-stakeholder advisory boards and/or
consultation with members of the community
prior to initiating such research may be particu-
larly applicable to these kinds of scientific
projects.
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16LGBT Populations and Substance
Abuse Research: An Overview

Dianne L. Kerr and Willie H. Oglesby

16.1 Introduction

Much previous research has demonstrated that
lesbian, gay, bisexual, and transgender (LGBT)
individuals report higher levels of substance
abuse and related consequences than their
heterosexual counterparts. However, due to the
many methodological issues discussed in this
chapter, the actual prevalence of substance abuse
among LGBT people and the socio-demographic
determinants and causal relationships with sub-
stance abuse behaviors in this population are
difficult to discern. In this chapter, we review the
current state of the literature on substance abuse
among LGBT people and focus on several key
methodological challenges that scholars face
when researching substance abuse with this
population.

Although the LGBT population is usually
studied as a group, it is important to note that not
all LGBT people are the same. They have dif-
ferent demographic characteristics, risk factors,
and health outcomes. LGBT communities
also contain subpopulations that vary by

race/ethnicity, socioeconomic status, age, geog-
raphy, culture, and other factors: just like their
heterosexual counterparts. In some LGBT pop-
ulations, the risk of substance abuse may be
higher due to stigma, internalized homophobia,
social norms, access, and other factors. For other
LGBT populations, the risk may be lower due to
increased resilience resulting from previous
experience with prejudice, stigma, and other
negative experiences that have increased their
coping mechanisms, adaptability, and vigilance.
This is similar to heterosexual populations—
some experience higher rates of substance abuse
and some have greater resilience.

16.2 Self-reported Substance
Abuse

Due to the LGBT population’s relatively small
size, most of the previous research published
on LGBT people was not drawn from
population-based samples. Many of these prior
studies used convenience or purposive sampling
techniques, which limit the generalizability of
their findings. Although most of what is known
about LGBT people arises from these relatively
weaker research designs, the information gleaned
from these studies can be helpful in understand-
ing the risk and protective factors, health-
compromising behaviors, and health outcomes
of LGBT people. For instance, previous research
has demonstrated that LGBT populations have
the highest rates of alcohol use (Cochran et al.
2000; Lewis et al. 1982; McKirnan and Peterson
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1989; Ziebold and Mongeon 1982), tobacco use
(Diamant et al. 2000; Lee et al. 2009), and
marijuana use (McKirnan and Peterson 1989;
Drabble and Trocki 2005). Research has also
shown that illicit drug use is higher among
LGBT persons (McKirnan and Peterson 1989),
with some variation noted across LGBT sub-
groups (Hughes and Eliason 2002; Hughes
2005).1

More current research uses population-based
samples to examine LGBT health, including
substance abuse.2 Compared to early studies,
much of this newer work employed more
sophisticated research methodologies, including,
but not limited to, improved sampling, mea-
surement, and more in-depth investigations of
multiple dimensions of sexual orientation and
their relationship to substance use and abuse
(Green and Feinstein 2012). The assessment of
multiple dimensions of sexual orientation, in
particular, was considered a major methodical
advancement, as researchers could now explore
in more nuanced detail outcomes associated with
at least three components—sexual attraction,
sexual behavior, and sexual identity, leading to a
more accurate picture of substance abuse within
this population (Green and Feinstein 2012).3

This picture only partially confirmed earlier
findings with regard to substance abuse. For
instance, with regard to alcohol abuse disorders
and related problems, higher levels were detec-
ted, but largely among lesbian and bisexual
women (Drabble et al. 2005; Green and Feinstein
2012). With regard to drug abuse, homosexually
and bisexually experienced men and women are
more likely to be at risk of addiction across all
drug classes (Cochran et al. 2004; Green and
Feinstein 2012; Stall et al. 2001).4 Additionally,
they reported higher levels of use of novel and/or
club drugs (Corliss et al. 2009; Measham et al.
2011; Parsons et al. 2006; Rukus et al. 2016).5

This picture is explored in greater detail in the
following sections.

16.2.1 Substance Abuse
and Consequences
Among Lesbians
and Bisexual Women

In 2013, the National Health Interview Study
(NHIS) included sexual orientation questions for
the first time. Sexual orientation results deter-
mined 27.2% of women who identified as gay or
lesbian and 29.4% of women who identified as
bisexual were current smokers, compared with
16.9% of heterosexual “straight” women.
The NHIS results also found higher percentages
of women aged 18–64 who identified as gay or
lesbian (27.7%) or bisexual (34.9%) had five or
more drinks in one day at least once in the past
year compared to 17.2% of heterosexual women
(Ward et al. 2014). Drabble and Trocki (2005)

1A full review of early studies of substance abuse among
LGBT populations is beyond the scope of this chapter.
See Bux (1996) and Green and Feinstein (2012) for more
detailed methodological critiques of early studies.
2This change was accelerated after a formal work group
was established in 2010 to examine scientific literature on
LGBT health, which resulted in the Institute of Medicine
Report on the Health of LGBT People (2011). This report
revealed many health disparities of LGBT people. In
2011, Health and Human Services Secretary Kathleen
Sebelius announced an HHS plan to enhance data
collection on LGBT individuals in order to address health
disparities. This led to the inclusion of sexual orientation
questions on some national population-based surveys that
will be explored later in this chapter. To date, few surveys
include gender orientation questions including the Behav-
ioral Risk Factor Surveillance System (BRFSS) and the
Youth Risk Behavior Surveillance System (YRBS),
although not all states or school districts, respectively,
use these measures and more consistent use is needed
(The GenIUSS Group 2014).
3For a detailed discussion of the three dimensions of
sexual orientation and their association with psycholog-
ical outcomes, see Savin-Williams (2006).

4In at least one longitudinal study, age was an important
modifier of risk, with differences between sexual minority
and heterosexual subjects greatest in adolescence (Corliss
et al. 2009).
5LGBT people have been described as “early adopters” of
new drug trends, particularly club drugs and novel
psychoactive substances (Measham et al. 2011). People
who use club drugs often more likely report poly-drug
use, or the use of more than one substance (Halkitis et al.
2007; Halkitis and Palamar 2008). Early adoption and use
of novel drugs have been linked to cultural definitions
which destigmatize and reinforce use in the LGBT
community (Rukus et al. 2016).
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also found alcohol consumption to be higher
among lesbian, bisexual, and heterosexual
women reporting same-sex partners compared to
heterosexual women who reported opposite-sex
partners only. Lesbian and bisexual women also
have greater odds of reporting alcohol-related
consequences and alcohol dependence than
heterosexual women (Drabble and Trocki 2005).

The college years are a time of life when
alcohol abuse typically occurs. Although most
previous studies have determined that lesbian
and bisexual women consume more alcohol, a
few studies of college women have found that
lesbians are not significantly different than their
heterosexual counterparts in their alcohol use,
although the consequences they experience due
to their drinking may be far greater (Kerr et al.
2014; McCabe et al. 2003). In one study, the
consequences for college women that
self-identified as lesbians included over 4 times
greater odds of seriously considering suicide and
over 3 times the odds of having sex without
getting consent (Kerr et al. 2014). In another
study of college women, consequences included
more likelihood of driving under the influence,
having unplanned sex, having suicidal thoughts,
and sexually harassing someone after drinking
(McCabe et al. 2003).

Drabble et al. (2005) found lesbian and
bisexual adult women have greater odds of
reporting alcohol-related consequences and
alcohol dependence. Risky alcohol use and
related problems are even higher for bisexual
women as compared to lesbians or heterosexual
women (Hughes et al. 2010; Drabble et al. 2005).
In addition, bisexual women experience a higher
number of lifetime sexual partners and an
increased vulnerability to sexual victimization
(Hequembourg et al. 2013) although the rela-
tionship between substance abuse and sexual
victimization among lesbian and bisexual women
needs further study (Eaton et al. 2008;
Hequembourg et al. 2013).

Lesbian and bisexual women who seek treat-
ment for alcohol abuse report that they are less
satisfied with the treatment experience than
heterosexual women (Drabble and Trocki 2005).
Other substance abuse issues of lesbians and

bisexual women include increased rates of
smoking and marijuana use as compared to
heterosexual women (Trocki et al. 2009). Illicit
drug use appears to be higher among bisexual
women than lesbians. Cochran et al. (2004)
found that lesbian and bisexual women (defined
as women with any female partners) were more
likely to use marijuana and analgesics in the past
30 days than heterosexual women (defined as
women with only male partners). Previous
research also shows the increased use of club
drugs such as meth and ecstasy among bisexual
women as compared to heterosexual women
(Parsons et al. 2006; Kelly and Parsons 2007;
Boyd et al. 2003). Parsons et al. (2006) found
lesbian and bisexual women more likely to use
ketamine, LSD, and meth than heterosexual
women. Scheer et al. (2002) found bisexual
women more likely to report past and recent use
of injection drugs including heroin, cocaine, and
speed. In fact, several studies have now deter-
mined that bisexual women have greater ATOD
use than any other sexual orientation group
(Cochran et al. 2004; Corliss et al. 2009; McCabe
et al. 2005; Scheer et al. 2002).

16.2.2 Gay and Bisexual Men

Recent results of the National Health Interview
Survey (2013) indicated that a higher percentage
of adults who identify as gay or lesbian (27.2%)
or bisexual (29.5%) were current cigarette
smokers as compared to heterosexuals (19.6%).
However, when prevalence of current cigarette
smoking by sexual orientation was examined for
men, no significant differences were found
among men aged 18–64. For alcohol consump-
tion among men, a higher percentage of those
who identified as bisexual (56.3%) had five or
more drinks in one day at least once in the past
year as compared to 35.1% of those who iden-
tified as “straight” (Ward et al. 2014).

In the 1990s and 2000s, the use of MDMA
(ecstasy), Ketamine (“special K”), and other
“club drugs” were sharply experienced in urban
LGBT communities. It was also prevalent in the
“rave communities” of mostly younger

16 LGBT Populations and Substance Abuse Research: An Overview 343



heterosexual adolescents in urban areas. By the
2000s, the use of crystal methamphetamine (or
“crystal meth”) grew to epidemic proportions
among the LGBT community and quickly spread
to other groups (Hirshfield et al. 2006), including
rural areas. In the 2010s, the use of crystal meth
remains a public health crisis for many popula-
tions, as does the dramatic increase in opioid
consumption.

Substance abuse among gay men has also been
linked to violence in romantic relationships,
where substance abuse increases physical vio-
lence, which in turn increases substance abuse in
a cyclical manner (Andrasik et al. 2013). Among
those in noncommitted relationships, gay men
who reported the use of poppers, crystal meth,
cocaine, marijuana, Viagra, or alcohol use before
sexual encounters were significantly more likely
to report unprotected anal intercourse, which
dramatically increases the risk for sexually
transmitted diseases, including HIV (Hirshfield
et al. 2006). In addition, the use of “party drugs”
was most often associated with sexual risk taking,
although substance use before or during sex was
not associated with risk with HIV-negative part-
ners, but was associated with risk with
HIV-positive and unknown serostatus partners
(Purcell et al. 2005). In a study of gay and
bisexual men who recently became HIV-positive,
high rates of unprotected anal intercourse and
recreational drug use took place at the high-risk
event (Volk et al. 2006). In another study, men
who have sex with men (MSM) who reported
using methamphetamines were more likely to
report higher education, health insurance cover-
age, inconsistent condom use during anal inter-
course, a history of STD’s, positive HIV status,
and use of medication designed to treat erectile
dysfunction (Rhodes et al. 2007). The health
disparities of young gay and bisexual men such as
substance abuse, partner violence and victimiza-
tion, and HIV infection have led HIV prevention
researchers to call for more integrated prevention
programs that provide community-level inter-
ventions, gay-specific sexuality and HIV pre-
vention education and substance abuse education,
and access to mentors, goal setting, and future
planning (Lyons et al. 2013).

16.2.3 Transgender Individuals

There is a dearth of research on transgender
people overall, yet studies that have been con-
ducted indicate they are at risk for a variety of
health-compromising behaviors. In 1999 the San
Francisco Public Health Transgender Risk
Behavior Study found the majority of male-to-
female (MTF) transgender individuals had a
history of non-injection drug use with rates of
90% for marijuana, 66% for cocaine, 57% for
speed, 52% for LSD, 50% for poppers, 48% for
crack, and 24% for heroin. Further, 16 and 23%
of MTF respondents had been in alcohol treat-
ment or drug treatment programs, respectively
(San Francisco Department of Public Health
1999).

One of the largest studies of transgender
people conducted to date was the National
Transgender Discrimination Survey Report on
Health and Health Care, which was conducted as
a joint effort of the National Center for Trans-
gender Equality and the National Gay and Les-
bian Task Force (Grant et al. 2010). This survey
research study included over 7000 respondents.
Researchers found over 25% of transgender
respondents indicated they misused drugs or
alcohol at some point to cope with the discrimi-
nation they faced. Eight percent of the sample
said they were currently using drugs or alcohol to
cope and 18% said they had done so in the past
but were not currently doing so. Thirty percent of
the sample reported smoking daily or occasion-
ally. Alcohol and drug use decreased with age in
the transgender group, similar to studies of the
general population (Grant et al. 2010).

16.2.4 LGBT Youth

For many LGBT youth, substance use is initi-
ated at a young age. Studies of Youth Risk
Behavior Survey (YRBS) data comparing
LGBT high school youth to heterosexual youth
in illicit drug use demonstrate higher prevalence
among sexual minority youth, with bisexual
youth having the highest prevalence of all. The
difference between lesbians and heterosexual
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high school girls was not as great as those
between gay and heterosexual high school boys
(Newcomb et al. 2014).

Substance abuse is also associated with many
health risk behaviors and problems among
LGBT adolescents such as depression, suicide
ideation and attempts, violence, victimization,
and higher rates of unprotected sexual inter-
course (Kerr et al. 2014). For this reason, youth
interventions are needed both at the institutional
and individual levels (Newcomb et al. 2014).
A number of reasons have been posited for early
initiation of substance abuse among LGBT
populations, including using them as a
short-term strategy to numb or escape the emo-
tional or physical effects of abuse (Andrasik
et al. 2013).

16.3 Minority Stress, Stigma,
and Substance Abuse

Researchers have also linked stigma and dis-
crimination to mental health issues and substance
abuse among LGBT populations (Bux 1996;
Hughes and Eliason 2002). Ilan Meyer’s work on
minority stress indicates LGBT individuals have
more chronic stress due to stigmatization. He
measured stigma using three constructs: (1) in-
ternalized homophobia, (2) stigma related to
expectations of rejection and discrimination, and
(3) actual experiences of discrimination and
violence (Meyer 2003). Molina and
Ramirez-Valles (2013) measured these three
dimensions of stigma (internalized, perceived,
and enacted) and found all of the stigma
dimensions were associated with drug use, and
all except perceived stigma were associated with
alcohol use. McCabe et al. (2010) linked past
year substance abuse disorders to discrimination.
LGBT adults who experienced all three types of
discrimination studied (sexual orientation, race,
and gender) had nearly 4 times greater odds of
past year substance use disorders. The research-
ers concluded that health professionals should
consider the role of discrimination in the devel-
opment of substance use disorders and their
treatment. Much current research on LGBT

health disparities uses Minority Stress Theory
(Meyer 2003) as a theoretical underpinning.6

16.4 Methodological Problems
in LGBT Research

Research with LGBT populations presents many
challenges. These challenges involve varied
definitions of sexual orientation, inaccurate
assessments of the size of the LGBT population,
inadequate sampling, a lack of research among
certain groups in the LGBT spectrum, and
combining groups of the LGBT spectrum for
analysis purposes.

16.4.1 Varied Definitions of Sexual
Orientation

Defining sexual orientation has been an ongoing
challenge in substance use research, and
researchers use various definitions. Three com-
ponents of sexual orientation are presented in the
literature. These components include sexual/
romantic attraction, sexual behavior, and
self-identification (Hughes and Eliason 2002).
Often survey research questionnaires do not
include all three of these components. Research-
ers frequently use self-identification or sexual
behavior as measures or combine them. There
appears to be less use of the sexual/romantic
attraction component to identify these groups.
Any of these components used alone may be
problematic. For example, some investigators use
the behavioral definitions and combine lesbian
and bisexual women into one group of “women
who have sex with women (WSW).” Similarly,
gay and bisexual men are combined into one
group of “men who have sex with men (MSM).”

6While social stress and discrimination constitute the most
widely accepted risk factors for substance abuse in the
LGBT population, other explanatory factors have also
been attributed as contributing to high rates of substance
abuse. This includes levels of affiliation with gay and
lesbian subcultures and peer influences which promote
use (Green and Feinstein 2012). For a review of the role
of social networks, see McCrady (2004).
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One definition of this behavioral classification is
“any mutually voluntary activity with another
person that involves genital contact and sexual
excitement or arousal, that is feeling really turned
on, even if intercourse or orgasm did not occur”
(Laumann et al. 1994). This behavioral definition
may result in an overrepresentation of gays and
bisexuals as using this classification may cause
one to self-identify as gay or bisexual as a result
of a one-time same-sex encounter, when this was
merely sexual experimentation, a common expe-
rience among young people.

Another problem with research using the men
who have sex with men or women who have sex
with women categorizations is that they combine
gays and bisexuals into one classification for
analysis when these groups are often very dif-
ferent from each other. The most recent Institute
of Medicine (IOM) report advises against this
practice, recommending that groups of the LGBT
spectrum be separated out for analysis rather than
combined (IOM 2011). In attempts to further
delineate classifications of lesbians, investigators
sometimes use terms such as “lifetime lesbian” in
order to distinguish between lesbians that have
identified as such throughout their lives versus
“adult lesbians” who identified as lesbians later
in life. This classification was used in a study of
the Women’s Health Initiative data, for women
from 50 to 79 years old (Valanis et al. 2000).
Investigators used the term “adult lesbians” to
classify those who identified as lesbians after
45 years of age.

In terms of the sexual identity classification,
some researchers have used a more varied
description for sexual identity than the traditional
three-category classification (heterosexual,
bisexual, or gay/lesbian) or a four-category def-
inition that adds “unsure” to the three-category
classification. A five-category description of
sexual orientation (only heterosexual, mostly
heterosexual, bisexual, mostly lesbian/gay, only
lesbian/gay) has led to different results on some
measures of substance use when compared to the
traditional three-category classification (McCabe
et al. 2012). There is also a 6-option catego-
rization: (1) gay or lesbian; (2) bisexual, but
mostly gay or lesbian; (3) bisexual, equally

gay/lesbian; (4) bisexual, but mostly heterosex-
ual; (5) heterosexual; and (6) uncertain, do not
know for sure (D’Augelli et al. 2001) and a
classification that includes additional options
such as “curious”, “questioning”, and “unla-
beled” (Thompson and Morgan 2008). These
many classifications complicate research with
LGBT populations.

Sexual/romantic attraction is the third com-
ponent of sexual orientation. It is defined as
“attraction toward one sex or the desire to have
sexual relations or to be in a primary loving,
sexual relationship with one or both sexes”
(Savin-Williams 2006). Survey questions related
to this concept typically ask whether the indi-
vidual has had a romantic attraction to someone
of the same sex.

More perplexing for researchers is the fact
that prevalence of homosexuality reported by
respondents is often different depending on
which definition is used. For example, those with
same-sex behavior may not self-identify as
homosexual. This phenomenon, while not
exclusive to African American men, is described
in that population as being “on the down low.”
The term “on the down low” in HIV circles is
often applied to African American men who
identify as heterosexual and have a female part-
ner, while having sex with other men in secret.
While these men are often blamed for expanding
the HIV epidemic, this argument ignores other
possible contributing factors such as the high
prevalence of sexually transmitted infections
(STIs) (AVERT 2014) or the number of African
American men who may be infected with HIV
while in prison. Malebranche (2011) suggests
“what influences sexual identification among
Black MSM may be a complex mix of racial and
racist life experiences, gender norms, religious
beliefs and masculine socialization.”

Individuals often respond inconsistently to the
three components of sexual orientation in survey
research and frequently change their responses
over time. Different answers to the three com-
ponent questions may cause one to be classified
as homosexual in one study but not in another.
Savin-Williams stated “until conceptually
well-positioned and psychometrically sound and
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tested definitions are used, it is unlikely that
research can possibly or reliably identify the
prevalence, causes and consequences of homo-
sexuality” (Savin-Williams 2006). Thus, varied
definitions of sexual orientation continue to pre-
sent a major obstacle in LGBT research and do
not allow for comparisons across studies. Only a
few studies have included all three dimensions of
sexual orientation (McCabe et al. 2005, 2009;
Goldberg et al. 2013).7

Question wording is also important to deter-
mine sexual or gender orientation. For example,
if transgender is included as a gender selection
on a questionnaire (e.g., male, female, and
transgender), a two-step method is needed.
A question on current gender identity should be
followed up with a question on sex assigned at
birth (Conron et al. 2014). If the two steps
(questions) are not included it may be impossible
to determine the current gender identification.
For example, the American College Health
Association’s National College Health Assess-
ment (ACHA-NCHA-II) appropriately included
“transgender” as a choice in the gender demo-
graphic but failed to include a follow-up ques-
tion, making it impossible to determine whether
respondents were a male-to-female or
female-to-male transgender individual making it
impossible to analyze differences between the
transgender groups. Therefore, a researcher
studying transgender college students with this
data set should note this as a major limitation.
The American College Health Association
recently remediated this problem with a revision
of the ACHA-NCHA instrument.

As a model for future research, The Fenway
Institute (2013a, b) recommends a two-step
gender identity question to determine both the
current gender identification and the sex assigned

at birth for use in the Electronic Medical Record
(EMR). Table 16.1 shows a two-step version for
the EMR approved by the World Professional
Association for Transgender Health (WPATH)
and the Centers for Disease Control and
Prevention (Deutsch et al. 2013).

The Fenway Institute utilized very similar
two-step questions in a recent study in four
community health clinics. The 2-step question
performed well in the study with nearly zero
missing data and twice the response rate of a
one-question format (The Fenway Institute
2013a, b). Another organization interested in how
to ask survey questions on sexual orientation and
gender identity is the Williams Institute. They
formed a group of experts known as the Gender
Identity in U.S. Surveillance (GenIUSS) group, to
determine current practices to identify transgen-
der and other gender minority respondents in
population research. The GenIUSS group devel-
oped a publication addressing how to ask gender
identity questions on population-based surveys in
2014.8 Examples of national data sets that include
sexual orientation and/or gender identity ques-
tions are included in the Appendix.

16.4.2 Varying Estimates of the Size
of the LGBT Population

Research has also been directed at estimating the
size of the LGBT population for the purposes of
calculating prevalence and incidence rates in the
United States. Laumann et al. (1994) estimated
that the percent of the population who were
MSM was 1% in rural areas, 4% in suburban
areas, and 9% in urban areas. Findings from the
National Survey of Family Growth found that an
estimated 6.0% of randomly sampled males aged
15–44 in the US reported ever having sexual
contact with another male (Mosher et al. 2005).
Lieb et al. (2009) created, constructed, and
compared different population models and found
MSM prevalence rates between 3.7 and 17.0% in

7McCabe et al. (2005) were the first to provide a detailed
analysis of substance use patterns by dimensions of sexual
orientation. This study found that women who identified
as mostly heterosexual, bisexual, or who were attracted
to/had sex with both men and women reported higher
rates of substance use. For men, mostly heterosexual
identity was associated with higher drug use compared to
only heterosexual identity.

8The GenIUSS publication is available online at http://
williamsinstitute.law.ucla.edu/wp-content/uploads/geniuss-
report-sep-2014.pdf.
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Southern US states and the District of Columbia.
Most recently, findings from the National Health
Interview Survey (NHIS) found 1.6% of the
respondents identified as gay or lesbian, 0.7%
identified as bisexual, and 1.1% of adults iden-
tified as “something else” stated “I don’t know
the answer” or refused to provide an answer
(Ward et al. 2014). It is important to note,
however, that the NHIS is administered by
face-to-face or phone interviews, which may
cause participants to be reluctant to reveal their
sexual orientation. For topics that may be too
sensitive to discuss in face-to-face interviews,
audio-equipped computers may maximize
responses, although NHIS administrators chose
not to use this technology for the sexual orien-
tation questions during this first administration of
the questionnaire that included these questions.

16.4.3 Sampling Issues

Lack of consensus on the size of the LGBT
population has direct implications for sampling.
The LGBT research literature often uses small
samples of discrete groups of LGBT individuals
(e.g., members of a campus LGBT Pride Group,
an LGBT community center, or those attending
a gay pride event) which may or may not be
representative of larger groups of LGBT indi-
viduals in the given setting or community. The
research literature is rife with studies using
these small nonrepresentative samples (Green
and Feinstein 2012). In the past, access to “out”
LGBT individuals was limited to venues where
they may be present in greater numbers. Before
the Stonewall Rebellion, LGBT individuals

lived in fear of harassment and violence. Bars
were one of few meeting places, and even in
these settings LGBT individuals were subject to
police harassment and arrest. However, after
Stonewall, gay bars were used to conduct
research on substance use and misuse (Fifield
et al. 1977). Certainly, there are limitations to
conducting substance use research in a bar set-
ting. As a consequence of the bars being one of
the few venues to capture LGBT populations,
much of the early research found increased
tobacco and alcohol use among LGBT individ-
uals. The validity of such research certainly
comes into question, although more recent
studies with representative populations continue
to show LGBT groups have increased ATOD
use. Additionally, snowball sampling techniques
were also used frequently in the past. In this
type of sampling, LGBT individuals are given
surveys to complete and asked to provide them
to LGBT friends. These convenience samples
are not considered representative of the LGBT
population, but were one of the few ways to
collect data on this often-hidden population.

While venue-based and other convenience
sampling techniques continue to be used,
increasingly researchers have begun to utilize
national- and state-based samples.9 Today, larger
national health surveys, particularly population-
based surveys, are including a sexual orientation

Table 16.1 Two-step
method for the collection of
sex and gender identity
information

Current gender identity Sex assigned at birth

Male Male

Female Female

Transmale/transman/FTM Other

Transfemale/transwoman/MTF

Genderqueer/gender-non-conforming

Different identities: please state_________________

FTM female to male (i.e., female assigned at birth, male-spectrum identity); MTF male to
female (i.e., male assigned at birth, female-spectrum identity) (Deutsch et al. 2013)

9According to Boehmer et al. (2008), thoroughly con-
structed convenience samples will continue to constitute
useful sampling strategies to further research on the
LGBT population. This includes virtual methodologies to
sample and recruit hard-to-reach LGBT populations
(McDermott and Roen 2012), although evidence does
suggest that differences exist between online and other
data collection modalities (Reisner et al. 2014).
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question that enables these subgroups to be
separated out for analysis or comparison pur-
poses. One example is the NHIS, a survey of the
American population under the auspices of the
U.S. Department of Health and Human Services
(HHS). The NHIS is administered to about
40,000 households (approximately 100,000
individuals) annually in order to obtain a repre-
sentative sample of the entire country. The NHIS
started including questions about sexual orienta-
tion in 2013, but is postponing adding gender
identity questions until they can convene a panel
of experts to discuss the content of such ques-
tions (Brown 2010). Although few
population-based surveys include questions on
gender identity yet, this appears to be on the
horizon for the NHIS (Brown 2010). Results
from the 2013 NHIS regarding sexual orientation
and health were published in July 2014 (Ward
et al. 2014). Another large population-based
survey that now includes sexual orientation and
behavior questions and substance use questions
is the National Health and Nutrition Examination
Survey (NHANES). The NHANES is unique as
it includes both interviews and individual
examinations. Questions on smoking and
tobacco use, alcohol use and drug use are
included in the NHANES.

The Behavioral Risk Factor Surveillance
System (BRFSS) is a statewide telephone survey
examining behavioral risks among adults asso-
ciated with premature morbidity and mortality.
The BRFSS is the world’s largest, ongoing
telephone health survey system, is run by the
Centers for Disease Control, and included cell
phone surveys in the 2011 public release data set
(Centers for Disease Control 2013). All fifty
State Health Departments have been urged by the
Fenway Institute’s Center for Population
Research in LGBT Health to include sexual and
gender orientation questions on the BRFSS. The
Fenway Institute reports 25 states and the District
of Columbia included at least one item measur-
ing a dimension of sexual orientation on the
BRFSS between 1995 and 2011. Of these, 9
states included an item that assessed sexual ori-
entation identity and an item that addressed
same-sex behavior, 11 states and the District of

Columbia included one item that assessed sexual
orientation identity, and 5 states included one
item that assess same-sex sexual behavior
(although Georgia and Florida included these
questions in only some counties) (Fenway Insti-
tute 2013a, b).10

Implications of sampling strategy are large,
as poorly designed, small, nonrepresentative
samples limit the generalizability of research.
Despite progress, there continues to be a need
for improved population-based sampling in
LGBT research. Barriers exist, however, as
many LGBT individuals are hesitant to “come
out” and with good reason. Severe homophobic
reactions have resulted in beatings and some-
times death for gay men and transgender
women, in particular, particularly transgender
women of color. While attitudes toward sexual
and gender orientation have dramatically chan-
ged toward more acceptance, particularly among
young people (Smith 2011), LGBT hate crimes
are still common (45.3% of survivors and vic-
tims identified as gay, 20.6% as lesbian, 10.5%
as transgender, and 8.7% as bisexual). In 2012
LGBT hate crime homicides, transgender
women represented 50% of homicides and gay
men 38.5%. Transgender women of color have
been particularly hard hit (National Coalition of
Anti-Violence Programs (NCAVP 2013). Alco-
hol and other drugs often play a role in these
tragic events, although little research exists to
describe their context.

10Additionally, the Fenway Institute’s Center for Popula-
tion Research in LGBT Health developed the Population
Research in Sexual Minority Health (PRISM) Data
Archive as a collaborative project with the
Inter-university Consortium for Political and Social
Research (ICPSR). This archive makes quality data sets
available for analysis of LGBT issues in the U.S. Some of
these data sets are only available to ICPSR members or
member institutions. To download data, the institutional
affiliation must be verified from a campus computer when
setting up an account. After the account is verified, data
may be accessed on a home computer. More information
is available at the following site: http://www.icpsr.umich.
edu/icpsrweb/FENWAY/datasets/.
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16.4.4 Combining Sexual Orientation
Groups for Analysis

While still relatively rare, there are an increasing
number of large population-based studies of
LGBT populations appearing in the research lit-
erature. Those that have been conducted indicate
higher rates of ATOD use among certain, but not
all sexual orientation groups within the LGBT
spectrum. It is for this reason that the IOM rec-
ommended that these groups be analyzed sepa-
rately and not combined into one group (IOM
2011). Combining of groups has been done often
in the past due to small numbers of LGBT
individuals self-identifying on questionnaires.
However, more current research confirms the
differences between the groups when analyzed
separately. For example, combining lesbians and
bisexual women into one group of sexual
minority women (SMW) or lesbian/bisexual
(LB) women for data analysis has led to the
conclusion that lesbians and bisexual female
college students have higher rates of smoking,
binge drinking, and marijuana use as compared
to their heterosexual counterparts. Studies that
separate the groups, however, have sometimes
found different results. In some studies, lesbian
undergraduate college students were not signifi-
cantly different than their heterosexual counter-
parts in these substance use behaviors (Eisenberg
and Weschler 2003; Kerr et al. 2014; McCabe
et al. 2005) while bisexual women were. In such
cases, a combined group analysis of lesbians and
bisexual women may result in the conclusion that
lesbians have higher prevalence rates of these
behaviors when in actuality they may not, while
bisexual women actually do have higher rates (a
Type 1 error).

Other categories may cause similar problems.
In the end, simply defining groups only by their
behaviors [e.g., womenwho have sex with women
(WSW) or men who have sex with men (MSM)]
combines gay and bisexual groups in amanner that
may mask important differences between sub-
groups,with potentially negative repercussions for
policy and practice solutions. These efforts also
relegate sexual orientation to a behavior rather
than a primary attraction or identity.

16.4.5 Ethical Considerations

The ethical considerations of researching sub-
stance abuse in LGBT populations are com-
pounded. First there are the accepted ethical
considerations associated with researching sen-
sitive topics generally, as substance use and
abuse is both socially sensitive and poses
potential threat (e.g., legal sanction, etc.) to those
involved (Lee 1993). However, substance abuse
research conducted within the LGBT community
is also being conducted on a population that is
already socially stigmatized and marginalized as
a sexual minority (Martin and Meezan 2003).
This status can be even further complicated if
LGBT subjects are also racial and ethnic
minorities and/or minors, as the intersection of
gender, age, race, and ethnicity further com-
pounds marginalization (Wheeler 2003; Valen-
tine et al. 2010). These statuses can often
fundamentally shape both the conceptualization
of research as well as the interactions between
researcher and subject. Thus, researchers must
take every precaution to ensure that subjects are
not harmed.11 This includes taking painstaking
measures to ensure confidentiality and protection
of human subjects, as LGBT research may
require additional measures to ensure safety of
study participants—both during and after the
conduct of the study—and relevance of the
study’s findings (Martin and Meezan 2003).
Recommendations include partnering with
members of the target population in the design
and conduct of the investigation, as well as
exploration of innovative methodologies (Bet-
tinger 2010; Martin and Meezan 2003; Wheeler
2003). In fact, considerations of study design are
also paramount and range from understanding
the terminology employed to defining the
research population in light of the noted variation
that exists within the LGBT community

11For a more detailed discussion, see Martin and
Meezan’s (2003) examination of the application of ethical
standards (e.g., social work’s Code of Ethics and
psychology’s Ethical Principles of Psychologists and
Code of Conduct) to LGBT research. They also explore
how bias may impact both the conceptualization and
conduct of research.
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(Bettinger 2010). The latter, in particular, chal-
lenges researchers to respect cultural differences,
including language and identity preferences.

Sampling, recruitment and retention can also
pose a number of ethical considerations. For
instance, due to challenges associated with
identification and location, LGBT studies may
often employ a snowball method to sample
LGBT members in a community. As this tech-
nique relies on interpersonal relations and con-
nections between people, it both includes and
excludes individuals, as well as informs on par-
ticipants’ private lives (Browne 2005; Penrod
et al. 2003). Other purposive and convenience
designs pose similar challenges, and researchers
are encouraged to consider carefully the impli-
cations of sampling design before beginning a
study.12 Cost considerations abound in these
considerations, but given the marginalized nature
of the target population all efforts should be
made to ensure their protection in the study
process.13

16.5 Conclusion

Clearly, substance use and abuse are issues that
must be addressed in the LGBT community.
Research plays a critical role in understanding
the problem and shaping evidence-based

solutions. However, a major difficulty in con-
ducting LGBT research is not only conducting
the research in a culturally sensitive and appro-
priate manner, but in identifying individuals
willing to participate. Most often, those willing
are those who are already “out” such as members
of LGBT organizations or pride groups, but these
individuals may have very different attitudes and
behaviors than those who are closeted and hiding
their sexual or gender orientations. Thus, in order
to determine more accurately what LGBT indi-
viduals believe or how they behave, a more
inclusive and anonymous sampling procedure is
needed, particularly for survey research. New
and innovative research designs are also
encouraged as a means to ensure adequate pro-
tection of subjects, while at the same time
broadening the inquiry into the substance abuse
problems impacting the community. Qualitative
research methods may also add much needed
detail about LGBT individual’s lives.

Most importantly, more research is needed on
substance abuse among all of the groups and
subgroups in the LGBT spectrum. Additional
funding streams are available to conduct this
research now that LGBT health has been added
to the Healthy People 2020 agenda. This research
is particularly needed for bisexual and transgen-
der individuals, not only due to documented
health risk behaviors, but because they have been
so long ignored. Researchers should utilize rec-
ommendations of the IOM Report and informa-
tion from such resources as the Fenway and
Williams Institutes when planning and conduct-
ing new research.

Appendix: Examples of National Data
Sets Including Sexual Orientation
and/or Gender Identity Questions

Data set name
(abbreviation)/
Organization

Website access/contact
person (notes)

American College Health
Association-National
College Health

None/Mary Hoban
(mhoban@acha.org)
(data must be requested

(continued)

12While not discussed in detail here, qualitative study
designs present further challenges, including sampling
and addressing issues related to participant observation.
For additional information, see Bettinger (2010) or Kelly
(2010).
13The National Transgender Discrimination Survey is the
most extensive survey of transgender discrimination ever
completed. The survey team distributed their question-
naire through transgender-led or transgender-serving
community-based organizations, organizations serving
hard-to-reach populations and 150 active online commu-
nity list serves. They also paid workers in homeless
shelters, legal aid clinics, mobile health clinics, and other
service settings to host “survey parties” using paper
surveys. They conducted phone follow-ups for the paper
surveys over three months. The majority of surveys were
completed online and the final sample’s geographic
distribution mirrored that of the U.S. population. This
survey research is an excellent example of developing and
utilizing creative sampling techniques.
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Data set name
(abbreviation)/
Organization

Website access/contact
person (notes)

Assessment II
(ACHA-NCHA-II)/
American College Health
Association

on a form provided upon
request—this is not a
nationally representative
sample)

Behavioral Risk Factor
Surveillance System
(BRFSS)/Centers for
Disease Control and
Prevention (CDC)

http://www.cdc.gov/
brfss/data_
documentation/ (sexual
orientation questions
included only in some
states—currently 17)

National Health and
Nutrition Examination
Survey (NHANES)/CDC

http://www.cdc.gov/
nchs/nhanes/nhanes_
questionnaires.htm

National Health
Interview Survey
(NHIS)/CDC

http://www.cdc.gov/
nchs/nhis/quest_data_
related_1997_forward.
htm
(sexual orientation
question added in 2013;
gender ID question not
yet included)

National Survey on Drug
Use and Health
(NSDUH)/Substance
Abuse and Mental Health
Services Administration
(SAMHSA)

http://www.icpsr.umich.
edu/icpsrweb/ICPSR/
series/64 (sexual
orientation and gender
identity questions were
added in 2015)

Population Research in
Minority Health
(PRISM)/Fenway Health
(must be ICPSR member
school to access this data
set)

http://www.icpsr.umich.
edu/icpsrweb/FENWAY/
datasets/

Youth Risk Behavior
Survey (YRBS)/CDC

http://www.cdc.gov/
healthyyouth/data/yrbs/
data.htm (sexual
orientation questions
recently included in 2015
YRBS representative
sample)
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17Conducting Substance Abuse
Research: Incarcerated Populations

Sage Kim and Michael Puisis

17.1 Introduction

Conducting substance abuse research often leads
to studying correctional populations, as the
majority of the 2.2 million persons in both prisons
and jails had regularly used drugs prior to their
incarceration, and drug use is one of the factors for
current mass incarceration (Carson 2015; Minton
and Zeng 2015; Mumola and Karberg 2006). Drug
policies implemented since the 1970s have con-
tributed to the increasing number of people in jails
and prisons, including mandatory minimum sen-
tences, three strikes laws, and truth-in-sentencing
requirements (Bobo and Thompson 2010;
Mackenzie 2001; Mumola and Beck 1997). Con-
sequently, researchers interested in exploring the
patterns of substance abuse and related social,
behavioral, and health problems often turn their
attention to incarcerated populations. Correctional
settings, however, introduce unique challenges for
researchers.

Security is the primary concern of jails and
prisons, as such, these facilities are tightly con-
trolled and continuously monitored. Typically,
inmates’ movement is restricted, and men and
women live in separate housing units. Inmates are

also separated based on classification schemes that
include gang affiliation, mental health conditions,
medical conditions, and propensity for violence.
For researchers, electronic devices such as com-
puters, phones, and cameras are, for the most part,
prohibited in correctional facilities. The primacy of
security affects all aspects of research in the cor-
rections. In addition to formal institutional review
board (IRB) approvals, researchers in correctional
facilities typically need to gain approval from
correctional authorities and/or the health authority
within a correctional facility. Unless proposed
research directly benefit existing institution’s pro-
grams or needs, correctional authorities may be
reluctant to permit access to the facility. Further-
more, logistics of gaining access to inmate popu-
lations is also difficult. Inmates have breakfast as
early as 3:30 in the morning, are locked in their
cells to be counted several times a day, and may
have scheduled court dates, which limit available
free time. Interviews can easily be canceled when
other correctional activities take place, or if an
officer simply forgets to bring designated inmates.
There are also emergency situations that result in
facility-wide lockdown, in which case researchers
may not be able to carry out scheduled interviews,
or may not be able to get in or out of the facility.
These types of situations can be frustrating, but
figuring out effective ways to work around the
highly structured (and simultaneously unpre-
dictable) correctional activities is necessary
(Blagden and Pemberton 2010).

Inmates may share norms, culture, and/or
personal characteristics, many of which can be
specific to jail/prison settings. These potential
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differences may affect study participants’
responses to research questions, and therefore
need to be examined while recruiting, collecting
data, and implementing interventions. Further-
more, inmates are confined against their will, and
many mistrust authority and the system, feeling
threatened by the correctional system, as well as
the officers. Oftentimes researchers can be per-
ceived as part of this system, resulting in mistrust
and suspicion. Thus, it is important to commu-
nicate clearly to all participants not just research
objectives, but also confidentiality and privacy
considerations.

More often than not, researchers are not
employees of the correctional system, and as
outsiders, can be seen as a potential security risk.
Researchers often spend an enormous amount of
time and energy gaining the trust and cooperation
of correctional officers and other administrative
personnel. Correctional officials may be reluctant
to allow outside researchers to come in and
‘study’ the correctional system, which has the
potential to uncover misconduct or other issues.
For the correctional authority, it is an unneces-
sary burden to risk potentially negative study
findings that could cause problems for them
down the road (Fox et al. 2011).

Researchers working in correctional settings
need to interact with a variety of stakeholders
(Fox et al. 2011; Freudenberg 2007). Even after
correctional authority and IRB approve a
research project, ground-level staff and officers
do not necessarily need to accommodate
researchers. Many already feel that they are
overburdened, working in an ever-expanding and
overcrowded facility. As such, they may feel that
a research project would only add to their already
heavy workload. Worse yet, they may discourage
inmates from participating (Freudenberg 2007).
Others might be reluctant to facilitate research
activities in their unit or service areas (Blagden
and Pemberton 2010). Overall, however, cor-
rectional staff members are willing to cooperate
with researchers when they understand and sup-
port research objectives. Establishing collabora-
tion with healthcare providers, officers,
educators, and other entities can help to not only
overcome initial resistance, but ultimately tap

into insiders’ intimate knowledge of nuanced
situations and meaning (Megargee 1995).

Oftentimes, it is difficult to evaluate the success
of interventions in correctional facilities, partly
due to the fact that substance abuse research
requires a long-term view of outcome measures,
which often cannot be captured while study par-
ticipants are still confined in jail/prison
(Freudenberg 2007). Furthermore, key elements
of successful substance abuse intervention
research cannot be directly dealt with within cor-
rectional settings, such as social support,
employment, stable housing, adjustment of social
networks, and access to health and social services.
Studies often require follow-up after inmates
return to the community and measure how former
inmates deal with factors that affect their drug use
triggers, behavior, and decision-making (Dennis
et al. 2000). Studies attempting to follow-up
inmates after release frequently encounter con-
siderable difficulty, most notably with high attri-
tion rates. Many inmates come from
disadvantaged neighborhoods or live in unstable
housing situations. Frequent drug relapse, recidi-
vism, and the illegal nature of drug and crime
presents additional challenges to reconnecting
with former inmates. Moreover, the conditions
that led to drug use in the community in the first
place are not easily manipulated, and often former
inmates return to previous risky behavior after
release from custody. Thus determining measur-
able outcomes and time frame is important for
research in correctional setting.

There are many challenges for research con-
ducted in correctional facilities, including threats
to reliability, as well as internal and external
validity (Cook and Campbell 1979; Dennis et al.
2000; Fletcher and Tims 1992). Because of the
unique conditions within which correctional
research takes place, potential pitfalls associated
with design, methods, implementation, and
interpretation of research with incarcerated pop-
ulations can be much more pronounced and dif-
ficult to overcome (Fletcher and Tims 1992;
Pelissier et al. 2007). The following chapter
identifies some of the challenges related to study
design, measurement, and evaluation of sub-
stance abuse research in correctional settings.
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Strategies to overcome and advance research are
presented, addressing the physical, psychosocial,
and behavioral health of inmates and the
community.

17.2 Data Collection

Study participants may intentionally and/or
unintentionally under-report their substance use
and other related health and behavioral measures.
Imperfect memory, telescoping, social desirabil-
ity, or legal implications can affect participants’
responses (Junger-Tas and Haen Marshall 1999).
Underreporting of substance use can be prob-
lematic as inmates are often incarcerated for
drug-related charges, and might fear that their
study responses could affect subsequent court
proceedings and sentencing outcomes.

The issue of over‐reporting can equally affect
responses, as telescoping, or remembering only
select events, can cause over-reporting (Fletcher
and Tims 1992). Furthermore, individuals who
seek a sense of power or ‘respect’ may exag-
gerate their engagement with drugs or criminal
activities; equally misleading, they may fashion
their answers to gain sympathy of researchers, in
hopes of influencing their court hearing, to access
medications (Lennox and Dennis 1994), or even
for better food choices (Peters et al. 2005; Sierles
1984; Wilson 2000).

Despite conflicting results concerning
self-reported drug use and delinquent behavior
(Harrison 1997; Harrison et al. 2007; Richter and
Johnson 2001), studies have documented that
self‐reported data can be reliable (Cook et al.
1997; Sutton et al. 2011); particularly, self‐
reported data concerning crime and victimiza-
tion, which have been shown to be quite accurate
(Webb et al. 2006).

Researchers will have a difficult time verifying
self-reported data. While laboratory tests can
confirm biomedical measures, many social sci-
ence measures cannot be verified (Fletcher and
Tims 1992). Furthermore, lab results can intro-
duce false positive or false negative errors, which
may lead to a false sense of security for researchers
(Dennis et al. 2000). More importantly, inmates

are unlikely to agree to drug testing in an
environment where such an activity is illegal,
subjecting them to harsher sentencing or punish-
ment in the event of a positive result.

17.3 Data Quality and Response

Previous studies have illustrated that social
desirability can affect participants’ responses
(Johnson et al. 2005a, b; Krumpal 2013). This,
however, may be more prevalent when con-
ducting research that explores deviance and/or
crime. Inmates may seek to provide responses
that are more socially acceptable, which could
lead to an under-reporting of substance use and
their role in criminal activities, or lead to
over-reporting of their position in gangs, incar-
ceration history, or number of sex partners.

Inmates often perceive researchers as part of
the correctional system, and frequently ask for
favors concerning their housing, food, or medi-
cations, even after an extensive explanation as to
how the researchers are not part of the correc-
tional facility’s operation. This posits a potential
bias, as their survey responses are influenced by
how they perceive researchers’ position in the
correctional system, and they might anticipate
what researchers are looking for (Bosworth et al.
2005; Fletcher and Tims 1992; Gostin et al.
2006). Many times, inmates provide responses
expecting to gain benefits. For example, if an
inmate believes that giving a certain response
will result in housing considerations within the
correctional facility, they may give that response.
This requires careful questionnaire design and
introductory explanations of study protocols.
Researchers may need to ask same questions in
different ways in order to arrive at the individ-
ual’s true response. Because of the inevitable
power dynamics between inmates, officers, and
researchers, potential for this type of bias might
be much more frequent in studies in correctional
settings compared with studies in the general
population, thereby presenting a threat to internal
validity (Blagden and Pemberton 2010; Liebling
2001). Communicating research protocols and
goals clearly can help to overcome such bias. But
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the desire to establish closer relationships with
inmates as a means to obtain more accurate
information sometimes puts researchers at risk.
Additionally, researchers based in correctional
settings often encounter requests for help from
former inmates in dire situations. Many times,
these former inmates contact research personnel
for help even after the research has ended
(Blagden and Pemberton 2010). It is difficult to
argue for or against researcher’s engagement
beyond the scope of research, especially when
researchers are fully aware of difficult life con-
ditions of study participants. Furthermore, while
researchers are expected to be value-neutral, the
aforementioned factors could affect how
researchers view repeat offenders. Despite the
desire to assist individuals in difficult situations,
researchers must maintain neutrality and focus on
their specific research questions.

Some researchers are criticized as being
“drive-by” ethnographers, which refers to the
collection of necessary data, followed by a swift
exit. This type of research approach lacks
long-term commitment and in-depth under-
standing of both people and place, and breeds
mistrust; while potentially true of any research, it
is more poignant in the incarcerated population
(Blagden and Pemberton 2010; Bundy 2004;
Cowburn 2010).

It is quite difficult to reconnect with former
jail inmates after their release, and often
follow-up interviews and interventions suffer
from high attrition rates (Peters et al. 2005).
Attrition can be a serious issue with studies
attempting to conduct multi-time point, repeated
measures, both in jail and after release. Individ-
uals more likely to drop out of research are those
who relapse, are re-incarcerated, or are living in
unstable conditions due to various other reasons.
Thus, attrition in studies with incarcerated indi-
viduals may systematically affect study outcomes
(Abrams 2010; Fletcher and Tims 1992; Gelberg
et al. 2000).

17.4 Voluntary Participation

Selection bias is a problem for any research pro-
ject, but may be even more problematic for cor-
rectional research. Previous studies have argued
that offenders who voluntarily participate in
research have substantially different characteristics
than those who choose not to participate (Harkins
and Beech 2007; Marques et al. 2005; Megargee
1995). Some inmates might be less comfortable
participating in studies because they worry if their
responses negatively affect their stay in jail, in
which case researchers should be aware that study
findings could be biased toward an underestima-
tion of a phenomenon being studied. In addition,
sampling bias across different dorms/housing
arrangements within a correctional facility could
also affect study findings. Typically, housing units
for lower security inmates are more accessible to a
researcher than a high-security housing unit. Since
inmates are separated based on sex, severity of
alleged offenses or conviction, medical illness or
psychiatric illness, researchers could inadvertently
exclude some inmates who are different from other
inmates. This potential for systemic selection bias
in sampling should be carefully considered.

On the other hand, some inmates are more
likely to be included in studies, because they are
already ordered to medical care or other treat-
ment programs by clinicians or drug judges.
Substance use researchers in correctional settings
often encounter inmates through these treatment
units or programs. When evaluating an inter-
vention in this scenario, researchers need to be
careful not to overestimate treatment effects, as
there is potential for regression toward the mean.

Participation in substance abuse studies would
do well by not focusing solely on incarcerated
populations, accounting for potential differences
between drug use in incarcerated populations, as
opposed to drug use in civilian non-incarcerated
populations. Moreover, researchers need to be
aware that different racial/ethnic groups are
affected differently by present drug laws (Mega-
rgee 1995), and the population of substance
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abusers in correctional settings may not be
reflective of the overall drug using population in
the United States. For example, minorities, par-
ticularly African Americans, are overrepresented
in correctional settings (The Sentencing Project
2014). Thus, the distributions of substance abuse
and related co-occurring conditions in jails and
prisons cannot be directly generalized to the
general population. Carefully describing how
substance users in corrections fit with the overall
substance abuse problem can help to address this
problem.

17.5 IRB, Privacy,
and Confidentiality

Inmates in correctional facilities are considered a
special class with respect to IRB regulations. For
inmates in particular, ensuring voluntary partici-
pation, privacy, and confidentiality is vital.
Although it is unlikely that researchers would
intentionally attempt to coerce inmates into
research participation, the issue of coercion still
needs to be carefully examined. As inmates are
held against their will, without freedom of move-
ment, they are particularly vulnerable to coercion
(Blagden and Pemberton 2010; Freudenberg 2007;
Gostin et al. 2006; Megargee 1995).

Privacy can be easily compromised in correc-
tional settings, and arranging private interviews
can be difficult. Inmates who agree to participate
need to be moved by officers, called out from
common rooms or dorms where everyone else can
observe what they are doing. An inadvertent
breach of confidentiality can also be an issue. For
example, many healthcare providers report that
dispensing certain types of medications can indi-
cate what type of illness those who take the
medications have (Wakeman and Rich 2010).
Inmates often talk to other inmates about their
engagement with research, and details of studies
quickly become shared knowledge. Confidentiality
of personal information must be carefully guarded
with respect to other inmates.

IRB have a special provision for ‘prisoner
research’ that requires a prisoner representative
to review research protocols (Gostin et al. 2006).

IRB review for research protocols involving
inmates can be a lengthy process, and often
require multiple revisions and clarifications
(Freudenberg 2007). IRBs sometimes have dif-
ficulty recruiting prisoner representatives, in
which case reviews are delayed. To complicate
the process even further, many IRB reviewers are
not familiar with research involving inmates;
long, complicated, and frequently uncertain situ-
ations that are inevitable in research with inmates
can be difficult to endure. Obtaining a Certificate
of Confidentiality from the federal government
can provide an additional protection.

Researchers often encounter situations in
which protection of confidentiality, security, and
safety of participants, as well as others, is diffi-
cult. Moreover, ethical concerns while conduct-
ing research with inmates seem to be much more
complex than IRB protocols can address.

17.6 Intervention Effects in Jail
and Generalizability

With respect to internal and external validity,
research conducted in correctional settings presents
similar difficulties compared to non-correctional
studies, although the characteristics of inmates and
correctional facilities often intensify these
methodological challenges (Fletcher and Tims
1992). Correctional environments can cause ten-
sion between inmates and officers (Homel and
Thomson 2005; Muscat 2008). Furthermore,
inmates do not have personal space to avoid
potential conflicts. The amount of drug use within
correctional facilities is unknown. The expectation
is that obtaining illegal substances is more difficult
while incarcerated than when in the community,
and this may create physical and/or psychological
tension. Oftentimes, inmates experience physical
ailments related to sudden withdrawal from drugs
and withdrawal symptoms need to be effectively
dealt with upon intake (Binswanger et al. 2009;
Federal Bureau of Prisons Clinical Practice
Guidelines (FBOP) 2014; Maruschak 2006).

A Bureau of Justice Statistics survey in 2004
reported that “53% of State and 45% of Federal
prisoners met the DSM-IV criteria for drug
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dependence or abuse” (Mumola and Karberg
2006). Similarly, 68% of jail inmates were
dependent or abusing drugs or alcohol in 2002
(Karberg and James 2005). Because of the high
prevalence rates of substance use/abuse among
incarcerated individuals (Fazel and Danesh 2002;
Mumola and Karberg 2006; Sedlak and
McPherson 2010; The GAINS Center 2004),
substance abuse screening is a necessary part of
intake and clinical evaluation in correctional
settings.

Correctional settings can provide unique
opportunities for screening and initiating drug
treatment programs, and a number of studies
have documented the effectiveness of substance
use treatment among incarcerated individuals
(Du et al. 2013; Evans et al. 2006; Lipton 1994;
Peters et al. 2000). However, substance abuse
treatment recommendations are not specific to
incarcerated populations, and thus the effective-
ness of correctional treatment programs can be
hard to estimate. Within correctional facilities,
inmates are artificially isolated from their usual
environment and events that trigger drug use.
Highly structured living situations in correctional
facilities and supportive interactions from treat-
ment providers and peers contribute to successful
treatment outcomes, but these support systems
may not exist when they are released (La Vigne
et al. 2008; Osher et al. 2003).

Despite its complex intersecting causes,
interventions for inmates with substance use
problems focus predominantly on individual
level behavioral change (Ford and Airhihenbuwa
2010; Thomas et al. 2011). These individual
level interventions provide self-monitoring skills
to identify and modify criminal thinking patterns
and substance abuse behavior, such as denial,
externalization, and other distorted thought pat-
terns (Carpenter 2001; McHugh et al. 2010;
Peters et al. 2005). However, without taking into
consideration contextual readiness, neighbor-
hood level resources, and access to care, indi-
vidual level readiness measures only offer a
limited assessment of one’s ability to change
(Butzin et al. 2002; Grella and Greenwell 2007;
Matheson et al. 2011). Selecting appropriate
outcome measures for treatment programs

implemented in corrections is a difficult task, in
part because of ambiguous outcome measures
and endpoints of interventions. Increasingly,
researchers are interested in exploring effects of
longer term interventions, and many
correctional-based drug treatment programs
include elements of assisting inmates’ transition
to community settings, which is a critical time for
successful reentry. Still, hands off between
movements and transition can lead to high
dropout rates, an increased risk of resuming drug
use, and higher probability of overdose imme-
diately upon release (Binswanger et al. 2007,
2012). Despite discharge planning and transi-
tional care, fragmented services between correc-
tional settings and community organizations
make it difficult to coordinate and ensure conti-
nuity of care for individuals leaving jails and
prisons (Community Oriented Correctional
Health Services (COCHS) 2010; The Centers for
Disease Control and Prevention (CDC) 2001).

Researchers must set a proper time frame to
assess intervention effects (Lennox and Dennis
1994). Substance abuse is now accepted as a
chronic disease, which requires long-term treat-
ment and maintenance. But because of the rela-
tively short length of stay in jail, it is difficult to
assess long-term treatment effects. This can be
overcome by combining research within the
correctional setting with community follow-up.
Although it is well documented that reconnecting
with inmates after they return to the community
is difficult, in part because many inmates go back
to their unstable housing conditions or relapse to
drug abuse (Blandford and Osher 2013; Sub-
stance Abuse and Mental Health Services
Administration (SAMHSA) 2005).

17.7 Measurement Issues

Research in correctional settings may require
additional validation of measurement tools that
have been originally developed for the general
population (Dennis et al. 2000; Johnson et al.
2006; Megargee 1995), as the characteristics of
correctional settings may influence how inmates
perceive and assess their psychosocial conditions
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when asked, which may alter inmates’ responses
(Steiner 2008). Additionally, inmates’ life cir-
cumstances prior to incarceration may need to be
closely examined when evaluating measurement
instruments. Scholars have argued that a myriad
of factors may affect how subgroups of individ-
uals respond to health outcomes assessment
tools, particularly because of the ways they may
interpret questions and the meaning of the words
used (Hahn and Cella 2003; Johnson et al. 2005a,
b; Kagawa-Singer 2000; Stewart and Nápoles--
Springer 2003). Measurements that are often
developed for a dominant group, or the general
population, inherently reflect a dominant culture
and perspectives, and may not reflect life expe-
riences of inmates who are often excluded from
mainstream society (Megargee 1995). Scholars
have argued that cross-cultural validation of
measurements is required in order to gain accu-
rate data (Hahn and Cella 2003; Stewart and
Nápoles-Springer 2000). The quality of mea-
surements must then be evaluated within incar-
cerated populations, and should be revised to
accurately capture the psychosocial and behav-
ioral experiences of inmates.

The length of survey questions also needs to
be adjusted for correctional environment, as
limited access to inmates and controlled envi-
ronment makes it difficult to complete large
questionnaires, and will not be particularly
appreciated by corrections staff. While research-
ers should not cut down questions just to
accommodate correctional staff, they must plan
in advance both how and when they will conduct
interviews, in order to integrate effectively into
daily operations of correctional facilities. In the
general population, parsimonious instruments are
valued, but in the corrections field, it might be
even more important to be able to collect nec-
essary data without interfering with correctional
schedules.

Considering literacy level is also an important
element in designing effective instruments. Many
inmates have low reading levels (Greenberg et al.
2007) and their ability to focus on one task may
be affected by substance use and other
co-occurring conditions, which need to be taken
into account when designing and implementing

questionnaires. Oftentimes, researchers are
interested in participants’ history of substance
use and incarceration, and studies suggest that
inmate interviews are as reliable as
non-correctional settings (Newman 1958).
However, questions about criminal charges may
lead to inaccurate answers when inmates feel that
their responses may affect sentencing results
(Newman 1958; Schlosser 2008). Also, it is
difficult to use medical records or correctional
databases to confirm self-reported information, in
part because the use of medical records must
conform to HIPAA guidelines; linking medical
and correctional data requires additional
approvals from custody authorities.

One way to improve data quality is to utilize a
mixed methods approach. When study partici-
pants are given a chance to talk about a series of
related events, they often recall information more
accurately (Weiss 1994). Interview probes and
associations of events described by participants
can provide ways to detect discrepancies in par-
ticipant’s statements, allowing researchers to
gently ask for clarification (Reimer and Matthes
2007; Weiss 1994). Combining surveys and
qualitative interviews can improve the credibility
of self-reported data (Thomas et al. 2011). Using
mixed methods is not only useful to improve
validity of self-reported data, but also to examine
complex intersecting factors contributing to both
drug abuse and incarceration (Dennis et al.
1994).

17.8 Non-recursive, Multilevel,
and Nonlinear Models

Health disparities studies have documented that
broader social, economic, and political factors
profoundly shape one’s physical, mental, and
behavioral health. Individuals living in disad-
vantaged neighborhoods are disproportionately
exposed to social, economic, and environmental
risks, and consequently, are more likely to be
affected by physical, mental, and environmental
health problems (Smedley and Myers 2014).
This structural inequality has individual, inter-
personal, and macro-level consequences. Issues
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of racialized incarceration and drug policies
cannot be ignored when developing effective
interventions for the incarcerated (Crenshaw
1991; Sampson et al. 1997; Sampson and
Jeghim-Bartusch 1998; Sharkey and Sampson
2010; Thomas and Sampson 2005; Wacquant
2009, 2010). Multiple co-occurring disorders and
disadvantages should be considered in the anal-
ysis. For example, HIV and STI rates are higher
among inmates compared with the general pop-
ulation (Centers for Disease Control and
Prevention 2012). Similarly, mental health
problems and homelessness are much more fre-
quent among inmates than the general population
(Greenberg and Rosenbheck 2008).

The relationships between individual socioe-
conomic conditions, neighborhood disadvantage,
health, substance use, and incarceration are
non-recursive in nature. However, more tradi-
tional theoretical models applied to substance
abuse and incarceration research, such as social
disorganization theory or the basic systemic
model of crime, only allow unidirectional causal
relations, and are thus inadequate to estimate
reciprocal causal effects of neighborhood con-
text, substance abuse, and incarceration.

In recent years, many health disparities
research findings document that context matters,
and individual as well as neighborhood socioe-
conomic disadvantage contributes to one’s stress
level, mental health, substance use, and incar-
ceration (Draine et al. 2002; Greenberg and
Rosenbheck 2008; Ross 2000; Ross and Mir-
owsky 2001). Most inmates return to the com-
munity, and many inmates are caught
in situations where they constantly cycle through
jail and poverty-stricken communities (Clear
et al. 2003; Rose and Clear 1998; Sampson 2010;
Sampson and Groves 1989). Poverty and job-
lessness rates are also much higher among
inmates than in the general population (Mauer
and King 2007). Substance abuse issues in cor-
rectional facilities are not just a cognitive,
behavioral, or moral concern, but perhaps a
consequence of uneven distribution of individual
and neighborhood level risk exposure and dis-
advantage that can only be fully understood

when approached with broader equality and
justice perspectives (Brewer and Heitzeg 2008;
Renauer et al. 2006; Rocque 2011). Researchers
have argued that neighborhood institutions
expand one’s social support and access to
resources by linking and bridging between indi-
viduals and organizations (Rose and Clear 2002;
Sampson et al. 2000; Small 2009). Thus, multi-
level modeling may help explain individual fac-
tors nested within contextual factors (Duncan
et al. 2002; Kreft 1994; Miller and Moulton
2014).

Research concerning substance use and
incarceration/crime may require statistical meth-
ods that combine statistical approaches, such as
multilevel, geographic, and structural equation
models, to establish a broader understanding of
substance abuse and incarceration. From a mea-
surement standpoint, multiple related explanatory
variables of substance abuse and co-occurring
conditions confound the underlying relationships
between predictors and outcomes (Adlera et al.
2012; Evans and Kim 2010). Individuals are
embedded within particular physical and social
contexts, which affect norms, beliefs, and
behavior (Krieger and Smith 2004; Subramani-
ana et al. 2001; Susser and Susser 1996).
Scholars have used multilevel hierarchical mod-
els to understand individual and neighborhood
level factors affecting substance use and crime
(Boardman et al. 2001; Duncan et al. 2003;
Stockdalea et al. 2007). Disadvantaged neigh-
borhoods are more likely to experience physical
and social disorganization, which leads to crime
and incarceration (Bursik and Grasmick 1993;
Shaw and McKay 1942), and more crime and
incarceration damage stability of these neigh-
borhoods, eroding collective capacity to deal
with neighborhood problems. Social capital and
collective efficacy are concepts that describe
access to resources and ability to curb disorder at
the community level (Browning et al. 2004;
Small 2008). Research attempting to understand
mechanisms of substance use and its relation to
crime and incarceration cannot afford to ignore
contextual factors. Research in correctional set-
tings, in fact, is a critical part of understanding
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society as a whole, particularly as to how a
society defines what crime is, and who needs to
be excluded from mainstream society (Thomas
et al. 2011). Corrections serve as a tool to
exclude, physically separating a select group of
people from the public (Foster and Hagan 2007;
Wacquant 2009, 2010; Wakefield and Uggen
2010).

The exponential increase in the incarceration
rate since the early 1990s, predominantly among
racial/ethnic minorities, is closely associated with
racialized law enforcement practices, such as the
Anti-Drug Abuse Acts of 1986 (Coyle 2002; The
Sentencing Project 2013; Wacquant 2010). Fur-
thermore, urban poverty areas are dispropor-
tionately affected by excess incarceration. For
example, studies have documented that over 32%
of inmates in Chicago come from only 7 of 77
community areas in Chicago, and these areas are
characterized by high racial residential segrega-
tion, poverty, and lack of economic potential
(Alfred and Chlup 2009; Morenoff and Sampson
1997; Sampson 2010; Sampson et al. 1997;
Western 2006; Western et al. 2001). The use of
spatial analysis and geographic information sys-
tems can help to pinpoint areas that are signifi-
cantly affected by current incarceration practices
(Dankwa-Mullan et al. 2010; Thomas et al.
2011).

Many issues that inmates face in relation to
substance use further compound the effects of
cumulative disadvantage over time. For example,
studies have shown that a large proportion of
female inmates had a history of childhood sexual
abuse, which seems to affect depression and
other mental health issues, school dropout, and
eventually substance use (Messina and Grella
2006; Paone et al. 2009). Female inmates’
pathways to drugs and crime also often entail
involvement with older men who provided for
them, but concurrently were abusive. Multiple
related adverse events in inmates’ lives may be
better explored with structural equation model-
ing, which helps to unveil pathways and medi-
ating factors between childhood traumatic events
and substance use and incarceration (Bollen
2002; Furr and Bacharach 2008).

17.9 Politics, Funding Support,
and Continuity of Research

Crime, and in many ways disease, is a socially
constructed concept (Goode and Ben-Yehuda
1994; Potter 1996; Victor 1998). Crime delin-
eates what is acceptable from deviant within a set
of social norms (Becker 1997; Kitsuse and
Cicourel 1963), and, as any other socially con-
structed categories, the definitions of deviance, as
well as substance abuse, are prone to change over
time. For example, the use of marijuana, once
illegal across the country, is now becoming legal
in several states.

And along with the ideas of crime and pun-
ishment, scholarly theories and best practices
have also evolved over time. Whether rehabili-
tative or punitive, public discourse concerning
public safety and fear of crime affects ways in
which crime and offenders are managed (King
and Mauer 2002; Mauer 2011). “Tough on
crime” and “war on drug” policies are examples
of this. While the public might feel that while
offenders are behind bars they will not commit
crime, which may imply better public safety, the
long-term negative effects of excess incarceration
have been well documented (Mauer 2011;
Stevenson 2011; Thomas and Torrone 2006).

In a historical review of criminological per-
spectives over the past 40 years, Garland sug-
gests that a complex set of institutional changes
has occurred, which gave rise to a new form of
crime control, including the decline of the penal
welfare and rehabilitation programs, and the
reemergence of punitive discourse and fear of
crime as a contemporary cultural theme. Lan-
guage of crime control is also an important
indicator, which is a reflection of a set of prac-
tices of the criminal justice system, and largely
dependent on external social structure and cul-
tural norms. Garland argues that along with the
emergence of control theories, prison has become
a means to incapacitate rather than rehabilitate.
Consequently, a new form of crime prevention
infrastructure has emerged, which aims to create
interconnected preventive partnerships. Current
penal measures combine punitive justice with the
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rhetoric of public protection. Research concern-
ing inmates and drug abuse is vulnerable to be
affected by political climate that reflects a dom-
inant rhetoric of the time and place (Blagden and
Pemberton 2010).

Garland suggests that this shift has introduced a
new line of criminological theories. Unlike previ-
ous criminal theories that focused on individuals
who commit crime, these new theories seek to
predict and better manage criminal events and
conditions that may induce crime and delinquency
(Garland 2001). Simultaneously, a new form of
crime prevention infrastructure has emerged,
which aims to create local level preventive part-
nerships. The current model of crime control thus
requires, and takes advantage of, surveillance as a
technology of control, which is implemented by
multiple related institutions. The result of the
reinvention of the prison between 1973 and 1997
is reflected in the exponential increase in inmates
incarcerated in the US (Schmitt et al. 2010). In
contrast to the conventional wisdom of the previ-
ous period, the assumption now is that ‘prison
works’ not as a mechanism of reform or rehabili-
tation, but as a means of incapacitation and pun-
ishment that satisfies popular political demands for
public safety.

Just as political and social as the concept of
crime itself, is the funding priority (Belenko 2002;
Carnevale 1999; Meier 1992). Federal funding
focus shifts from one project to another depending
on political agenda, and interventions often are
discontinued without plans for dissemination or
routinized procedures folded into the correctional
operation (Geneau et al. 2010; Hessels and van
Lente 2008; Lee and Renzetti 1990; Rich 1989).

17.10 The Affordable Care Act
and Changes in Insurance
Coverage

Overall, 56% of state prisons and 33% of jails offer
substance abuse treatment services (Taxman et al.
2007), and while more than 70% of state prisoners
are estimated to be in need of drug treatment, only
13% actually receive care (Chandler et al. 2009);
these proportions are even lower in jails (Peters

et al. 2005; Rich et al. 2014). The National Insti-
tute on Drug Abuse (NIDA) reports that the ser-
vices provided in correctional settings are often
limited to behavioral interventions without medi-
cation therapy, which might be beneficial, and yet
not comprehensive. NIDA has also argued that the
division between drug abuse treatment and general
healthcare makes it difficult to coordinate care and
services for inmates who are often affected by
multiple physical and mental health problems
(Chandler et al. 2009; Mechanic 2012).

The Affordable Care Act (ACA) will hopefully
secure more coordinated care for inmates with
drug abuse and co-occurring conditions (Bain-
bridge 2012; Barry and Huskamp 2011; Phillips
2012), and thus have a significant effect on
incarcerated populations, as an estimated 3.7 mil-
lion uninsured individuals with mental illness are
eligible for insurance coverage with the imple-
mentation of ACA (Miller 2014). The ACA’s
provision for behavioral health services is expected
to expand substance abuse treatment programs
(Buck 2011). As of today, expanded Medicaid
coverage under the ACA expansion to those 138%
of the poverty level would benefit many individ-
uals with substance abuse problems.

Still, there are many questions. Close to 35% of
newly insured individuals covered by the ACA’s
Medicaid expansion are known to have been
involved with the criminal justice system (National
Health Care for the Homeless Council 2013).
However, the scope of Medicaid expansion varies
by state. Falling below 138% of the federal pov-
erty level income limit translates to an individual
annual income of $11,880, or $24,300 for a family
of four (HealthCare.Gov 2016). Many inmates,
however, have low-wage, unstable jobs, whose
income levels are in and out of the federal poverty
line throughout a given year. Additionally, do drug
treatment programs included in the ACA provi-
sions require citizenship to be eligible for treat-
ment? Such a question is especially relevant for the
undocumented, who most likely utilize federally
qualified health centers or other community
clinics.

Along with the ACA implementation,
research questions concerning inmates and sub-
stance abuse should be able to provide evidence

366 S. Kim and M. Puisis



whether and/or how health care reform and
expanded access to care affect health outcomes in
the inmate population. Differences between states
that have expanded Medicaid coverage and those
that opted out are expected. One recent study
reported that uninsured individuals are concen-
trated in states that have opted out of the Medi-
caid expansion (Shartzer et al. 2014).

Health disparities, in part, could be mitigated
through access to quality care, and the imple-
mentation of the ACA is expected to improve
drug treatment programs and other behavioral
health services in civilian populations, which
may, in turn, reduce incarceration and recidivism
rates. However, it is also likely that without
changes in social determinants and fundamental
causes, disparities may persist, albeit through
different mechanisms and pathways. To under-
stand such structural factors and exposure to drug
abuse and incarceration, neighborhood disad-
vantage and racial inequality become even more
important research topics.

17.11 Implications: A Different
Look

In recent years, the importance of linkages
between related programs and datasets has been
well documented in both correctional health and
public health in general (Health Resources and
Services Administration (HRSA) 2008; Sub-
stance Abuse and Mental Health Services
Administration (SAMHSA) 2016). While dis-
charge planning, re-entry, and seamless care are
key to better outcomes, data linkage across
institutions may contribute to unintended conse-
quences in individuals with multiple health
issues. Inmates are monitored and their activities
are regulated at all time, which may increase
adherence to treatment (Chandler et al. 2009).
Research interventions often utilize monitoring
and surveillance techniques for health problems
and undesirable behaviors associated with these
problems. The concept of linkage between cor-
rections and community health care is based on
the idea of continuity of care and treatment
adherence, which, in many ways, require linking

a myriad of data systems, including jails, hospi-
tals, and drug and mental health treatment
programs.

Connecting information from multiple entities
can provide a more complete assessment of indi-
viduals who may potentially engage in future
crime. In addition, to predict and preemptively
manage crime, the criminal justice system needs to
target high risk groups and locations by linking
relevant institutions. For example, studies have
documented that substance abuse, mental illness,
and homelessness are often associated with crime
and delinquency (Hartwell 2004); thus closely
monitoring substance users, people with mental
illness, and/or the homeless might seem to be an
effective way to manage crime risk. In fact, many
jails and prisons provide drug treatment programs
to inmates, on the premise that these treatment
programs are more effective with the continuity of
services beyond correctional facilities. When
inmates are released from corrections, they are
often enrolled in community-based treatment pro-
grams (Kempf-Leonard 2000). Similarly, along
with the disappearance of mental health facilities
in the past decades, jails now provide more mental
health services than any other community mental
health facilities (Bullock 2011). Consequently,
those who are considered high risk are under
constant surveillance, and monitored by multiple
institutions across a range of different settings
(Ibarra et al. 2014). Power and social control has
been always an issue understanding patient care
provider relations in medicine (Goffman 1961;
Scull 1977; Tiger 2011). The issue of power and
control is even more prominent in the case of
substance abuse. Inmates who need substance
abuse treatment in particular are subject to such
control because they are under constant
monitoring/surveillance in the name of treatment
(Dingel et al. 2011; Hunt and Barker 1999; Lyons
2014; McCorkel 2003; Timmermans and Gabe
2002).

Haggerty and Ericson (2000) argue that
modern surveillance is not of control by separate,
independently functioning institutions, but rather
of assemblages of multiple processes that
encompass a broad range of areas. The idea of
“data doubles” is possible when multiple data
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sources from different disciplines are merged into
a coalescent system; social workers, healthcare
providers, police, educators, and corrections feed
their specialized knowledge into the risk profil-
ing surveillance systems that control the body.
Feeley and Simon describe that the new penol-
ogy adopts techniques of managing and classi-
fying risk groups, relying on surveillance and
pre-emptive containment, which inevitably
focuses more on probability and efficient risk
control (Feeley and Simon 1992).

Haggerty and colleagues maintain that
surveillance is a means to classify groups of
people, which inevitably creates a hierarchical
order among groups (Haggerty et al. 2011).
Ibarra et al. (2014) argue that, although surveil-
lance is ubiquitous in the modern world, the
pervasive existence of surveillance, or “ambient
surveillance”, needs to be differentiated from the
“interactive surveillance” that targets specific
problem populations, thus requiring close moni-
toring and interventions. The authors refer to this
focused surveillance as “casework” (Ibarra et al.
2014). Similarly, Lyon argues that data generated
from surveillance and monitoring are used to
establish categories and codes to classify indi-
viduals, which are then utilized for “social sort-
ing” (Lyon 2008).

Thus, researchers need to be aware of how
data can be used to further exclude and dis-
criminate (former) inmates. Scholars have argued
that incarceration is a means to exclude and
contain those who are considered to be undesir-
able (Czajka 2005; Wacquant 2001), which, in
essence, is a device of social control. Those who
are condemned to be socially undesirable, as are
those described in Goffman’s Asylum and Fou-
cault’s Discipline and Punish, are under control
and surveillance, keeping them from the general
public (Timmermans and Gabe 2002). Foucault
argued that healthcare providers are deeply
engaged in separating, classifying, labeling,
monitoring, and subjectifying those with unde-
sirable symptoms and/or diseases (Foucault
1975, 1994). Substance abuse is labeled as a
chronic disease and, at the same time, it is an
illicit act. As such, the boundary between disease

and crime becomes blurred, and at the border of
these two seemingly contradicting conceptions of
drug use, there is even more ambiguity. Sub-
stance abuse research in correctional facilities
inevitably spans the border by explaining
deviance and, at the same time, seeking effective
monitoring and managing.

17.12 Conclusion

A growing body of literature has been devoted to
understanding psychosocial and physical health
concerns of incarcerated individuals. Yet, the
complexity of intertwined behavioral, social,
economic, and political factors shaping the pat-
terns of drugs, crime, and incarceration is far
from fully explained. The exponential growth in
jail and prison populations in the past decades is
attributed to the dramatic increase in drug-related
incarceration (Drug Policy Alliance 2007; The
National Center on Addition and Substance
Abuse 2010). And many researchers and practi-
tioners have made tremendous efforts to develop
and provide effective drug treatment programs
for incarcerated populations.

Different groups of study participants may
interpret and rate items in questionnaires differ-
ently, and thus measurement invariance cannot
be assumed when utilizing existing measurement
tools, especially among vulnerable populations.
In general, psychosocial and health measures are
developed for the general population or the
dominant group(s); and untested, these mea-
surement tools may distort outcomes measured in
subgroups. Studies have examined cross-cultural
equivalence of many concepts and concluded
that measurement tools need to be tested for
compatibility in different groups. This holds true
for within subgroups, such as racial/ethnic
minorities or those who are excluded from
mainstream institutions, including inmates.
However, this issue of measurement equivalence
is beyond the matter of refining measurement
tools, rather, it may be an issue of reflexivity in
the research process, especially for research
concerning inmates who are often living in life
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conditions that present multiple intersecting dis-
advantages. Perceptions and interpretations of
inmates may be different from the general pop-
ulation, and need careful attention. However,
researchers need to be reminded not to categorize
inmates with simplistic binary categories; for
instance, either mere victims of their circum-
stances or willful offenders. No mutually exclu-
sive categories could capture complex conditions
that affect inmates with substance problems, and
ways in which they navigate and make sense of
their circumstances.

In recent years, the field of intersecting issues
of drug abuse and incarceration research has
expanded its framework to include fundamental
and structural causes of these problems. Many
inmates experience a myriad of co-occurring
physical and mental illnesses, in conjunction
with substance abuse. High rates of mental health
problems, increased risk for HIV, and other
sexually transmitted diseases have been identi-
fied (Hammett 2006; Hammett et al. 1997;
Maruschak 2006; Maruschak and Berzofsky
2015). Consequently, these co-occurring condi-
tions need to be simultaneously dealt with in
order to fully understand the magnitude of the
burden. Furthermore, high prevalence of home-
lessness, poverty, low educational attainment,
and joblessness has been documented among
inmates and incarceration rates and other disad-
vantages tend to spatially cluster in highly seg-
regated, poor minority neighborhoods.

These findings warrant a broader structural
and contextual examination of substance users in
corrections. For such research approaches,
frameworks and analytic tools concerning drug
abuse and incarceration should be able to explore
multilevel, multifaceted, frequently inter-related
causes. Perhaps it may call for different types of
questions that go beyond traditional epidemio-
logical approaches. In recent years, health dis-
parities research and social epidemiology
scholars have argued that we should move

toward examining more distal, interconnected
social determinants of diseases. These compre-
hensive approaches, such as the web of causation
and ecological approaches, can be useful in
research with the incarcerated population.

And yet, jails and prisons are difficult settings
to actually implement such broader perspectives,
in part due to the safety and security oriented,
closed environment of correctional facilities. The
inherent disconnect between corrections and the
community makes it difficult to extend the causes
and consequences of incarceration beyond jails
and prisons. At the same time, corrections are
often politically sensitive institutions that may be
prone to sudden leadership change as a result of
political turnover.

Even with a clear sense of purpose and dedi-
cation, conducting research in correctional set-
tings is a daunting task. Although researchers
fully understand the need for extra-heightened
vigilance concerning research ethics, insuffi-
ciency and inexperience of IRB reviewers with
the research topic may add unintended, additional
burden to researchers. Researchers may need to
consider ways to educate IRB reviewers, in terms
of the importance of research concerning inmates
and with means to prevent any adverse events.

Conducting research with inmates may pre-
sent many challenges, but the task of under-
standing the effects of incarceration and drugs on
individuals and communities is vital in elimi-
nating health disparities and inequality. The role
of researchers to contribute to knowledge pro-
duction is not value-free. As Howard Becker
once wrote, the question may be about whose
side we are on. This does not mean that we have
to be deeply affected by our own research, which
we often are, and fail to deal with potential bia-
ses, which we can effectively avoid by being
aware of the topics we discussed in this chapter.
However, it may mean that we refuse to pretend
that knowledge production is a completely apo-
litical process.
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18Application: What Role Does
Research Play in Shaping Substance
Abuse Policy?

John T. Carnevale

18.1 Introduction

In the United States, the federal government is
recognized as the leader in addressing substance
abuse and its consequences. In reality, the federal
government does not act alone in formulating and
implementing substance abuse policy. Because of
our federalist system of government, state and
local governments are also players in designing
and delivering substance abuse polices—not
necessarily in unison with the federal govern-
ment. Together, federal, state, and local govern-
ments comprise the totality of governmental
efforts at substance abuse control. In addition, the
private sector promotes, develops, and imple-
ments substance abuse policies. Businesses may
establish rules to regulate their workplaces to
promote productivity. Foundations may sponsor
prevention programs that they believe to accord
with their definition of best practices. Advocacy
groups promote policies and programs consistent
with their specific goals and objectives. Volunteer
organizations do the same. The international
community, including the United Nation (with its
numerous Conventions on drug policy1) and

individual nations, will also represent their par-
ticular interests on substance abuse policy. The
list of parties that are responsible for substance
abuse policy seems endless, but the point is that
there are many players in the policy formulation
game. Each player brings their own views and
beliefs—hopefully informed by research—to the
design of substance abuse policy.

Research can be an important resource to help
inform policymakers responsible for substance
abuse policy. It is hoped that policymaker’s goal
is for substance abuse policy to be
evidence-based,2 meaning that it is informed by
research and evaluation of effectiveness (maxi-
mization of desirable outcomes from a policy)
and efficiency (implementing policies at the
lowest per unit cost). Research can help policy-
makers achieve the goal of formulating and
implementing evidence-based policies. Such
research includes a vast array of activities rang-
ing from sophisticated methods, discussed in this
book, to simple analyses (e.g., data tabulations or
graphical presentations) that an analyst may

J.T. Carnevale (&)
Carnevale Associates, LLC, Gaithersburg, MD, USA
e-mail: John@carnevaleassociates.com

1Many narcotic, plant-based, and psychotropic substances
remain under international control under the 1961 Single
Convention on Narcotic Drugs, the 1971 Convention on
Psychotropic Substances, and the 1988 United Nations
Convention against Illicit Traffic in Narcotic Drugs and

(Footnote 1 continued)
Psychotropic Substance. The vast majority of govern-
ments are signatories to these international drug control
treaties, which render the use, sale, traffic, and production
of drugs like heroin, cocaine, and cannabis illegal.
2The term “evidence-based” is commonly used to denote
policies that are informed by data and research. The
phrase “evidence-based” has made its way into the
parlance surrounding substance abuse or drug policy.
Other similar phrases include “science-based” and
“research-based.” For purposes of this chapter, it is
assumed that any of these descriptors of desirable policy
may be used interchangeably.
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assert shows a finding important to substance
abuse policy formulation, but in reality is viewed
askance by those trained in research methods.

This chapter discusses the reality that all
researchers must face: even the best and most
relevant research may fail to inform policy.
A host of factors contribute to this reality. First,
policymakers can only use research that they are
aware of—if the research does not reach the
policymakers, they cannot use it. The clearance
process offers one example of this barrier.
Sometimes research is reported to a funder (e.g.,
a government agency or foundation) that has a
sophisticated approval process before research is
made available. In this case, it could be months
before that research is cleared for release to
policymakers. But even if research reaches poli-
cymakers, they may not understand it. Many
policymakers are not trained in research methods
and require a third party to provide translational
services before research findings can be under-
stood. Moreover, because research must be
viewed within its proper context, policymakers
may require contextualization from experts, even
if they understand the specific research being
considered. In many cases, contradictory evi-
dence abounds; policymakers often require help
understanding the nuances of research and dis-
tilling what (if any) policy implications exist.
Ideology also comes into play, as policy exists
with a political environment and few (if any)
policymakers are free to consider research in a
vacuum—that is, without some influence from
their political and ideological framework.
Finally, the policy change implied by research
may be unfeasible—politically, bureaucratically,
or for some other logistical reason. To adopt a
policy change in this case might mean the loss of
one’s job, a challenge from program funders
threatening to undermine an entity’s resource
base, or other similar serious concerns. For
example, the popularity of supply reduction
programs over demand reduction programs, as
measured by federal funding for national drug
control policies targeting illicit drugs, is in no
small part due to a “tough on crime” stance by
certain national policymakers (Reuter 2001).

In short, your research—no matter how rele-
vant, timely, and significant—may not find its
way to policymakers who design and shape
substance abuse policies. Public policy may be
shaped by the research that reaches policymakers
—regardless of the quality of that research and
the context within which it is placed for them.
And decisions are made even when research
cannot settle the question or even does not exist.
Policymakers work with the research they have;
and if they have nothing, they work with nothing.
As will be discussed, much to the frustration of
research scientists (Madras 2010; Reuter 2001),
politics, ideology, media pressure, the public’s
desire for action, and bureaucratic needs forces
decision-making in response to social or political
pressures even when inaction may be subse-
quently determined to be preferable (Manski
et al. 2001).

In this chapter, we will explore the reasons
why research may not always find its way into
the formulation of substance abuse policies. To
do so, we will review the factors that are most
prevalent in shaping substance abuse policy. The
main theme is that research is but one ingredient
of a substance abuse policy. In fact, there are
many other ingredients in the mix that shape a
policymaker’s decision-making with regard to
the design, structure, and implementation of a
substance abuse policy. This book presents
research in a normative—what ought to be—
light as a rigorous tool used to ascertain infor-
mation to inform and create evidence-based
policy. This chapter shows that research can
prevail in informing policy, but researchers must
be realistic about their ability to influence policy
development.

18.2 What Is a Substance Abuse
Policy and Who Shapes It?

Substance abuse policy is defined here narrowly
for purposes of simplicity to include policies
involving psychoactive drugs or substances that
are considered dangerous and may result in
addiction. These include alcohol, tobacco, and
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illicit drugs such as cocaine, heroin, and mari-
juana.3 In the case of United States drug control
policy, the Congress charged the Office of
National Drug Control Policy (ONDCP) with
developing a national drug control strategy to
reduce the demand for and supply of illicit
drugs.4 Alcohol and tobacco are not included by
law; however, ONDCP adopted the position that
these two substances may be addressed in the
national drug control strategy as part of national
prevention efforts targeting underage (hence,
illegal) use.

A local or state-level substance abuse policy
may contain demand reduction components
designed to reduce substance use and abuse
through prevention, treatment, recovery, and
support services. Sub-national policy may also
contain elements to reduce supply through local
law enforcement activities targeting illegal dis-
tribution, production, and cultivation of drugs as
well as criminal behavior associated with drug
use and supply. A national-level drug control
policy may include these elements along with
activities that are unique to a national govern-
ment, including efforts to reduce the volume of
drugs coming from outside a nation’s borders—
either by stopping (or interdicting) drugs at bor-
der crossings or eradicating drugs in their source
countries. Even with this narrow view of a sub-
stance abuse policy, it should be apparent that the
opportunities for research to inform it are vast.
Many substance abuse policies exist at the
national, state, and local levels at any point in
time and the number of policymakers in both the

public and private sectors who could benefit from
knowledge derived from research is enormous.

We also define the policy development or
formulation process as the process by which a
substance abuse policy is created and formalized
by policymakers. Given the potential number of
substance abuse policies that the U.S. federal
system could generate as well as the potential
policies that may be formulated in the private
sector, documentation of all these processes is
impossible. Nevertheless, a desirable principle
common to every one of them is that they
embrace research to establish the best options for
achieving desired outcomes. We introduce one
policy formulation process in the next section
that arguably represents a normative approach to
policy formulation, where research is intended to
play a substantial role.

18.3 A Policy Formulation Model

Strategic planning is a well-documented process
that leverages knowledge about an underlying
problem and a desire to mitigate the problem by
identifying aims or desirable outcomes,
addressing those aims through evidence-based
programs and rigorously evaluating effective-
ness. This section introduces a policy formula-
tion process used by the Office of National Drug
Control Policy in the late 1990s that is also a
staple for substance abuse policy development by
the Inter-American Drug Abuse Control Policy
Commission (CICAD 2009).

The policy formulation process involves a
systems approach that links four elements of a
policy formulation process: (1) a needs assess-
ment conducted by the community of stake-
holders who have an interest in addressing
substance abuse and its consequences; (2) a
strategic plan that formalizes the parameters of a
policy in terms of specific goals and objectives
supported by measurable performance metrics;
(3) evidence-based programs selected through
the budget process to ensure proper implemen-
tation of the strategic plan; and (4) research and
evaluation of policy and programs to assess
performance relative to desirable results for

3As of the date of this writing (August 2016), marijuana
has been legalized in four states in the United States
(Alaska, Colorado, Oregon, and Washington) and the
District of Columbia. Nevertheless, even though these
states allow marijuana to be used for recreational
purposes, it is classified as an illegal (schedule I)
substance by the federal government under the Controlled
Substance Act.
4The Office of National Drug Control Policy was
established by the Anti-Drug Abuse Act of 1988 (P.L.
100-690) at the end of the Reagan Administration. It
became operational in March 1989 during the beginning
of the Bush Administration with the appointment of
William Bennett as ONDCP’s first Drug Czar.
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process and outcomes (Simeone et al. 2005).
This systems approach is integrative by design,
whereby the needs assessment (also sometimes
referred to as a situation assessment) drives
policymakers to develop a policy and budget to
implement that policy (a strategic plan and pro-
grams proposed through the budget formulation
process), and a feedback mechanism to continu-
ously assess performance of the plan and inform
stakeholders through research and evaluation.
This policy formulation process is dynamic. It
presumes that policy will be changed over time
and new information will be brought to bear on
substance abuse policy. Figure 18.1 presents a
simple depiction of this systems approach.

As seen in Fig. 18.1, “Community” refers to
the stakeholders who have an interest in solving a
particular drug problem. They gather in response
to the problem, conduct a needs assessment, and
determine the actionable areas that can be
addressed by substance abuse policy. This plan is
represented by the box labeled “Strategy.” The
strategy delineates the measurable goals and
objectives to be pursued. It is an organizational
tool that maps policy goals to actionable (and
measurable) items. And it reflects the vision of the
stakeholders and their specific efforts to reduce
substance abuse and its negative consequences.
The strategy serves as a plan or guide, designed to
facilitate decision-making by program managers.
The box labeled “Budget” refers to the resources
necessary to implement the strategy. This usually

reflects government resources, but it can also
include nongovernment resources. Resources are
intended to procure programs and activities that
are evidence-based. In this policy formulation
model, policy drives budget. The strategy informs
those individuals responsible for developing and
implementing an agency’s budget about which
programs to fund; it enables budget officers to
justify budget formulation decisions. Finally, the
box labeled “Evaluation” represents the feedback
mechanism necessary to inform the stakeholders
of their progress in achieving the goals and
objectives explicitly delineated in the strategy.
Evaluation uses data systems and research to
assess strategic performance (efficiency and
effectiveness), usually using identified perfor-
mance targets and measures.

If utilized according to its normative design,
knowledge from research and evaluation will be
involved throughout the entire policy formula-
tion process. For example, in conducting a needs
assessment, data and policy analysis will be
required to ascertain trends and patterns in sub-
stance abuse. This will likely entail the tech-
niques discussed in this book, but one can
assume that the identification of use and related
consequences should employ the best research
methodologies. With regard to implementation of
the plan, where does the knowledge of
evidence-based programs come from? In this
ideal (perhaps utopian) policy formulation pro-
cess, the answer is simple: research.

Fig. 18.1 An
outcome-oriented strategic
planning model
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In reality, many in the substance abuse
research community wonder why research has so
little impact on policy (Reuter 2001). While the
public sector embraces the use of evidence-based
policies that require ongoing performance eval-
uation (Center for Substance Abuse Prevention
2009), cynics in the research community view
this merely as rhetorical parlance used by poli-
cymakers to assert that their policy choices are
evidence-based. Perhaps this cynicism is justi-
fied. We will soon see later in this chapter that
sometimes—perhaps too often—research is
overlooked, ignored, or dismissed for reasons
unrelated to policy. These factors are the topic of
the next section.

18.4 Determinants of Substance
Abuse Policies

The previous discussion presents research as if it
is the sole factor at work influencing substance
abuse policy formulation. The truth is that
research is not the sole factor shaping substance
abuse policy—it is but one of many at work
influencing a policymaker’s decision-making.
And research is not always without prejudice. As
one scientist notes, the research community itself
is suspect as there are questions about the “per-
ceived legitimacy of science as an empirical
means of finding the truth” and researchers
themselves are not without bias (MacCoun
1998). Indeed, research is never perfect as it is a
function of the reliability and validity of data
systems it uses, the methodological approaches
used to analyze data, and the potential biases
within the research community who sometimes
approach research with a specific agenda.

Toward the end of this chapter, we will review
a case study in which researchers and their
research fell in and out of favor in formulating
one aspect of national drug control policy. The
case study will show the interplay among a
number of factors affecting policymaker’s
decision-making. But first, having considered
research, we will now consider other factors that

affecting the formulation of substance abuse
policy.

Recall that in the substance abuse policy
arena, policymakers are everywhere. They are in
government or regulatory bodies responsible for
making laws, rules, regulations, budgets, and so
forth. They generally are accountable to the
public, either directly as elected officials or
indirectly as staff that report to elected officials
(e.g., career staff in bureaucracies) or to taxpay-
ers. Like everyone else, they gain knowledge and
formulate opinions about issues from many
sources besides research. Research has a role,
sometimes a tremendous one, but its influence
varies over time, by topic, and the influence of
other factors affecting the formulation of policy.
The following factors are the most salient ones in
substance abuse policy. They are discussed as if
they exist in isolation. But they are not mutually
exclusive. In fact, they interact in many complex
ways. They overlap; they sometimes reinforce
one another, and they are sometimes at odds with
one another. They include ideology, politics,
public opinion, the media, bureaucracy, and
advocacy.

As a final point, it may be worth mentioning
that substance abuse policy is somewhat unusual
because it is a policy area that most people feel
they know something about. Many people
believe that their personal interaction with the
drug issue makes them an expert on the subject.
Maybe this is because almost half of all Ameri-
cans have tried an illicit drug in their lifetime or
because over 8% of the population age 12 and
older is classified with substance abuse depen-
dence or abuse (SAMHSA 2014). Or maybe
because the impact of substance abuse on society
is far-reaching. For example, measured in terms
of societal cost, the effects of illicit drug abuse
are estimated to match those of other chronic
health disorders. In fact, a recent study found that
the $193 billion economic cost of drug abuse was
on par with other serious health problems such as
diabetes ($174 billion), obesity ($147 billion),
and smoking ($157 billion) (NDIC 2011).
Because of its breadth, most people know
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someone with a substance abuse problem or have
tried drugs themselves.

18.4.1 Ideology

In the public policy world, it is popular to claim
that ideology—the system of beliefs, opinion,
and ideas—is not an element of decision-making.
But every person’s views are shaped by their
ideology (even if that ideology is also shaped by
research). Even the best policymaker will have
difficulty viewing an issue without ideological
influences. And a cursory look at the day-to-day
efforts of substance abuse policy demonstrates
that ideology’s policymaking role is significant.
In the 1980s, when the nation was fed up with
drug-related crime, a “tough on crime” ideology
drove national decisions. As will be discussed
below, many crime control laws were passed that
brought a much more punitive approach to drug
policy, the legacy of which mostly remains with
us today (Reuter 2013).

More recently, national drug control policy
released by the Obama Administration in 2009
emphasized a new approach—one that they
claimed is based explicitly on science and not
ideology (ONDCP 2010). By asserting this, the
Administration was attempting to distinguish its
drug control strategy from those of the previous
four Administrations (Bush, Clinton, Bush, and
Reagan), pointing out that it was unique because
it was based on data and research and not per-
sonal beliefs. The truth of that assertion about a
new approach will ultimately be a question for
historians. But as one of the strategy’s basic
tenets, it resonated with individuals who were fed
up with the “war on drugs” language used to
describe drug policy since the Nixon Adminis-
tration. Nevertheless, the Administration’s
rejection of ideology as a driver of drug policy
implied that its policy was research-based. As
evidence of its assertion, the 2010 Strategy used
the substantial body of scientific evidence about
addiction being a disease of the brain and pro-
moted a healthcare approach to treating addic-
tion. This is a marked rhetorical change
compared to ideology-driven drug strategies

constructed around the belief that addiction was a
moral failure.

Ideology also shapes research, in some cases
driving what research is initiated and very often
also shaping how research is selected, interpreted,
and understood. For example, foundations and
“think tanks” have political, social, economic, or
other agendas that define their ideological per-
spective; so do universities. Ideologies influence
the types of research that these organizations fund
and conduct. In the area of substance use policy,
policymakers know which think tanks support
their ideology and political leanings, and they
may seek out research from those organizations
that have similar ideological perspectives or reject
research from competing organizations. For
example, some policymakers might seek out the
results of a study from the CATO Institute, which
finds states that allow medical marijuana have
fewer suicides than states that do not (Anderson
et al. 2015). In contrast, other policymakers might
seek out recent research showing that reschedul-
ing marijuana from Schedule I (having no medi-
cal value) to Schedule II is premature because the
current body of literature does not support mari-
juana’s medical value (Murray 2014). Adherence
to a specific ideological perspective by policy-
makers may also obviate the need for research on
certain topics. For example, policymakers that
believe the illegality of drug use is sufficient to
justify enforcement may believe that research on
the effectiveness of that enforcement is unneces-
sary (Reuter 2001). This discussion demonstrates
that, despite claims to the contrary, ideology’s
reach in policy formulation must be recognized
for what it is—an important determinant of sub-
stance abuse policy.

18.4.2 Politics

Politics is another factor in shaping substance
abuse policy. Broadly speaking, there is biparti-
san support for a national drug policy that seeks
to reduce drug use and its consequences.
Republicans and Democrats agree that the key
ingredients of national policy should include law
enforcement, substance abuse prevention and
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treatment, interdiction aimed at preventing illicit
drugs from entering the nation, and international
programs designed to eliminate drugs at their
source of cultivation or production (Carnevale
Associates 2008). While there is general agree-
ment on the basic ingredients of a national sub-
stance abuse policy, there has been substantial
disagreement on how best to mix them to achieve
the objective of reducing use and consequences.
Republicans are traditionally associated with a
“tough on crime” approach that emphasizes law
enforcement, interdiction, and source country
programs over treatment prevention (Meier
1990). Democrats are traditionally associated
with a healthcare-oriented approach that empha-
sizes treatment and prevention over enforcement
and interdiction. According to the one poll, the
public’s view about the merit of legalization of
marijuana is divided across partisan line:
Republicans continue to be far less likely than
Democrats to favor legalization (39% vs. 63%)
(Pew 2014).

Interestingly, while each political party has
had its moments leading the formulation of drug
policy since passage of the original legislation
creating the Office of National Drug Control
Policy in 1988, the difference in political views
did not result in a significant change in the fed-
eral drug control budget—either the budget
proposed by the Administration or the budget
actually funded by the Congress (Carnevale and
Murphy 1999; Reuter 2013.). However, while
the budget for federal agency programs shows
little sensitivity to the politics of drug control,
politics is most manifest in laws and regulations.

Between 1984 and 1994, national laws tar-
geting drug-related crime and strengthening law
enforcement were more prevalent during
Republican administrations than during Demo-
cratic ones. During this period, the Congress
enacted five major anti-crime bills (Congres-
sional Research Service 2007).5 Four bills

became law during the Reagan and Bush
Administrations and the last one during the first
term of the Clinton Administration.6 No major
crime control legislation was passed since then.
The next significant national legislation affecting
drug policy occurred during the Obama Admin-
istration when the Mental Health Parity and
Addiction Equity Act of 20087 built upon the
Mental Health Parity Act of 1996 (originally
passed in the Clinton Administration). Later the
Affordable Care Act of 2010 (ACA) would make
even more significant changes to substance abuse
treatment and prevention.8 Among other things,
the ACA was meant to support the public health
approach rhetoric of the 2010 National Drug
Control Strategy.

Political feasibility—the realistic chance of
making a policy change weighed against the
political (and literal) capital required to bring that
change about—also has a tremendous influence
of policy decisions. Such feasibility is necessar-
ily an amalgam of the factors discussed in this
chapter; politics, ideology, public opinion, and
other factors all come together to limit policy
options—even in the face of research. But
because politics attempts to consider many of
these other factors, political feasibility is
addressed in this section.

Consider the example of state-level marijuana
legalization. To date, research can only settle a
handful of the questions needed to construct truly
evidence-based policies, and legitimate debate
remains about the competing goals of legaliza-
tion (Calkins et al. 2016). However, the research
community abounds with versions of marijuana
legalization that are believed to be better for the
public health than the for profit “alcohol style”
distribution model that has so far dominated the
industry, including “for benefit” corporations,
co-op distribution and government monopolies,
to name but a few (Caulkins et al. 2015). Yet,

5These include the following laws: The Crime Control
Act of 1984 (P.L. 98-473); the Anti-Drug Abuse Act of
1986 (P.L. 99-570); the Anti-Drug Abuse Act of 1988
(P.L. 100-690); the Crime Control Act of 1990 (P.L.
101-647); and the Violent Crime Control and Law
Enforcement Act of 1994 (P.L. 103-322).

6The Violent Crime Control and Law Enforcement Act of
1994 was promoted during the Clinton Administration.
7P.L. 110-343.
8The Affordable Care Act actually refers to two separate
pieces of legislation—the Patient Protection and Afford-
able Care Act of 2010 (P.L. 111-148) and the Health Care
and Education Reconciliation Act of 2010 (P.L. 111-152).
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these policy solutions seem unlikely to pass in
any states currently considering legalization.
Why is that?

First, recall that no policy exists in a vacuum.
In a world of finite resources, unrelated policies
are in competition—for attention and for dollars.
Time and money spent on one issue cannot be
spent on another. A political party that chooses to
prioritize substance abuse policy makes a choice
to prioritize that issue over other issues. Seem-
ingly, few parties appear willing to prioritize
marijuana legalization in this way.9 Second, note
that novel approaches to any policy require the
most change and consequently meet the most
resistance. Legalizing on an alcohol distribution
model allows policymakers and industry players
to build off of existing systems. Creating a new
regulatory system without an example on which
to base it is a more difficult task. Third, note that
the media and public opinion play a large role.
Public opinion polls monitor opinions “for” and
“against” legalization, but those decisions are
largely un-nuanced. Media reports, too, often
lack the nuance needed to convey major policy
differences. Ideology is also a key factor: free
market commercial consumption and sale is
arguably a core value of many Americans,
spanning political parties. The case of state-level
marijuana legalization offers an example of how
nearly every factor that influences policy can
trump research, particularly when dealing with
the details of implementation.

18.4.3 Public Opinion

Another factor influencing policymaker’s deci-
sions about substance abuse policy is public
opinion, most often illuminated by polls con-
ducted with some frequency (monthly, quarterly,
annually). Many policymakers are politicians, and
still more policymakers are supervised by political
appointees. In a political system where policy-
makers are accountable to the public, public

opinion matters. So public opinion—whether
well-informed or ill-informed—plays a large role
in policymaking. In the face of uncertainty,
adopting a course of action that accords with
public opinion may be less risky to job security
than following research that runs contrary to
public opinion. For example, if crime rates are
high and the public thinks that drug use and crime
are inextricably linked, then policymakers may
respond by adopting policies targeting
drug-related crime. During the 1980s, the public’s
view that drugs were the leading cause of crime
increased from 13% in 1981 to 60% in 1990
(Roper Center for Public Opinion Research). At
the same time, news reports linking drug use to
crime increased significantly (Blendon 1998). It
was during this period that policymakers adopted
most of the crime control laws that remain in effect
today. Passage of these laws occurred certainly
during the period when public opinion about the
drugs/crime nexus was most prominent.10

Importantly, public opinion and politics (as well
as the media) are inexorably linked in a democratic
system. Because politicians rely on the public for
both their jobs and their governing authority, they
also look to the public to guide their actions—
perhaps even when they should be attempting to
educate the public about research that contradicts
public opinion. The path of least resistance for a
politician (or a government employee that is ulti-
mately accountable to a politician) will always be
to favor public opinion over research.

18.4.4 The Media

The media is another factor that shapes substance
abuse policy. The relationship between public
opinion and the media is complex and

9This is especially noticeable as marijuana legalization
increasingly passes by ballot initiative rather than through
legislative action by elected officials.

10As a further example of the strength of public opinion in
influencing policymakers, during his inaugural address in
January 1989, George H.W. Bush said “There are few
clear lines in which we as a society must rise up united
and express our intolerance. The most obvious now is
drugs… there is much to be done and to be said, but take
my word for it: This scourge will stop.” In March 1989,
William Bennett was appointed to become the first drug
czar in the Office of National Drug Control Policy.
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bidirectional. The media affects what information
is disseminated to the public (as well as how that
information is disseminated and in what context).
In that way, the media affects public opinion.
However, public opinion also affects the media—
as media outlets will make coverage decisions
based on what they think will capture the interest
of their audience. Both of these factors together,
in turn, influence policymakers. So the media has
the ability to systematically promote a message
and can also report individual news events in real
time, each one of which may not be part of an
overarching message. The media also represents
a tremendous number of avenues through which
information reaches policymakers. It includes
radio, television, news publications, and standard
Internet outlets. More recently, social media’s
role is also increasingly relevant—perhaps
reflecting a more “raw” version of public opinion
(e.g., trends on Twitter) but also curated by the
social media platforms themselves (e.g., Face-
book’s algorithm determining what articles to
display on an individual’s “news feed”).

Regardless of the source, one has to only
hearken back to a quote from Thomas Jefferson,
“The man who reads nothing at all is better edu-
cated than the man who reads nothing but news-
papers.” Whatever one’s media of choice, this
quote is as entertaining today as it was back in
Jefferson’s time. While the factual accuracy of
media reports may be questioned, there is no
doubt about the power of their reach. For exam-
ple, one study looked at the relationship in the
1980s between the influence of public opinion on
drug policy and media stories and supported
research finding that issues that occurred the most
in the media were the issues that the public
believed to be the most important (Bare 1990). It
then went on to assert that the media was able to
characterize the substance abuse problem as the
most significant problem of the day, which in turn
further affected politics and ideology.

18.4.5 Bureaucracy

The implementation of substance abuse policy
requires action by the bureaucratic structure

involved in delivering programs to address sub-
stance abuse and its consequences. Designated
here as simply “bureaucracy,” the term is inten-
ded to identify agencies, bureaus, departments,
and so forth that share the characteristic of hav-
ing a separate and distinct budget to finance their
activities and are considered regularly in the
government’s budget formulation process. Of
course, the term bureaucracy also includes any
private sector entity such as a foundation or
independent organization involved in addressing
substance control matters.

Bureaucracies have constituencies and an
interest in influencing those who finance their
operations. The executive leadership in any
bureaucracy has an interest in targeting their
efforts to influence the political process that
supports their operations by influencing
policymakers (Meier 1990). Despite efforts to
measure the success of bureaucracies through
performance accountability, the reality is that the
chief executive of any bureaucracy will likely
measure his or her success by growth in his or
her appropriations. A growing budget will signal
policymaker confidence in a bureaucracy’s
operations. So, why is this information important
to understanding the effects of research on sub-
stance abuse policy? The answer is simple:
bureaucracies will promote policies and budgets
to support their own self-interest, often even
when research finds such action counterintuitive.
Thinking back to the discussion about the mix of
program ingredients that go into a national drug
control policy, while the national policy direction
may dictate a reduction in some ingredients (say,
drug interdiction) and increases in others (say,
prevention) based on research, the fact is that
each of those areas is controlled by a distinct
bureaucracy or bureaucracies. And individual
bureaucracies will likely aggressively act to
protect their resource base. Managing with more
resources is easier than managing with less.

Competition over finite resources is not the
only way by which bureaucracy influences policy
to the detriment of research. Bureaucracy is
resistant to major change—so any major policy
change (even if supported by research) will
encounter correspondingly major resistance if
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implementing it would require significant
infrastructure modification or significant changes
to the status quo. Consider state probation and
parole systems. They are frequently considered
areas of drug control policy that require revision
or reexamination, yet even if research suggested
a dramatic shift in how a state runs its probation
system, such a change is unlikely to come to
fruition. Public opinion, ideology, and politics all
play a role—but bureaucratic inertia may well
play the largest role. Changing how a branch of
government performs a core function requires a
paradigm shift. History teaches that, without
major legislative change, bureaucracies do not
attempt such policy changes, even if legislative
change is not theoretically required.

18.4.6 Advocacy

Finally, so long as limited resources compete for
unlimited wants, advocacy will have a role in
promoting policies, programs, and budgets.
Advocacy is defined here as a process of orga-
nizing information in a way that most effectively
promotes a preferred outcome. Advocacy is usu-
ally associated with lobbyists who may be viewed
as paid advocates for a cause (e.g., prevention, a
treatment program, insurance coverage) or orga-
nizations that receive appropriations. Advocacy is
viewed as legitimate when it occurs in an “ex-
plicitly advocacy-based organization, or an
explicitly adversarial system of disputing”
(MacCoun 1998). While it can help inform the
policymaking process by enlightening policy-
makers about the latest trends and patterns and
research surrounding a topic, it can also bias the
decision-making process through the selective
use of information to cast the best light on a
particular problem or solution. To be more direct,
advocacy can be a fraudulent process if it results
in concealment or distortion of evidence available
to inform a topic. This is not to say that advocacy
is bad; it is an important tool for disseminating
information to inform the policy process so long
as it is fact-based and not driven by ideology. As
is the case with the other factors discussed,
advocacy has both positive and negative aspects.

18.5 Case Study: Dueling Research
Confronts Politics
and Ideology

In this section, we review one example substance
abuse policy in which research plays a substantial
role in moving drug policy in one direction and
then the opposite direction, only to be eventually
determined by an independent body to be unreli-
able. In the end, the researchwas dismissed thereby
leaving other factors—such as bureaucratic forces,
politics, and ideology—to take charge.

The case study concerns a large program area in
U.S. national drug control policy: drug interdiction.
It shows how researchers provided contradictory
evidence at different points during the 1990s about
the cost-effectiveness of interdiction and how this
research shaped interdiction policy. It also looks at
how research collided head on with politics and
ideology and how that collision affected policy.
Finally, the case study shows how an independent
scientific body—the National Academy of Science
—decided that none of the research on interdiction
was or could be valid, thereby leaving policy-
makers to fend for themselves.

Drug interdiction is defined as activities
intended to reduce the availability of illegal drugs
entering the United States by targeting the
transportation link.11 In other words, interdiction
is about law enforcement and military efforts to
prevent drugs from entering the United States.
The most prominent federal agencies involved in
drug interdiction are the U.S. Customs Service,
the Border Patrol, the Coast Guard, and the
Department of Defense. Before, these agencies
were separate and distinct; now, all but the
Department of Defense are part of the newly
formed Department of Homeland Security.

Interdiction found prominence in U.S. drug
control policy starting in the 1980s when the
nation was focused on the cocaine epidemic.
Many policymakers believed that preventing
cocaine from entering the country would end the
epidemic and the criminal activity associated

11ONDCP Circular: Budget Formulation, 2013. http://
www.whitehouse.gov/sites/default/files/docs/2013_
circular-budget_formulation.pdf.
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with transportation and distribution. This think-
ing seemed logical to them, as coca, the plant
from which cocaine is derived, is not endemic to
the U.S. and comes from a handful of Andean
nations. This thinking had ideological appeal, as
it meant that other nations could be blamed for
the United States’ drug problem.

Federal spending on drug interdiction grew
enormously during the 1980s on the belief that it
would solve the cocaine problem. As a share of
total federal spending, interdiction reached about
40% of the total drug control budget (Carnevale
and Murphy 1999). Studies about the
cost-effectiveness of interdiction did not first
appear until near the end of the decade.12 In
1988, a RAND study reporting that interdiction
was relatively ineffective in stopping the flow of
drugs or affecting prices (Reuter et al. 1988) was
largely ignored. When the Office of National
Drug Control Policy was formed in 1989, the
strategies that it promoted during the Bush
Administration continued to push for more
interdiction spending. Supporters of interdiction
viewed studies of law enforcement as unneces-
sary. Law enforcement was just that: efforts to
reduce crime and increase public safety. Efforts
to reduce enforcement meant being soft on crime,
and no policymaker wanted to own that label.

When Bill Clinton assumed the presidency, a
RAND Corporation study prepared for the Office
of National Drug Control Policy looked at the
relative cost-effectiveness of interdiction com-
pared to demand control (Rydell and Everingham
1994). It found that a marginal dollar spent on drug
control would have the greatest return on invest-
ment if spent on drug treatment. Interdiction had
the lowest rate of return. In other words, interdic-
tion was the least cost-effective program area.
Coupled with another RAND study that found that
interdiction would not notably raise drug prices or
reduce availability (Caulkins et al. 1993), the two
RAND studies had a profound impact on policy-
makers within the new Clinton Administration.
Drug budgets proposed during Clinton’s first term
requested more resources for treatment and

significantly less resources for interdiction (and
programs targeting cultivation in source coun-
tries). While research prevailed in convincing the
Clinton Administration to change course on
interdiction, it did not persuade Congress. Appro-
priation committees rejected the increased spend-
ing requested for treatment, but reduced spending
on interdiction only modestly. In this case, politics
and ideology prevailed over research.

While not markedly affecting spending on
interdiction programs, these research studies
launched an intense debate about the
cost-effectiveness of interdiction during the
Clinton Administration’s second term. A new
drug czar—a four-star general appointed by the
President—had to go toe-to-toe with Congres-
sional appropriators who were convinced that the
two RAND studies were flawed. Their case was
bolstered by yet another study, this one from the
Institute of Defense Analysis (IDA), that found
interdiction to be cost-effective (Crane et al.
1997). The release of this IDA study that con-
tradicted the RAND studies led to a Congres-
sional oversight hearing designed to prove that
the Clinton Administration’s views about the
relative ineffectiveness of interdiction were
wrong. Politics and ideology were center stage in
a debate over dueling research findings. The
hearing failed to achieve its goal because of a
Letter to the Editor from the Office of National
Drug Control Policy on the day of the hearing
that reported that the IDA study had not only not
been cleared by that Institute, but that IDA’s own
leadership had doubts about the reliability of the
findings. Albeit a petty political ploy, the letter to
the editor cast doubt about validity of the IDA
study. In this case, the media also affected policy.

But the story does not end there. Because of
the importance of the issue to the appropriations
process, bureaucratic pressure to increase bud-
gets beyond what the drug czar requested, poli-
tics and ideology came together at a subsequent
hearing where the oversight committee produced
its own research on the topic. While not rigorous
by classical research science standards, what
constituted research was a graph (recreated in
Fig. 18.2) showing the relationship between
interdiction spending over time and youth drug

12This is generally consistent with the “research lag” that
plagues even the most research-focused policymaker.
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use. As the chart showed, interdiction spending
and youth drug use were inversely related; youth
drug use had been increasing throughout the
1990s when interdiction spending was reduced.
The Committee made the case that the observed
inverse relation depicted in the chart was positive
evidence that interdiction was effective at
reducing drug use. The solution to the nation’s
growing youth drug use problem? Increase
interdiction spending. The Administration’s drug
czar did testify that what the committee was
depicting appeared to be a classic case of spuri-
ous correlation, as youth drug use depicted in the
chart represented mostly marijuana which was
not the target of interdiction efforts. In fact, drug
interdiction spending was allocated for federal
agency activities targeting cocaine and heroin
being shipped from South America to the United
States. Nevertheless, despite the questionable
reliability of the Committee’s research, politics
and ideology prevailed. Spending on drug inter-
diction was slowly restored over the remainder of
the decade.13

In the wake of the controversy created by the
conflict between research, politics, ideology, and
to some extent bureaucratic pressures to sustain

budgets, in early 1998, the Office of National
Drug Control Policy sought to settle the issue
about the efficacy of the RAND and IDA studies
to inform the policy process. It funded an inde-
pendent study by the National Academy of Sci-
ence’s National Research Council (NRC) to
study data and research needed to inform drug
policy, including an in depth review of the
RAND and IDA studies. After reviewing the
RAND and IDA studies, the NRC found that
they did not produce plausible findings (Manski
et al. 1999). The NRC reported that RAND did
not provide “usable empirical findings on the
relative cost-effectiveness of alternative polices
in reducing cocaine consumption” and that the
IDA study did “not yield useful empirical find-
ings on the cost-effectiveness of interdiction
policies to reduce cocaine consumption.”14 In its

Fig. 18.2 Interdiction spending versus youth drug use trends

13Interdiction spending increased by $1.1 billion from
$1.1 billion in FY 1994 to $2.2 billion by FY 1999.

14Text reported in the Executive Summary of the 1999
NRC Report. The Executive Summary further stated that:
“The [Rand] study makes many unsubstantiated assump-
tions about the processes through which cocaine is
produced, distributed, and consumed. Plausible changes
in these assumptions can change not only the quantitative
findings reported, but also the main qualitative conclu-
sions of the study. Hence the study’s findings do not
constitute a persuasive basis for the formation of cocaine
control policy”; and that “major concerns about data and
methods make it impossible to accept the IDA findings as
a basis for the assessment of interdiction policies.”
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final report on the subject of data and research
needed to inform drug policy, the NRC com-
mittee concluded that data shortcomings related
to measuring drug use (data counts users rather
than measure consumption) and drug prices
(price data are collected by the Drug Enforce-
ment Administration for purposes of providing
evidence in criminal trial rather than obtaining
market price information) were inadequate for
measuring the cost-effectiveness of enforcement.
So, not only did the NRC committee dismiss the
RAND and IDA studies, its critique about the
inadequacy of data systems meant that any
attempts to measure the cost-effectiveness of
enforcing interdiction policies would fail. Stated
perhaps more directly, research into the effec-
tiveness of interdiction would be of no value as a
factor in informing drug interdiction policy.
Hence, the U.S. would have to rely on the other
factors to set its drug policy until the data gaps
were closed.

In the end, the NRC’s findings about data and
methodological deficiencies had the result of
ending all formal research into the topic. Four-
teen years later, interdiction continues to play a
large role in U.S. drug control policy even
though knowledge of its cost-effectiveness or
contribution to reducing availability, changing
prices, and demand remains unknown. Until such
time as improvements in data occur, ideology,
politics, and bureaucratic interests will have to
suffice in informing U.S. substance abuse policy
on this particular topic.

18.6 Conclusion

Research can and does shape substance abuse
policy. However, it is but one of many factors
influencing the decisions about how to allocate
limited resources among unlimited wants. Other
factors are at work that sometimes complement
or compete for favor in promoting what is
rhetorically described as evidence-based policies.
In the substance abuse policy arena, evidence
from sophisticated research is often fleeting or
nonexistent, but the need to make policy choices
is not. Policymakers must make their decisions

even when uncertainty abounds about results,
both intended and unintended.
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19Economic Evaluation of Substance
Abuse and Prevention Programs

Willie H. Oglesby and Lauren Birmingham

19.1 Introduction

In public health, economic evaluation is the
assessment of the economic output of a health
intervention compared to the economic inputs
required to produce them. Not only do economic
evaluations measure financial inputs and outputs,
which are easier to quantify because they are
often actual costs or savings that can be docu-
mented, they also measure broader monetary
impacts that can be more difficult to quantify,
such as quality of life and the monetary value
associated with the length of life. The use of
various methods available to examine these
inputs and outputs is called economic evaluation.

This chapter briefly reviews the main methods
of economic evaluation of health interventions
focusing on how they can be applied to substance
abuse and prevention programs. These include
cost-of-illness analysis, cost-effectiveness analy-
sis, cost-utility analysis, and cost-benefit
analysis.

19.2 Types of Costs

In any economic evaluation, there are generally
three types of costs that are examined: direct
costs, indirect costs, and intangible costs.

Direct costs are those that can be completely
attributable to the disease, condition, or inter-
vention being measured and can be easily
quantified. For substance abuse prevention pro-
grams, direct costs routinely include salary and
fringe benefits costs associated with the exact
amount of staff time devoted to the prevention
program, consumable supplies used by the pro-
gram, transportation costs for staff to deliver the
program, or other costs that would be directly
incurred by the program. For treatment programs,
they might include the salary and fringe benefits
for the time spend treating clients, costs of
medications, and other expenses directly incurred
by a treatment program.

Indirect costs are those that cannot be com-
pletely attributable to the disease, condition, or
intervention being measured, but can be quanti-
fied. For substance abuse prevention and treat-
ment programs, this could include costs of
administrative and managerial staff (assuming
these people are not directly involved in the
prevention or treatment program), costs associ-
ated with the organization’s facilities (such
as rent, utilities, and telephone), annual audit
expenses for the organization, or other costs that
are not directly incurred by the program but are
still costs that are incurred by an organization
providing prevention and treatment programs.
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Because indirect costs cannot be completely
attributable to the disease, condition, or inter-
vention being measured, they must be allocated
using an appropriate standard. An organization’s
facilities costs might be allocated based on
square footage, where the total costs are divided
by the total square footage of the organization
and the multiplied by square footage occupied by
program staff. Similarly, total telephone expenses
can be divided by the number of telephones in
the organization and then multiplied by the
number of telephones used by program staff.
Administrative and managerial staff costs can be
allocated based upon the amount of time spent
overseeing the particular program or managing
program staff.

Indirect costs can also include costs borne by
participants. The cost of participant transporta-
tion to and from the program should be consid-
ered, as well as any lost time spent at work, or
doing other productive activities, such as child
care. Furthermore, in some treatment programs,
family members or others may provide support
as part of the program. Their time should also be
valued and incorporated into the cost analysis.
Valuing indirect costs requires the evaluator to
have a strong understanding of what participants
would do with their time if they were not par-
ticipating in the program. This essentially
describes the opportunity cost, or the value of
how a person would have spent their time, had
they not been participating in the program.

The concept of an opportunity cost is central
to economic theory and highlights the concepts
of scarcity and choices. The concept is very
simple: the cost of something is what you give up
to get it (Mankiw 2012). Consider a simplified
example—if someone decides to attend a resi-
dential drug treatment program, this means they
cannot work during this time. Thus, the oppor-
tunity cost of attending a residential drug treat-
ment program is the money the individual would
have earned if they would have worked instead
of going for residential treatment. This concept is

important to understanding how to value the
indirect costs of drug abuse programs—because
participants give up their time to attend treatment
and their time comes at a cost that should be
recognized.

Intangible costs are the most difficult to value
and are often omitted from analyses. When they
are omitted, it should be explicitly stated, so
readers can be aware of the omission. The pur-
pose of reporting intangible cost is to estimate
the cost of pain and suffering, or emotional pain
associated with a health condition. Intangible
costs can be valued through more holistic mea-
surement systems such as the willingness-to-pay
(WTP). Other methodologies exist, such as the
standard gamble, which are described elsewhere
(Gafni 1994).

The WTP method comes from welfare eco-
nomics and is most frequently used when a
market price is not available. WTP essentially
asks participants how much money they would
be willing to pay in order to be completely
disease-free or how much they would pay to
reduce symptoms. This helps researchers esti-
mate the total cost of living with a disease—
including the intangible costs. For a more
in-depth discussion on the WTP method, and
other related methods, see Segel (2001).

Direct costs Indirect costs Intangible costs

Program
operations
(e.g.,
program
employees,
materials,
equipment,
etc.)
Fixed costs
(e.g., rent for
space, etc.)
Overhead
costs (e.g.,
utilities,
secretarial
services, etc.)

Patient
transportation
to/from
program
Lost
productivity
due to
program
participation
Caretakers
time

Cost associated
with decreased
quality of life
associated with
disease/condition
(pain, suffering,
etc.)
Stigmatization
associated with
condition

Table adapted by writing from French (1995)
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19.3 Perspective

The context in which costs are analyzed (and
eventually benefits) is referred to as perspective.
In economic evaluation, perspective is the van-
tage point taken when analyzing the economic
costs and benefits of a disease, condition, or
intervention. These vantage points usually differ
across the various stakeholders who have an
interest in the disease, condition, or intervention
under study.

For example, a state legislator who is inter-
ested in allocating funding for a new state-wide
heroin overdose prevention initiative would need
to consider the costs associated with the pre-
vention program, cost reductions to state pro-
grams like Medicaid resulting from the
prevention program, the benefits that those dol-
lars would have generated if they were spent on
something else (i.e., the opportunity cost), or
other costs and benefits that impact the govern-
ment. This perspective is generally known as the
government perspective since the focus is on the
costs and benefits to the government. It is a
common perspective in substance abuse pro-
grams, since the government is a large payer of
these services. However, it is not the only payer
or perspective one can take in economic evalu-
ation of substance abuse programs.

Consider the example of an insurance execu-
tive who is trying to assess the economic impact
of a new substance abuse treatment program that
her company would like to offer during the next
plan year. In this perspective, the insurance
executive might only be interested in the direct
costs and benefits to the insurance company. It
would not include savings to the Medicaid pro-
gram (unless the insurance company was a
Medicaid managed care company, of course), or
any other cost or benefit to the government for
that matter. In this perspective, he/she will likely
only be interested in the costs associated with the
additional claims to be paid to treatment provi-
ders for this new service, the slight increase in
cost associated with processing more claims, and
negotiating rates with providers, cost savings to
the insurance company resulting from reduced
hospitalizations, or other costs and benefits that

directly impact the insurance company. This is
generally known as the insurance perspective
and is another common perspective in substance
abuse programs, since more insurance companies
are paying for substance abuse services as a
result of the Affordable Care Act and recent
mental health parity laws.

Finally, consider the perspective of society as
a whole. Assume you are a health policy analyst
who is interested in examining the costs and
benefits of a national school-based substance
abuse prevention program. Using this perspec-
tive, we would be interested in all costs associ-
ated with providing the intervention including
the costs for participating, such as transportation
costs for parents, the cost associated with par-
ents’ time away from work (to transport their
kids or if they are involved in the intervention),
or other costs of implementing and participating
in the intervention. This is the most compre-
hensive and inclusive perspective taken in eco-
nomic evaluation and is generally known as the
societal perspective. It is also one of the most
difficult to completely assess because of the very
long list of indirect costs that it encompasses.

Ultimately, the perspective applied to an
economic evaluation should depend upon the
research questions being asked and how the
results will be used. Research questions that
drive decision-making at a governmental level
will usually apply a government perspective to
the analysis. Financial decisions at an insurance
company will likely be limited to the costs and
benefits incurred by the company. Larger
policy-level analyses will take a more compre-
hensive societal perspective.

Although different perspectives can be taken
in various economic evaluations, health policy
experts recommend taking a societal perspective
for economic evaluations designed to address
broad problems. For a more detailed explanation
and justification of this, as well as other recom-
mendations, see Cost-Effectiveness in Health and
Medicine (Gold et al. 1996). Defining the per-
spective and calculating, costs are a prerequisite
to any economic evaluation. Having these tools
allows the reader to now learn about the four
types of economic evaluations.
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19.4 Cost-of-Illness Analysis

Cost-of-Illness (COI) analysis seeks to measure
the total financial burden of a disease or condi-
tion. This can be expressed in terms of the
financial burden on the patient, the patient’s
family, state budgets, insurance companies,
society as a whole, or some other perspective. At
times, researchers will take different perspectives
because the total financial burden of a disease or
condition is different for that particular vantage
point, or payer.

In a cost-of-illness analysis, the focus is just
on identifying the costs associated with having a
particular disease or condition and does not
examine any cost savings or other benefits
resulting from a health intervention that can be
administered to treat or cure it. Cost-of-illness
analyses are conducted specifically to better
understand the total financial burden of having
the disease or condition, such as addiction, which
can be used for internal budget planning, larger
resource allocation decisions, or to use in more
advanced economic analyses (discussed later).

19.4.1 COI Methods

There are two primary methods used in COI
estimations—prevalence and incidence approa-
ches. Of the two, the prevalence method is most
common. This approach estimates the total cost
of a disease in a given year, whereas the inci-
dence approach estimates the cost of the number
of new cases diagnosed in a given year. The
challenge lies in determining which factors to
consider in this cost. Perspective is thus critical.
From a societal perspective, for instance, all
direct and indirect are considered. For example,
in the case of substance abuse, these might
include direct medical care expenditures (in-
cluding travel costs to and from the clinic, etc.)
as well as indirect costs such as value of lost
productivity for people who are ill or who die
prematurely due to their substance abuse. The
cost associated with this lost productivity is
typically determined by the human capital
approach, which assigns value quantified in

terms of forgone earnings, standardized for age
and sex.

19.4.2 Limitations of Cost-of-Illness
Analyses

While COI studies are intended to identify and
measure the costs of a health problem as a nec-
essary “first step” in the prioritization of health
policies and interventions, they have been criti-
cized as a measure of condition severity, based
on their inconsistencies in measurement and
inability to fully enable choice considerations
(Drummond 1992; Wiseman and Mooney 1998).
Variability in measurement of costs has been the
major issue. This variability primarily arises
based on three considerations: (1) choices made
in terms of the actual costs considered in a given
analysis (partially determined by the perspective
chosen for a given analysis), (2) inconsistencies
across data available to estimate costs due to
variations in the methods employed across
studies, and (3) the inability to disaggregate all
relevant costs (Clabaugh and Ward 2008).1

While not intended as an exhaustive list, there are
other inherent limitations as well. According to
Shiell et al. (1987), for example, another
important barrier to the application of COI
analysis is that it cannot address the most perti-
nent question facing decision-makers, which is
one of scales—the degree to which programs
should be expanded or contracted. These answers
necessarily require some ability to compare
expected change in benefits associated with
costs, which COI analysis alone cannot inform
(Byford et al. 2000; Currie et al. 2000; Shiell
et al. 1987). Finally, it is simply challenging to
accurately establish a monetary value for all
potential factors involved.2 Included in this

1Following their systematic review of methodologies used
in cost-of-illness studies in the United States, Clabaugh
and Ward (2008) urged caution when interpreting or
applying results, until such time that accepted standards
for the execution COI studies were adopted.
2While a detailed discussion of the human capital
approach is beyond the scope of this chapter, there are a
number of issues with the estimates derived. Most
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challenge is the tendency for COI analyses to
ignore the concept of local rationality, where the
more proximate policy and practice context may
be at odds with the broader societal perspective
in assigning value (Brouwer et al. 2006).

All of these limitations are evident in COI
estimates of substance abuse. Specifically, while
intending to assess the array of substance
abuse-related costs in areas such as health care,
productivity, and criminal justice, COI analyses
consistently result in estimates biased toward
harms (Murphy et al. 2015). This is in large part
because the costs associated with negative out-
comes are relatively easier to identify measure
(Kleiman 1999). Thus, the resulting estimates fail
to fully take into account for all associated
societal costs, such as the violence and family
dysfunction that typically accompanies substance
abuse, which while difficult to measure may
actually be significant in any true valuation
(Kleiman 1999). Even if identified, the magni-
tude of costs associated with substance abuse is
still often difficult to quantify, in part because
substance abuse may be only one risk factor
associated with the harms identified (Murphy
et al. 2015).

19.4.3 Case: Exploring the Economic
Costs of Drug Abuse

While scientists have sought to articulate the
economic costs of substance abuse, how costs are
calculated has significant implications for study
results and application. A review by Cartwright
(2008) explored the complexity of using
cost-of-illness methodology from multiple per-
spectives. Specifically, he examined the volatility
of using health plan data, as well as limitations in
using premium and parity cost estimates to
inform policy decisions. Calculations from a
societal perspective are also challenging, partic-
ularly due to the sheer number of component
costs associated with all health and non-health

outcomes that must be identified and measured
when considering all everyone affected by drug
use.3 Finally, costs estimates derived from more
geographically limited sources were considered.
Once again, key challenges were delineated,
particularly related to concerns about the appli-
cability and/or generalizability of data when
derived from novel programs in terms of target
population(s), location, and/or service provi-
sion.4 The interests of different stakeholders
associated with more localized studies also play
important roles in cost calculations. Cartwright
concludes by noting that estimates of the value of
drug abuse insurance coverage across society
remain fundamental. However, improved costing
approaches and methods need to be developed to
better measure individual and societal costs
associated with drug abuse, including estimates
that integrate the costs of drug abuse treatment
services with ancillary services to provide a more
accurate depiction of individual program and
system costs.

19.4.4 Conclusion: Cost-of-Illness

Cost-of-illness analyses are focused just on the
costs associated with the illness, with the goal of
measuring the total financial burden of that dis-
ease or condition. The scope of our costs is
adjusted by the perspective taken, whether the
focus is just on the patient or the patient and their
family, the impact on state budgets and/or
insurance companies, the cost to society as a
whole, or some other perspective. The broader
the perspective, the larger the cost-of-illness will

(Footnote 2 continued)
notably, because it relies on existing earnings patterns,
greater weight is given to working-aged men compared to
other demographic groups.

3Examples of costs include nonmonetary costs, such as
emotional distress and productivity losses associated with
the illness, premature death, and crime associated with
drug use. Equally important are the treatment costs
associated with the many medical complications associ-
ated with abuse, estimated to amount to US$8.4 billion
(Cartwright 2008).
4For example, estimates for counseling depend on the
nature of the patient, as well as the type of treatment
program under consideration. In one residential program,
cost of an hour of an hour of counseling was about
two-thirds less for long-stay patients compared to
short-stay patients (Alemi et al. 2002).
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be because of the additional costs it will include.
However, the broader the perspective, the more
difficult it is to quantify the costs and the more
challenging it will be to defend because of the
assumptions the evaluator will need make.
A narrower perspective will be easier to quantify
and justify, but it will not include additional,
often indirect and intangible, costs that are
known to contribute to the total financial burden
of the illness. Ultimately, the economic evaluator
will adjust their perspective and judgments based
on generally accepted techniques found in the
scientific literature and his or her experience.

19.5 Cost-Effectiveness Analysis

As new substance abuse prevention and treat-
ment strategies emerge, it is important to assess
its cost-effectiveness as well as the overall pro-
gram effectiveness. After the new health inter-
vention has been determined effective at
impacting a particular set of outcomes, the
cost-effectiveness of that intervention against
current best practices or perhaps other interven-
tion options should be examined. To do this, the
cost-effectiveness analysis approach is utilized. In
a cost-effectiveness analysis, or CEA, the costs
and health outcomes of a particular health inter-
vention are compared with the costs and health
outcomes of some other comparator. The other
comparator is usually the “current standard of
care,” but it can also be other similar health
interventions, as well.

19.5.1 Choosing the Health
Outcomes
and the Comparator

The outcomes of health interventions for sub-
stance abuse can range from more immediate
changes, such as denormalization of substance
use, increased resiliency, treatment readiness,
and therapeutic engagement to longer term
changes, such as prevented or delayed onset of
substance use or sobriety maintenance. Distal

outcomes such as increased length and quality of
life can also be used, but when they are, the
evaluation is generally called a cost-utility anal-
ysis (described later). In a CEA, the outcomes of
health interventions to be compared must be the
same. It could be any of the health outcomes
listed above, or others, as long as they are
directly caused by and are the same across the
health interventions to be examined.

As an example, consider two modalities for
individuals undergoing treatment for drug
addiction. The first intervention includes coun-
seling and behavioral therapies and the second
intervention includes the same counseling and
behavioral therapies, plus a prescription medi-
cation for drug addiction. The outcome of inter-
est is the number of overdoses within 12 months
of beginning treatment. In this case, both groups
(counseling + behavioral therapies group, and
the counseling + behavioral therapy + drug
group) would be tracked for 12 months, and the
number of times they overdosed would be
measured.

19.5.2 Choosing the Comparators

In CEA, the intervention being assessed must be
compared to other alternatives. The alternatives
can include the “current standard of care,” other
intervention strategies that have the same iden-
tified outcomes, and no intervention at all. Since
most economic analysis is about making deci-
sions among several choices, the comparators
must be realistic alternatives to the intervention
being assessed.

19.5.3 Incremental Cost-Effectiveness
Ratio (ICER)

As noted, in a CEA, researchers are frequently
comparing the cost-effectiveness of one inter-
vention to others. The “other” interventions
usually include the current standard or care, other
similar interventions, and no intervention at all.
As a result, a cost-effective analysis usually ends
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up comparing an intervention to several others
with the goal of identifying how much “better”
the intervention is compared to the other alter-
natives. To do this objectively, the incremental
cost-effectiveness ratio (ICER) is used. The
incremental cost-effectiveness ratio calculates the
difference in costs and outcomes between the
intervention and a comparator and calculating a
ratio where costs are in the numerator and out-
comes are in the denominator. In its most basic
form, this is illustrated using the formula below:

ðTotal Costsintervention�Total Costscomparator1Þ
ðOutcomeintervention�Outcomecomparator1Þ

:

An ICER should be calculated for each com-
parator and the results should be presented in
tabular form with the lowest ratio at the top. The
intervention with the lowest ratio has the lowest
cost per outcome gained and thus, is the most
cost effective compared to the other alternatives.

19.5.4 Limitations
of Cost-Effectiveness
Analyses

In comparing costs to physical benefits,
cost-effectiveness analyses avoid many of the
measurement challenges associated with
attempting to directly assign monetary values to
life and health. However, conclusions drawn still
share many disagreeable features with other
economic evaluations, essentially pushing cost
considerations onto the decision-maker. Estima-
tions are also still subject to the influence of
inconsistencies in income estimates and data
variability. Other considerations are also still
operative. In particular, the estimates derived
from this methodology, in and of themselves, are
poor measures of efficiency, as costs and benefits
are measured in different units and therefore do
not lend themselves readily to the creation of a
measure of net benefits. More importantly,
cost-effectiveness analysis is not an ideal
methodology to rank options across dissimilar
programs, such as a comparison of the benefits of
a methadone program to those of a high school

educational intervention, limiting its usefulness
as a single indicator for priority setting.5

Finally, cost-effectiveness analysis has been
criticized as being an oversimplification of what
are often highly complex processes, primarily
through what many consider a rather arbitrary
threshold for determining cost-effectiveness
(Diamond and Kaul 2009). Convention has typ-
ically set $50,000 per quality-adjusted life year
as the socially acceptable threshold for estab-
lishing cost-effectiveness. The assumptions
behind this threshold, as well as other guidelines
for cost-effectiveness analysis, have been panned
as having little basis in contemporary economics
(Brouwer et al. 2006; Diamond and Kaul 2009).
To illustrate, critics often point to the fact that the
established threshold for effectiveness has
remained largely static over decades of work,
despite considerable change in the economic
reality in which decision-makers must operate.

19.5.5 Case: Cost-Effectiveness
of Treatment
for Alcoholism

Policy discussions in the U.S. have long focused
on the need and/or value of having health
insurance benefits covering alcoholism treatment.
In order to begin to answer this question, Holder
et al. (1991) sought to review and assess the
cost-effectiveness of different treatment modali-
ties (e.g., Alcoholics Anonymous, psychotropic
medications, residential therapy, etc.) for alco-
holism. In this ambitious endeavor, they note up
front some of the key challenges, including lack
of consensus among researchers or clinicians
with regard to the independent and interactive
effects of different treatment modalities or a
commonly accepted standard of effect,6 and a

5The same can be said of any effort to prioritize based on
a single criterion (Baltussen and Niessen 2006). The
reality is that the situations are often far more complex.
Therefore, priority setting efforts must take into account
multiple criteria simultaneously to be effective.
6While alcoholism treatment does not have a commonly
accepted standard of effect, in many situations, the
intended treatment goal is abstinence. However, when
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lack of standardization in measurement of treat-
ment costs. Using carefully selected rules of
evidence, the authors still sought to integrate cost
and effectiveness studies published in the litera-
ture. In doing so, they noted some of the key
issues associated with cost estimates for alco-
holism treatment, including significant variations
by setting (e.g., inpatient, residential, etc.)7 and
treatment modality. Treatment modalities were
also classified, based on scoring procedures, into
five qualitative categories differentiating evi-
dence of effect, controlling for intensity of
treatment modality. Their analyses provided
evidence that high-cost treatments were not
necessarily associated with better outcomes. In
fact, none of the modalities with “good evidence
of effectiveness” reviewed placed in the
“medium-high” or “high” cost categories. On the
other hand, at least one of the modalities in
the “high” cost category was classified as having
“no evidence of effectiveness.”8 While not
definitive, available evidence from this first
approximation encourages utilization of lower
cost modalities as a means to more effectively
treat alcoholism until more evidence is available
supporting pricier inpatient treatment options.

19.5.6 Conclusion: Cost-Effectiveness
Analysis

In cost-effectiveness analysis researchers compare
one intervention to other alternatives by examin-
ing the differences in costs and outcomes. In CEA,
the outcomes of the interventionsmust be the same
and each comparator must be realistic alternatives
to the intervention being assessed. The “additional
cost per outcome gained” is expressed as the
incremental cost-effectiveness ratio where the

lowest ratio is the most desirable among the
alternatives. Additional years of life and improved
quality of life can be used as outcomes, but when
they are, the analysis is generally considered a
cost-utility analysis (described next).

19.6 Cost-Utility Analysis

One of the reasons economic evaluation is nec-
essary is to help decision-makers decide which
programs or interventions they will support,
given limited resources. Cost-utility analysis
(CUA) is thought to be one of the better means of
analysis for allocating resources (Robinson
1993a; Vanhook 2007). The primary benefit of
CUA over CEA is that cost-utility analyses allow
people to compare multiple interventions at once
—even when the health outcomes are measured
differently. This is helpful to decision-makers, as
they often have a limited budget and can only
select a few programs to fund.

19.6.1 Cost-Utility Analysis
and Cost-Effectiveness
Analysis: Similarities
and Differences

Cost-utility analysis and cost-effectiveness anal-
ysis are similar in that costs are measured in the
same way for both forms of analysis. The differ-
ences arise in how health benefits are measured. In
cost-effectiveness analysis benefits are measured
using clinically significant metrics—such as drug
overdose incidents averted. In cost-utility analy-
sis, benefits are measured using the standardized
metric called QALYs—or Quality-Adjusted Life
Years. While health outcomes need to be mea-
sured in order to conduct either type of analysis,
CUA goes one step further by standardizing the
measure of benefit into QALYs.

19.6.2 QALYs

Quality-adjusted life years, or QALYs (pro-
nounced “qwaleys”), are a critical concept in

(Footnote 6 continued)
measuring abstinence, the necessary length of time a
subject abstains from using alcohol to qualify is debated.
7Costs differences across setting were due, in part, to the
different staffing requirements associated with each.
8It should be noted that insufficient evidence is not
equivalent to “not effective” in this case. More evidence is
needed before the higher expenditures could be suffi-
ciently justified.
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understanding cost-utility analysis. A QALY
essentially represents how many additional years
of life, adjusting for quality of life, are gained by
participating in a program or intervention. This
concept takes into account that treatments have
side effects, and while mortality may have been
prevented because of the treatment, morbidity
may have been introduced into the life of the
participant because of the treatment. Another
similar concept is used in the literature called
disability adjusted life years, or DALYs.
The DALY measures the length of life as
adjusted by the effect of disability. A QALY is a
mathematical combination of years of life saved
due to the treatment or intervention that is
adjusted by a factor that takes into account the
quality of life a person endures after treatment.
One year of perfect health is measured as 1
QALY, and death has a value of 0 QALYs. The
values in between 0 and 1 represent less than
perfect health.

Measuring quality of life can be a challenging
task and requires the use of instruments that
measure both objective and subjective attributes.
Measuring quality of life has become increas-
ingly important, as the focus of many public
health efforts in the United States has moved
from infectious diseases to chronic diseases. In
the case of chronic diseases, measuring mortality
does not adequately evaluate how well chronic
diseases are treated. Certainly, reducing death
associated with chronic disease is good—but
prolonging a life that is full of pain and suffering
is not entirely desirable. For this reason, it is
necessary to measure quality of life as well.
Many tools exist that seek to measure what is
known as Health-Related Quality of Life
(HRQL). HRQL seeks to paint a comprehensive
picture of overall health and well-being. HRQL
tools measure multiple facets of life including
physical and mental health, mobility and func-
tional status, and other related metrics.

A number of tools have been developed to
measure quality of life including the Medical
Outcomes Study Short Forms (SF-12 and SF-36)
(www.cdc.gov/hrqol/concept.htm), EQ-5D (www.
medicine.ox.ac.uk/bandolier/painres/download/
whatis/QALY.pdf), and the Health Utilities Index

(HUI) (www.hqlo.com/content/1/1/54). These
questionnaires ask questions about how partici-
pants rate their general health, how their health
impacts their daily lives, and to what degree their
health prevents them from participating in regu-
lar activities. The overarching purpose of the
HRQL surveys is to determine how many years
of unhealthy life are equal to 1 year of perfect
health. This establishes a factor (less than 1) that
can be used to adjust the number of life years
saved by an intervention. Once the results have
been tabulated and a score is determined, the
number of years of life can be adjusted by the
factor.9

19.6.3 Comparing Multiple
Interventions

One of the primary advantages associated with
cost-utility analysis is that it provides a standard
way to compare multiple interventions or pro-
grams. When QALYs and costs are used toge-
ther, the amount of money needed to “buy” one
QALY can be calculated. For example, Inter-
vention A provides 0.8 QALYs for 5 years and
Intervention B provides 0.6 QALYs for 5 years.
At the end of 5 years, Intervention A generates
four QALYs and Intervention B generates three
QALYs. If it also known that Intervention A
costs $50,000 and Intervention B costs $10,000,
then the cost per QALY for Intervention A is
$12,500 and the cost per QALY for Interven-
tion B is $3333. Calculating the cost per QALY
can be helpful in comparing multiple interven-
tions because it provides a standardized way to
look at health outcomes and costs.

Intervention A Intervention B

QALY 0.8 0.6

QALYs in
5 years

(0.8*5) = 4 QALYs (0.6*5) = 3 QALYs

(continued)

9For more information on how health-related quality of
life is measured in public health practice, see Hennessy
et al. (1994).
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Intervention A Intervention B

Cost of
intervention

$50,000 $100,000

Cost per
QALY

$12,500 = ($50,000/4
QALYs)

$3333 = ($10,000/3
QALYs)

One challenge decision-makers deal with is
deciding what the threshold is for determining
which interventions provide enough value to
fund, and which do not. Said another way,
decision-makers need to decide the minimum
cost per QALY they will accept, or what the
amount is that they are willing to pay for one
QALY. Is $15,000 per QALY acceptable? What
about $50,000 per QALY? $150,000 per QALY?
Other factors may be taken into account—such
as the severity or prevalence of disease, or the
population whom the disease effects (McCabe
2009). A $50,000 per QALY threshold has been
established by the literature, although this figure
is not set in stone for all disease types or popu-
lations (Neumann et al. 2014).

19.6.4 Limitations of Cost-Utility
Analysis

While cost-utility analysis provides a useful tool
for decision-makers, it is not a perfect tool for
evaluation, and the following potential disad-
vantages should be considered in interpreting
cost-utility analyses:

1. The analysis is only as strong as the sum of its
parts—thus, if the tool used to assess
health-related quality of life does not accu-
rately measure HRQL for the patient popu-
lation, then the results will have decreased
validity. When conducting a HRQL it is best
to use a validated tool, such as the SF-series,
EQ-5D, or HUI.

2. Cost-utility analyses typically do not take into
account the impact on quality of life for those
who take care of the patient in the analysis.
This can be a shortcoming on this form of
analysis and should be noted.

3. There is limited generalizability beyond the
country where the analysis is conducted due
to differing prices for medical services and
exchange rates.

4. Limited usability for chronic conditions:

(a) The quality of life is often more of
interest for chronic conditions, rather than
survival, since many people live with
chronic conditions over the course of a
normal lifetime. This makes measuring
the quality of life accurately imperative.
One other shortcoming is that HRQL
measurements assume the health state is
the same overtime. This is often not the
case with chronic diseases like multiple
sclerosis (MS), which is a progressive
condition that worsens overtime, thus
potentially decreasing quality of life
overtime. This can weaken estimates for
quality of life.

5. Limited usability for preventative health
screenings

(a) Measuring the benefits of preventative
health screenings is challenging because
the impact of the health screening may
not be observed for many years—or
perhaps never at all. While this may be a
difficult task, QALYs have been calcu-
lated for preventative health screenings,
including HIV screenings (Dowdy et al.
2011).

19.6.5 Conclusion: Cost-Utility
Analysis

Cost-utility analysis (CUA) is a useful tool for
decision-makers with limited budgets who need
to get the most “bang for the buck.” Cost-utility
analyses allow decision-makers to compare mul-
tiple interventions whose focus may be varied
across clinical or practical areas of public health.
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The CEA Registry, a registry maintained by Tufts
University of cost-utility analyses, provides a
library of cost-utility analyses examining a vari-
ety of interventions. This allows researchers and
practitioners alike to examine the effectiveness of
interventions in standardized units.

CUA is similar to CEA, except benefits are
measured by QALYs rather than in clinical
terms. A QALY is the number of years of life
saved by an intervention, adjusted by a factor
representing potential decreases in quality of life
painting a more accurate representation of the
benefits of treatment. While CUA is a very useful
evaluation tool, it does not come without limi-
tations. CUA relies on valid assessments of
quality of life, so QALYs can be calculated and
may have somewhat limited usability in assess-
ing the value of treatments for chronic conditions
and preventative health screenings.

19.7 Cost-Benefit Analysis

Cost-benefit analysis is one of the most common
forms of economic analysis because the results
are the most easily understood by lay persons
(even though it is one of the more difficult
methods to master!). The process essentially
consists of measuring both the financial costs and
financial benefits associated with an intervention,
and then calculating whether there is a net gain or
net loss in welfare. There are many challenges
and nuances associated with this form of analysis
that will be discussed, including the different
types of benefits and how to measure them, how
to measure costs in dollars, and how to value
them over time.

Cost-benefit analysis is critical in a time when
resources dedicated to healthcare programs are
very limited. Decision-makers need to be given
“actionable information,” or information that can
be used effectively in the decision-making pro-
cess. From the perspective of the program man-
ager, being able to quantitatively document a
program’s success in an economic evaluation is
critical to receiving funding. Showing that a
specific program can provide more net benefit to
society than other programs will likely improve

the odds of financial support when
decision-makers start to allocate money for pro-
grams. While cost-benefit analysis is not the
end-all-be-all in decision-making, it certainly is a
tool that can be used in assessment. However,
cost-benefit analysis does not have a way to
evaluate the ethics or morality of treatment
options (Plotnick 1994)—thus these evaluations
need to be conducted using different
methodologies.

19.7.1 Measuring Costs

The first step in conducting a cost-benefit anal-
ysis is to examine the costs associated with the
intervention. As described previously, costs can
be broken into three types—direct, indirect, and
intangible costs. Direct costs, or the accounting
cost, refer to the costs of providing the inter-
vention (employees, supplies, equipment, etc.).
Indirect costs, or the economic costs, refer to
productivity losses due to participation in the
program. Intangible costs refer to costs associ-
ated with pain and suffering, or decreased quality
of life. Refer back to the cost-of-illness section
for more detailed discussion of these costs.

19.7.2 Measuring Benefits

The next step is measuring the financial benefits
associated with the intervention. The benefits
will also be direct, indirect, and intangible—but
must be expressed in monetary terms. As previ-
ously discussed, direct benefits are more easily
measured than indirect benefits. Direct benefits
can be observed by examining pre-/post-program
participation medical expenditure data for par-
ticipants, reduced expenditure on drugs by pro-
gram participants, reduced police and court costs
associated with illicit drug possession, less staff
time needed to address student behavioral and
academic issues, lower costs in the mental and
behavioral health care system, or other similar
costs. These benefits could also be longer term
such as higher earnings in adulthood resulting
from higher academic achievement and avoiding
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addiction, increase in the quality and length of
life, and other longer term benefits of substance
abuse prevention programs. Direct benefits are
easily observed and can be quantified with rela-
tive ease.

In contrast, indirect benefits include increased
productivity by program participants (e.g., per-
haps the successful participant is able to spend
more days at work per month), improved quality
of life, and increased public safety. Indirect
benefits are not as easily observed, and can be
more difficult to quantify. Another way to think
about indirect benefits is to think of them as
positive spillover effects due to the intervention
that, while beneficial to the participant or society,
are not the purpose of the intervention. For
example, an indirect benefit of participating in a
drug treatment program may be increased worker
productivity. While the goal of the drug treat-
ment program is not to create a more productive
workforce, it can be a side effect of successful
program participation. These benefits are more
difficult to measure; however, they provide
important insight into the breadth and depth of
benefits that can be accrued as a result of an
intervention. Common benefits of substance
abuse prevention programs can include the
following:

Direct benefits Indirect benefits

Lower healthcare costs
due to reduced or
abstained drug usage
Reduced legal costs
Decreased
absenteeism/increased
presenteeism by both
participating and family
members or friends
providing assistance

Improved quality of life
Increase in productivity
Increased public safety
(reduced criminal
activity)

Table adapted by writing from French (1995)

19.7.3 Calculating Cost-Benefit
Ratios

After costs and benefits are calculated, they are
compared using the cost-benefit ratio. The cost-

benefit ratio essentially illustrates how much
“bang for your buck” a certain program produces
(which is the primary reason why it is favored by
policymakers). The ratio presents the dollar value
of benefit gained per dollar spent on the program.

One advantage of calculating cost-benefit ratios
is that they are very easy to compare across
programs with different outcomes, since the
common denominator is in monetary terms.
However, ratios can be somewhat misleading as
the time it takes to realize the stated benefit is not
necessarily common across all cost-benefit
ratios. One program may produce $2 of benefit
for every $1 spent and generates financial bene-
fits immediately, while another produces $5 of
benefit for every dollar spent but takes 10 years
to achieve any amount of benefit. Thus, while the
cost-benefit ratio is a useful way to evaluate
programs—it is not an end-all, be-all form of
analysis. To help understand the impact of time,
the present value of money can be calculated to
help make informed decisions that include time
as a consideration.

19.7.4 Present Value Analysis

Cost-benefit analysis requires measuring the
value, in dollars, of costs and benefits over time.
This frequently includes assessing the value of
benefits received in the future and assessing costs
that have been incurred in the past. In order to
compare these costs fairly, they must be adjusted,
with the final product called present value
analysis.

Adjusting future values to present terms is
called discounting. The idea of discounting relies
on the assumption that a dollar received today is
worth more than a dollar received a year from
now. This is the case because a dollar received
today could theoretically be invested and earn
interest over the course of a year, and be worth
more than a dollar at the end of one year—
whereas a dollar received a year from now is still
worth only a dollar. Essentially, the concept of
discounting reflects the opportunity cost of
holding money. Rosen and Gayer (2008) define
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the present value concept as “the value today of a
given amount of money to be paid or received in
the future.”

Given the fact that future amounts of money
are worth less today, we must discount future
amounts of money to determine their present
value. Determining the present value is accom-
plished through a process known as discounting.
In order to calculate a present value, a discount
rate, r, must be assumed. The discount rate is the
assumed rate of interest that could reasonably be
obtained in the market.

Present value formula: PV ¼ FV
ð1þ rÞn

where

FV future value
PV present value
t time period (usually in years)
r discount rate.

An example best illustrates how this formula
works. Pretend the future value of a program is
thought to be $50,000 in 3 years. Furthermore,
assume a discount rate of r = 0.05, or 5%:

PV ¼ $50; 000

ð1þ 0:05Þ3 ¼ $41,192:

This means that the present value of $50,000
in costs or benefits received 3 years from now is
worth only $41,192 in present value terms.
Discounting future values is a common and very
important practice. Forgoing the discounting
process can lead to serious overestimates of the
value of both benefits and costs, which would
bias the end decisions. Likewise, when historical
costs are used, they must be increased to the
present terms because when costs are compared
over time, they must be in the same period so that
resulting analyses do not over- or underestimate
their true value. To bring historical costs to their
present values, we must consider inflation that
occurred over that time period.

Inflation is the general increase in the price of
goods and services over time. In the United
States, the Bureau of Labor Statistics tracks

changes in these prices using the Consumer Price
Index (CPI). The CPI is a market basket of goods
and services purchased by US consumer house-
hold and the costs of those goods and services
are tracked over time. The change in those prices
serves as a general measure of inflation and is
commonly used in economic analysis.10

It is important to note that the market basket
of goods and services tracked for the CPI
includes medical costs. In fact, medical care is
one of eight major groups in the CPI. As such,
researchers can obtain inflation statistics just for
the medical care component of the CPI, which is
the preferred method for adjusting medical costs.
Medical inflation has generally been higher than
overall inflation over the last few decades, so
using medical inflation percentages to adjust
medical costs will produce better, and more
defensible, results. Salaries and costs of other
day-to-day living expenses can be adjusted using
the overall CPI.

19.7.5 Sensitivity Analysis

A sensitivity analysis is conducted to show how
variation in certain assumptions causes the end
result to change. Sensitivity analyses show how
responsive certain variables or assumptions are to
small changes. For example, in a cost-benefit
analysis the assumption of the discount rate used
in calculating the present value of costs and
benefits could be tested in a sensitivity analysis.

Gentilello et al. (2005) present a graphical
depiction of a sensitivity analysis for an
emergency-department-based alcohol interven-
tion program. As shown in Fig. 19.1, the authors
produced a tornado plot—graphically displaying
the variations in cost savings associated with
their key metrics. As you can see, the values in
each category vary to some degree which can
have an impact on the ultimate cost-benefit
outcome. Presenting the results of a sensitivity
analysis helps the reader understand the
assumptions behind the model and understand

10For more information on the CPI, visit the Bureau of
Labor Statistics web site http://www.bls.gov/cpi/.
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how sensitive the components of the model are to
change.

19.7.6 International Considerations

When evaluating literature from outside the
United States, the reader should be cautious in
applying the findings to programs in the U.S.
medical costs differ across countries, as does the
value of currency. Andresen and Boyd (2010)
present cost-benefit and cost-effectiveness anal-
yses for a supervised injection facility for injec-
tion drug users in Canada. However, some of
their cost data were available in US dollars and
other in Canadian dollars. This analysis provides
an example of how costs are translated into one
common currency for evaluation—but still taking

into account the fact that treating the same dis-
ease in two different countries is associated with
two different costs—even when currency chan-
ges are controlled for in the evaluation.

19.7.7 Limitations of Cost-Benefit
Analysis

Cost-benefit analysis has been described as the
most theoretically sensible and complete form of
economic evaluation, in part due to its ability to
place monetary values on both inputs (costs) and
outcomes (benefits) associated with an interven-
tion or program (Robinson 1993b). Correspond-
ingly, inherent limitations of this method deal
primarily with the method employed to assign
value. Early criticisms of cost-benefit analysis

Fig. 19.1 Sensitivity analysis demonstrating potential
cost savings associated with variations in the number of
primary variables. Screening and brief intervention is
associated with cost savings when the bar is above zero.

The estimated man cost savings is $89 in US dollars (year
2000). BAI, brief alcohol intervention; ED, emergency
department; RR, relative risk. Figure reproduced from
Gentilello et al. (2005)
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were primarily related to the use of the human
capital approach to assign valuations. As previ-
ously noted, this method has a number of limi-
tations. This early method, although not entirely
replaced, has been largely superseded by more
sound estimation methods based on individual’s
stated preferences. However, there remains a
number of practical challenges to assigning dol-
lar values to health and life. One key issue is
related to whose benefits are to be counted
(Boardman et al. 2011; Trumbull 1990; Whit-
tington and MacRae 1986). Numerous popula-
tions (undocumented immigrants, criminals,
illicit substance users, etc.) are sometimes prob-
lematic, in so much as they often do not have full
“standing,” such that they are allowed to partic-
ipate in the decision process by having their
preferences counted. Problems of standing also
arise in the valuation of life, especially in con-
siderations of future generations. Issues associ-
ated with standing limit the utility of cost-benefit
analysis to issues where there exists some level
of consensus with regard to the value assump-
tions assigned. Other limitations are philosophi-
cal.11 For example, as previously noted,
cost-benefit analysis does not have a way to
evaluate the ethics or morality of treatment
options, as positive consequences of illegal acts
are counted in the same way as consequences
associated with socially acceptable ones. Bias also
poses challenges, as researchers, while seeking
inclusiveness, typically only include conse-
quences that can be identified and assigned value.

19.7.8 Case: Cost-Benefit of SBIRT
from an Employer’s
Perspective

Screening, Brief Intervention, and Referral to
Treatment (SBIRT) programs are a comprehen-
sive intervention, developed for both clinical and
community-based application, designed to

identify, reduce, and prevent substance abuse.12

In order to better understand the costs and ben-
efits of SBIRT, Quanbeck et al. (2010) conducted
a cost-benefit analysis from an employer’s per-
spective, as part of an evaluation of SBIRT ser-
vices delivered in 20 primary care clinical
settings in Wisconsin.13 This analysis used sim-
ulation modeling to assessed two types of pro-
ductivity losses: absenteeism (estimated based on
the daily wage rate of the absent worker, with a
multiplier to account for additional costs associ-
ated with an employee missing work) and
impaired presenteeism (based on empirical esti-
mates of costs related to chronic health condi-
tions associated with alcoholism). Screening and
treatment costs were initially fixed at $247 per
employee, but were reduced in the final model to
$227 after discounting. After discounting and
adjustment for estimates of staff turnover,
absenteeism costs were reduced by $175 per
employee, compared to an $823 reduction per
employee in presenteeism costs, resulting in a net
present value of $771 per employee after
accounting for the fixed screening/treatment
costs. The results of this simulation modeling
of potential productivity benefits suggest that the
advantages accrued by employers due to SBIRT
screening would be both positive and substantial.

19.7.9 Conclusions: Cost-Benefit
Analysis

In cost-benefit analysis, the costs of an inter-
vention are compared with the financial benefits
gained and comparing those costs and benefits
across different alternatives. In CBA, the costs
and benefits are expressed in monetary terms at
the same time period—using present value
analysis as appropriate. The interventions do not
have to have the same health outcomes because

11See Hansson (2007) for a comprehensive review of the
philosophical problems associated with cost-benefit
analysis.

12For additional information, see www.samhsa.gov/sbrit/
about.
13SBIRT has been previously demonstrated to have
cost-benefit from a societal perspective (Fleming et al.
2002). In this analysis, the authors wanted to answer from
an employer’s perspective: Should employers be willing
to pay for SBIRT services?
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the denominator is the same: money. It is a
favored method of policymakers due to the
simplicity of how to interpret the findings.
However, calculating indirect benefits is very
challenging and often requires advanced
techniques.

19.8 Chapter Summary

This chapter has endeavored to provide a brief
introduction and overview of the major methods
used in economic evaluation for substance
abuse prevention programs. These include
cost-of-illness analysis, cost-effectiveness analy-
sis, cost-utility analysis, and cost-benefit analy-
sis. In cost-of-illness analysis, the goal is to
calculate the financial burden of a disease or
condition. In cost-effectiveness analysis, the goal
is to compare the incremental costs and outcome
gains to alternatives that have the same out-
comes. Cost-utility analysis is essentially identi-
cal to cost-effectiveness analysis except that the
outcomes are quality of life or quality-adjusted
life years. Finally, in cost-benefit analysis the
goal is to identify which among a diverse set of
programs achieves the greatest financial return
for the money invested to achieve it. Each of
these methods uses slightly different approaches
and answers different economic evaluation
research questions. They also have different
advantages and disadvantages. In spite of these
differences and limitations, they can provide
important insight to decision-makers on the
economic outputs of health interventions com-
pared to the economic inputs required to produce
them.
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20Evaluation of Substance Abuse
Prevention and Treatment Programs

Peggy Stephens, Zili Sloboda, and Deric Kenne

20.1 Introduction

This chapter will focus on evaluation approaches
to adolescent substance use prevention in schools
and communities. For clarification purposes, the
term “substance” refers specifically to any
chemical substance, either in its natural or
man-made form, which alters biological struc-
tures or functioning when administered and
absorbed. Such substances that affect feelings,
perceptions, thought processes, and/or behavior
fall under the rubric of psychoactive substances,
which exert their effects by altering the function
of the nervous system. Psychoactive substances
include legal substances such as alcohol, tobacco,
and certain prescription drugs, while examples of
illegal substances include hashish/cannabis, her-

oin, and methamphetamines. Furthermore, the
term use is employed, as opposed to abuse,
because any use of these substances by adoles-
cents is problematic from a public health
(PH) perspective; as the goal of most PH inter-
ventions is to prevent behaviors that lead to
problematic health outcomes. Before delving into
how to approach the evaluation of programs
designed to prevent the use of psychoactive
substances (herein referred to as substance or
substances), current approaches to substance use
prevention are summarized briefly.

In the United States, prevention interventions
have been implemented within schools, the
workplace, and in communities through families
and prevention policies, with the goal of pre-
venting (or reducing) substance use by children
and adolescents. Prior to the late 1980s, pre-
vention intervention programs had little empiri-
cal evidence of achieving these goals, but a
growing body of evidence over the past three
decades has provided public health interven-
tionists with information to guide them in the
selection and implementation of evidence-based
or promising programs that can achieve sub-
stance use prevention goals in specific popula-
tions and communities. This accumulation of
evidence comes by and large from the efforts of
researchers and evaluators who have systemati-
cally examined the extent to which substance use
prevention programs (1) achieve reductions in
substance use, (2) are effective under diverse
levels of implementation and in different
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contexts, and (3) are comparatively efficient for
use by schools and communities (Botvin and
Griffin 2003; Schinke et al. 1991).

This work has contributed to the formation of
the emerging field of prevention science and the
establishment of the Society for Prevention
Research, both in the United States and the
European Union. Prevention science can be
defined by its contributing disciplines, which
include epidemiology, psychology, sociology,
economics, neurobiology, and genetics, each
with their associated theories and research
methodologies. It is by way of prevention sci-
ence that a better understanding of both etiology
and the natural history of substance use has been
realized, as well as proper design and evaluation
of prevention interventions.

Another major contribution to the field was
the work of Hawkins and his colleagues, pub-
lished in 1992, which summarized the findings
from epidemiological and etiological studies
highlighting and organizing factors that were
found to be associated with the initiation of
substance use (Hawkins et al. 1992). These fac-
tors fell into two broad categories, comprised of
those related to context or the environment, and
those related to intrapersonal or individual defi-
ciencies. This work had a major impact on the
field of substance use prevention, particularly
focusing on the issue of susceptibility and risk.
However, the work did not address the mecha-
nisms involved with the onset of substance use,
nor with the progression from use to abuse and
dependence. Findings from recent etiological
studies focusing on problem behaviors are
beginning to provide more information regarding
the mechanisms underlying the initiation of
substance using behaviors, suggesting that the
interaction or interface between the individual
and his/her micro-level (family, school, peers,
workplace) and macro-level environments
(neighborhood, community, nations) shapes the
embrace of prosocial or anti-social attitudes and
behaviors (O’Connor and Rutter 1996; Fishbein
and Ridenour 2013; Sloboda 2015a, b). Vulner-
ability and increased susceptibility may arise due
to failure to meet developmental benchmarks,
challenges related to adolescent developmental

issues, or to negative life events. However, vul-
nerability alone is not sufficient to put individuals
on a negative life trajectory. The environment,
particularly the micro-level environment, which
includes family, school, peers, the workplace,
and faith-based organizations, is a key ingredient
in this process. For example, vulnerable children
with parents who evidence good parenting skills
are more likely to avoid engagement in problem
behaviors than those children whose parents are
neglectful and/or non-supportive (Kumpfer and
Alvarado 2003).

In addition, related behavioral theories, such
as the Theory of Planned Behavior and its vari-
ations (Ajzen 2002), Self-Efficacy Theory (Ban-
dura 1997), the Theory of Triadic Influence (Flay
et al. 2009), and theories of learning (Piaget
1973; Bloom 1956) have contributed to the
design and development of prevention interven-
tions. The design of prevention interventions and
their theories or conceptual foundations are
important for framing the evaluation approach,
not only including what measurements are most
relevant but also the sampling plan, research
design, and analytic methods to be used.

20.2 Evidence-Based Substance Use
Prevention Interventions
and Policies

Currently, a number of international and national
organizations, including the United Nations, the
European Monitoring Centre for Drug Addiction
and Drugs, the U.S. National Institute on Drug
Abuse and its sister organizations, the Substance
Abuse and Mental Health Services Administra-
tion and the Office of Juvenile Justice and
Delinquency Prevention, have published guides
on both evidence-based substance use prevention
interventions and policies (UNODC 2013).
These guides indicate a range of evidence sup-
porting substance use prevention approaches for
infants and children at risk for negative social
and health outcomes. Prevention interventions
include both behavioral and policy approaches
that target families, schools, the workplace, and
the community. There is an accumulative
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evidence base supporting the implementation of
comprehensive, multilevel prevention approa-
ches that provide programming at least during
middle and high school (and preferably early on
in elementary school), including, but not limited
to, media and/or policy components that target
parents and the community at large (Carson et al.
2011; Foxcroft and Tsertsvadze 2011; Jackson
et al. 2012).

Three programming approaches are generally
recommended: (1) universal programs, which are
designed to prevent the onset of use for the
broader population of adolescents, (2) selective
programs, which target those at higher risk for
use, and (3) indicated programs for adolescents
who show the greatest risk of use (Bukoski
2003). Due to space limitations, this chapter will
focus on universal programs; however, the
evaluation principles and procedures outlined
apply to any program, at any level, and for any
population. The nature of substance use epi-
demiology in any community where risk status
varies across the population warrants not only all
levels of prevention programming, but also the
integration of prevention and treatment services
(Sloboda 2015a, b).

20.3 The School as a Prevention
Setting

The majority of research conducted on substance
use prevention interventions has focused on the
school. Schools are ideal settings for prevention
programming as they reach the largest number of
children and adolescents. Additionally, schools
are considered key socialization agents in any
community and society in preparing children to
assume their roles as productive adults (Gar-
barino 1978; Petras and Sloboda 2014); teaching
the cognitive, social, and life skills necessary to
survive. Schools are natural sites for prevention
interventions, providing at least three opportu-
nities for the introduction of prevention inter-
ventions, which include: (1) school culture; that
is, the norms, beliefs, expectancies, and school
bonding, which connects the individual to the
school experience and community, (2) school

policy or social control, the most common
approach to disciplinary policies and procedures,
and (3) classroom curriculum, or packaged pro-
grams (Sloboda 2009).

The most prevalent type of school-based
substance use prevention intervention is the
classroom curriculum. Evidence-based curricula
are generally tailored to specific problematic
substances in the target population. Ideally, they
also include content acknowledging social
influences on substance use, normative beliefs
regarding peer substance use, resistance skills
that enhance students’ ability to both recognize
and avoid situations where drugs may be avail-
able, and to act assertively with a commitment
not to use drugs. Moreover, the format for pro-
gramming should be interactive, with students
actively engaging in discussion, role play, and
other activities. Finally, programming should be
developmentally and culturally appropriate to the
target population and administered on an ongo-
ing basis with booster sessions at regular inter-
vals (Bukoski 2003; National Institute on Drug
Abuse 2003; UNODC 2013).

20.4 Program Evaluation

Program evaluation, in the broadest sense, is the
systematic assessment of the extent to which
programs achieve stated goals, under what cir-
cumstances those goals are achieved, and to what
extent interventions are cost efficient in achieving
those goals. Evaluation utilizes qualitative and
quantitative research methods, but is different
from basic research in that the goal is not only
knowledge acquisition, but knowledge acquisi-
tion with the purpose of direct application to
improving public health interventions.

There are two broad types of evaluation: for-
mative and summative (Weiss 1998). Formative
evaluation, or process evaluation, is conducted
for the purpose of providing immediate feedback
and opportunity for adjustments in either the
program itself or the way it is delivered. Of
particular interest is the extent to which programs
are able to be implemented in the real world
(feasibility) and/or put into practice in the
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manner in which they were designed (imple-
mentation fidelity). While it is usually utilized in
the early stages of program development, it may
also include an examination of immediate out-
comes or mediators of the intervention (knowl-
edge, skills, perceptions/attitudes) with the intent
of making programmatic adjustments (content
implementation or emphasis) to improve those,
and ultimately more distal outcomes. For exam-
ple, in an adolescent substance use prevention
program designed to target social skills, with the
ultimate goal of increasing students’ ability to
stand up to peer pressure to initiate alcohol use,
evaluators may want to examine whether or not
the curriculum has changed those skills early on,
immediately after the students are exposed to the
curriculum. If the social skills show no change
immediately after the program, it would then
make sense to make some adjustments to the
program because without an increase in social
skills, there would be no expected change in the
ability of students to stand up to peer pressure to
use alcohol.

Formative evaluation employs, qualitative,
quantitative, and mixed methods designs (Castro
et al. 2014) to address questions such as: (1) Do
we have the resources to deliver the program to
the target population? (2) Did the training
increase instructors’ confidence in their ability to
deliver the content of the program? (3) How
many program sessions were attended by the
target population? (4) Did the program recipients
engage in the activities offered by the program?
and (5) Was the program content delivered uni-
formly by all the instructors?

Summative evaluation, also known as out-
come evaluation, focuses on assessing the chan-
ges produced by the program in terms of
immediate, intermediate, and long-term goals. In
substance use prevention, effective programs
target or try to change decision-making processes
and intentions to use substances. Hypothetically,
by changing these immediate outcomes, or by
improving decision-making skills within a
prosocial context and the intermediate outcomes
(e.g., adoption of prosocial attitudes and intend-
ing to abstain from substance use), there will be a
consequent change in the outcome of interest:

substance use. Such an evaluation approach
examines whether or not the program has chan-
ged immediate targets, followed by intermediate
and ultimate program targets. Impact evaluation
goes further and examines the effect of a set of
program activities on the outcome of interest
(Mohr 1995). Summative evaluation relies
heavily on quantitative research methods,
including experimental and quasi-experimental
designs, and statistical techniques such as medi-
ational analysis to test causal relationships and
calculate program effect sizes for specific con-
structs or behaviors the program is expected to
change (McKinnon et al. 2007). Summative
evaluation also includes analyses conducted to
determine whether or not the intervention does
its job efficiently. Efficiency refers to the balance
between the resources required to implement the
program and the value associated with the effects
of the program; efficiency is judged by way of
economic evaluation (see Oglesby and Birm-
ingham, this volume). As economic evaluation is
addressed elsewhere in this volume, it will not be
addressed here. It is worth noting, however, that
if a program does not show an effect on the tar-
geted outcomes (it is not effective), there would
be no reason to move forward in conducting an
economic evaluation. Moreover, it is important
to consider cost, even with effective programs.

20.4.1 Why Evaluate Prevention
Programs?

Program evaluation provides the information
needed to make decisions regarding which pro-
grams to select for implementation, whether a
program should be continued or discontinued,
and if continued, with or without changes and
improvements. Evaluation should also be viewed
as an ongoing process, and utilized to inform
decision-makers, participants, and other stake-
holders on program strengths, weaknesses, and
future directions (CDC 2011).

The CDC identifies four sets of standards for
evaluation activities: (1) utility, (2) feasibility,
(3) propriety, and (4) accuracy. These standards
may be applied to the evaluation of any public
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health intervention, including substance use
prevention programs. The utility standard calls
for evaluation activities that meet the needs of
participating stakeholders. Ideally, those needs
are determined by an assessment of the preva-
lence of substance use in the target population,
the social and environmental risks, the protective
factors associated with substance use, and the
social and economic resources available to
address those factors (Arthur and Blitz 2000).
Any evaluation approach should focus on pro-
viding information to assist the program devel-
opers, participants, and other interested parties in
making decisions about program improvements,
expansion to larger populations or different
contexts, or to make comparisons of the target
program to other potential interventions. Feasi-
bility standards include whether or not the eval-
uation procedures can actually be carried out, are
justified in terms of the resources expended, and
are politically realistic regarding stakeholder
support and commitment to the program. The
propriety standard demands that evaluation
activities be undertaken in ways that are not only
legal, but ethical, with a service orientation and
transparency of procedures and findings. Finally,
accuracy standards require that the evaluator
utilize appropriate research methodology,
including data collection and interpretation, to
draw valid conclusions and unbiased reporting of
the findings of the study (CDC 2011).

20.4.2 Who Does Evaluation?

Program evaluation may be conducted internally
by those who design or implement the program,
or externally by someone who has no direct stake
in the success or failure of the program being
assessed. External evaluators may be academics,
experienced researchers, or evaluators with
knowledge and experience in conducting evalu-
ations. They can provide expertise in focusing
the evaluation, matching the data collection and
analyses to anticipated outcomes, constructing
measures for inputs, activities, outputs, and out-
comes (see next section), analyzing the data, and
summarizing the results. The former is desirable

in that those involved in the program selection,
development, and delivery should, as a form of
organizational accountability, have some plan to
continuously monitor and assess each phase of
this process.

Those involved in administering a program
will understand the problem the program is
designed to address, the target population, and its
activities and goals better than someone outside
the organization. Consequently, internal evalua-
tors will have insight into the nuances of program
administration, as well as receptivity, which may
not be evident to an outsider. Internal evaluations
are also generally less costly than external eval-
uations because of the lower costs for staff or
personnel to plan the evaluation, collect and
analyze data, and write and disseminate reports.

In practice, however, many organizations do
not conduct any type of program evaluation. In
fact, most school-based substance use prevention
programs are developed locally, and little is
known about the extent to which these programs
have been tested for effectiveness (Kumar et al.
2013). One reason for this lack of internal
assessment may be that those involved in the
program do not always have the skills necessary
to conduct a rigorous evaluation. Another major
weakness of relying on internal evaluation is the
potential bias posed by conducting an evaluation
on a program in which the organization, or
individuals within the organization, are vested.
By contracting with external evaluators, this bias
is reduced. Furthermore, professional evaluators
can assist the organization in developing data
collection and monitoring infrastructure for
continuing the evaluation process after the main
study is completed. The choice of internal versus
external evaluation is not necessarily an either/or
choice. There is also the option of a hybrid
evaluation, in which program staff conducts the
evaluation with expert consultation.

20.5 Planning the Evaluation

Program evaluation may be initiated by individ-
uals who have a role in developing, administer-
ing, funding, or participating in the program, or
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anyone who has some interest in determining the
value of the program. Once the decision to
evaluate has been made, the first order of busi-
ness is to identify relevant stakeholders. Stake-
holders are those individuals, groups, or
organizations who have some involvement or
interest in the program. Stakeholders include
those targeted by the program (participants),
those who are involved in administering the
program, and those who have an interest in the
expected outcomes. For example, stakeholders in
a school-based substance use prevention program
might include school administrators, teachers,
prevention specialists, parents, students, local
public health officials, and law enforcement and
substance abuse treatment agencies. Gatekeepers
are stakeholders who can deny access to those
who might be conducting an evaluation.

20.5.1 Defining Program Goals
and Processes

While it may seem obvious, probably the most
important process in planning an evaluation is to
come to an agreement upon a description of the
program or intervention. The program may be
newly developed (and not yet incorporated into
practice) or have been in place for some time, but
neither scenario guarantees that the program
actually has clear and/or agreed upon definitions
of the target population, content and activities, or

the individuals or organizations responsible for
delivering the program. To undertake this activ-
ity, a key group of stakeholders who are directly
involved in the program should be assembled
with the purpose of producing a detailed program
description, beginning with the problem the
program is expected to address (e.g., drug abuse
prevention, alcohol abuse treatment), and fol-
lowed by explicit program goals. After these
critical components have been agreed upon, the
group can move on to describe the activities
undertaken as well as the resources and person-
nel responsible for accomplishing each activity.
The next section describes two tools that facili-
tate this process.

Program theory is a conceptual model of how
the content and activities of the intervention will
change the program targets. Even if there is no
explicit behavioral theory underlying the pro-
gram, all programs have a set of implicit
assumptions that if we do these things, then we
expect something to happen (McLaughlin and
Jordan 2004). For example, if we change stu-
dents’ beliefs about the harmfulness of alcohol
use, then they will make a commitment to avoid
drinking alcohol. A visual representation of a
hypothetical school-based alcohol use prevention
program is presented in Fig. 20.1.

In the hypothetical school-based alcohol pre-
vention example presented above, the program
theory is explicated and proposes the following:
If students are exposed to ten, one-hour sessions

Reduction in 
alcohol use

Participants will 
make a 
Commitment 
NOT to use 
alcohol

Increase refusal 
skills

Reduce positive 
alcohol 
expectancies

Increase negative 
alcohol 
expectancies

Program

Ten one-hour 
sessions of teacher 
led instruction on 
social skills and the 
physical, legal, 
social effects of 
alcohol use.

Intermediate 
Outcome

Immediate 
Outcomes

Ultimate Outcome

Fig. 20.1 Program theory for alcohol prevention program
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comprising the alcohol intervention program,
then they will increase their ability to refuse an
offer of alcohol, reduce their expectations that
alcohol will have a positive effect on them, and
increase their perceptions that alcohol will have a
negative effect on them, and as such, the imme-
diate outcomes will be achieved. If these three
attributes are changed, then students will make a
commitment not to use alcohol (intermediate
outcome), and if they make that commitment,
then they will not use alcohol (ultimate out-
come). One important function of the program
theory is that it identifies the constructs that the
program is hypothesized to change directly (re-
fusal skills and alcohol expectancies) and also
those characteristics that are expected to be
affected only indirectly, as a result of changes in
the direct program targets (commitment not to
use and actual behavioral use of alcohol). This
identification of the immediate, intermediate, and
ultimate outcomes (or indirect and direct effects
on the ultimate goal of alcohol use) is useful for
planning the evaluation because it directs the
evaluators to what constructs should be measured
and enables them to plan and conduct analyses to
assess where the program worked and where it
may have failed (Bickman 1987). For example, if
the evaluation shows the program did not change
alcohol use, evaluators would work backwards in
the theory to examine whether or not the pro-
gram’s constructs need to be changed in order for
alcohol use to change.

A logic model is a useful tool in explicitly
stating these cause and effect relationships and
describing, in concrete terms, the processes that
must be put in place for those changes to take
place. It breaks down the program into its com-
ponent parts and facilitates evaluation planning
for the process of implementing the program, as
well as for determining the program’s effect on
target outcomes. Any program can be defined by
its inputs, activities, outputs, and outcomes. The
logic model organizes these components in one
of several forms, such as a flow chart or orga-
nizational grid, with the purpose of displaying
how the goals of the program are linked back to
the activities and resources used to achieve those
goals. Inputs may be thought of as the resources

put into a program to perform activities that are
necessary to achieve the program goals, while
outputs are the immediate products of the inputs
and activities. The outputs from might be to
expose 100 students to the alcohol curriculum.
The results of this set of inputs, activities, and
outputs would be to change the immediate,
intermediate, and ultimate outcomes targeted by
the program. In an evaluation context, inputs,
activities, and outputs are examined through
process analysis while outcomes are appraised by
way of outcome analysis.

A logic model organizes these components for
each specific program goal. A complete logic
model is too large to include in this chapter, but
included is a single segment of a logic model for
the program theory shown in Table 20.1.
A complete logic model would include one
segment for each of the goals and objectives in
the program. The W. K. Kellogg Foundation
(2004a, b) is an excellent resource for developing
and utilizing logic models in conducting program
evaluation; these resources may be found at
www.wkkf.org.

20.5.2 Focusing the Evaluation

The resources available to evaluate program
components are usually a limitation on the extent
to which those components can be examined. For
this reason, program implementers and evalua-
tors need to come to an agreement on which
components of the program will be examined.
For example, will the resources only support an
outcome analysis or can we examine both the
process of implementing the program along with
the outcomes (goals) of the program? Both pro-
gram theory and logic models can assist in this
task. When administrators and evaluators
understand what the specific goals and proce-
dures for achieving those goals are, they can
prioritize which goals and processes can, and
should, be examined given the resources avail-
able for the evaluation study. Every goal and
process that is targeted for assessment must be
measured, analyzed, and reported. Developing,
collecting, entering, and analyzing data are
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time-intensive and require resources to be com-
pleted. If the program administrators wish to
examine the implementation fidelity of the pro-
gram in addition to the outcomes, more data
collection is required, in addition to the handling
and analyses of those data.

Program theory and logic models assist those
who are conducting the evaluation in determin-
ing the critical components of the program in the
causal chain leading to the program goals, as well
as the budgetary requirements for examining
each process. The overarching questions for
focusing the evaluation are, “What are the most
important goals the program is proposed to
achieve?” and “Which inputs, activities, outputs,
and outcomes are critical for realizing those high
priority goals?”

20.5.3 Evaluation Design

Selection of the evaluation design begins with
the questions the evaluator is charged with
answering. The question of whether or not the
program produced a change in the outcomes of

interest (outcome evaluation) leads the evaluator
to choose a causal design (experimental or
quasi-experimental design). The question of
whether or not the program was implemented as
intended (process evaluation) leads the evaluator
to an observational or descriptive design. It is
beyond the scope of this chapter to cover all the
types of research designs available within these
two broad categories, and other chapters in this
volume address causal and descriptive research
designs.

Causal research designs are utilized to test
hypotheses about cause and effect relationships.
In an evaluation context, the cause is the program
and the effect is the change of the behavior, or
health outcome, that the program is designed to
change. For example, the alcohol program is
proposed to cause change in refusal skills and
expectancies related to alcohol use. This can also
be thought of as the cause being an independent
variable (X) and each outcome a dependent
variable (Y). The most valid research design to
test cause and effect relationships are experi-
ments where units of interest (those being
exposed to the program) are randomly assigned

Table 20.1 Example segment of logic model for alcohol program

Goal Inputs Activities Outputs Immediate
outcomes

Intermediate
outcome

Ultimate
outcome

Deliver ten,
one-hour
sessions of
prevention
curriculum to
50 6th graders
and
assignment of
50 students to
the control
condition (no
program)

Administrative
assistant time
for recruiting
students and
assigning to
intervention or
control
group. Space
for class
sessions
Health teacher
instructor time
for ten groups
for ten sessions

Administrative
Assistant
identifies
students,
contacts
parents for
consent, orders
instructor and
student
materials,
identifies and
contracts for
space,
schedules class
administration
sessions
Instructor
administers ten
one-hour
sessions of
curriculum

Space for ten,
one-hour
class sessions
Completion
of the ten
sessions by
50 students
and 50
students
identified as
control
group. One
set of
instructor
materials and
50 sets of
student
materials

100% of the
intervention
students will
attend 10
sessions of
the classes

Intervention
students will
demonstrate
knowledge of
social skills
and the
physical,
social, legal
effects of
alcohol

Ninety-five
percent of
intervention
students will
make a
public
commitment
not to use
alcohol until
legal age
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to either an intervention group, which receives
the program, or a control group that does not
receive the program (see Swartz, this volume). In
causal research designs, internal validity is the
confidence the evaluator/researcher has that
whatever change is observed in the outcome
(Y) is due to the program (X) and not some other
spurious or confounding influence on the out-
come (see Peron et al., this volume).

For example, how can one be confident that
exposure to the ten alcohol prevention sessions
increased refusal skills, as opposed to some other
event the students had experienced between the
pre-test and post-test? If we evaluated a single
group of students who were exposed to the pro-
gram, there would be several reasons why we
might doubt that the program was the only
influence on refusal skills. It is possible, for
example, that students may have developed bet-
ter refusal skills simply because they had
matured during the subsequent time period as
would be expected in their normal course of
development. This is known as maturation, and is
only one of several possible alternative expla-
nations as to why it appears that a single group of
students, exposed to an intervention, showed
change in a targeted outcome. Possible alterna-
tive explanations for a change in Y when a pro-
gram is implemented are referred to as threats to
internal validity. In addition to maturation, other
common threats to internal validity include
selection bias (the possibility that the character-
istics of participants contributed to the observed
change as opposed to the program itself), history
(unanticipated events or experiences that may
occur while the intervention is in progress that
change participant knowledge and/or attitudes),
testing (subjects “learning” from prior assess-
ments in the evaluation), instrumentation (chan-
ges in the characteristics of the measurement
instruments utilized), statistical regression (a
tendency for subjects selected on the bases of
extreme scores to regress towards the mean on
subsequent tests), and mortality (Cook and
Campbell 1979).

Experimental designs include critical compo-
nents that minimize or reduce these threats. The
randomization of units, such as students or

schools, to either a control or the
treatment/intervention group offers protection
against invalid conclusions regarding the effect
of the program. The control group that is not
exposed to the program provides the evaluator
with an estimate referred to as the counterfactual,
or a description of the group with respect to the
outcome variables if there was no intervention;
representing the “null” condition (what could be
expected if it was decided, for example, to do
nothing about adolescent alcohol use during
period of time of the intervention). Randomizing
units to either control or intervention groups
insures that at the starting point (pre-test or
pre-intervention) of the evaluation, students in
the two groups are, on average, equivalent on
their levels of not only the outcomes of interest,
but also any other characteristics (sex, race, age,
etc.) that may influence the effects of the program
on those outcomes. The equivalence produced by
randomization reduces the possibility that any
difference (effect) seen between the control and
intervention group on the outcome(s) is due to
one of the threats to internal validity rather than
to the intervention program itself.

Another necessary component of an experi-
ment is at least one post-test measure of the
outcome variable(s) to measure this effect (a
pre-test and multiple post-tests may also be
added to the basic single post-test design). The
addition of a pre-test measure of the outcome
variable(s) provides the evaluator with an esti-
mate of where the subjects are on the level of the
dependent variable before the program, and when
compared to the post-test scores, how much
change occurred in each group between the
pre-test and the post-test. A pre-test also provides
measures with which to check the randomization
process; by including demographic variables
along with measures of the outcomes at the
pre-test, the evaluator can compare the control
and treatment/intervention group on these char-
acteristics to insure that the randomization pro-
cess produces equivalence between the groups.

Oftentimes, it is not feasible to have a control
group, or otherwise randomized groups. Under
these circumstances, the evaluator will need to
compromise on the experimental design and
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move to a quasi-experimental design, perhaps
using a nonequivalent comparison group or no
comparison group at all. All quasi-experiments
expose the evaluation findings to threats of
internal validity, the seriousness of which
depends upon which alternative design is selec-
ted (Shadish et al. 2002).1

While experimental designs, and to some
extent quasi-experimental designs, may have
good internal reliability, they do not necessarily
have good external validity, or the ability to
generalize findings to the target population.
External validity is achieved through the use of
random probability sampling from the target
population. A poorly designed or executed
sampling strategy will most likely result in a
selection bias, resulting from poor coverage of
the population or biased participant response
rates during recruitment, consent, and/or data
collection (Brown 2006). However, experiments
can have good external validity (in addition to
internal validity) if participants are randomly
sampled from a well-defined population before
being randomized to the intervention or control
groups.

In contrast to experimental studies, descriptive
or observational research designs are utilized to
answer questions regarding the extent to which
the program is implemented as planned.
Descriptive designs involve the collection of
observations and data with the intent of
describing the inputs, activities, and outputs
designated as critical for program success.
Descriptive studies do not propose causation;
rather, they provide evidence of the link between
what is proposed and what actually happens
during program administration. Both quantitative
and qualitative approaches to data collection and
analysis may be useful for studying program
processes, for which approach selection depends
upon largely on the processes being examined.
Baranowski and Stables (2000) identify critical
components of process evaluation to be
examined

Thus, a minimum useful number of components of
process evaluation appear to be recruitment and
maintenance of participants, context within which
the program functions, resources available to the
program and the participants, implementation of
the program, reach of materials into (or receipt by)
the target group, barriers to implementing the
program, initial use of program activities, contin-
ued use of program specified activities, and con-
tamination of treatment and control groups.

Sources of data reflecting these components
include administrative files, secondary data on
neighborhood or community characteristics,
budget and personnel audits, observations of
program delivery, records of attendance for pro-
gram sessions, and personal interviews or focus
groups with program staff, participants, and
administrators. The question of “what data
should be collected?” is answered by identifying
the priorities the stakeholder workgroup has set
prior to the evaluation, with respect to program
aspects that should and can be evaluated given
the program goals and resources available. For
example, stakeholders in an evaluation of a
community-based prevention program may be
primarily interested in outcomes targeted by the
program, but a second priority may be to
describe the extent to which the resources
devoted to the program are actually directed at
the program activities and not other programs or
projects within the organization. Interviews with
program administrators and instructors, as well
the collection of administrative data from work-
load reports and budget expenditures, may be
utilized for this purpose. The resources to collect
these data may preclude data collection to mea-
sure other program processes or influences, but to
the program administrators and stakeholders, the
tradeoff is necessary to understand if the program
is being implemented efficiently.

20.5.4 Ethical Considerations

Evaluation work, which involves working with
and collecting data from humans, inherently
brings ethical considerations in both how subjects
are treated and in regard to the nature of the data
collected. A number of ethical challenges are

1For a thorough explication of the utilization of experi-
mental and quasi-experimental designs for outcome
analyses please refer to Mohr (1995).
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evident, including tensions between personal
privacy and public accountability, informed con-
sent, cultural competency, and potential conflicts
of interest that may arise within relationships
between evaluators and program
managers/distributors (Gorman and Conde 2007;
Pandiani et al. 1998; Rodi and Paget 2007; Sch-
wandt 2007; Hatry et al. 2010). Additionally,
there may be unintended ethical threats related to
evaluation practice—particularly linked to data
collection and evaluation of results—associated
with multitiered and international designs (Rodi
and Paget 2007; Schwandt 2007).2 The very nat-
ure of evaluation science itself contributes to these
ethical challenges. Simons (2006) notes that the
public role of the evaluator is to judge the essential
values and merits of programs and to disseminate
results. In some cases world views can clash in
this judgement. Additionally, evaluation is an
inherently political endeavor; fraught with
potential conflicts between stakeholders, some
with vested financial interests in the programs
under assessment. While these issues are true of
evaluation generally, they are of particular con-
cern in evaluations of substance abuse prevention
and treatment programs, as they often involve
at-risk populations and highly sensitive data.

As a result, evaluators of substance abuse
prevention programs must behave ethically in
general, but also go beyond general expectations
to address special concerns, such as the collec-
tion of data that presents risk for participant
embarrassment or legal liability. Weiss (1998)
points out that evaluators must be diligent in
identifying and addressing ethical concerns in all
areas of the evaluation, beginning with the
planning phases of the study and continuing
through the reporting of results. She condenses
these responsibilities into two rules: “Do not
harm the people studied, and do not distort the
data” (1998). General rules for conducting ethi-
cal evaluations include honesty, transparency

with all involved in the study, insuring confi-
dentiality and informed consent, and identifying
any biases or conflict of interests that may
influence the activities or conclusions of the
evaluation.

There are also legal considerations for evalu-
ators depending upon the goals and funding for
the project being examined. In general, all eval-
uators and researchers should consider the three
principles that guide the conduct of research with
human subject included in the Belmont Report
(1979): (1) respect for person, (2) beneficence,
and (3) justice.3 However, research has more
stringent specific requirements than “practice,”
including the approval of the study by an internal
review board. Historically, the distinguishing of
research from practice lies in the goal of the
study, as research is conducted to contribute to
knowledge that may not directly benefit those
participating in the study. Evaluation, which
generally falls under the auspices of practice, is
meant to produce information or knowledge to
improve a specific program (Belmont Report
1979).4

The first principle cited in the Belmont Report
is that of respect for persons (1979). This prin-
ciple demands that subject participation in any
part of the evaluation should be voluntary and

2These threats are often associated with conflicting
evaluation structures and contracting arrangements that
exist across subdivisions with separate administrative and
organizational structures (Rodi and Paget 2007). Different
values and norms may also need to be negotiated by the
evaluator, especially in international designs.

3On July 12, 1974, the National Research Act (Pub. L.
93-348) was signed into law, creating the National
Commission for the Protection of Human Subjects of
Biomedical and Behavioral Research. One of the charges
to the Commission was to identify the basic ethical
principles that should underlie the conduct of biomedical
and behavioral research involving human subjects and to
develop guidelines which should be followed to assure
that such research is conducted in accordance with those
principles. These principles are summarized in the
Belmont Report, available at http://www.hhs.gov/ohrp/
regulations-and-policy/belmont-report/.
4Evaluation often falls under the classification of “prac-
tice,” However, if the evaluator is planning to utilize the
data collected to contribute to knowledge beyond only the
specific program under study, he/she should review the
Code of Federal Regulations: 45 CFR 46 (Dept. of Health
and Human Services 2009), particularly if the source of
funding for the evaluation is federally-based. Further-
more, state and local regulations may vary regarding
evaluations conducted in schools or communities; it is the
responsibility of the evaluator to be informed and in
compliance with these regulations.
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obtained without coercion, such as the use of
incentives or rewards that would be difficult to
refuse. Subjects must be able to give informed
consent for their participation, which means that
the evaluator must disclose the purpose of their
involvement in the evaluation, any potential risks
and benefits, the length of project involvement,
and all that involvement entails (completing
surveys, interviews, access to school or legal
records, etc.).

A second ethical principle is that of benefi-
cence. Beneficence requires that the evaluator
balance any potential risks to the participants
with potential benefits that they may receive from
participation. As such, the risks should be mini-
mal and the benefits should justify any potential
risks. The balance implies that the evaluator
“does no harm” to participants—even if the
rewards or benefits from participation are large.
Typically, participants in substance use preven-
tion evaluations are asked to disclose the use of
illegal substances and other risk factors, includ-
ing any illegal behaviors of both the participant
and his/her family or friends. Another potential
problem is that legal authorities may learn of
these disclosures, with participants potentially
suffering social or legal sanctions as a result. It is
the responsibility of the evaluator to assess the
risk of unintended disclosure and to plan for
procedures that minimize those risks. For
example, the evaluation plan should include
documented procedures for the collection and
storage of data to maintain anonymity or confi-
dentiality, along with training for anyone who
will be involved in the data collection.

Finally, the justice principle requires that no
individual or group of participants incurs greater
risk, or reaps more benefit of an evaluation, than
other participants. For example, it would be
unethical under the justice principle to provide a
program to only those schools or communities
that can afford to implement the program, while
relegating the poorer schools or communities to
comparison conditions because they lack the
resources to implement programming.5

20.5.5 Measurement Issues: Special
Considerations
for Evaluation

The identification of constructs to measure and
report can only be finalized after the evaluator
and stakeholders have decided on the program
goals, inputs, activities, and outputs, and on
which of these components the evaluation will
focus. Concepts are the broader ideas the evalu-
ator wishes to examine (e.g., alcohol use, com-
mitment not to use alcohol, instructor
engagement in program activities), and opera-
tionalization is how the construct is observed in
specific, recordable terms. For example, alcohol
use may be operationalized (measured) with a
question asking students, “How many days (if
any) have you had alcoholic beverages to drink
in the past 30 days (more than just a few sips)?”
The student would be asked to select the appro-
priate number of days from a list of numbers
ranging from 1 to 30. Three requirements of
quality evaluation measures are that they are
valid, reliable, and sensitive to change. That is,
each measure should be an accurate indicator of
the construct it is supposed to be measuring, it
should produce comparable results each time it is
used in similar situations, and it should show
change from the pre-test to post-test(s) if the
program has an effect on that construct. Gener-
ally, evaluators are well served by using existing
measures that have been previously assessed for

5The same three principles apply to the handling and
reporting of data. Evaluators should insure that data are

(Footnote 5 continued)
collected in a manner that offers privacy to the individuals
from whom the data are collected, that data collection
procedures from secondary sources or administrative files
are explicitly designed and conducted so that files are not
exposed to unauthorized access, and data are transported
and stored in a secure manner, including the removal of
any identifying information (e.g., names, birthdates) from
individual level data, in addition to other characteristics
that may identify groups or communities in community
studies. If the evaluation is longitudinal, a “key” file
should be created to link data collected at different points
in time, and should be stored separately from the evalu-
ation data. An extra layer of protection for confidential
data can be secured with a certificate of confidentiality,
which protects the researcher from having confidential
data subpoenaed in court. In the United States, these are
typically obtained from the funding office, or through
research offices located at most universities.
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validity and reliability rather than creating new
measures.6 The purpose of this section is to
highlight the importance of careful consideration
of issues involved in measuring constructs in
prevention interventions.7

While validity is important for measures of all
constructs (inputs, activities, outputs, and out-
comes), reliability, and sensitivity are critical for
outcome measures as the evaluator is looking for
change in the immediate, intermediate, and ulti-
mate targeted outcomes. In substance use eval-
uation, the immediate and intermediate outcomes
are referred to as mediators. Mediators are the
theoretical constructs which the program pro-
poses to change with the assumption that if these
are changed, then substance use will also change.
Mediators are commonly measures of attitudes,
beliefs, and skill sets, and are often operational-
ized with responses using a Likert scale. There
are unique challenges in measuring mediators
and substance use outcomes regarding validity,
reliability, and sensitivity. For example, a mea-
sure that lacks validity will not provide a
reflection of the theoretical model of the program
and, consequently, any conclusion as to the
accuracy of the model will be questionable. An
unreliable measure (one that has an unacceptable
level of error) may not show significant change
even when the program has changed the con-
struct (Type II error). Similarly, a measure that
lacks sensitivity may also lead to a Type II error
of failing to reject the null hypothesis of no
change/difference when the construct has in fact
changed.

Floor or ceiling effects in mediator measures
and low prevalence rates for drug use in younger
adolescents also present challenges for measur-
ing constructs in prevention interventions. For

example, in elementary and middle school most
students have negative attitudes toward drugs
and, consequently, low rates of use. A question
with responses scored by a Likert scale may not
be sensitive enough to detect very small changes
in attitudes or use, which are the only changes we
can expect when most students already exhibit
the desired characteristic (e.g., no drug use,
negative attitudes towards use). Furthermore,
Likert scales, which are ordinal scales, are prone
to error. Measures of drug use utilized in epi-
demiological studies of adolescent risk behaviors
typically have response options such as: (0) no
use, (1) used on 1 or 2 occasions, (2) used on 3–5
occasions, (3) used on 6–9 occasions, (4) used on
10–19 occasions, (5) used on 20 to 39 occasions,
(6) used on 40 or more occasions in the past
30 days, past year, or lifetime (Johnston et al.
2013; CDC 2004).

While these measures are commonly used to
evaluate substance use interventions, they pose
problems when applied to evaluation studies for
the purpose of measuring change in a sample of
adolescents. Take, for example, this simple
illustration of the potential pitfalls: student A has
used marijuana 39 times in the past year when
asked to complete the pre-test survey and cor-
rectly selects the response labeled “20–39 occa-
sions.” The same student has used marijuana 21
times in the year preceding the post-test and
again, correctly selects the response labeled “20–
39 occasions.” Will the evaluator detect any
change in student A’s marijuana use? The answer
is “no,” even though this student has obviously
reduced his/her drug use during that time period.
On the other hand, student B, who indicted “no
use” at pre-test, selects the response labeled
“used on 1 or 2 occasions” at post-test, indicating
a change in the direction of increased use. In this
example, the evaluator has not detected change in
the expected direction (decrease in use) while
detecting change in the opposite direction (in-
crease in use), concluding that the program had
the opposite effect as expected. In fact, the pro-
gram did have an effect in the expected direction,
and the effect was quite large. If this pattern held
for the entire sample of adolescents, the evaluator
would come to the wrong conclusion; the correct

6A review of existing literature should produce a variety
of measures of substance use risk and protective factors
and behavioral use measures to test program theory
(Arthur et al. 2002) and program processes to evaluate
implementation fidelity (Dusenbury et al. 2003).
7Pedhazur and Schmelkin (1991) provide an elaborate
description of measurement validity, reliability, and
approaches to testing these characteristics, which could
be consulted to gain a foundational understanding of
measurement theory and practice.
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conclusion may be that the program had an effect
in reducing drug use in established users, but did
not have an impact on the normal developmental
trend of experimentation for nonusers.

Finally, because of the floor effect of most
drug use outcomes (most students report no use),
evaluators tend to collapse the responses to these
variables into a dichotomous measure of either
“no use” or “used once or more.” This approach
results in the loss of even more information and
limits the evaluator in the type of change question
he/she can answer to whether there is an increase
in the initiation of use or an overall decrease in the
prevalence of use. Lost is the ability to detect
changes in the average frequency of use. It is
therefore critical to select measures that represent
the constructs of interest accurately and reliably,
and that will be sensitive to any changes produced
by the program. Additionally, other methods for
increasing the power to detect a program effect
include the regression of post-test scores on
pre-test scores, increasing the sample size or the
alpha level for hypothesis testing (Mohr 1995),
measuring and controlling for covariates, using
multiple measures of the construct, and employ-
ing analytical techniques such as latent variable
modeling to partition the error variance in the
outcome variable (Shadish et al. 2002).

The evaluator should recognize that mea-
surement issues, as well as the design of the
study, are intricately tied to the selection of data
analysis techniques utilized to test hypotheses
regarding the program’s effect on mediators and
outcomes. For example, a causal design leads the
evaluator to test hypotheses about differences in
groups on the targeted mediator or outcome, as
well as change over time in those constructs.
Experiments require fewer constructs to be
measured than quasi-experimental designs
because the design (randomization to an inter-
vention or control group) controls for con-
founding influences that pose threats to internal
validity. In addition to how many constructs are
measured and the research question or hypothesis
being tested, the level of measurement of the
variables being analyzed determine the specific
analytical technique utilized to address the
research question or hypothesis. Additionally,

the number of data collection points, the length
of time between those measurement points, the
unit of program assignment and sampling, the
unit of analysis, and the theoretical relationship
between mediators and outcomes all present
measurement issues that should be considered
and planned while explicating the program the-
ory and planning the evaluation (Collins and
Flaherty 2006; Collins 1994).

20.6 Conducting/Monitoring
Evaluation Procedures

Monitoring and documenting program inputs and
activities are critical components of a quality
evaluation; again, the logic model is a useful tool
for determining what activities are undertaken,
and therefore should be monitored to achieve the
program goals. The evaluator’s role is to provide
leadership in organizing and observing those
activities and documenting, through observation
and data collection, the extent to which the
necessary activities are completed. Prior to the
evaluation, the evaluator should create detailed
documentation of who is responsible for each
activity, including logistical arrangements for the
training of key personnel, construction of data
collection instruments and procedures, data
storage and analysis, and the production and
dissemination of findings.

As noted earlier, program evaluation can be
conducted externally, internally, or through some
hybrid approach. Traditionally, external evalua-
tions that are conducted by an independent third
party have been viewed as more objective and
valid, while evaluations conducted by internal
personnel have often been viewed as potentially
suspicious and lacking methodologically in that
evaluators can be pressured (biased) to show
positive program outcomes (Torres 1991). Hybrid
approaches that utilize both internal and external
components are seen as compromises that seek to
increase the scientific rigor of an evaluation while
containing costs and addressing other issues. For
example, an organization may hire a consultant to
design an evaluation and analyze and report
evaluation findings, but utilize internal personnel
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to manage the evaluation, including the collection
of data and/or other aspects of the evaluation.
Conley-Tyler (2005) offers guidelines to assist in
choosing internal or external evaluators. Regard-
less of the approach taken, objectivity and sound
evaluation methodology are vital.

Few, if any, public health programs can be
evaluated within the confines of a laboratory,
where strict control is possible to eliminate con-
founding variables that may impact the results of
the evaluation. Even randomized controlled trials
(RCT), considered the gold standard of experi-
mental design, are often not possible when
assessing the effectiveness of public health pro-
grams. Consequently, evaluators must diligently
manage the conduct of field evaluations in an
effort to minimize the impact of influences that
may reduce confidence in results, including issues
of internal validity, properly trained personnel,
valid and reliable measures, and well-developed
data collection protocols (and strict adherence to
those protocols) all help to ensure that an evalu-
ation is conducted properly and objectively.

Prior to an evaluation, evaluators should cre-
ate detailed documentation of who is responsible
for each activity, including logistical arrange-
ments for training of key personnel, construction
of data collection instruments and procedures,
data storage and analysis, and the production and
dissemination of findings. Tools such as a Task
Development Timeline (TDTL) or Gantt chart
(Gantt 1974) are useful in the management of an
evaluation, in terms of ensuring that tasks are
delegated and completed on time, and that goals
and objectives are met. If not properly imple-
mented and managed, the best-designed and
most rigorous evaluations can become problem-
atic and thus reduce the level of confidence
associated with the results.

Whether internal or external personnel are
utilized to conduct an evaluation, those involved
should be properly trained. External evaluators
are ideally professionals with substantial and
relevant experience in conducting evaluations.
These professionals often include, but are far
from limited to, academics affiliated with a uni-
versity. As such, background and experience
should be sufficient. However, organizations

seeking external evaluators should carefully
review candidate experience and fit with regard
to the agency and the type of program to be
evaluated. Personnel internal to an agency will
likely have varying degrees of experience and
knowledge regarding program evaluation. At a
minimum, internal personnel should have a
general understanding of program evaluation,
including the specific purposes (demonstrate
efficacy, improve program) of the evaluation
being conducted. The importance of objectivity
should be stressed. Furthermore, evaluation pro-
tocols, including protocols for data collection and
entry, should be developed and strictly adhered
to. Supervision of personnel should be ongoing
and include regular audits to ensure that proto-
cols are being properly followed. Additional
training sessions may be necessary over time,
especially if new or different personnel are
brought on to assist with the evaluation.

Collecting and processing data for an evalua-
tion must be done carefully and accurately.
A program may actually be very effective in
changing behavior, but may not appear to be
effective due to flawed data collection and/or
processing. Instruments used to collect program
evaluation data, such as measures of risk and
protective factors or substance use, vary in terms
of their difficulty to administer; training of data
collection staff should be appropriate for the type
of data collection utilized to insure the validity of
the data. For example, some measures are
self-administered and only require the respondent
to check or circle responses. Other measures must
be administered by trained professionals via
face-to-face interview. In choosing or developing
a measure, several considerations should be
made: are the questions relevant to the target
population? Is the measure culturally appropri-
ate? Can the target population read and under-
stand the questions? These, as well as many other
considerations may have a significant impact on
the quality and validity of the data collected.

Data processors and analysts should also be
trained to work with the data as scoring of mea-
sures range from simple summation of individual
responses to more complex computations involv-
ing statistical transformations. This is especially
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true with qualitative and mixed-method designs,
as both are common in evaluation. For instance,
proficient and defendable procedures for analyz-
ing qualitative data vary considerably, based on a
range of analytic traditions for qualitative
research, from narrative analysis to “critical real-
ist” epistemology (Thomas 2006). Analytic
strategies or approaches further vary by whether
an inductive or deductive approach is selected, as
both are conventional in qualitative evaluation.8

Integrative strategies for mixed-method analysis
can also be challenging. Choices range from
transforming one data type (usually qualitative) to
allow for statistical or thematic analysis of both
together to actual data merging, which involves
more sophisticated use of joint data (via coding
and other iterativemethodologies) to create new or
consolidated variables/data sets (Caracelli and
Greene 1993). On the quantitative side, another
important consideration is how to handle missing
data in field research. While beyond the scope of
this chapter, it is important to note here that
methodologies and software exist to perform
missing data analyses and diagnostics, including
strategies for reducing bias effects associated with
methods of handlingmissing data and frameworks
to deal with nonrandom missing data (Graham
2009; Raymond 1986). Overall, while not
exhaustive, this discussion provides some insight
on the considerations that must be given to data
reduction and analytic strategies when conducting
evaluations of substance abuse prevention and
treatment programs.

To conduct an evaluation but not report or
disseminate findings would largely undermine the
intended purpose of program evaluation.
According to the Centers for Disease Control and
Prevention (CDC), “…evaluation results can be
used to demonstrate effectiveness of your pro-
gram, identify ways to improve your program,
modify program planning, demonstrate account-
ability, and justify funding” (DHHS 2011).
Evaluation results can also demonstrate that

resources are being spent appropriately, show
changes over time, focus attention on new or
important issues, promote the program, assist in
obtaining or increasing funding, and provide
direction to program staff (DHHS 2011). Funda-
mentally, a program evaluation report should be
able to answer the research questions originally
identified at the onset of the evaluation (did the
program work?). When reporting and dissemi-
nating the results of an evaluation, one should
consider the intended recipients of the informa-
tion. For instance, will the report be read by
academics and other researchers, or by laypersons
(agency administrators, stakeholders)? A report
written for agency administrators will likely need
to include descriptive information written in plain
language. Reports should follow the general for-
mat of a peer-reviewed scientific paper
(abstract/executive summary, introduction,
methodology, results, discussion, and considera-
tion of limitations) and include graphical repre-
sentations of results when appropriate. Prior to
the dissemination of findings, it is often wise to
solicit feedback and comment from stakeholders
regarding the content and appropriateness of the
report, especially with regard to findings that are
negative or contrary to expectations.

20.7 Conclusion

This chapter provides a brief overview of pro-
cesses and considerations important in the eval-
uation of substance abuse prevention and
treatment programs. The chapter Appendix pro-
vides an example of an actual evaluation of the
Adolescent Substance Abuse Prevention Study
(ASAPS) as a means to further illustrate the
processes described in this chapter.

Appendix: Application Example—
The Adolescent Substance Abuse
Prevention Study (ASAPS)

The evaluation of the Adolescent Substance
Abuse Prevention Study (ASAPS) was con-
ducted with the goal of assessing the

8Choice of approach has implications not only for basic
analytic strategy, but also data coding procedures, meth-
ods for data verification and reporting (Patton 1999;
Thomas 2006).
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implementation and effectiveness of a
two-component universal, school-based sub-
stance abuse prevention curriculum delivered by
police officers who had previously been trained,
and were currently teaching the Drug Abuse
Resistance Education (D.A.R.E.) program. The
research team for the evaluation were located at
The University of Akron Institute for Health and
Social Policy in Ohio, and stakeholders who
collaborated with the team included D.A.R.E.
America organization leadership, trainers, offi-
cers, and students, substance abuse prevention
researchers, research methodologists, and statis-
ticians from across the United States, curriculum
specialists and teachers, and the Robert Wood
Johnson Foundation (RWJF).

Evaluation planning begun in 1999 when
RWJF funded a project to revise and evaluate the
D.A.R.E. curricula currently being implemented
in schools. At that time, the principal investigator
contacted and invited stakeholders, researchers,
and educators to participate in two planning
groups: (1) a curriculum workgroup, and (2) a
research design workgroup. Both groups worked
concurrently on planning curriculum revisions,
as well as the study’s evaluation design. This
process took nearly 2 years to complete and
included pilot studies, capacity building for the
administration of the study, and school and
police department recruitment in six large cities
across the United States. The new curricula, Take
Charge of Your Life (TCYL), was implemented
in 120 middle schools in six sites across the
continental U.S. and data collection for the out-
come evaluation study began in the fall of 2001.
The 9th grade component was delivered to the
same cohort of students in the 2003/2004 aca-
demic year. Students were followed annually for
data collection until they were in the 11th grade
(2005/2006).

Defining Program Goals
and Processes of the ASAPS

The overarching goal of the new curriculumwas to
delay substance use initiation or reduce current
levels of use in an ethnically and socially diverse

U.S. middle and high school populations. Cur-
riculum materials were developed by prevention
experts using criteria for effective prevention
programming derived from existing
meta-analyses and reviews of the literature. The
curriculum workgroup used these final recom-
mendations to develop the new middle and high
school curricula, using a problem driven format
based on authentic dilemmas and issues faced by
teens as they are pressured or tempted to experi-
ment with or use tobacco, alcohol, illegal drugs, or
inhalants. The primary instructional strategy used
student-to-student engagement through instructor
guided in-depth discussions, role-playing of skills
and concepts, and small group problem-solving.

The chosen framework enables students to
actively utilize the intended ideas and skills as
they develop their own understandings and
capacities to be in control of situations where
they are pressured to use tobacco, alcohol, and
drugs. In order to attain these objectives, the
curriculum focused on the following specific
targets/constructs for change (immediate and
intermediate outcomes) at the student level:

• Consequences of substance use: understand
the nature of and risks (personal, physical,
social, legal) associated with the use of
alcohol, drugs, tobacco, and inhalants.

• Beliefs and attitudes toward substance use:
examine and understand their own beliefs and
attitudes related to alcohol, drug, tobacco, and
inhalant use.

• Normative beliefs regarding peer use of sub-
stances: correct misperceptions about the rates
of substance use by same-age adolescents.

• Decision-making skills: make positive quality
of life decisions.

• Communication skills: communicate clearly
and interact positively in social and interper-
sonal situations.

• Resistance/refusal skills: develop and use
resistance skills.9

9Skills are available on the Robert Wood Johnson
Foundation Website: http://www.rwjf.org/en/library/
research/2009/06/the-adolescent-substance-abuse-prevent
ion-study.html.
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The final curricula was composed of ten,
40 min lessons administered in the 7th grade, and
seven, 40 min sessions delivered to the same
students (cohort) when they were in the 9th grade.
These targeted constructs were understood to
operate within a larger, ecological set of influences
ranging from family to community levels. The
result of research and development of the two-part
curricula was the theoretical model which guided
both the intervention as a whole, and the research
design for evaluating the program. This theoretical
model is depicted in Fig. 20.2.

In this model, substance use is seen as a direct
outcome of the students’ knowledge and beliefs
about the nature and effects of various dangerous
substances, their attitudes toward the use and
consequences of abuse of the various substances,
and the level of personal skills which may allow
them to effectively resist pressure to participate in
the use of any illicit substances. Thus, the inter-
vention targeted for change the student’s nor-
mative beliefs, skills (immediate outcomes),
personal attitudes and values (intermediate out-
comes) which in turn were expected to reduce the
student’s intentions to use substances (interme-
diate outcome) and substance use (ultimate out-
come). As can be seen in Fig. 20.2, these
constructs are conceptualized to mediate the

effects of the intervention on substance use. For
this reason, the mediating constructs/variables
are treated as proximal/immediate or intermedi-
ate outcomes of the intervention, while substance
use is viewed as the distal/ultimate outcome.10 In
order to create a more comprehensive framework
for a substance prevention program, the model
also included constructs thought to directly
influence the student’s normative beliefs, com-
munication skills, and personal attitudes and
values and indirectly influence the student’s
substance use. These school, community and
student risk indicators were included and are
represented in Fig. 20.2 as social bonding,
school, and community risk factors (National
Institute on Drug Abuse 1999).

Formative Evaluation

The formative evaluation of the new, 7th grade
curriculum began with separate focus groups of
7th grade students, their parents, middle school
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Fig. 20.2 Program theory for adolescent substance abuse prevention program

10The model also included the constructs of implemen-
tation fidelity and exposure. Both of these constructs were
thought to act as moderators of the effect of the
intervention on the student’s normative beliefs, skills,
and personal attitudes.
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teachers, and D.A.R.E. police officers to elicit
feedback on the curriculum goals, content, and
materials. Students were asked to provide input
on ways to revise the problematic situations
presented, as well as for the inclusion of any
other problems they felt were relevant to
same-age adolescents. In addition, students were
queried about their opinions regarding having
police officers teaching in the classroom. Parents’
attitudes about drug abuse, prevention program-
ming, and having police officers in the classroom
were also explored. The same process was fol-
lowed with local police officers who had expe-
rience with the D.A.R.E. program. Feedback on
the ability/motivation of officers to implement
this type of lesson and their ability to involve
students in active discussion of the problems
presented were solicited. The officers were also
asked to evaluate how realistic each problem was
and the accompanying activities and to provide
input/insight into problematic situations they
have been exposed to in the D.A.R.E. classroom.
These problems were incorporated into the les-
son plans. Finally, middle school teachers were
recruited to review the lesson plans and instructor
training manual.

The first trial delivery of the middle school
curriculum (pilot study I) was tested in one
urban middle school. All 7th grade health or
social studies classes received the middle
school curriculum (n = 153). All data collec-
tion instruments were tested in the feasibility
study including measures of outcome and
mediating constructs, fidelity of implementa-
tion, and exposure. Two local D.A.R.E. offi-
cers participated in a two day training on the
curriculum theory, content, intended delivery
procedures, and background information; each
was responsible for half of the 7th grade
classes. In order to gather as much information
as possible, each class was observed by
trained raters from the research institute. Offi-
cers were observed by one or more members
of the curriculum workgroup during delivery
of each lesson. Feedback was exchanged on
the lesson and revisions were made to the
lessons based on these sessions and the feed-
back from the focus groups.

To test the specific objectives of the study, a
number of study instruments were developed,
including instructor observation sheets, short,
lesson specific, evaluation surveys for instructors
and students, a student survey with measures of
the targeted outcomes and mediators, risk and
protective factors, and demographic information.
These instruments relied heavily on existing
measurement instruments, especially those mea-
suring students’ substance use as well as nor-
mative beliefs, decision, communication and
refusal skills, and personal attitudes and values
related to substance use. Based on an extensive
review of the literature, it was evident that in
addition to using many existing measures, new or
adapted measures of many of the study con-
structs would be necessary. These newly devel-
oped measures were pre-tested in the trial
delivery of the middle school curriculum by the
institute’s research staff.

A second pilot study was conducted in nine
middle schools using a non-randomized,
no-comparison group design; a convenience
sample of nine schools, including urban, subur-
ban, and rural public schools and one private
(Catholic) school. Data on mediators and out-
comes were collected from 462 students. The
results of the second pilot study were promising
with significant changes in the expected direction
for the immediate outcomes of normative beliefs,
refusal skills, and the perceptions of harm for
ATOD use. Instructors implemented the program
with high fidelity, and feedback was positive
toward the feasibility of implementing the pro-
gram on a larger scale. The positive results of the
two pilot studies indicated the curriculum and
officer training were ready for the larger efficacy
study.

Outcome Evaluation

The research workgroup implemented a ran-
domized, longitudinal control trial, to evaluate
the intervention. School districts (middle and
high school clusters) were randomly assigned to
either a treatment (intervention schools that
would receive the new TCYL curricula) or a
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control condition. However, ethical concerns
prevented the study group from requiring the
control condition schools from refraining from
implementing any prevention programming;
consequently, the control condition became the
condition of ‘prevention programming as usual.’

Sampling

High schools and all their feeder middle schools
were selected as the clusters of interest, with the
school district becoming the unit of sampling.
A sample size of approximately 40 school dis-
tricts per condition was expected to provide sta-
tistical power of 0.80, assuming an alpha level of
0.05 and a two-tailed test of hypothesis. To
insure diversity in ethnicity and geographic
location, six large metropolitan areas were
selected for recruitment, with the ‘core’ central
city school district identified as the center point
for a 50 mile sampling radius (with the goal of
including urban, suburban, and rural school dis-
tricts) for each region of the United States. These
regions were centered in the following
metropolitan areas: (1) New York City,
NY/Newark, NJ,11 (2) Detroit, MI, (3) St. Louis,
MO, (4) New Orleans, LA, (5) Houston, TX, and
(6) Los Angeles, CA. A sampling frame was
developed for the area surrounding each ‘core’
district, with the inclusion criteria of public
school districts with middle schools that housed
7th and 8th graders and four-year high schools.
To ensure diversity across schools, the six sam-
pling frames were stratified by risk status, which
was calculated using a function of the proportion
of students eligible for free lunch (an indicator of
SES/poverty) and minority enrollment in the
school.

Organizational Structure
of the Study

Given that this was a large evaluation study that
spanned six metropolitan regions of the United
States, a well-planned administrative structure
was a critical component for a successful
implementation of the study plan. Two principal
investigators oversaw all the study activities, a
senior researcher oversaw the sampling and
assignment of districts to intervention condition,
another senior researcher oversaw curriculum
implementation and monitoring, and a senior
researcher oversaw data analysis. A project
manager coordinated the recruitment of school
districts and police departments and training of
police officer/instructors, and a data manager
oversaw data collection and processing. In
addition, regional coordinators were hired to
monitor on-site recruitment, communication,
data collection, and retention of schools and
subjects. They also supervised full-time site
coordinators for each of the six regions who
oversaw part- and/or full-time data collection
personnel and acted as liaisons between the
schools, police, and community, while supervis-
ing curricula delivery and data collection
procedures.

Recruitment and Retention
of Schools

The local recruiting process was then directed by
the site coordinator in each region. An explana-
tory brochure and a cover letter were sent to the
selected school district superintendents request-
ing their participation in the study. They were
informed that their agreement to participate in the
study would not guarantee that their schools
would receive the program and that if they are
included in the control group, they would not be
able to deliver this program for two years to
allow the 7th grade cohort to transition to their
high school. The mailings were followed with a
telephone call from the Project Manager at the
Institute; this correspondence provided informa-
tion to the coordinator as to the gatekeepers and

11New York City was already signed on as the core school
district in NY, but the bombing of the twin towers
(911) occurred while the other NY city schools were
being recruiting resulting in a loss of potential and current
schools in the study. To increase the available sampling
frame, the potential sampling area was expanded to
include Newark and surrounding schools in NJ.

430 P. Stephens et al.



appropriate person(s) with which to continue
recruitment of the district schools. The actual
recruitment activities for each school district
varied; however, the process generally included
site visits by senior research staff members to
explain the study to district personnel, principals,
teachers, and parents/PTA associations, along
with visits to the local police/sheriff’s department
to recruit local officers to train for instructors for
the TCYL curricula.

School districts were required to agree to be
assigned to either the control or intervention
(treatment) condition to participate in the study.
Once district personnel agree to participate,
similar materials, a letter of support from the
district superintendent, and phone calls were
made to the principals of the middle schools and
high schools to elicit their cooperation. In
recognition of the costs associated with partici-
pation with the study, each school was offered
$500 per year of participation in the study and
resource materials relative to substance abuse
prevention as incentives to participate. They
were also promised copies of the final study
report.

After all agreement letters were signed, the
district was randomly assigned to either the
intervention/treatment or control condition. The
core districts were randomly assigned first (to
achieve a balance of control and intervention
inner-city districts) and the schools surrounding
the ‘core’ district were assigned randomly with-
out any attempt to achieve a balance of control
and intervention districts (although the sample
was fairly balanced within each region).

Retention of schools was one of the primary
roles of the site coordinators. In addition to the
incentives, each regional site coordinator con-
vened a ‘Community Advisory Group,’ consist-
ing of local community leaders representing the
schools, business community, local political
groups, social service agencies, community
coalitions, and/or law enforcement. The Advi-
sory Group’s role included supporting the project
within the community, assisting in the interpre-
tation of study findings, and serving as a support

network to establish the program in the middle
and high schools after the completion of the
research project in both the experimental and
control communities.

Recruitment, Retention,
and Tracking of Students

Parents and students in both the intervention and
control schools were required to sign a consent
form to participate in the survey administration
(all intervention students received the curricu-
lum, regardless of survey consent status). Parents
and students were also asked to provide infor-
mation for persons who would know the
whereabouts of the student for follow-up pur-
poses. Parents and students were reminded about
the need for the signed consent forms and
incentives; to increase signed consent forms,
incentives were offered to students in terms of
classroom-wide activities, such as pizza parties.
The consent forms were available in both English
and Spanish.

One week before the first intervention class
(7th and 9th grades), a baseline survey was
administered to students who had provided
appropriate consent. To ensure anonymity, stu-
dent was assigned a unique identifier. This key
file was then stored separately from any student
data for use in matching coded student surveys to
the data file at each data collection point. Once
the students completed the survey, they placed
the coded survey forms in the blank envelope,
sealed the envelope, and deposited it in a slit on a
sealed box that was located at the front of the
classroom; this procedure was used at each data
collection point.

Site coordinator and team members were
responsible for student tracking. Students who
were not present at a data collection session but
were still enrolled in school were approached
individually by the site coordinator and asked to
complete the forms in an empty classroom or
other private place to ensure confidentiality.
Students who had left the district were lost to
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follow-up. The decision not to follow-up stu-
dents who left the school district was made after
an attrition pilot study was conducted by the
research group and the findings indicated that the
cost for locating these students was prohibitive
(Stephens et al. 2007).

Data Collection and Measures

The data collected can be summarized by five
general construct categories: (1) substance use
outcomes, (2) mediating outcomes, (3) risk fac-
tors, (4) moderators of the intervention, and
(5) indicators of implementation fidelity. The
outcomes and individual risk factors were mea-
sured as part of the main student survey; other
variables required data collection from additional
and sometimes multiple sources, such as the
officer/instructors, curriculum trainers, site coor-
dinators and ethnographer’s interviews with
students, and key community and school infor-
mants. As there were many sources of data col-
lected for this evaluation, this example will focus
only on data collected from student surveys
(outcome evaluation) and implementation fidelity
observations (process evaluation).

Baseline student surveys were administered
immediately prior to program delivery in 7th
grade, and a post-test was administered approx-
imately 90 days after the completion of the ten
session curriculum. A third post-test was
administered in the 8th grade, and pre- and
post-tests were administered before and after the
implementation of the 9th grade curriculum
(seven sessions). Post-tests in the 10th and 11th
grade were administered approximately one and
two years after the 9th grade post-test. Neither
the officer/instructor nor the classroom teacher
was present during data collection to assure stu-
dents that their responses on the survey would be
confidential. To maintain generalizability with
national data systems and other prevention pro-
gram evaluations, survey measures were adapted
from ongoing studies, such as Monitoring the
Future Study (Johnston et al. 2013), Center for
Substance Abuse’s Core Measures (1999), and
prior studies of D.A.R.E wherever possible. Any

changes to the original measures were tested for
validity and reliability in the feasibility study.

Since the curriculum is specifically aimed at
reducing or preventing the use of alcohol,
tobacco, marijuana, and inhalants, this construct
was measured using the self-report of students’
use of tobacco, alcohol, marijuana, and inhalants
on a paper-pencil, confidential student survey at
seven points in time. The age of first use as well
as pattern of use (lifetime, last 12 months, and
last 30 days) and amount of use where appro-
priate (binge drinking) were measured using
questions taken from the Monitoring the Future
survey. To measure age at first use of substances,
students were asked, for example, “How old
were you the first time you had a full drink of an
alcoholic beverage?” with ordinal response
options ranging from “never” to “15 or 16.”
Substance use was operationalized with ques-
tions such as, “How many TIMES (if any) have
you had alcoholic beverages to drink (more than
just a few sips)….” “during the last 12 month” or
“during the last 30 days.” Seven response
options ranged from “never” (coded as zero), to
“40 or more times” (coded as 6).

With regard to mediating variables, intentions
to use substances was measured with
drug-specific questions, asking how likely the
student was to try alcohol, tobacco, or marijuana
in the next 12 months. Responses ranged from 1
(definitely will) to 5 (definitely will not). Atti-
tudes toward the use of tobacco, alcohol and
marijuana were measured by two items for each
drug. Students selected a response to complete
the stem, “I think it is okay for students my age
to…” Response items included, “smoke cigar-
ettes once in a while,” “drink alcohol almost
every weekend,” and “smoke marijuana once in a
while.” Responses ranged from 1 (agree) to 5
(disagree). Normative beliefs were measured by
three questions that asked students how many
10th graders the student believed used tobacco,
alcohol, or marijuana in the last 30 days.
Response categories ranged from 1 (more than
75%) to 5 (10% or less). Perceptions of harmful
consequences resulting from substance use were
measured by three items that asked students how
much they thought the use of a particular
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substance (alcohol, tobacco, or marijuana) affects
how the brain works. The response categories
ranged from 1(none) to 5 (a lot).12

Refusal skills were assessed by responses
given to three hypothetical scenarios involving
the opportunity to use tobacco, alcohol, or mar-
ijuana. Students were asked to read the scenario
in which a substance was offered by a peer. Each
student selected the best refusal response to that
offers from a list of possible responses given the
person being offered does not want to use the
substance. Responses were weighted according
to the level of assertiveness demonstrated. For
example, a response of “no, maybe later” was
assigned a lower score than a response of “no
thanks, I don’t want to smoke.” Scores ranged
from 0 (least appropriate response) to 2 (best
response chosen). The student survey also
included risk and protective factors and demo-
graphic characteristics including self-reported
age, sex, race/ethnicity, and family composition.

Implementation Fidelity

Fidelity of implementation was measured by the
amount of intervention material actually covered
in each session, the number of intervention ses-
sions completed, the amount of role-playing,
demonstration, and discussion that occurred
during a sample of two sessions, the number of
times the instructor reinvented or altered the
material or delivery, and overall quality of
delivery. These constructs fit with the recom-
mendations of Baranowski and Stables (2000)

that implementation and reach are critical com-
ponents of process evaluation. These data came
from four sources: (1) independent classroom
observation checklists completed by trained site
staff, (2) post-instruction self-report surveys by
officer/instructors, (3) post-instruction self-report
surveys by students, and (4) attendance records
for each student in each of the intervention
sessions.

Data Processing and Analysis

Data collection was overseen by the site coordi-
nators and their team members. Student surveys
were scored/scanned electronically and sent to a
master data base maintained by the Institute to
assure the highest possible quality. Data were
assessed for completeness, that responses were
withinrangeof thevalues foreachvariable,and that
datawere internally consistent. Particular attention
was paid to assuring that the longitudinal data on
the cohort sample could be linked across all waves
of data. As soon as data were received, linkages
were established and Site Coordinators were con-
tacted to remedy any discrepancies. Data from
observation forms and implementation fidelity
surveys were also scanned and cleaned at the
Institute and stored electronically.

Data Analysis

The unit of sampling was the school district, but
the curricula were delivered in classrooms within
those schools, and the surveys were administered
to students. Hence, students were nested within
the classroom, school, and district. This complex
sampling design presented the potential for
biased estimates for the standard errors of any
hypothesis tests. Therefore, all analyses were
conducting using statistical procedures which
adjusted the standard errors.13 Logit models were

12Survey items also measured decision-making and
communication skills. Decision-making skills was mea-
sured using items drawn from a scale score developed by
Goldstein and McGinnis (1997). Scores reflected the
student’s rating (on a scale from 1 = never to 5 = always)
of statements such as, “Before making a decision, I think
about all the things that may happen as a result of that
decision.” (alpha > 0.70). A composite measure of com-
munication skills, taken from the Social Orientation Scale
(Cegala 1981). Items measured the perceptions interper-
sonal communication confidence and competency with
statements such as, “I feel confident of what to say and do
during conversations.” Responses were on a Likert scale
of 1 (disagree) to 5 (agree) (alpha > 0.70).

13For further reading on the problem of nested/complex
sampling and standard errors please consult Raudenbush
and Bryk (2002).
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utilized for binomial outcomes, in addition to
weighted least squares, while maximum likeli-
hood models were used in path modeling and
structural equation models with outcomes at the
ordinal and interval levels.

Evaluation Study Findings

Process Evaluation
(Implementation Fidelity)

The process evaluation reported here focuses on
the implementation fidelity of the
officer/instructors delivering the new curriculum
in the 7th and 9th grades and the exposure of
students to the curriculum (as measured by les-
sons attended). Classroom observations con-
ducted in the 7th grade and 9th grade all showed
high implementation fidelity. Coverage of the
content of the lessons in 7th grade ranged from
34 to 100% with a median of 72 and 81% content
coverage for each of the two lessons observed.
For the 9th grade, the proportion of content
covered in each of the two lessons observed
ranged from 12 to 100% with a median propor-
tion of 70 and 78% for each of the observed
lessons. Instructors’ use of the appropriate
activity in their instruction was somewhat lower,
with a median proportion of 63 and 44% deliv-
ering the two observed lessons with the appro-
priate instructional activity in the 7th grade and
50 and 60% using the appropriate instructional
strategy during the observed lessons in the 9th
grade (Sloboda et al. 2009a, b). While these
numbers may seem low, they were relatively
high compared to other studies reported in the
literature (Ennett et al. 2011; Hallfors and God-
ette 2002; Ennett et al. 2003).

Attendance records indicated there was ade-
quate exposure to the curricula with 69% of 7th
grade intervention students attending all ten les-
sons and another 27% of students attending eight
or more of the ten lessons. In the 9th grade, 44%
of the intervention students attended 100% of the
seven lessons and 17% of the intervention stu-
dents attended at least five (71%) of the seven
lessons.

Outcome Evaluation

The outcome evaluation was completed when the
cohort of students were 11th graders. A detailed
reporting of the data analytical procedures and
finding is reported in Sloboda et al. (2009a, b).
Forty-two high schools and 59 middle schools
were assigned to the intervention (TCYL cur-
riculum intervention) and 41 high schools with
their 63 feeder middle schools were assigned to
the control condition. A total of 19,529 students
completed consent forms prior to the adminis-
tration of the 7th pre-test (intervention group
n = 11,314; control group n = 8215). Baseline
surveys were completed by 10,028 intervention
students and 7302 control students. During the
course of the study, three high schools were lost
to follow-up—two were destroyed in Hurricane
Katrina and one opted out of the study. Baseline
data were used to check the randomization pro-
cess between the intervention and control
schools; demographic characteristics and sub-
stance use outcomes showed no significant dif-
ferences between the groups, thus confirming the
randomization procedure was successful. Attri-
tion analyses at the 11th grade post-test showed
that overall, older students, female students,
non-White students, and students who reported
the use of alcohol, tobacco, or marijuana were
more likely to drop out of the study. The only
source of differential attrition was that students
who identified as “other-race” were more likely
to drop out of the control group than the inter-
vention group (Sloboda et al. 2009a, b; Teasdale
et al. 2009).

The primary goal of the intervention was to
reduce or delay the onset of substance use among
the cohort of students who received the TCYL
curricula. The program theory proposed that the
curricula would change the targets of normative
beliefs, consequences of substance use, attitudes
towards substance use, refusal, decision-making,
and communications skills (immediate
outcomes/mediators). Changes in these con-
structs would result in students’ intentions to
avoid substance use (intermediate outcome) and
changes in intentions would result in lower use of
tobacco, alcohol, and marijuana (ultimate
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outcome). The findings did not support the
hypothesis that the curriculum would have an
impact on these outcomes. In fact, although there
had been intervention effects on normative
beliefs and refusal skills when students were in
middle school, these effects were no longer sig-
nificant in the 11th grade. There was no inter-
vention effect on past 12-month outcomes of
alcohol use, getting drunk on alcohol, or mari-
juana use. Surprisingly, alcohol use and getting
drunk on alcohol in the past 30 days showed a
significant effect in the opposite direction as
expected, as did the 30-day use of tobacco and
marijuana and the self-reported past two weeks
binge drinking outcome. That is, the intervention
group reported, on average, using tobacco,
alcohol, and marijuana at higher rates than the
control group in the 30 days prior to the 11th
grade survey administration. The risk ratios for
these effects ranged from 1.09 for alcohol use to
1.21 for cigarette smoking. In order to further
understand these puzzling findings, subgroup
analyses was utilized to test the moderating
effects of prior substance use (as reported at
baseline), sex, and race/ethnicity were
conducted.

The analyses by substance use status, sex, and
race/ethnicity did provide the evaluators with
some insight for whom the program was and was
not successful in reducing substance use. Males
in the intervention group appeared to be driving
the higher rates of alcohol use, getting drunk and
bingeing on alcohol, while females in the inter-
vention group were more likely (than their con-
trol group counterparts) to binge drink and
smoke cigarettes. Non-White students in the
intervention group had higher rates of cigarette
use than non-White students in the control group,
and White students in the intervention group had
significantly higher alcohol outcomes than their
White counterparts in the control group. The
most surprising findings were those found when
the nonusers at baseline were compared to sub-
stance users at baseline. Students who reported
no use of alcohol at baseline in the intervention
group were more likely than nonusers of alcohol
in the control group to report binge drinking in
the past two weeks, and alcohol use and getting

drunk on alcohol in the past 30 days. Similarly,
non-smokers in the intervention group were more
likely than nonsmokers in the control group to
report smoking cigarettes at the 11th grade
post-test (Sloboda et al. 2009a, b).

A single finding regarding marijuana use was
found in the expected direction for the interven-
tion group. Students in the intervention group who
reported using marijuana at baseline had signifi-
cantly lower rates of use in the 11th grade than did
non-marijuana users in the control group. In
summary, the intervention appeared to work only
in early marijuana users to reduce marijuana use.
The intervention also appeared to have the effect
of increasing smoking in females and non-Whites
students, increase drinking in Whites and males,
increasing problem drinking in females, and
increasing smoking, alcohol use, and problem
drinking in students who were nonusers in the 7th
grade (Sloboda et al. 2009a, b).

What Went Wrong?

Two analytical questions were explored in an
effort to provide insight into the study results.
First, the basic program model of immediate,
intermediate, and ultimate program targets was
assessed to determine if the curriculum was tar-
geting constructs that, if changed, would change
the ultimate outcome of substance use. Path
modeling was used to examine the relationships
among normative beliefs, attitudes toward use,
perceptions of consequences of substance use and
refusal, communication, and decision-making
skills on the intentions to use and actual use of
cigarettes, alcohol, and marijuana. The findings
proved interesting in that the effects (direct and
indirect) of these mediators on each of the out-
comes differed slightly; for example, refusal skills
worked to reduce intentions to use cigarettes and
marijuana by helping students to utilize
decision-making skills to form intentions, but
impacted alcohol use directly and possibly only
for students who already had formed negative
attitudes toward alcohol use. However, with the
exception of communication skills (which
appeared to increase intentions to use alcohol, and
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had no effect on cigarette or marijuana use), all
program targets had a significant indirect or direct
effect on each of the substances, with normative
beliefs having the largest total (indirect + direct)
effect on each substance. The effect of each of the
program targets on substance use was small, and
therefore the program would have to produce
large changes to actually have an effect on the
substance use outcomes (Stephens et al. 2009).

In fact, as noted above, while the program
showed effects early on (in middle school) on
normative beliefs, perceptions of consequences
and refusal skills, by the 11th grade, these effects
had disappeared and none of the targeted medi-
ators showed differences between the control and
intervention group. The second set of analyses
used path modeling to examine the relationship
of the program model constructs for baseline
users and nonusers; these analyses were done to
explore the single positive effect of the program
on baseline marijuana users. The results of these
models showed several significant effects of the
treatment variable on the targeted mediators
which were not seen in the intervention group
overall. For nonusers, the intervention had a
significant effect only on two marijuana specific
mediators. Nonusers in the intervention group
were significantly higher on their 9th grade
marijuana refusal skills and marijuana specific
normative beliefs than nonusers in the control
group. For the baseline users, intervention effects
were shown on mediators for each of the three
substances. Baseline cigarette users in the inter-
vention group were significantly higher than
baseline users in the control group on the per-
ceptions of harm for cigarette use. Baseline
alcohol users in the intervention group were
significantly higher than baseline users in the
control group on normative beliefs about alcohol
use and the perceptions of harm for using alco-
hol. Finally, baseline marijuana users in the
intervention group were higher on their inten-
tions not to use marijuana, marijuana refusal
skills, and normative beliefs about marijuana use.

The TCYL intervention appeared to have no
effect on the cigarette specific mediators in the

nonuser group, but the program did appear to
have a significant direct effect on cigarette use in
the direction of higher use for TCYL baseline
nonusers. There was, however, a significant
program effect for the baseline user group on
cigarette specific perceptions of consequences.
The findings were similar for alcohol use, with
the addition of a significant program effect on
normative beliefs surrounding the use of alcohol
for students who were baseline users of alcohol.
The results for the model of marijuana use are
similar for both baseline users and nonusers. The
main effect of the program on marijuana use and
the intentions not to use marijuana for baseline
users became nonsignificant when the mediators
are included in the same model, indicating full
mediation of the program through marijuana
specific refusal skills and normative beliefs, both
of which showed positive program effects for
baseline nonusers and users. Neither baseline
users nor baseline nonusers showed any program
effects on the global measures of communication
or decision-making skills (Teasdale et al. 2009).

These findings partially explained why the
intervention had beneficial programmatic
impacts on marijuana use for baseline users. That
is, the TCYL intervention reduced beliefs about
the normative nature of marijuana use and
increased refusal skills, compared to control
students. In contrast, no explanation was found
for why the program had the negative impacts for
nonusers. It is interesting to note that students in
the TCYL program did not report increased
intentions to use alcohol, tobacco, and marijuana
relative to control students. Based on the pro-
gram theory, any impacts of the program should
have worked through the targeted mediators
(normative beliefs, consequences, and skills) and
behavioral intentions. This was not the case,
leaving the question of what did the intervention
do to create the negative outcomes for baseline
nonusers? If it was not the proposed theoretical
mediators that influenced these outcomes, what
components of the intervention impacted sub-
stance use? The evaluation group and other
researcher continue to explore these findings to
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determine what went wrong and whether or not
the intervention can be improved to change the
targeted constructs.

Lessons Learned from the ASAPS

There are many lessons to be learned from the
ASAPS, but this chapter focuses on those
regarding the evaluation process. First, the
ASAPS as an evaluation undertaking was a
success in that the evaluation team collaborated
with a multitude of stakeholders to come to
agreement on program goals and processes, as
well as how to evaluate those processes and
outcomes. The shared responsibility and input of
these stakeholders provided the framework for a
comprehensive evaluation, the results of which
continue to be utilized by substance abuse pre-
vention specialists, educators, and public health
professionals.

Second, this study illustrates the importance
of incorporating program theory into the evalu-
ation process and measuring and analyzing con-
structs and processes that compose that theory.
While the evaluators expected the program goal
of reduced substance use to be met, they were,
with only one exception, not achieved. To
understand this contradictory finding, they had
the measures of the program theory and imple-
mentation procedures to examine to determine
why the intervention did not work as anticipated.
They found that while the program did impact
some of the proposed mediators of substance use,
the changes were not consistent or large enough
to have an effect on substance use across a sub-
population of students. The program was imple-
mented with fidelity, so this did not appear to be
the weakness. Perhaps the content of the curric-
ula was not powerful enough to change the tar-
geted constructs? The lesson learned is that the
program should be revised to strengthen its
impact on these constructs before being imple-
mented in middle and high schools.

Finally, the importance of utilizing program
evaluation findings is also illustrated in this study.
As a result of these analyses, the evaluators came to
two important conclusions: (1) theTCYLcurricula
was not a universal curricula, and would be more
appropriate for high risk students, and (2) it may
suggest to focus on targeted subpopulations of
students (users OR nonusers) rather than using
“universal”programs that are delivered to adiverse
population of students. These conclusions were
taken seriously by the decision-maker/
stakeholders (D.A.R.E. America), who decided
not to implement the TCYL program until further
revisions and testing had been done to insure the
intervention achieved the primary goal of reducing
substance use in adolescents.

Dissemination of Findings

The findings of any program evaluation should
be broadly disseminated to facilitate
decision-making by other program implementers,
stakeholders, and researchers. The ASAPS study
dissemination process included annual reports
and presentations to RWJF and other stakehold-
ers. Presentations were made at professional
conferences and a large number of peer-reviewed
articles on the study have been published (in
addition to those articles cited in this chapter,
please see Brown et al. 2008; DesJarlais et al.
2006; Hammond et al. 2008; Merrill et al. 2006;
Sloboda et al. 2008; Teasdale et al. 2013; Tonkin
et al. 2008).

All student survey data were also made
available to the public through the Inter-univer-
sity Consortium for Political and Social
Research (ICPSR), and is available to research-
ers and students at: https://www.icpsr.umich.edu/
icpsrweb/landing.jsp. By providing other evalu-
ators, program implementers, and researchers
access to the data and findings for this evalua-
tion, the evaluators anticipate improvements in
not only in substance abuse prevention pro-
gramming, but in evaluation research as well.
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