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Preface

The power of supramolecular assembly strategies, where mostly non-
covalent interactions between individual building blocks are exploited, to
form well-defined two- and three-dimensional architectures is impressive.
Careful design of molecules to facilitate directed hydrogen-bonding, p–p,
and electrostatic interactions can lead to hierarchically ordered structures
spanning the nano- to the macroscale. In addition, covalent bonds between
molecules are used to form supramolecular assemblies, and the properties
of the subunits can be largely retained by keeping their direct electronic
coupling strength low. In an overarching scheme, complex multi-component
structures are assembled first and subsequently locked into position by
initiating covalent bonds. Achieving an appropriate balance of all inter-
molecular forces to reach the desired bulk structures is challenging.

When aiming to use supramolecular systems in electronic and opto-
electronic devices, such as transistors, light emitting diodes, photovoltaic
cells, and memory elements, the challenges increase rapidly. Key for device
functionality is the proper combination of conducting, semiconducting, and
insulating materials, some or even all of which may be provided for by
supramolecular assemblies and on various length scales. Furthermore,
typical device structures are composed of numerous layers of materials and
it has transpired that the interfaces between layers are of paramount
importance for device performance.

Consequently, the interaction between a substrate – often an electrode –
and the assembly building blocks introduces another degree of freedom for
steering structure formation, which thus differs from the bulk. The same
holds when considering the formation of heterojunctions of different
supramolecular materials, where adverse side effects such as intermixing
and induced orientations may occur. In addition, since opto-electronic
components are two- or multi-terminal devices, the question of how
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electronic equilibrium across the entire layer stack is established must be
addressed. We can think of the stack as a sequence of materials with varying
energy gaps (i.e., semiconductors), where the alignment of energy levels to a
common Fermi-level may introduce space charges, mostly close to the
interfaces. This induced charge density represents yet another source of
interaction that influences the supramolecular structure formation.

For opto-electronic functionality, the requirements regarding structural
perfection are tremendous. Every defect will widen the energy spread of the
density of states where charge carrier transport takes place, thus reducing
carrier mobility. Furthermore, radiative exciton recombination, e.g., in a
light emitting diode, can be tremendously reduced by defects, particularly
trapped charges. Therefore, the envisioned devices require either extreme
structure control or, at least, fault-tolerant architectures must be
implemented.

To comprehensively understand supramolecular materials for opto-
electronic applications and to derive reliable material design guidelines,
experiment and theory must go hand in hand. True multiscale modeling
must be applied, starting from an ab initio approach for the building blocks
or moderately large assemblies to unravel fundamental electronic and
optical properties, and continuing to larger length- and time-scales through
parameterization of electrons and eventually atoms to predict structure
formation up to device-relevant scales.

All these topics and challenges are discussed in the chapters of this book.
Experts, who define the frontiers of the respective fields, present state-of-the-
art understanding of supramolecular assemblies consisting of conjugated
molecular moieties to achieve opto-electronic functionality, and show
how these formidable challenges are presently tackled. Research towards
supramolecular systems for opto-electronics remains vivid and will benefit
from increasingly tight interactions of chemistry, physics, material science,
and electrical engineering.

Norbert Koch
Berlin
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CHAPTER 1

Self-assembled Supramolecular
Materials in Organic
Electronics

EMILIE MOULIN, ERIC BUSSERON AND
NICOLAS GIUSEPPONE*

SAMS Research Group – University of Strasbourg – Institut Charles Sadron,
CNRS, 23 rue du Loess, BP 84087, 67034 Strasbourg Cedex 2, France
*Email: giuseppone@unistra.fr

1.1 Introduction
Organic electronics1 is of great fundamental interest in materials science
and is also recognized as one of the most promising and competitive
markets for industry. In particular, its expansion will be supported by the
development of active components being easily processable, flexible, energy
friendly, cheap, and compatible with their downscaling towards nano-
devices. In this research field, high-molecular-weight conjugated polymers
in the form of thin plastic films are easy to synthesize and to process for
incorporation in devices.2 However, these materials show limitations in the
precise ordering of their crystalline layers in the bulk, thus impacting
the mobilities of charge-carriers required for enhanced performances.
Conversely, recrystallization or vapor-phase deposition of low-molecular-
weight p-conjugated organic molecules leads to 100% crystalline orientation,
but single crystals are impractical to process.3 At the smallest scales, the
very intriguing electronic properties of single molecules have also been
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demonstrated, but problems arise from contacts with the electrodes and
from thermal noise producing undesired orientation and conformational
motions.4

Quite recently, so-called supramolecular electronics5 has been proposed
as a promising intermediary-scale approach that rests on the design of
electronic components at a length of 5–100 nm, that is, between plastic
electronics (mm) and molecular electronics (Å). Supramolecular engineering,
which programs self-assembly processes under thermodynamic control,6,7

represents a key bottom-up strategy to build and process relatively
soft functional objects while introducing ‘‘pseudo-crystalline’’ electroactive
domains corresponding to this typical intermediate length scale. In the past
ten years, since the seminal works of several groups who demonstrated the
potential of this approach with supramolecular assemblies such as gels and
liquid crystals, several soft nanoribbons, nanotubes, nanorods, and nano-
wires of low dimensionality have been designed and incorporated into or-
ganic electronic devices.8,9 In the following sections, we discuss some recent
examples of supramolecular electroactive nanostructures displaying various
electronic properties such as conducting materials, field-effect transistors,
light-emitting diodes, and photovoltaic devices. Within each of these sec-
tions, electroactive self-assemblies are classified along with the molecular
structure of their components.

1.2 Conducting Supramolecular Materials
This section specifically focuses on soft self-assemblies made of small
organic molecules, or of short monodisperse oligomers, and yielding to
p-stacked one-dimensional (1D) conducting nano-objects with high aspect
ratio, a geometry attracting much attention for its crucial impact on
advanced nanosciences.10 These supramolecular structures are classified
according to their chemical composition, such as for instance: (i) thiol-based
heterocycles such as thiophenes and tetrathiafulvalenes (TTFs); (ii) nitrogen-
containing heterocyclic molecules; (iii) aromatic molecules including
perylene-tetracarboxylic diimides (PTCDIs), fluorenes, anthracenes, and
hexabenzocoronenes (HBCs); derivatives; and (iv) triarylamines. For each
category, we shall emphasize the most remarkable advances achieved in the
recent literature regarding three interlinked aspects of crucial importance
for further developments in organic electronics: structure, conductivity
properties, and processability.

1.2.1 Thiophene Derivatives

Conjugated polymers of thiophenes are among the best candidates for thin
film (opto)electronic devices because of their small band gap, their relatively
high charge carrier mobility, and their high quantum yield for fluorescence.
Feringa and van Esch first described an alternative supramolecular approach
in which bis-urea derivatives incorporating mono- or bis-thiophene spacers
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can self-assemble by hydrogen bonds into ribbons that enforce the
p-stacking of the central heterocycles.11 Lamellar fibers with lengths of
20–100 mm and breadths of 2–10 mm were imaged by electronic microscopy
and molecular modeling studies of the closely packed layers were also found
to be coherent with X-ray powder diffraction analyses. The charge mobility
properties of these materials were determined by a pulse radiolysis time-
resolved microwave conductivity technique (PR-TRMC) technique, which
minimizes effects of domain boundaries and impurities. The authors
measured values up to 5�10�3 cm2 V�1 s�1, thus showing that supramole-
cular cofacial ordering provided by the bis-urea interactions can improve the
through-space mobility of charge carriers close to that measured in covalent
conjugated polythiophenes (7�10�3 cm2 V�1 s�1). Along the same lines,
other groups developed symmetric oligothiophene12 and oligo(thienylene-
vinylene)13 derivatives with lateral hydrogen bond forming segments,
yielding conducting gels with values reaching 4�8 102 S m�1 upon I2 doping
and by solvent evaporation casting in a four-probe configuration. In these
cases, non-linear I/V curves indicate contact resistance due to a charge in-
jection barrier. All the aforementioned examples highlight the role of the
self-assembly and of the gelation process to achieve electronic properties
that can rival covalent conducting molecules.

Recently, the group of Barbarella described the synthesis of octa- and
tetrathioether-substituted octathiophenes and studied the morphology and
conductivity of the corresponding self-assemblies.14 Scanning electron
microscopy (SEM) and atomic force microscopy (AFM) imaging revealed that
the sulfur-overrich molecule formed superhelices and even double helices of
superhelices with lengths ranging from 100 nm up to 5 mm whereas the
core tetra-substituted molecule formed tape-like fibrils of similar lengths.
Both types of fibers grown on ITO (indium tin oxide) were then analyzed
by tunneling atomic force microscopy in torsion mode (Tr-TUNA), which
allows simultaneous surface topography and nanoscale conductivity meas-
urement. Finally, charge carrier mobilities of both octathiophenes were
determined using conductive-AFM (C-AFM) (9.8�10�7 cm2 V�1 s�1 for the
octa-substituted system versus 5 10�6 cm2 V�1 s�1 for the tetra-substituted
one) and could be rationalized based on X-ray diffraction of the fibers films,
which shows that the presence of substituents on the outermost rings in-
duces disorder and therefore influences the distance between parallel
octathiophene rows.

In another approach, Stupp and co-workers15 achieved the self-assembly
of short oligothiophene rod-coils by conjugation to a dendron capable of
self-associating by hydrogen bonding. These molecules can be dissolved at
high temperature in toluene/THF mixtures and form birefringent gels
(1 wt%) after cooling at room temperature. These gels present blue-shifted
absorbance and red-shifted fluorescence compared to solutions, in agree-
ment with the formation of H-aggregates. A TEM (transmission electron
microscopy) micrograph illustrates the formation of ribbons with a width
of a single dendron dimer (9.7� 0.3 nm), while AFM revealed a thickness of

Self-assembled Supramolecular Materials in Organic Electronics 3
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6–8 nm, and small-angle X-ray scattering confirmed their expected internal
solid-state packing. Films obtained from the self-assembled state were cast
on a four-probe electrode, indicating a conductivity of 7.9�10�3 S m�1,
which is three orders of magnitude higher than those cast from the solution
in THF, outlining the major role played by the p–p stacking. Further align-
ment of the ribbons was obtained using an alternating current electric field,
resulting in a collective orientation parallel to the electric field over the
100 mm gap as illustrated by AFM imaging.

Using a supramolecular dynamic exchange, interconvertible oligothio-
phene nanorods and nanotapes were reported with high charge carrier
mobilities by Yagai.16 Here, the association of a barbituric acid to a qua-
terthiophene leads to hydrogen bonded hexameric rosettes (7.3� 0.3 nm
diameter), which then hierarchically stack on top of each other up to the
formation of hexagonally packed one-dimensional nanorods (Figure 1.1a).
The addition of 1 equivalent of bis-melamine derivative BM12 induces a slow
exchange process leading to a supramolecular copolymer by preferential
melamine/barbituric acid mixed binding, which results in the formation of
tape-like multilamellar nanostructures 1.7 nm thick and 5.5 nm wide as
determined by AFM. Interestingly, the reverse formation of nanorods
from nanotapes was then possible by heating at 80 1C, a behavior apparently
related to an entropy-driven process associated to the release of BM12.

Figure 1.1 (a) (i) Chemical structure of oligothiophene–barbituric acid 1a, b and bis-
melamine BM12 derivatives; (ii) schematic representation of interconver-
sion between nanorod and nanotape; (iii) proposed packing motif of 1a
to form hexagonally-ordered nanorods; (iv) proposed packing motif of
1a �BM12 to form a lamellar structure. (b) (i) Top panel, a scheme
showing the self-assembly process via rapid dispersion. Bottom panel:
(A) absorption spectra showing the formation of crystalline phase
(nanobelts) of propoxyethyl-PTCDI when dispersed in methanol, (B)
SEM image of the nanobelts (gold stained) cast on glass, and (C) TEM
image of a single nanobelt cast on SiO2 film. Inset: electron diffraction
over a nanobelt cast on carbon film. (ii) Enhancing 1D electrical conduct-
ivity (left) through cofacial p-electronic delocalization of doped charges
and I–V curves (right) measured on a single nanobelt fabricated from the
PTCDI as shown: (&) in air and (’) in saturated hydrazine vapor. Inset
shows a schematic illustration of the two-electrode device fabricated on
glass with a single nanofiber deposited across the gap (80 mm); (c) Light-
triggered self-construction of supramolecular organic nanowires as
metallic interconnects. (i) Nucleation of the fibers by supramolecular
associations of a modified triarylamine upon light irradiation; (ii) AFM
image of the self-assembled fiber; (iii) directed growth and insertion of
the 100 nm fibers addressed by the electric field within electrodes; and
(iv) corresponding AFM image of the nanowires displaying high conduct-
ivity characteristics.
(a) Reproduced with permissions from ref. 16; (b) reproduced with
permission from ref. 56; (c): (i) and (ii) reproduced with permission
from ref. 69, (iii) graphic by Mathieu Lejeune, (iv) reproduced with
permission from ref. 70.
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Extremely high intrinsic hole mobilities were measured by using flash
photolysis time-resolved microwave conductivity (FP-TRMC), with values of
1.3 cm2 V�1 s�1 for the nanorods and of 0.57 cm2 V�1 s�1 for the nanotapes,
a lower value for the later probably indicating interchain transportation.

1.2.2 Tetrathiafulvalene Derivatives

Tetrathiafulvalene with its 14 p-electrons is categorized as non-aromatic, in
contrast to its radical counterpart (TTF�1) involving 6p-electrons of the 1,3-
dithiolium ring. Remarkably, the charge transfer complex TTF/TTF�1 is
strongly stabilized in this mixed valence form, and therefore allows electric
conductivity. In general, however, such conductive molecular complexes
are obtained in a single crystal state, which makes them problematic for
materials applications, but supramolecular chemistry has recently brought
new developments to produce soft assemblies of TTF with fibrous structures.17

For instance, Chujo used organic anions such as heptafluorobutyrate, pro-
panesulfonate, and undecanesulfonate to grow self-assembled nanofibers of
mixed valence TTF with controlled anisotropy/morphology and resulting in
semiconducting films.18 SEM observations revealed the formation of fibers
with diameters in the 100 nm range, whose semiconducting properties were
influenced by the nature of the organic anions, with values up to 1 S m�1.
Recently, Iyoda and co-workers reported a series of star-shaped pyrrole-fused
tetrathiafulvalenes that display good conductivities (1.2–2.4 S m�1) upon
doping with iodine in compressed pellets or in single crystals.19 However,
these values could not be retained in spin-coated films (one order of magni-
tude lower). Starting from a similar molecule, they could nevertheless form
amorphous spin-coated films with good conductivities (up to 440 S m�1)
owing to the multidimensional p–p stacking between TTF units.20 Interest-
ingly, doping and undoping processes could be repeated up to six times on a
140 nm thick film with very limited loss in conductivity in the doped state and
more than three orders of magnitude lower conductivity in the undoped one.
Going to smaller and softer monodimensional materials, the same group also
synthesized hexakis(tetrathiafulvalenylethynyl)benzene (2) which, after oxi-
dation to its monocationic form 2�1 �ClO4� in chloroform, readily form deep
green fibrous material by self-assembly upon addition of hexane.21 The fibers,
50 nm in diameter and several mm long, revealed a hexagonally ordered la-
mellar structure with a p–p stacking distance of 3.51 Å and a conductivity of
0.11 S m�1, i.e. two orders of magnitude higher for this 1D morphology
compared to the film made of the same molecule.

To further improve the softness of these materials, several groups have
synthesized TTF-based mesophases and gelators thanks to their substi-
tutions with hydrophilic poly(ethylene glycol) tails,22 peptides,23 or amides,24

displaying moderate conductivities (10�3–10�1 S m�1). For instance,
Tatewaki and Kimura described enantiopure (S)-TTF and (R)-TTF having four
chiral amide end groups and which can self-assemble in the presence of
2,3,5,6-tetrafluoro-7,7 0,8,80-tetracyano-p-quinodimethane (F4TCNQ).25 When

6 Chapter 1

D
ow

nl
oa

de
d 

on
 . 

Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

00
01

View Online

http://dx.doi.org/10.1039/9781782626947-00001


(S)-TTF was dissolved in hot toluene with a stoichiometric amount of
F4TCNQ and then cooled to room temperature, gelation occurred with the
formation of left-handed twisted fibers having a diameter of 50 nm and a
length above 10 mm as illustrated by TEM images. The assembly, resulting
from a combination of 1D charge-transfer stacks and hydrogen bonding
among chiral amide groups, hierarchically organizes in lamellar structures
with an interlayer distance of 3.3 nm and with partial cross-linking
producing gelation. By drop casting on evaporated gold electrodes with a
gap distance of 500 mm, a conductivity of 10�2 S m�1 was measured for
(S)-TTF-F4TCNQ at room temperature. This gel presents a semiconducting
behavior as illustrated by the measurement of the temperature dependence
of the electrical conductivity (sRT). In addition, point-contact current im-
aging atomic force microscopy (PCI-AFM) measurements were performed to
determine the conductivity of a single fiber, and the non-linear I/V curve
revealed a maximum conductivity of 10�1 S m�1. Recently, the group of
Kanbara reported the formation of cast and self-supported films from
guanosine molecules decorated with two TTF moieties.26 Upon oxidation
with TCNQ, moderate conductivities were observed (0.07–3.66 S m�1) for the
casted films. Interestingly, the self-supported films were shown to be very
flexible before oxidation and became brittle upon oxidation. Both the
conductivities and stiffness of the films can be attributed to the p–p stacking
interactions of the TTF moieties in the oxidized state. Finally, tetrabenzoate-
TTF ligands have been incorporated into a metal–organic framework (MOF),
in which they form infinite 1D channels with distances between inter-
molecular sulfur of 3.8 Å that correspond to distances in TTF-containing
charge transfer salts.27 Using a combination of FP-TRMC and time-of-flight
(TOF)28 current transient measurements, the intrinsic charge mobility of
this MOF was determined to be 0.2 cm2 V�1 s�1, which is two orders of
magnitude higher than the charge mobility observed for the ligand itself and
rivals the best common organic conductors.

1.2.3 Porphyrins and Pyrroles Derivatives

Porphyrins and phthalocyanines are 18 p-electron aromatic macrocycles that
consist of four isoindole units linked together through their 1,3-positions by
either methine or aza bridges, respectively. Porphyrins are ubiquitous in
nature as they are involved in numerous photosynthetic processes, whereas
phthalocyanines are purely synthetic molecules that are particularly used as
dyes or pigments. Owing to the original functions of porphyrin derivatives,
this family of molecules has been particularly studied for applications
in organic electronics such as organic field effect transistors (OFETs) and
organic photovoltaic devices (OPVs).29 Semisynthetic bacteriochlorophyll
derivatives, so-called zinc chlorins, have recently been considered as new
charge carriers for supramolecular electronics based on naturally occurring
systems.30 For instance, amphiphilic zinc chlorins have been shown to form
well-defined nanotubes in water, with a diameter of 6 nm, along with
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interesting electronic properties such as conductivities up to 0.48 S m�1 and
charge-carrier mobilities of 0.03 cm2 V�1 s�1. Improved charge-carrier
mobilities in the solid state have even been observed by PR-TRMC for other
zinc chlorin derivatives, differing only by a free or a protected alcohol. In that
particular example, both derivatives lead either to 2D stack aggregates or to
1D tubular assemblies, which display charge transport mobilities of 0.28
and 0.07 cm2 V�1 s�1, respectively. The group of Aida also reported the first
example of an amphiphilic liquid crystalline (LC) triply fused metallopor-
phyrin, which displays an efficient 1D electron mobility of 0.27 cm2 V�1 s�1

at room temperature.31 Interestingly, the amphiphilic design of the molecule
was essential for both LC and conducting properties of this n-type organic
semiconductor as mixing the hydrophobic molecule with the hydrophilic
one led to a macroscopic phase separation. In a more recent work, they have
also demonstrated that the nature of the peripheral side chains on each
rings of a fused metalloporphyrin can strongly influence the electronic
properties of the self-assembly.32 Indeed, whereas homotropic molecules
formed orthorhombic LC phases associated to a twisted geometry of the
fused porphyrin dimer, heterotropic molecules displayed rectangular
columnar LC mesophases due to a slipped geometry of the fused dimer.
Interestingly, TOF experiments revealed that both phases present similar
p-electronic properties but show opposite types of semiconductivity, the
homotropic one being p-type and the heterotropic one being n-type. This
example clearly highlights how the design of the molecule influences the
electronic properties of the self-assembled system. In the 1980s, fluor-
oaluminium phthalocyanines (PcAlF) without peripheral groups were shown
to display conductivities in the solid state of up to B5 S m�1 upon iodine
doping.33 However, one main problem associated with phthalocyanines is
their low solubility in organic solvents and, therefore, they are hardly solu-
tion-processable. Recently, well-designed fluoroaluminium phthalocyanines
incorporating tetra-tert-butyl side chains have been reported to form two-
dimensional arrays, using a casting solution method, and to retain efficient
hole mobilities (B0.3 cm2 V�1 s�1) at room temperature, which rival
values observed for PcAlF, along with fairly high dark dc-conductivities
(B0.1 S m�1).34 Owing to their large, planar p-electronic macrocycles,
phthalocyanines and porphyrins have been lately incorporated in porous
materials such as covalent organic frameworks (COF). For instance, the
group of Yaghi reported the solvothermal synthesis of such COFs in-
corporating porphyrin units, which were shown to arrange in stacked layers
by powder X-ray diffraction (XRD).35 FP-TRMC measurements on a drop-
casted film of these COFs reveal very high one-dimensional hole mobilities
of 8.1 and 3.0 cm2 V�1 s�1, which could be ascribed to the eclipsed ar-
rangements and p-conjugated intralayer structures of the COFs and exceed
conductivities of inorganic amorphous silicon and most common conju-
gated polymers. Based on a very similar framework, Jiang and co-workers
demonstrated that the presence of metal ions within the porphyrin macro-
cycle can precisely affect the conducting nature of the material.36 Indeed,
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whereas the metal-free COF displays hole-transport properties with a min-
imum mobility of B3.5 cm2 V�1 s�1, the corresponding CuP-COF demon-
strates electron-transport abilities (0.19 cm2 V�1 s�1) whereas the ZnP-COF
displays an ambipolar character (0.016 and 0.032 cm2 V�1 s�1 for electron
and hole mobilities, respectively). This influence of central metal ions on
electronic properties of COFs was also recently demonstrated for phthalo-
cyanine derivatives.37 In that case, the presence of the metal ions was
essential for the photoconductive properties of the material. Finally, notably,
the electronic properties of COFs can be finely tuned by chemically modi-
fying the nature of their edges.38 Indeed, when benzotriazole was used as
the connecting unit with the phthalocyanine, an n-type semiconductor
with electron mobilities of 0.6 cm2 V�1 s�1 was observed. However, when a
benzene unit was incorporated instead of the benzotriazole, the COF dis-
played p-type semiconducting properties with a minimum hole mobility of
1.3 cm2 V�1 s�1.

Polypyrrole is a well-known conjugated polymer that displays metallic or
semiconducting properties while retaining the mechanical and processa-
bility properties of conventional polymers.39 Very high conductivities (up to
2�104 S m�1 for a film made from acetonitrile) have been measured for this
covalent polymer upon doping with various electrolytes or anions. Over the
last few years, ion-based materials made of dipyrrolyl-diketone boron com-
plexes coordinated to anions (so-called receptor modules) have been con-
sidered as a new kind of soft materials such as gels or liquid crystals
potentially displaying interesting electrical properties.40 The conductivities
of such small molecules were first investigated by FP-TRMC in the crystal
state.41 Very high hole mobilities (up to 1 cm2 V�1 s�1) along with aniso-
tropic properties were recorded for various crystals and attributed to the
slipped parallel stacking of p-planes as revealed by XRD. Interestingly, subtle
modifications of the core structure without affecting p–p stacking inter-
actions led to the formation of soft materials that were shown to retain the
electrical conductivities observed in the crystal state.42 In these cases, add-
itional N–H � � � F–B hydrogen-bonding and dipole–dipole interactions were
also responsible for stacking into columnar structures, which present ther-
motropic liquid crystal properties. When gallic carboxylate ions were used
instead of halide anions to form the receptor module, the presence of sup-
plementary van der Waals interactions induces the formation of various
mesophases with several transition temperatures, as determined by differ-
ential scanning calorimetry (DSC) and XRD.43 Interestingly, both charge
mobilities and electrical conductivities were shown to vary depending on the
temperature at which the measurements were recorded, demonstrating the
importance of the structures of the mesophases for such physical properties.
Furthermore, when the receptor module was made with the halide anion,
gallic-trialkylammonium cations could also induce the formation of
columnar mesophases either by charge-by-charge or by charge-segregated
arrangements as revealed by XRD.44 This molecular arrangement had a great
influence on the charge-carrier mobility of the assembly as a difference by
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one order of magnitude was observed between both materials in favor of the
charge-segregated one. These receptor modules have also lately been com-
bined with phenylene- or pyrimidine-bridged bis(imidazolium) dicationic
anion receptors.45 The obtained mesophases correspond to charge-by-charge
columnar self-assemblies, which display intrinsic charge-carrier mobility up
to 0.5 cm2 V�1 s�1. Interestingly, tuning the dicationic anion receptor in-
duces changes in the conductivity values. All these examples clearly high-
light the potential of ion-based materials for conducting devices with highly
tunable charge-carrier mobilities.

1.2.4 Polyaromatic Derivatives

Müllen and co-workers pioneered the self-assembly of hexa-peri-
hexabenzocoronenes, consisting of 13 fused benzene rings symmetrically
substituted by paraffinic side chains, which form discotic liquid-crystalline
materials over a wide temperature range and display interesting electrical
properties such as high charge-carrier mobility.46 First, one-dimensional
intracolumnar charge mobilities up to 0.5�10�4 cm2 V�1 s�1 were measured
in the liquid crystal phase of C14BC by PR-TRMC which does not require the
need of electrode contacts.47 This value can be compared to highly oriented
pyrolytic graphite (HOPG), whose mobility is 1 cm2 V�1 s�1 in the plane
of the covalent carbon sheet and 3�10�4 cm2 V�1 s�1 in the direction
perpendicular to the sheets. This drop of one order of magnitude can be
explained by a greater p–p overlap in graphene (a cofacial distance of 3.35 Å
compared to 3.6 Å for C14BC), as well as a higher disorder in the meso-
morphic material. However, the one-dimensional nature of charge transport
in C14BC, in addition to its easy processability, remains of particular interest
for applications in materials science. HBCs have also been used for the
formation of conducting nanotubes.

The discovery of multi- and single-walled carbon nanotubes (MWCNTs
and SWCNTs) has triggered remarkable scientific and technological ad-
vances in nanosciences. They are formed by the rolling up of graphene
sheets and display extraordinary electronic properties.48 In particular,
MWCNTs, in which curved graphene sheets are stacked perpendicularly to
the longer axis of the tubes, are characteristic of a graphite structure. Using a
supramolecular approach, Fukushima and Aida reported in 2004 that
amphiphilic Gemini-shaped HBCs Amp-HBC were able to self-assemble
from a cooling solution of THF into a new kind of graphitic nanotubes.49

These, in sharp contrast to MWCNTs, consist of walls formed from nu-
merous molecular graphene sheets stacked parallel to the longer axis of the
tube. SEM and TEM imaging revealed their uniform diameter of 20 nm, with
a wall thickness estimated around 3 nm and resulting in an internal tube
diameter of 14 nm. The electron diffraction pattern with a scattering at 3.6 Å
is compatible with the plane-to-plane separation of the p-stacked HBC units
and comparable to the diffraction of graphite at 3.35 Å. By adding 20% v/v of
water in THF, both coiled and tubular objects can be observed, highlighting
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the nature of the tape precursor, which consists of a bilayer held by the
interdigitation of the long alkyl chains. For conductivity measurements, a
single piece of the nanotube was randomly positioned across a 180 nm
platinum nanogap on a SiO2 substrate. Upon addition of an equimolar
amount of a one-electron oxidant (NOBF4), the nanotube revealed a con-
ducting I/V profile with an ohmic behavior, in contrast with the insulating
behavior of the non-oxidized structure. In addition, the conductivity
decreased as the temperature was lowered to 150 K, demonstrating the
semiconducting character of the nanotube and, with a value of 2.5 MW at
285 K, this conductivity is comparable to that of inorganic semiconductor
nanotubes composed of gallium nitride.50 In a similar kind of self-assembly
involving chiral amphiphilic HBCs, which enforce one-handed helical
chirality of micrometric nanotubes, it was found that, by exposure to I2

vapors, one charge carrier was generated for 10–11 HBC molecules.51 This
doping resulted in the transition from insulator to semiconducting behavior
with strong anisotropic conductions along (r8¼ 5 S m�1) and across
(r>¼ 0.35 S m�1) the fiber axis, highlighting again the importance of the 1D
structure for efficient conduction.

Recently, the group of Müllen reported the synthesis of a new class of
coronenes, namely, so-called hexathienocoronenes (HTCs), which were
expected to exhibit physical properties from both HBCs and thiophene
derivatives.52 However, when these molecules were incorporated in thin-
films transistors obtained by vacuum deposition, only moderate field-effect
mobilities could be recorded (0.002 cm2 V�1 s�1) although a columnar
packing with interlayer distances of 3.37 Å in the dimer stack and 3.5 Å
between the dimers was observed by XRD.

Finally, p-bowl molecules such as sumanene or trifluoromethylated
corannulene, have been reported recently as very efficient charge-conducting
molecules in the crystal or in a polycrystalline film, respectively.53,54 Using
TRMC experiments, the needle-like sumanene crystal, made of 1D columnar
stacks, was shown to display an intracolumnar electron mobility of 0.75 cm2

V�1 s�1 along the p-bowl stacking axis, which is very close to that of a single
crystal of C60.53 Although corannulenes have been known for several
decades, an efficient charge-carrier mobility of 0.9 cm2 V�1 s�1 was reported
only quite recently owing to a well-defined intermolecular p-stacking ar-
rangement, which creates a highly conductive pathway.54

1.2.5 Perylene Derivatives

Planar p-conjugated perylene-tetracarboxylic diimides (PTCDIs) are blue
fluorescent dyes with high thermal and photo-stability (molar extinction
coefficients up to 40 000 M

�1 cm�1 around 450 nm and quantum yields of
more than 0.9).55 They have been employed to explore 1D self-assemblies as
photon- and electron-carriers (n-type) in opto-electronic nanodevices.56 The
chemical modification of PTCDIs side chains strongly affects the strength
and conformation of their molecular stacking when self-assembled into
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crystal lattice, thus providing numerous options to achieve shape-defined 1D
assemblies. Because in solution the thermodynamics favor p–p stacking
between the molecular skeletons over the lateral associations afforded by the
van der Waals interactions among the side chains, monodimensional
growth can be achieved. For instance, nanobelts were obtained by the rapid
solution dispersion of dipropoxyethyl PTCDI from a good solvent (e.g.
chloroform) into a poor solvent (e.g. methanol). This readily promotes the
crystalline phase as illustrated by the bathochromic shift and the isosbestic
characteristic point in UV absorption spectrometry, by the electronic
micrographs, and by the electronic diffraction pattern showing the molecule
plane perpendicular to the p–p stacking direction (Figure 1.1b (i)). When
precipitation proceeds too fast for some molecular systems, and in particular
when interactions are stronger between side chains, other techniques can be
employed such as (i) slow diffusion methods (by phase transfer or vapor
diffusion), (ii) seeded growth, (iii) sol–gel processing, and (iv) surface-
supported annealing in a closed chamber saturated with an appropriate
solvent vapor or by direct vaporization. In a theoretical study on the influ-
ence of side chains on charge mobilities in perylene-diimide derivatives, it
was demonstrated that, to maximize charge-carrier mobilities, side-chains
should not only be considered in the self-assembly process as soft entropic
interactions but also as stronger specific interactions, such as hydrogen
bonds.57 Recently, perylene bis-imide incorporating hydrogen-bonding
motifs has been co-polymerized with ditopic building blocks into milli-
metre-long fibers.58 Interestingly, the stacking of perylene units was not the
driving force of the polymerization along the long axis of the fibers, but
accounted for the height of the nanostructure. Nevertheless, the intrinsic 1D
electron mobility observed for these nanofibers (0.6 cm2 V�1 s�1) rivals
the highest mobilities of columnar stacks of PTCDIs derivatives. In a more
recent, work, the same group has shown that hydrogen-bonded networks
incorporating perylene units can be structurally rearranged from fibrillar
assemblies to lamellar structures in the bulk upon heating.59 This structural
transition, which arises from a molecular rearrangement from rosette to
linear type, is associated with a remarkable increase in transient photo-
conductivity, resulting from a higher probability of charge carrier generation
in the lamellar structure as demonstrated by transient absorption
spectroscopy.

PTCDI nanobelts can be reversibly n-doped by reducing agents such as
hydrazine, producing stable anionic radicals delocalized along the inter-
molecular p–p stacking (Figure 1.1b (ii)).60 This efficient charge separation
followed by transport of the charge carrier toward the supramolecular
structure enables electrical conductivity enhancement when the nanobelt
is submitted to hydrazine vapors. Measurements were performed by
depositing a single nanobelt on gold electrodes separated by a distance of
50–100 mm, thanks to their deposition by drop-casting from a diluted solu-
tion. Current–voltage (I/V) data revealed, for the quasi-linear region at low
bias (up to 50 V), a conductivity of 10�3 S m�1 – a good value reflecting the
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ordered 1D cofacial electronic delocalization. The I/V curve measured with
the PTCDI nanobelt becomes non-linear at higher voltage bias, implying an
injection-limited charge transport, as previously observed for conducting
polymer nanowires.61 In addition, when the nanobelt was immersed in
saturated hydrazine vapors, the conductivity was dramatically increased to
the 0.5–1.0 S m�1 range (which is two orders of magnitude higher than that
of undoped silicon). Moreover, this high modulation ratio implies potential
application of these self-assemblies in electrical sensing of various gaseous
reducing species including organic amines, CO, and NO.

Amphiphilic PTCDIs were also demonstrated to give various self-
assembled morphologies depending on the solvent used for their solution-
phase processing.62 For instance, PTCDI (1) was shown to form either
well-defined 1D nanobelts or 2D nanoleaves when processed from methanol
or n-hexane, respectively, as demonstrated by scanning electron microscopy
(SEM) images. X-Ray diffraction patterns of the aggregates revealed a p–p
interaction between perylene rings and longer range periodicity when self-
assembled from methanol, because of a higher interpenetration of the imide
hexyl chains compared to hexane. The measurements of I/V data were
determined by drop casting and evaporation of either methanol or n-hexane
on an interdigitated ITO electrode with a 75 mm spacing. The much higher
conductivity observed when the self-assembly was prepared from methanol
(3.3�10�1 S m�1) compared to n-hexane (1.2�10�2 S m�1) is attributed to the
higher one-dimensional stack order, leading to a higher mobility of charge
carriers. This very high conductivity in the nanobelts exceeds by about three
orders of magnitude that measured for polymer nanowires such as poly-
thiophene.63 The group of Li also demonstrated that lysine-substituted
1,6,7,12-tetrachloroperylene bis-imide readily form various nanostructures
ranging from nanowire to nanobelt or nanosheet and nanotube, depending
on the solvent used and the sample concentration.64 I–V measurements on
the different self-assemblies confirmed the influence of the molecular or-
dering on the conductivity as average conductivities of 1 and 10�4 S m�1

were obtained for nanosheets and nanotubes, respectively. Chen and co-
workers also highlighted recently that not only solvents but also the presence
of an external stimulus, such as metal ions, could lead to various
morphologies with different physical properties.65 In this work, crown ether-
functionalized PTCDIs were shown to dimerize into rope-like or belt-like
nanostructures in chloroform in the presence of K1 or in methanol, re-
spectively. This morphological change was associated with a drop in con-
ductivity of more than one order of magnitude for the belt-like structure.
It has also been noted lately that subtle changes in molecular structures can
strongly impact the morphologies along with the physical and electronic
properties.66 For instance, a dimer of perylene bis-imide with an odd
number of methylene units between the PTCDIs will display gel-like prop-
erties with a charge carrier mobility of 0.57 cm2 V�1 s�1, whereas the
same dimer with an even number of methylene units will form lamellar
architectures without viscosity and a charge mobility of 1.8 cm2 V�1 s�1.
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Finally, PTCDIs have been recently co-assembled with oligo(phenyleneviny-
lene) (OPPV) via charge-transfer interactions, using a non-covalent amphi-
philic design.67 The resulting gels, made of interconnected networks of
fibers 30–40 nm high, were shown to exhibit high conductivity (2 S m�1) by
conductive AFM, which represents one of the highest conductivities ob-
tained so far for self-assembled systems without external doping.

1.2.6 Triarylamine Derivatives

Triarylamine (TAA)-based molecules have been used as active materials for
decades in opto-electronic devices such as organic light-emitting diodes,
organic solar cells, organic field-effect transistors, or in the Xerox process,
because they display interesting photoconductivity properties and high hole-
transport mobilities.68 Recently, our own group discovered that properly
modified TAA molecules were able to produce self-assemblies thanks to their
stacking in columnar fibrils.69 We demonstrated that a simple irradiation by
visible light of a solution of these molecules in chloroform can generate a
non-covalent polymerization leading to supramolecular triarylamine nano-
wires (STANWs) (Figure 1.1c (i)). This process occurs thanks to a highly
synergistic phenomenon that starts with the formation of a catalytic quantity
of triarylammonium radicals (TAA�1) when excited by light, the chlorinated
solvent being the electronic acceptor. This radical can in turn form a charge
transfer complex with its neutral counterpart, and subsequently continue
the elongation by combining charge transfer, hydrogen bonding, and p–p
stacking for the primary growth, as well as hydrogen bonding and van der
Waals interactions for the secondary growth leading to the aggregation of
several columnar fibrils in larger and stiffer fibers (typically 10–50 nm wide
and 50–1000 nm long). The internal packing of the nanostructure was de-
termined by combining high resolution AFM imaging together with ab initio
calculations showing that columns are formed of stacks of TAA with an al-
ternative handedness and a twist of 601 from one stack to the other
(‘‘snowflake’’ packing), the hydrogen bonding being a source of lateral at-
traction between columns (Figure 1.1c (ii)). It was also demonstrated that
STANWs can protect holes from quenching by the environment as stabilized
in the 1D stack, possibly indicating interesting conducting properties.

We then demonstrated the possibility to take advantage of this triggering
capability for probing the conduction properties of the supramolecular as-
semblies when trapped between pre-patterned metallic electrodes
(Figure 1.1c (iii)).70 We used a lateral device geometry with an inter-electrode
distance matching the observed delocalization length of STANWs, that is in
the 50–100 nm range, and drop cast a solution of TAA on the circuit. Sub-
sequent sample irradiation using white light resulted in a rise of the current
by six orders of magnitude, with corresponding conductance values reaching
several tens of millisiemens. AFM imaging of the device revealed the pres-
ence of wires oriented along the electric field with homogeneous diameters
of 12� 2 nm and with length and positioning matching exactly the electrode
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gap (Figure 1.1c (iv)). The combination of light-triggering and voltage-casting
processes therefore results in an organic conductor geometry that fills the
void between metallic contacts. We also found that applying an initial
voltage threshold through the gap – concomitantly to the light irradiation –
was a necessary condition for the efficient and stable formation of STANWs.
This suggests that the optimal formation scenario leading to localized as-
sembly starts with one electrode attracting a positively charged radical,
which shares its electronic wave function with the metallic substrate, and
then primes the next molecules stacking over it. The elongation process is
polarized along the electric field and is self-limiting: when the other elec-
trode is reached, its electron reservoir provides the neutralization path for
stopping growth of the STANWs. This self-construction71 scenario is also
supported by the fact that a shorter exposure time to white light is able to
prime the interconnect formation, with a resistance closure occurring
afterwards in the dark. These two-terminal devices, with channel and
interface contacts in series, exhibit an ohmic resistive nature related to high
conductivity values, as shown by I/V measurements. We estimated a channel
conductivity exceeding 5�103 S m�1, and an interface resistance per unit
length below 2�10�4 O m. Only sorted single-walled metallic carbon nano-
tubes with ballistic charge transport (i.e., exempt of charge scattering)
can demonstrate better values. Temperature-dependent studies revealed
resistivity values systematically and reliably diminishing with decreasing
temperatures, down to 1.5 K, showing for the first time an ohmic contact
resistance with an intrinsic metallic character72 for STANWs. This interface
resistance value was determined to be six orders of magnitude smaller than
that measured for the best conducting polymers, and four orders of mag-
nitude lower than those of the best contacts on organic semiconductor
single crystals. The corresponding current density was thus estimated to be
about 2�106 A cm�2, which is remarkably high for organic films and cor-
responds to the current density value encountered in copper wires.

In contrast to previous triarylamine derivatives, STANWs thus take ad-
vantage of a self-organization process to create metallic interconnects with
exceptional conductivity properties in two-point geometry. One may suggest
that the estimated large density of charge carriers, the delocalization of
radicals throughout the triarylamine stacks, and the sharing of their elec-
tronic wave functions with the metallic substrate might be the reasons for
such low resistance both in the bulk and at the metal interface. The solution
processing, the light-triggered self-assembly, and the directional supramo-
lecular growth enabled, for the first time, the insertion of organic inter-
connects in pre-determined positions by means of a bottom-up approach,
making possible the addressed control of nanoscale organic circuits.

1.2.7 Other Aromatic Molecules

Conjugated polymers based on aromatic molecules such as carbazole, an-
iline, etc. are well-known for their electrical properties but are hardly
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processable, which renders their large-scale applications difficult. In the last
few years, supramolecular self-assemblies based on these monomeric units
have emerged as softer materials. For instance, organic nanowires based on
9,90-dimethyl-3,30carbazyl stacks in a mixed valence state could be easily
synthesized by oxidation of 9-methylcarbazole by iron(II) perchlorate and
displayed an electric conductivity of 3�10�3 S m�1, which is lower than that
of a polycarbazole film prepared by electropolymerization.73 In another ex-
ample, nanofibers made of two or three low-molecular-weight amphiphilic
salts, such as aniline hydrochloride, were easily synthesized from a THF
solution due to p� p stacking and ionic interactions and presented con-
ductivities in films up to 7.7�10�3 S m�1, which were attributed to the
presence of freely movable ions.74

Percec et al. have demonstrated that self-assemblies of p-stacks of donors,
acceptors, and donor–acceptors can drive the formation of liquid crystals
with promising opto-electronic properties.75 For that, the authors elaborated
a library based on a semi-fluorinated tapered dendron76 that was substituted
at its extremity with various electroactive aromatic donors (naphthalene,
pyrene, carbazole) or with an acceptor (nitrofluorenone). The (co)-self-
assembly of these aromatic wedges in a mixed donor–acceptor stacking
drives the formation of high-density columnar liquid crystalline phases
(1012 columns per cm2) with the fluorinated periphery of the dendron
shielding the core from moisture. Time-of-flight methods were used to de-
termine very good charge carrier mobilities (10�4–10�3 cm2 V�1 s�1), which
are two to five orders of magnitude higher than those of the related donor
and acceptor compounds in the amorphous state, thus reflecting the one-
dimensional structuring of the stacks. X-Ray and double-quantum NMR
spectroscopy studies provided information about the typical distances and
the ‘‘sandwich’’ stacking within the columns, and also demonstrated that
these orientate perpendicular to the surface. The processability of this sys-
tem is also closely related to its structure, in which a good organization
occurs between the electroactive aromatic centre, the dendron phenyl (inner
ring), and the alkyl chains (outer ring). This clear separation is not totally
achieved when the material is precipitated from the solution, as it indeed
necessitates slow cooling from the melt into the liquid crystals, which allows
self-repairing of the defects. Recently, liquid crystalline phases presenting a
transition from a columnar rectangular phase to an isotropic one at around
60 1C were observed for verdazyl radical derivatives.77 Interestingly, this
change in mesophase was associated with a drop in conductivity by a factor
of 10 upon increasing the temperature above the phase transition one. The
group of Aida also recently reported on a conducting hexagonal columnar
liquid crystalline phase based on triphenylene hexacarboxylic esters.78

Owing to strong intercolumnar dipole–dipole interactions, LC films were
homotropically aligned on up to 12 different substrates and displayed
hole mobilities at zero E-field of 0.5�10�2 cm2 V�1 s�1, which is one order
of magnitude higher than the mobility observed for the corresponding
hexaalkoxytriphenylene derivative.
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Conducting gels based on p-conjugated molecules have been widely
studied, but there are only few reports on such stimuli-responsive gels.
Recently, the group of Miyata studied such a material made of a dehy-
drobenzoannulene derivative.79 This molecule was shown to form a gel
made of 30 nm-width fibers upon a heating/cooling process. After ultrasonic
treatment, a suspension of 100 nm-wide fibers was observed and the cycle
could be repeated several times. Interestingly, this nanofiber-to-nanofiber
transformation was associated with a drop in charge-carrier mobility from
0.61 cm2 V�1 s�1 for the gel to 0.23�10�4 cm2 V�1 s�1 for the suspension,
which represents the first example of an ultrasound-controlled conducting
wire. The group of Yagai also reported on a vesicle to ribbon rearrangement
of a dipolar dye self-assembly upon addition of a complementary hydrogen-
bond receptor.80 In this example, although the morphological and optical
changes were really striking, changes in isotropic charge-carrier mobilities
were only limited (same order of magnitude, 10�3 cm2 V�1 s�1), but the
slightly higher mobility observed for the ribbon could be attributed to a
more efficient overlap of the p-conjugated chromophores.

In 2008, the first example of semiconducting COFs incorporating small
aromatic molecules such as pyrene and triphenylene was reported.81 Owing
to the eclipsed arrangements of the aromatic units, this organic framework
displays p-type semiconducting properties, which was confirmed upon
doping of the drop-casted film with iodine. Recently, the pyrene units were
replaced by benzothiadiazole units, therefore leading to a 2D donor–
acceptor COF, in which donors and acceptors form well-defined conducting
channels.82 FP-TRMC measurements reveal the ambipolar nature of the
material with hole and electron mobilities of 0.01 and 0.04 cm2 V�1 s�1,
respectively. This strategy to form segregated donor–acceptor systems
could be generalized to any donor/acceptor redox couple and is very at-
tractive for opto-electronic applications. Lately, metal–organic frameworks
incorporating disulfhydrylbenzene moieties have been synthesized and
present interesting electronic properties.83 Indeed, films made of PMMA
(poly(methyl methacrylate)) and MOF in a 1 : 1 ratio exhibit intrinsic charge
carriers mobilities of 0.01–0.02 cm2 V�1 s�1, which are comparable to those
found in common organic semiconductors such as polythiophenes or rubrene.

One-dimensional self-assemblies of biocompatible nanostructures are
also envisaged in the literature for the design of biosensors, of biologically
inspired photovoltaic devices, or of electronically active matrices for cell
differentiation. In this direction, fluorenylmethoxycarbonyl-tri-leucine
(Fmoc-L3) was demonstrated to form a hydrogel upon enzyme-triggered self-
assembly, thanks to a subtilisin-catalyzed hydrolysis of its methyl ether
precursor (Fmoc-L3-OMe).84 This gel, originating from the wrapping of the
p-b structure involving stacking of the fluorene protecting group and
hydrogen bonding of the leucine residues, was deposited onto a glass sub-
strate and dried to leave a xerogel consisting of a network of entangled
fibers. Morphological studies of the xerogel revealed the fibers being es-
tablished, as expected, on straight peptide nanotubes with an external
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diameter of 16 nm and an inner one of 7 nm. Wide-angle X-ray scattering
(WAXS) also suggested p–p stacking of the Fmoc residues at around 3.6 Å
and of b-sheets at 4.7 Å. The complex impedance plot data for the dried
network consisted of both electronic and ionic conductivity when im-
pedance measurements were made in air, the later being caused by the
presence of ion-containing water absorbed onto the hydrophilic nanostruc-
ture. In vacuum, restriction to a purely electronic transport led to an increase
of the measured resistance from 0.1 to 500 MO per sq.

Another oligopeptide (LLKK) linked by its N-terminus to an anthracene
segment was also shown to combine b-sheet formation together with p–p
stacking of anthracene units in a head-to-tail arrangement (or J-aggregate)
with efficient electronic communication.85 The supramolecular assembly
was prepared by a casting method bringing a benzene saturated solution of
peptide onto silicon substrates. One-dimensional fiber-like nanostructures
were obtained with lengths varying from 60 to 100 mm, widths from 0.1 to
1 mm, and heights from 40 to 120 nm. By using the same deposition on gold
microelectrodes (separated by a gap of 3 mm), current–voltage measurements
were performed revealing significantly non-linear I/V curves, changing from
8�10�2 S m�1 at �1.5 V, to 1.1 S m�1 at 3 V. With the best preparations, the
measured current could reach values of up to 10 S m�1, which can
be compared to that obtained with reference anthracene bulk material of
10�8 S m�1. To explain such enhancements, the authors suggested the
presence of remaining benzene (solvent) as doping agent in the nanofibers,
as well as the reduced diameter of the nanostructures enforcing a com-
munication between the anthracenes along the longitudinal axis of the
piling. Conducting self-assembled cyclic peptide nanotubes vertically ori-
ented on gold substrates have also been studied.86 An efficient charge
transfer, determined to be mainly dominated by hopping, was recorded
through these molecular junctions by C-AFM. The structure of the nanotube,
particularly its length, was also shown to affect the electronic properties of
the self-assembly.

1.3 Organic Field Effect Transistors
The field-effect transistor is one of the most basic building blocks in elec-
tronics and nanoelectronics. In particular, organic field-effect transistors
(OFETs)87 are three-terminal components in which the current flow, through
the active organic layer and between two of the terminals (known as the
source and drain), is controlled by the bias applied to the third terminal
(known as the gate). In addition, OFETs have an insulating layer between the
semiconductor layer and the gate. The expected intrinsic properties of
OFETs for practical use include high charge-carrier mobilities, large on/off
current ratios (Ion/off), and threshold voltages (Vth) close to zero, while
keeping good processability and low cost of the organic material. A lot of
progress has been made in this field and several reviews have been recently
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published regarding the implementation of functional supramolecular
structures in these devices.88

1.3.1 Thiophene Derivatives

Thiophene derivatives, in particular in their oligomer/polymer form, have
also been inserted in OFET devices.89 For instance, tetra- and hexathiophene
modified at their extremities by peptidic residues have been shown to
form entangled b-sheet networks of fibers by TEM imaging.90 When a
solution of the hexathiophene derivative was drop-casted in an OFET
device, hole mobilities up to 3.8�10�5 cm2 V�1 s�1 were observed. However,
if fibers made of the tetrathiophene molecules were precisely aligned
within the device using a noodle preparation technique, a hole mobility of
0.03� 0.005 cm2 V�1 s�1 was obtained for the parallel direction whereas one-
order-of-magnitude lower mobilities were observed in the perpendicular
direction. Recently, the group of Barbarella combined a wet lithographic
technique with the non-solvent vapor-induced crystallization of octathio-
phene derivatives to form aligned fibers with precise control over density
and size in OFET devices.91 Devices made of all aligned fibers showed sat-
urated charge mobilities increased by about three orders of magnitude
compared to the randomly distributed fibers, a strong decrease of the
threshold voltages, and an increase by one order of magnitude of on/off
current ratios. These results show that alignment of fibers through con-
finement effects is a really attractive technique for OFET device fabrication
and should be applicable for many other known supramolecular fibers.

A novel donor–acceptor semiconducting co-oligomer was reported to self-
assemble in fibers by Melucci and co-workers.92 This co-oligomer is con-
stituted of benzothiadiazole and thiophene units and showed a liquid
crystalline behavior in the range 185–347 1C. As-prepared OFET devices
made from chloroform solution gave hole mobilities (mh1) in the 10�5 cm2

V�1 s�1 range, which could be improved by two orders of magnitude
(2.5�10�3 cm2 V�1 s�1) after annealing at 200 1C. When a toluene solution of
the co-oligomer was cast on SiO2 substrate, the formation of bundles of
fibers several hundreds of micrometers wide and about a micrometer long
were noticed. New OFET devices made out of these fibers displayed an
average mobility of 8.3�10�4� 2.4 10�4 cm2 V�1 s�1 with a maximum value
of 1.3�10�3 cm2 V�1 s�1, which is two orders of magnitude higher than the
value observed for the drop-casted film and could reflect the improved
packing within the fibers. Another donor–acceptor semiconducting
copolymer poly(didodecylquaterthiophene-alt-didodecylbithiazole), which
forms highly crystalline thin films after thermal annealing was reported
by Lee et al.93 Field-effect mobilities of 0.04 cm2 V�1 s�1 were obtained
for samples without annealing, whereas with an annealing at 180 1C
(mesophase) excellent field-effect mobilities of 0.33 cm2 V�1 s�1 were
reached. Additional interesting characteristics of these OFETs are their good
environmental stability and their bias-stress stability, which are comparable
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to those of amorphous silicon. Perepichka and co-workers studied the self-
assembly of three thiophene derivatives (anthraxtetrathiophenes and ben-
zotrithiophene) at the liquid–solid interface.94 Trichlorobenzene solutions
of these compounds were deposited on HOPG crystal (highly oriented
pyrolytic graphite) and studied by scanning tunneling microscopy, which
showed that all molecules self-assemble readily into ordered patterns. Two
derivatives give a crystalline layer with an oblique unit cell, whereas the last
one shows a hexagonal structure. Thin-film OFET devices built from these
thiophene derivatives displayed hole mobilities in the range 10�4–10�3 cm2

V�1 s�1 with on-off ratios of B103 and threshold voltages between �15 and
�10 V. Self-assembled oligoarene nanoribbons made of fused benzene and
thiophene units were first studied in single-wire OFETs, presenting mobi-
lities up to 0.01 cm2 V�1 s�1, an on/off ratio of 103, and threshold voltages
between �31 and �18 V.95 In an improved version of these OFETs, a slow
crystallization process via mixed solvents allowed a better contact between
the dielectric and the single crystals, resulting in a mobility as high
as 2.1 cm2 V�1 s�1, an on/off ratio of 2�105, and a threshold of �7 V.96

Co-crystals of a sulfur-bridge annulene with fullerenes C60 and C70 resulted
in an alternating donor–acceptor layer structure as proved by X-ray experi-
ments.97 OFET devices built from these two co-crystals with a bottom-gate
top-contact architecture led in both cases to an ambipolar behavior with
electron and hole mobilities of me

sat¼ 0.01 cm2 V�1 s�1 and mh
sat¼ 0.3 cm2

V�1 s�1, respectively, for the C60 co-crystal and of me
sat¼ 0.05 cm2 V�1 s�1 and

mh
sat¼ 0.07 cm2 V�1 s�1 for the C70 co-crystal.

1.3.2 Tetrathiafulvalene Derivatives

Klinke and co-workers have reported the complexation of a TTF derivative
bearing two pyrene moeities with single-walled carbon nanotubes (SWCNTs)
in OFET devices.98 The complexation of both components induced first a
shift of the threshold voltage to more positive values, indicating a transfer of
electron density from SWCNT to the TTF derivative. Then, field-effect hole
mobilities showed an increased value from 9 to 11 cm2 V�1 s�1 thanks to the
adsorption of the TTF compound. Upon oxidation with iodine vapors, hole
mobilities (mh1) were increased up to 13 cm2 V�1 s�1. TTF moieties have also
been recently fused with naphthalene diimides (NDIs) to produce new
conjugated electron donor–acceptor molecules.99 When thin films were in-
corporated into OFET devices, compounds containing one NDI and one
TTF moieties displayed an ambipolar semiconducting behavior, whereas
molecules made of one NDI and two TTF moieties behaved as p-type semi-
conductors. Annealing procedures at 140–160 1C were mandatory for both
classes of compounds to reach efficient hole and/or electron mobilities in
devices (mh1¼ 0.31 cm2 V�1 s�1, Vth: �5 to 6 V, Ion/off¼ 104 for the best OFET
device). This fact was supported by AFM imaging and XRD experiments,
which clearly correlated the increased performances after annealing with a
morphological evolution of the films.
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1.3.3 Phthalocyanine Derivatives

A tetraoctyl-substituted vanadyl phthalocyanine, which forms a discotic
liquid crytalline phase, has been quite recently synthesized and further
incorporated in OFET devices.100 After annealing at 120 1C, highly ordered
thin-films with edge-on alignement as shown by XRD experiments were ob-
tained and a mobility up to 0.017 cm2 V�1 s�1 could be recorded in the device,
along with a low threshold voltage and an on/off current ratio of 4�103. Other
phthalocyanine derivatives such as two supramolecular triple decker com-
plexes composed of tris(phthalocyanato)europium with crown ether heads
and hydrophobic tails were synthesized and inserted in OFET devices.101

Both complexes showed good carrier mobilities (0.28–0.33 cm2 V�1 s�1), with,
however, a noticeable difference regarding the direction of the current.
In one case, the current was shown to flow parallel to the aromatic phtha-
locyanine due to a J-aggregate arrangement whereas, in the second case,
it flowed parallel to the long axis of the complexes due to H-aggregate
arrangements. However, the molecular structure is not the only parameter
that affects the electronic properties of OFET devices. In a recent work, the
group of Chaure studied the influence of the annealing temperature on
OFET devices based on a liquid crystalline compound.102 For copper octa-
kis(hexyl)phthalocyanine, a temperature dependent growth of crystallites
was observed, resulting in different shapes, sizes and orientations.
Annealing at 100 1C proved to be the best temperature to achieve high
performance thanks to a highly packed rod-like crystallite morphology with a
good grain interconnectivity. Under these conditions, a field-effect mobility
(msat) of 0.7 cm2 V�1 s�1, threshold voltage of �1 V, and on/off ratio
of 8.4�107 could be measured. Zinc phthalocyanine (ZnPc) has also been
incorporated in covalent donor–acceptor dyads with fullerene and showed to
self-assemble in columnar liquid crystals (Figure 1.2d).103 A discotic rect-
angular columnar mesophase was observed at 160 1C by XRD measure-
ments, which suggests that fullerene moieties form an helical alignment
along the ZnPc columnar structures. TOF was then used to determine effi-
cient ambipolar charge-transport properties, with an electron mobility of
0.26 cm2 V�1 s�1 and an hole mobility of 0.11 cm2 V�1 s�1.

1.3.4 Perylene Derivatives

Perylene has been extensively studied in OFET devices.104 Recently, Samori
and co-workers have demonstrated the influence of both processing tech-
niques and side-chains on the morphology of perylene tetracarboxydiimide
(PDI) nanofibers.105 Two types of processing techniques were used: a solvent
vapor annealing (SVA) and a solvent induced precipitation (SIP). Although
both techniques led to fibers several hundred micrometres long and up to
tens of micrometres wide, SIP gave bundles of fibers whereas SVA provided
isolated fibers. Consequently, strong variations were observed in the char-
acteristic parameters of field-effect transistors built with these nanofibers.
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Figure 1.2 (a) (i) Structure of 2,6-bis(2-thienylvinyl)anthracene derivative and SEM images of (ii) its xerogel and of (iii) the bottom-contact
single-nanofiber transistor of the considered molecule. (b) (i) Structure of the poly(para-phenylene-ethynylene) polymers with
thioacetate end groups; (ii) SEM image of the self-assembled nanowires on glass substrates from THF solution and (iii) SEM
image of the transistor device with nanowires between the source and drain electrodes. (c) (i) Structure of poly(benzobisimi-
dazo-benzophenanthroline); (ii) TEM image of the self-assembled nanoribbons; (iii) typical single nanoribbon transistor and a
close-up showing the nanoribbon bridging the source–drain electrodes. (d) Structure and proposed schematic model of the
liquid crystal arrangement of the considered phthalocyanine–fullerene dyad.
(a) Reproduced with permission from ref. 115; (b) reproduced with permission from ref. 119; (c) reproduced with permission
from ref. 120; (d) reproduced with permission from ref. 103.
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In a latter example, a perylene-hexabenzocoronene conjugate linked by an
ethynylene bridge was integrated in OFET devices.106 By SIP, bundles of
fibers could be obtained up to 50 mm long and less than 1 mm wide. In
comparing devices made from cast fiber networks and spin-coated thin-film
upon light illumination, clear changes in current at all gate voltages were
measured, with at least one order of magnitude lower performance observed
for the spin-coated thin-film. This example also shows how OFET from fiber
networks can be used as a double gating transistor modulated either
optically (by photoexcitation) or electrically (by gate control). Schenning and
co-workers took advantage of the self-complementarity of hydrogen-bonded
oligo(p-phenylenevinylene) and perylene tetracarboxydiimide molecules to
produce thin-films with an internal rod-like morphology.107 Bundles of rods
longer than 500 nm and with a diameter of 80–100 nm were obtained.
Although OFET devices displayed ambipolar transport, both electron and
hole mobilities (10�7 cm2 V�1 s�1) and on/off ratio (102) were low. Recently,
Yagai and co-workers followed a similar supramolecular approach to
produce a lamellar morphology from a melamine derivative bearing two
perylene bis-imides after annealing in OFET devices.108 An improved solu-
bility of the latter was clearly observed when mixed with mono-dodecylated
cyanurate or barbiturate as a result of the complementary recognition.
However, no improvement in terms of electron mobility was observed be-
tween the melamine derivative alone and its complexes. One main problem
occurring in OFET is the precise positioning of organic wires within the
devices. Using a known perylene tetracarboxylic-diimide derivative, Bao and
co-workers described the fabrication of high performance single-crystalline
microwire OFETs.109 In this study, the average diameters and lengths of
nanowires were 519 nm and 340 mm, respectively, with mobilities as high as
1.4 cm2 V�1 s�1 for the single microwire deposited in thin film. Using of a
filtration-and-transfer method, wires could be efficiently aligned leading to a
maximum mobility of 0.24 cm2 V�1 s�1 for multiple wire OFETs (Vth: �13 to
þ24 V, Ion/off4105). Slight modifications of the chemical structure such as
dithioperylenes were reported to form self-assembled nanoribbons with
interesting electronic properties.110 Single-crystalline nanoribbons OFETs
showed an average hole mobility of 0.45 cm2 V�1 s�1 with a maximum as
high as 2.13 cm2 V�1 s�1 with a current on/off ratio of 106 and an average
threshold voltage of �14 V. This excellent hole mobility can be attributed to
the compressed highly ordered packing mode directed by S � � � S inter-
actions. Supramolecular charge transfer nanofibers made of bundles of
cylindrical micelles have also been recently used in OFET devices.111 Charge-
transfer amphiphiles made of coronene tetracarboxylate and viologen de-
rivatives were shown to arrange radially along the width of the cylindrical
micelles, whereas the donor–acceptor parts are stacked face-to-face along the
length of the fibers. Field-effect mobilities (msat) from 4.4 to 0.14 cm2 V�1 s�1

were measured when increasing the channel width from 1 to 6 mm. Although
the OFET device was sensitive to air (drop in charge carrier mobility after
7 days in air), the authors demonstrated that the electrical characteristics of
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the device can be recovered by simply placing a drop of deionized water on
top of the circuit. This self-repairing property is quite unique as most OFET
devices can barely recover after degradation by atmospheric humidity.

1.3.5 Other Aromatic Molecules

It has also been shown that the conducting properties of discotic HBCs
should be improved for incorporation in devices and in particular for
deposition between electrodes. Indeed, the development of appropriate
techniques has become an essential challenge for the fabrication of un-
perturbed long-range-oriented organic semiconductors. The zone-casting of
dodecyl-substituted HBC from solution directly onto a desired substrate
provides columnar structures uniaxially aligned in the casting direction.112

High-resolution transmission electron microscopy (HRTEM) images illus-
trate the homogeneous morphology of the cast film down to the nanometer
scale, while the electron-diffraction pattern confirmed the 4.9 Å intraco-
lumnar period associated to a 3.5 Å cofacial distance between HBCs tilted at
an angle of 451 along the stacking direction. An OFET device was constructed
by using this zone casting technique on a SiO2/silicon substrate, and sub-
sequent shadow-mask evaporation of gold electrodes separated by a gap of
25 mm. The measured characteristic of the OFET – parallel to the columnar
alignment – revealed a very good on/off ratio of 104 for a turn on voltage of
�15 V, as well as mobilities up to 10�6 cm2 V�1 s�1 in the saturation regime.
This value remains two orders of magnitude lower than the intrinsic values
obtained by PR-TRMC, probably because of the presence of local intraco-
lumnar packing defects, which can constitute localized barriers for charge
carrier movement along the stacks. This example sheds light on the re-
maining challenges facing chemists in order to implement their functional
structures in efficient nanoelectronic devices.

Discotic quaterrylene tetracarboxylic diimide was studied by Müllen and
co-workers in OFET devices, which showed an ambipolar behavior associ-
ated to electron and hole mobilities of 1.5�10�3 and 1�10�3 cm2 V�1 s�1,
respectively.113 After annealing at 100 1C for 1 h, the hole transport property
surprisingly vanished but the electron transport ability remained albeit with
a lower mobility value of 2�10�4 cm2 V�1 s�1. A tetracene core substituted
with an aryl and a perfluoaryl groups was shown to self-assemble by a face-
to-face stacking between aryl and perfluoaryl substituents and C–H � � � F
interactions between fluorine atoms and hydrogens of the tetracene core as
proved by single-crystal X-ray experiments.114 Organic thin film transistors
devices built from this molecule showed an average hole mobility of
4.2�10�2 cm2 V�1 s�1 with an on/off ratio greater than 105 and a threshold
voltage of �12.8� 6.4 V. Replacement of all fluorines in the structure by
hydrogen atoms led to a decrease of this hole mobility by two orders of
magnitude (3.1�10�4 cm2 V�1 s�1, Vth: �28.0� 9.5 V, Ion/off4104), demon-
strating the influence of these interactions on the molecular packing and its
arising properties. Organogels based on thienylvinylene anthracene have
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been reported for the fabrication of film-type and single-nanofiber OFETs
(Figure 1.2a).115 The supramolecular organization in fibers clearly leads to
higher performance compared to the film-casting versions, with a field-effect
mobility of 0.48 cm2 V�1 s�1, a threshold voltage ranging from �4.1 to
�9.8 V and an on/off current ratio of 105. Isomeric carbozolocarbazole de-
rivatives, made of two fused carbazole units, have lately been reported as
promising organic molecules for semiconducting materials.116 In this
structure/activity study, the different isomers were shown to display elec-
trochemical and optical properties and also different morphologies as re-
vealed by AFM imaging of thin films produced by vapor deposition. For the
most promising isomer, a p-type semiconducting behavior was observed
with a field effect mobility of 0.02 cm2 V�1 s�1, a threshold voltage of �64 V
and an on/off ratio of 106 in air. Interestingly, for this isomer, substitution of
the nitrogen atoms with alkyl or aryl group was shown to greatly affect its
electronic performance, with a drop in conductivities by more than two
orders of magnitude.

Amphiphilic oligo(p-phenylenevinylenes) derivatives with both hydro-
phobic and hydrophilic chains were recently synthesized by George and co-
workers.117 In a mixture of 25% THF in water, thanks to the amphiphilic
nature of the derivatives, self-assembled 2D sheets were obtained with
widths of 5–50 mm. An increase in THF percentage to 20% in water revealed
the formation of rolled-tubes with lengths up to several micrometers and
average diameters of 300 nm. Comparison of both sheets and rolled tubes
in OFET devices revealed the higher field-effect mobility of the sheet
(8�10�3 cm2 V�1 s�1 and an on/off current ratio of 103) compared to the
tubes (1.03�10�4 cm2 V�1 s�1). Recently, a donor–acceptor charge transfer
system made of a distyrylbenzene and a dicyanodistyrylbenzene have been
inserted into single crystalline OFET devices using a solvent vapor annealing
process.118 Both anisotropic and ambipolar charge carrier transport prop-
erties were observed for this charge transfer co-crystal with hole and electron
mobilities up to 6.7�10�3 and 6.7 cm2 V�1 s�1, respectively. XRD and AFM
experiments along with polarized photoluminescence studies further con-
firmed that efficient charge transport is occurring effectively along the long
crystal axis, which corresponds to the molecular stack direction.

Finally, poly(p-phenylene-ethynylene) derivatives with thioacetate end
groups have been reported to self-assemble into crystalline nanowires with
diameters ranging from 5 to 15 nm and lengths up to hundreds of mi-
crometers (Figure 1.2b).119 Mobilities of these objects in OFET devices have
shown values up to 0.1 cm2 V�1 s�1, which is several orders of magnitude
higher than thin-film devices of the same polymer. Nanobelt architectures up
to 1 mm wide and up to 150 mm long prepared from poly(benzobisimidazo-
benzophenanthroline) polymers have also been inserted in OFET devices,
which were shown to present long-term stability (Figure 1.2c).120 Electron
mobilities were measured for both single and networks of nanobelts with
respective values of 7�10�3 cm2 V�1 s�1 (Vth: 11.2 V, Ion/off E 104) and 4�10�3

cm2 V�1 s�1 (Vth: 11.9 V, Ion/off E 104).
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1.4 Organic Light-Emitting Devices
Organic light-emitting devices are promising candidates for next-generation
display technology and solid-state lighting applications and are currently
divided into two classes.121 The first one is composed of organic light-
emitting diodes (OLEDs), which are constituted of several semiconducting
organic layers sandwiched between two electrodes, one of them being
transparent to light. The second class makes use of light-emitting electro-
chemical cells (LECs) that consist of a single-layer of ionic luminescent
materials inserted between an ITO electrode and a metallic one. Recently,
self-assembled supramolecular materials for the construction of OLEDs and
LECs have attracted a lot of attention and have been extensively reviewed.122

1.4.1 Oligo(phenylenevinylene) Derivatives

Oligo(p-phenylenevinylene) (OPPV) moieties are well-studied synthons in
supramolecular chemistry, as they can be easily modified to reach various
morphologies and they present interesting optical properties. In 2009, the
group of Ajayaghosh reported the optical properties of a supramolecular
organogel composed of intertwined twisted helical fibrillar assemblies made
of OPPV decorated with cholesterol units.123 In combination with a small
percentage of a red-light-emitting acceptor, this resulting gel was shown to
emit white light upon excitation at 380 nm with a very good purity (CIE
(Commission internationale de l’éclairage) coordinates: 0.31, 0.35), which
results from a partial energy transfer occurring simultaneously between the
blue emission of the donor monomers, the green emission of the donor
aggregates, and the red emission from the acceptor. Moreau and co-workers
later studied the light emitting properties of an oligo(phenylenevinylene)
imide derivative that can be capped with 2,4-diamino-1,3,5-triazine deriva-
tives by hydrogen bond interactions.124 Interestingly, whereas the OPPV
derivative alone poorly emits light due to its aggregation, the resulting het-
erotrimers further self-assemble into J-aggregates, due to the bulkiness of
the triazine moieties, with good opto-electronic properties. Indeed, OLED
devices made of these co-self-assemblies display a luminance of 190 cd m�2

at 14.5 V, which corresponds to an increase by two orders of magnitude
compared to the single OPPV aggregates. Recently, solvent-free liquid OPPVs
blended with tris(8-hydroxyquinolinato)aluminium (Alq3) and rubrene were
reported to emit white light with CIE coordinates that vary depending on the
concentration of each organic molecule.125 However, although this blend
could be used as white-emitting ink, paint, or coating for a UV-LED (ultra-
violet-light emitting diode), no molecular ordering was observed by XRD of
the OPPV liquids. Finally, an orange dye derived from a phenylenevinylene
was combined with a blue-emitting diphenylpyrroline to form rod-like seg-
regated triblock micelles when mixed with cetyltrimethylammonium
bromide, as demonstrated by fluorescence microscopy imaging.126 Upon
excitation at 365 nm, a colloidal suspension of these triblock micro-rods
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displays white-light-emitting properties with high quality, and photo-
luminescence properties as high as 36� 5%.

1.4.2 Fluorene Derivatives

Polyfluorene is a well-known class of p-conjugated polymer, whose emission
properties can be easily tuned by introducing proper co-monomers.127 Based
on this observation, the group of Schenning reported a series of five mol-
ecules made of dialkylfluorene units linked with five different aromatic
moieties in order to cover the whole visible range for light emission.128 Upon
dissolution in methylcyclohexane, two compounds were shown to form
fibrillar morphologies and could produce organogels at precise concen-
trations. Interestingly, when these two compounds were mixed with two
other derivatives in order to cover the whole visible range, a white-light-
emitting gel was reached and presented a similar appearance to the two
individual gels. Using a combination of WAXS, AFM, optical spectroscopy,
and molecular modeling, a mechanism based on the entanglement of
individual 1D fibers was proposed to explain the lyotropic behavior of this
organogel. Recently, three p-conjugated molecules decorated at their
extremities with self-complementary hydrogen bonding groups were shown
to self-assemble into vesicle-like aggregates in THF solution with their
emission spectra corresponding to the blue, yellow-green, and red colors of
the CIE plot.129 Further co-self-assembly of very precise proportions of these
three molecules led to vesicles that emit white light such as the D65 standard
(0.313, 0.331 CIE coordinates), the D50 or even warm light. However,
although these self-assemblies seem very promising as white-light-emitting
supramolecular systems, so far they have not been inserted in OLED devices.

1.4.3 Polyaromatic Molecules

Polyaromatic molecules such as acene or perylene are very promising can-
didates for light-emitting devices as they can be easily tailored, present very
high quantum yields, and are well-known as charge carriers. For instance,
Del Guerzo et al. have described the self-assembly of blends of tetracene
derivatives leading to color-tunable organogels constituted of fluorescent
nanofibers (Figure 1.3a).130 Under near-UV light excitation, both organogels
and dry films of nanofibers emit white light, which is polarized in the blue
spectral region. Additional confocal fluorescence microspectroscopy ex-
periments demonstrated that each individual nanofiber emits white light.
Perylenes decorated with peptidic units have also been reported to self-
assemble into long fibers of 70–80 nm width upon mixing with stilbenes
incorporating a tris-amino acid moiety.131 In a o-dichlorobenzene solution
and after excitation at 365 nm, thanks to FRET (Förster resonance energy
transfer), white light emission with CIE coordinates very close to pure white
light (0.33, 0.33 CIE coordinates) was observed with an energy transfer effi-
ciency from the donor to the acceptor of 43% (although individual molecules
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Figure 1.3 (a) Molecular structures and images of a 2 mM B-gel in DMSO, a 10 mM G solution in THF, and a 10 mM R solution in THF under
UV light (lex 365 nm). Fluorescence intensity obtained by confocal microscopy of (i) a gel made of B and (ii) a gel made of the
three components R, G, B in DMSO at 22 1C. (b) (i) and (ii) Structure of an hexa-acid compound forming self-assembled
polymeric nanowires and (iii) associated fluorescence micrograph. (c) Chemical structures of di-ureidopyrimidinones and
schematic illustration of their use for the creation of white photoluminescence.
(a) Reproduced with permission from ref. 130; (b) adapted with permission from ref. 146; (c) reproduced with permission from
ref. 144.
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emit either in the blue or the orange). Even if this solution was not directly
processed in OLED devices, it was successfully used to coat a glass plate or a
UV-LED, which both presented white light emission properties. In a similar
approach based on FRET, nanometric micelles made of amphiphilic per-
ylene derivatives as energy acceptors have been successfully loaded with bis-
carbazoles molecules as energy donors.132 In aqueous solution under a UV
lamp, these nanosized objects displayed white fluorescence, due to a partial
energy transfer between the bis-carbazole donor and the perylene acceptor
within the micelles. This example represents the smallest white-light emit-
ting system based on only two fluorescence color components. Using several
supramolecular interactions, such as p–p stacking and hydrogen bonding,
naphthalene diimides were recently self-assembled as J-aggregates in inter-
connected lamellar structures in mixtures of methylcyclohexane and
chloroform.133 Whereas blue emission corresponding to the monomeric
chromophore was observed in chloroform, white-light emission occurred in
the non-polar mixture of solvents with CIE coordinates approaching the pure
white light. The impressive fluorescence quantum efficiency observed for
this single-component system can be attributed to the J-type p-stacking but
also relies on the presence of hydrogen bonding as no self-assembly, and
therefore property, is observed in the absence of this supramolecular
interaction. In a recent example, electrostatic interactions were used to form
soft hybrids made of an amino-clay, a coronene tetracarboxylate as the
donor, and sulforhodamine G as the acceptor.134 Depending on the amount
of acceptor, emitting hydrogels or films of various colors were obtained as
well as a highly pure white-light-emitting film (0.33, 0.32). The good pro-
cessability and high transmittance of these chromophoric-clay assemblies
was demonstrated by writing and coating on glass substrates and flexible
plastic surfaces.

1.4.4 Metallic and Inclusion Complexes

The harvesting of triplet energy using metal-containing compounds has
proven to be a successful means of making efficient OLEDs. Therefore,
iridium and platinum complexes have been particularly studied as OLED
materials and have been recently reviewed.135 Thus, only a few examples of
state-of-the-art iridium- or platinum-based devices will be mentioned. Using
an iridium complex as a mixture in an ionic liquid, the group of Bolink
reported a LEC device showing an extrapolated lifetime to half the initial
luminance (t1/2) of 4000 h (initial luminance 670 Cd m�2), and sub-second
turn-on times in applying a pulsed current driving method.136 Using a
combination of two or three iridium complexes that emit at different
wavelengths, Su and co-workers described one of the only white LEC devices,
showing the best performance to date with an external quantum efficiency
(EQE) of 7.4% and a power efficiency of 15 lm W�1.137 De Cola and co-
workers designed a platinum(II) complex incorporating terpyridine-like
ligands which self-assembles in a 3D network of bright gelating nanofibers.138
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This gel could be easily processed to form luminescent films with a lumi-
nescent quantum yield up to 87%. When processed as dopant in OLED de-
vices, a maximum current efficiency of 15.6 cd A�1 at a brightness of 203 cd
m�2 was observed. One of the main problems observed in phosphorescent
OLEDs with both iridium and platinum complexes is a decrease of their
emitting efficiency due to aggregation of the emitter at high concentration,
the concentration quenching and/or triplet–triplet annihilation. One strategy
to circumvent this problem is to use cyclometalated ligands and therefore
create a supramolecular steric hindrance. For instance, a novel spiro[fluorene-
9,90-xanthene]-functionalized platinum(II) complex was recently synthesized
and inserted in OLED devices.139 Orange electrophosphorescence was
observed for the most efficient device, exhibiting a maximum luminance of
3335 cd m�2 and a maximum external quantum efficiency of 5.2%.

Owing to the potential luminescent properties of both the metal centers
and the organic linkers, metal–organic frameworks have been widely studied
as promising candidates for light emitting devices. This field was recently
reviewed140 and, therefore, only one recent example will be presented here.
From many examples in the literature, white-light-emitting materials have
been mainly produced from dichromatic and trichromatic approaches. Such
approaches are, however, scarce for white-light-emitting MOFs. In recent
work, a 2D lanthanum/pyridine-2,6-dicarboxylate MOF doped with small
amounts of both terbium and europium ions was reported as an almost pure
white-light-emitting material (0.33, 0.31).141 Interestingly, although this
MOF displays blue light emission without doping, it presents an emission
spectra ranging either from blue to blue-green or form blue-red to red when
it is doped either with Tb31 or with Eu31, respectively. Thus, this white-light-
emitting MOF can be considered as a trichromatic material, which could
find potential applications in lighting or imaging, for instance.

To control the intermolecular aggregation between polymer chains, which
can affect the luminescent efficiency and color purity of OLED, inclusion
complexes such as the rotaxination of conjugated polymers are a promising
approach. For instance, the group of Cacialli has reported that energy
transfer, from a blue emitting cyclodextrin threaded polymer to a green
emitting poly(9,9-dioctylfluorene-alt-benzothiadiazole), is strongly reduced
by controlling the minimum intermolecular distance between emitting
moieties through non-covalent encapsulation of the blue component in
the cyclodextrin macrocycles.142 In OLED devices, the contribution of
both polymers was observed with the emission of warm light at 0.282 and
0.336 CIE coordinates and the power efficiency reached an encouraging
value of 0.39 cd A�1.

1.4.5 H-bond and Metallo-supramolecular Polymers

Supramolecular polymerization by H-bonds or by metal–ligand coordination
is an efficient way to form soft materials that present properties that cannot
be observed in the individual monomers. This approach has been widely
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used in various fields ranging from biomedicine up to organic electronics.7

Concerning our present purpose, supramolecular Zn(II) metallo-polymers of
p-conjugated bis(terpyridine) macroligands with poly(e-caprolactone) on
their side chains were studied for their opto-electronic properties and shown
to demonstrate blue photoluminescence with high quantum yields both in
diluted solution and in the solid state.143 This property was attributed to the
suppression of the aggregation that usually occurs with metallo-polymers.
Using complementary quadruple hydrogen bonding ureidopyrimidone
units, the group of Meijer also described a supramolecular copolymer re-
sulting from the self-assembly in films of blue, green, and red p-conjugated
oligomers (Figure 1.3c).144 White electroluminescence was achieved with �
0.31 and 0.45 CIE coordinates by using an appropriate ratio of the different
oligomers. Other examples of supramolecular polymers using hydrogen-
bond interactions were also described for the fabrication of OLED devices.
For instance, Chang and co-workers have reported the synthesis of p-
conjugated poly(triphenylamine-carbazole), which exhibits an amorphous
nature, high thermal stability, good hole injection, and electron-blocking
ability in the solid state owing to the supramolecular cross-linking of
uracil units between polymer chains.145 Trilayer OLED devices based on
this polymer as a hole injection/transport layer and tris(8-hydro-
xyquinolinato)aluminium (Alq3) have shown improved performances com-
pared to PEDOT-PSS-based devices. A rigid hexa-acid compound was also
reported to form supramolecular polymeric nanowires by hydrogen bonding
(Figure 1.3b).146 Diameters between 100 and 200 nm and lengths up to
hundreds of micrometers were observed for this self-assembled system,
which presents a solid-state absolute photoluminescence (PL) efficiency of
22%, representing only a loss of 10% against their solvent efficiency.
Recently, the group of Huang developed new supramolecular polymers
produced using host–guest interactions and studied their photophysical and
electroluminescent properties in OLED devices.147 For instance, such a
supramolecular polymer incorporating fluorene moieties was used as a host
material for yellow emission phosphorescent complexes.148 In solution-
processed phosphorescent organic light-emitting diode (PhOLED) devices, a
very high maximum luminance efficiency (LEmax) of 18.2 cd A�1 was ob-
served along with a maximum brightness (Lmax) of 731 cd m�2. Using the
same methodology, the same group also reported the formation of supra-
molecular phosphorescent polymers incorporating an iridium complex
within a fluorene-based monomer.149 These polymers displayed an intrinsic
glass transition at 72.5–81.5 1C which is not present in the monomers and
presented interesting electroluminescent properties in solution-processed
PhOLED devices (LEmax 14.6 cd A�1 at a luminance of 450 cd m�2 and Lmax

2863 cd m�2). Interestingly, when iridium complexes were inserted as side
chains in such a supramolecular polymer (in this case, without electroactive
groups in the main backbone), a luminous efficiency of 2.19 cd A�1 at a
current density of 2.1 mA cm�1 was observed, which arises only from the
iridium complex.150
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1.5 Organic Photovoltaic Devices
Intensive research is currently carried out in the field of organic photovoltaic
devices, because of their lower cost compared to silicon-based materials and
the easy processing of the active layer.151,152 Two main approaches have been
considered to produce efficient devices with small molecules. The first one,
the so-called dye-sensitized solar cells (DSCs),152 rests on the absorption of
light by an organic dye anchored on a TiO2 surface. The electrons are then
injected from the excited dye into the conduction band of TiO2, leading to
the generation of an electric current. The other approach, termed bulk
heterojunction (BHJ) solar cells, rests on a network of donor–acceptor het-
erojunctions.151 For these later devices, the morphology of the active layer
plays a critical role in the device’s performances and particular attention was
devoted to its ordering. One way to achieve this organization is to use
supramolecular materials capable of self-assembling in well-defined
nanostructures.7

1.5.1 Thiophene Derivatives

Poly(3-hexylthiophene) (P3HT) in combination with PCBM ([6,6]-phenyl-
C61-butyric acid methyl ester) is one of the most studied polymers for solar
cells devices built on a bulk heterojunction, which reach power conversion
efficiencies of around 5%.153 One way to improve these performances is to
optimize the molecular design of the donor molecules. For instance, the
group of Barbarella has described the influence of the side chains on the
photovoltaic performance of a regioregular head-to-head thiophene
hexadecamer.154 To reduce backbone distortion, which decreases delocal-
ization, thioalkyl chains have been introduced instead of alkyl groups on
the hexadecathiophene, leading to p-type semiconductors with a FET
charge mobility of up to 9.5�10�4 cm2 V�1 s�1 (no charge mobility
detectable for the alkyl-substituted molecule). AFM images of blends of the
thioalkyl derivative with PCBM reveal a good phase separation between
the donor and the acceptor molecules and, indeed, performances in non-
optimized BHJ devices are very promising for further applications (current
density (JSC) 5.13 mA cm�2; open circuit voltage (VOC) 0.64 V; power con-
version efficiency (PCE) 1.49%). In another example, bithienyl-substituted
benzodithiophene was used as the donor unit in acceptor–donor–acceptor
small molecules with indenedione as the acceptor.155 In combination with
PC70BM, films of these molecules display an interconnected network
morphology, which could explain their high performance as photoactive
layer in BHJ solar cells (JSC 11.05 mA cm�2; VOC 0.92 V; PCE 6.75%). The
high fill factor observed for these small molecules (up to 66.4%) confirms
the potential of small molecules for further applications in commercial
devices.

Another way to improve the performance of OPV devices is to achieve a
better structuring of the active layer. The use of supramolecular interactions
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such as hydrogen-bonding and/or p–p stacking seems particularly promising
for reaching this goal. For instance, a hairpin-shaped oligothiophene in
combination with PC60BM was used by Stupp and co-workers to build bulk
heterojunction solar cells.156 Fluorescence experiments in solution have
shown that charge transfer occurs between this hairpin donor molecule and
the fullerene acceptor. As-prepared photovoltaic devices made of this mix-
ture showed a current density of 0.72 mA cm�2, an open circuit voltage of
0.53 V, and a power conversion efficiency of 0.14%. Interestingly, upon an-
nealing at different temperatures, in particular at 801C, a PCE of 0.22%, due
to both higher JSC and VOC, was observed, which represents an increase of
57% compared to the non-annealed device. When PC70BM was used instead
of PC60BM, a similar trend with annealing was observed although a slightly
higher temperature (90 1C) gave the best performance ( JSC 1.79 mA cm�2;
VOC 0.62 V; PCE 0.48%). Using a slightly modified hairpin-shaped molecule
presenting diketopyrrolopyrrole arms instead of oligothiophene, the same
group studied the influence of the preparation pathway used for OPV devices
on their efficiencies.157 Two approaches were studied: (i) the one-step mixing
of both the donor and acceptor (PC71BM) moieties and (ii) a stepwise
pathway, i.e. after self-assembly of the donor molecule into a network of long
supramolecular nanowires, the acceptor is added. Interestingly, devices
made from pathway (i) were reported as non-functional, whereas devices ob-
tained after stepwise pathway (ii) led to very efficient devices (JSC 2.98 mA cm�2;
VOC 0.66 V; PCE 0.53% for a 1 : 1 mixture of donor and acceptor in chlor-
obenzene). This difference in efficiencies can be attributed to a possible
disruption of the formation of the self-assembling nanowires by the acceptor
in the one-pot process. In the absence of the self-assembling hairpin core on
the donor molecule, devices were 54% less efficient. In another example, the
group of Kimura reported the formation of ordered structures using disk-
shaped molecules incorporating a pyrene unit as structuring motif decor-
ated with four tri- or tetrathiophenes presenting peripheral alkyl chains.158

Films obtained from blends with PC70BM present a bicontinuous network
structure arising from a phase-segregation process, which retains the
ordered structure of the pyrene-cored compound. Evaluation of the photo-
voltaic performances of these self-assembled structures in BHJ solar cells
devices revealed a PCE of 2.6%, which is comparable to the one observed for
a P3HT/PCBM blend in the same device (2.8%). However, a 40% drop of the
fill factor (FF¼ 0.36) compared to the reference (0.62) indicated the poor
balance of charge carrier mobilities in the active layer. Peptidic units are
known to form secondary structures such as a-helices or b-sheet structures.
Recently, a polylysine was decorated with hexathiophene derivatives and
TEM imaging of this polymer revealed the formation of branched networks
in organic solvents such as cyclohexane or chlorobenzene.159 In solar cell
devices, blends of this polypeptide with PCBM showed an improvement of
PCE compared to reference compounds that do not produce any helical
arrangement of chromophores, highlighting once again the importance of
the morphology of the active layer in OPV devices. Supramolecular
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interactions have recently been used to structure an active layer made of
P3HT capped with a fullerene moieties.160 In particular, the solvent used
for film formation was crucial to reach high photocurrent generation.
Indeed, whereas THF-cast films presented nanospherical morphologies,
films made from dichlorobenzene solutions displayed interconnected
fibrous networks. Conductive and photoconductive AFM imaging of these
films revealed the influence of the morphology on the photoconducting
properties of the polymer as low dark current and photocurrent were ob-
served for the nanospheres, whereas high performances were observed for
the fibrous network.

Another way to control the morphology of the active layer in small mol-
ecule BHJ solar cells relies on the processing within the OPV devices. Re-
cently, the groups of Bazan and Heeger described a donor–acceptor–donor
molecule that presents a PCE as high as 6.7% in blends with PC70BM.161

Such a high PCE was observed when a small percentage of 1,8-iodooctane
was used to control the nanomorphology of the blends, as demonstrated
by TEM. Indeed, this additive was shown to reduce the domain sizes from
20–30 nm to 15–20 nm, which resulted in an increase in the PCE from 4.52%
to 6.70%. This example highlights the influence of a chemical additive
during the processing; alternative processing methods such as annealing
can also be used to improve the performance of BHJ solar cells.162

Organogels based on thiophene derivatives have also been used as active
layers in BHJ devices. For example, an electron-rich tetra- or hexathiophene
was co-self-assembled with an electron-poor perylene bis-imide to obtain n/p
heterojunction nodes (Figure 1.4a).163 Interestingly, sorted elongation of
pure oligothiophene nanofibers and of pure perylene bis-imide nanofibers
was observed from a 1 : 1 mixture of both compounds and resulted in the
formation of organogels with large interface areas between the p-type and
n-type conductors, as demonstrated by SEM. Bulk heterojunction devices
made out of these organogels resulted in an efficient photoresponse, but no
performance regarding these devices was reported.

Among others, it should be mentioned that self-assembling nanostruc-
tures can also be detrimental to OPV performances. Indeed, a donor–
acceptor–donor molecule incorporating a barbiturate derivative as hydrogen
bonding recognition unit was shown to form well-ordered nanoribbons both
in the presence and in the absence of PC61BM.164 When the hydrogen bond
motifs were capped with methyl groups, no more ribbons were formed and a
bicontinuous network was observed for blends with fullerenes, resulting in
an increase of the PCE by one order of magnitude compared to the self-
assembling supramolecular synthon.

Finally, although tetrathiafulvalenes are very promising candidates for
conducting materials, examples of incorporation of a TTF in photovoltaic
devices are rare and have been reviewed recently.165 They have been
incorporated in both dye-sensitized and BHJ solar cells without
controlling precisely the morphology. A TTF derivative modified with a
L-glutamide-derived lipid unit was reported as an organogelator in various
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organic solvents.166 Upon addition of C60, the gelation ability of the small
molecule was enhanced and SEM imaging of both xerogels indeed showed
networks of fibers in both cases, with a ten-fold increase in widths for the
doped one. Interestingly, the doped xerogel deposited on an ITO electrode
presents a stable, rapid, and reproducible photocurrent upon exposure
to light. However, their incorporation in OPV devices has not been
reported yet.

Figure 1.4 (a) Chemical structures of the oligothiophene and perylene organogela-
tors with schematic representation of their self-sorting organogel for-
mation yielding p-n heterojunction points. (b) (i) Molecular structures of
two HBCs and schematic illustrations of the preparation of a supramo-
lecular heterojunction made of semiconducting nanotubular segments;
(ii) tapping-mode AFM and (iii) scanning TEM micrograph of the
nanotubular segments. (c) Molecular structures of p-oligophenyl, p-
oligophenylethynyl chromophores, and naphthalene-diimides, together
with their corresponding supramolecular heterojunction architectures
resulting in oriented multicolored antiparallel redox gradients (OMARG).
(d) Overview of a J-aggregate/CdSe nanowire color-selective photodetec-
tor; (i) schematic of J-aggregate-coated nanowires contacted between
electrodes; (ii) optical micrograph, showing interdigitated electrodes
used to grow and test devices; faint brown shading between electrodes
is the sparse network of CdSe nanowires; (iii) detail of J-aggregate-
templated CdSe nanowires with the structure of J-aggregating dyes.
(a) Reproduced with permission from ref. 163; (b) adapted with permis-
sion from ref. 183; (c) reproduced with permission from ref. 190a;
(d) reproduced with permission from ref. 199.
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1.5.2 Porphyrin and Phthalocyanine Derivatives

Owing to their well-known light harvesting properties, porphyrins have been
particularly developed for dye-sensitized solar cells.167 For instance, a zinc
porphyrin/squaraine dyad sensitizer was decorated with a light-harvesting
antenna by metal–ligand interaction to increase its absorption in the
450–550 nm range.168 DSC devices made of this supramolecular complex
and incorporating antennas in the electrolyte displayed a 30% increase in
efficiency compared to the device made of the porphyrin sensitizer with the
antenna that could not form a supramolecular complex. This increase in
efficiency can be attributed to a FRET from the antenna to the dyad.

Recently, the porphyrin synthon was also considered for use in BHJ de-
vices. For example, Aida and co-workers have reported that enantiopure and
racemate forms of porphyrin-fullerene dyads self-assemble into various
structures.169 In particular, racemate generates nanometric spheres with a
mean diameter of 300 nm, whereas enantiopure compound gives nanofibers
up to 10 mm long. Casted film of the spherical assemblies show only a small
hole mobility of 1.5�10�4 cm2 V�1 s�1 and no electron mobility by the TOF
method. Meanwhile, nanofibers exhibit an ambipolar charge-transporting
character with hole and electron mobilities of 0.10 and 0.14 cm2 V�1 s�1,
respectively. As a consequence, upon photoirradiation, only the nanofibers
displayed a detectable photocurrent on micrometer-gap electrodes. By
slightly modulating the linker and its rigidity between the porphyrin and the
fullerene, the same group demonstrated that bilayer or monolayer nano-
tubes could be produced.170 The bilayer nanotube, which presented a
diameter of 32 nm, consisted of a coaxially segregated donor–acceptor het-
erojunction, whereas the monolayer one, with a smaller diameter (7.5 nm),
was composed by alternating donor/acceptor stacking. Although both
nanostructures were photoactive, these differences in molecular arrange-
ment had an impact on the photoconductivities of both nanostructures, with
the bilayer nanotube presenting an ambipolar charge-transporting character
and being much more photoconductive than the monolayer nanotube. This
observation was confirmed when measuring the VOC and the JSC of both
nanostructures inserted in devices. Recently, a properly designed prophyrin-
C60 dyad was shown to self-assemble into a supramolecular ‘‘double-cable’’
structure with the core channel made of the p-type porphyrins and the n-type
C60 standing as three helices at the periphery of the cable.171 Using both
wide-angle X-ray diffraction and electron diffraction experiments, the precise
structure of this self-assembly was determined with columns packed into a
hexagonal lattice and a full helical turn observed for a stack of 129 molecules
rotated for 44 turns. In BHJ devices, a blend of this nanostructure with a low
band-gap conjugated polymer resulted in a phase-separated columnar
morphology that presented high photovoltaic performances (JSC 13.5 mA cm�2,
VOC 0.66 V, PCE 3.36%, and FF 0.38). Porphyrin and fullerene derivatives
have also been combined in non-covalent dyad systems in OPV devices.
For instance, Hasobe and co-workers have reported the hierarchical

36 Chapter 1

D
ow

nl
oa

de
d 

on
 . 

Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

00
01

View Online

http://dx.doi.org/10.1039/9781782626947-00001


self-assembly of a zinc meso-tetra(4-pyridyl)porphyrin into flakes in the ab-
sence of fullerene derivatives and into hexagonal or distorted polygonal
hollow nanotubes depending on the size of the fullerene particles.172

Regenerative I�/I3� photoelectrochemical cells made with these nanotubes
showed, at an input power of 20 mW cm�2, a PCE of 0.63% when the
nanotube is filled with a C60 derivative, whereas a PCE of 0.03% was
observed for the zinc porphyrin alone. PCBM has also been incorporated
in liquid crystalline porphyrins which form columnar aggregates with a
hexagonal lattice in homeotropically aligned thin films, as determined by
XRD.173 The resulting doped blends kept the liquid crystal phase of the
porphyrin derivative, allowing the formation of highly ordered nano-
structured thin films that are promising for use in OPV devices (PCE 0.71%
after annealing). Phthalocyanines decorated with amide and carboxylic acid
functions have been self-assembled vertically in nanorods on ITO surfaces,
forming large and ultra-dense arrays.174 The conductivity measured by a
conducting AFM tip was shown to be 20–100 times greater than an
amorphous film of zinc phthalocyanines. When this nanorod-arrayed film
was used as a hole-transporting layer in an organic solar cell device, high
photovoltaic performances (JSC 7.50 mA cm�2, VOC 0.56 V, PCE 2.31%, and FF
0.55) were reached although they were not as high as the one observed for a
classical PEDOT : PSS active layer. Nonetheless, precise structuring of the
surface using oriented p–p stacks showed great improvement compared to
the same device made with an amorphous film (JSC 1.71 mA cm�2, VOC 0.41 V,
PCE 0.14%, and FF 0.20).

1.5.3 Diketopyrrolopyrrole Derivatives

Diketopyrrolopyrrole (DPP) is a chromophoric unit that has been widely used
in industrial applications as high-performance pigments. Recently, this
synthon, which can be involved in both hydrogen-bonding and p–p stacking
interactions, has been connected with thiophene units and inserted in small
molecules for solution-processed small-molecule BHJ solar cells. The group
of Nguyen has been particularly active in developing such new small mol-
ecules. For instance, in their seminal work, a DPP fragment, which presents
an electron accepting ability, was coupled with two electron donating
terthiophene units at their 2 and 5 positions.175 One advantage of the
thiophene units is their ability to induce an intramolecular charge transfer
with the DPP core, which leads to a broadening of the absorption of these
molecules. When they are blended with PCBM and used as active layer in a
BHJ device, high photovoltaic performances can be reached (JSC 8.42 mA
cm�2, VOC 0.67 V, PCE 2.33%, and FF 0.45). Interestingly, the morphology of
the active layer as fiber-like structures was not affected during blending and
a continuous film without phase segregation was observed, which probably
accounts for the device performance. By finely tuning the substitution of the
nitrogen atoms of the DPP fragments and the possible functional groups
connected to the thiophene units, improved performances in BHJ devices
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were observed leading to a PCE of 4.8%, the highest reported so far for DPP-
containing small molecules.176 A good nanostructuring of the blend along
with a good match between the molecular orbital levels of both the donor
and the acceptor can be ascribed for the observed photovoltaic properties.
To further improve the supramolecular arrangement of these molecules,
electron-rich p-stacking units such as triphenylamine or pyrene units have
also been connected to the dithienyl-DPP core.177 For the molecule substi-
tuted with pyrene at its C2 position, a very efficient thin film BHJ device was
produced (JSC �8.3 mA cm�2, VOC 0.76 V, PCE 4.1%, and FF 0.58). Using a
combination of AFM, XRD, and grazing-incidence X-ray scattering, thin films
of both the single molecule and its blend with PC71BM showed a closely-
packed, highly crystalline network, which arises from the strong p–p inter-
actions between the pyrene units. By fine tuning the dithienyl-DPP core, new
donor materials with liquid crystalline properties induced by the formation
of H-aggregates have been synthesized recently.178 The liquid crystalline
mesophase was only observed upon heating above 117 1C and, indeed, BHJ
devices obtained after annealing at 140 1C displayed increased performances
(JSC 8.27 mA cm�2, VOC 0.93 V, PCE 4.2%, and FF 0.54) compared to the
as-cast device (PCE 2.6%). AFM imaging of thin films confirmed the re-
organization of blend films into large and homogeneous interpenetrating
networks upon thermal annealing.

1.5.4 Hexabenzocoronene Derivatives

Based on both their self-assembling and electronic properties, hexa-
benzocoronene derivatives have also been considered for BHJ solar cells.179

For instance, HBC discotic liquid crystals were combined with a perylene dye
to produce thin films with vertically segregated perylene and HBC having a
large interfacial surface area.180 When incorporated into a diode geometry by
solution casting, these films show a photovoltaic response (JSC �33.4 mA
cm�2, VOC 0.69 V, PCE 1.95%, and FF 0.40) initiated by a photoinduced
charge transfer and an effective transport in the two p-systems. The group
of Aida has synthesized photoconductive nanotubes by a controlled self-
assembly of the HBC–trinitrofluorenone (TNF) covalent D–A dyad.181 Such
nanotubes have a coaxial configuration in which a molecular layer of
electron-accepting TNF laminates an electron-donating graphitic bilayer of
p-stacked HBC. Such a structure creates an extremely wide interface for the
spatially segregated redox couple, providing an on/off ratio greater than 104

upon photo-irradiation. Such building of a heterojunction within the
nanotube configuration and using fullerene as an electron accepting layer
was successfully used in photovoltaic devices.182 The same group has also
reported a supramolecular linear p–n junction composed of two different
graphitic nanotubes by a stepwise self-assembly of two kinds of HBCs having
different electronic structures (Figure 1.4b).183 The lifetime of the charge
carriers generated in the heterojunction nanotubes is five times longer than
those measured for the nanotubes composed of a single component,
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demonstrating that the probability of the charge recombination is reduced.
Modifying the substitution of the HBC core with difluorenyl moieties leads
to a self-assembly into columnar discotic liquid crystals.184 Solar cell devices
based on the blend of these compounds with PC60BM (1 : 2) generated, after
thermal annealing at 150 1C, a short circuit current (JSC) of 2.68 mA cm�2

and a PCE of 1.46%. Modifications of bifluorenyl-HBCs by oligothiophenes
dendrons led to an organization in discotic columnar array, without any
phase transition between �100 and 250 1C.185 BHJ devices based on a blend
of these compounds and PC70BM (1 : 2) showed a JSC of 5.71 mA cm�2 along
with a PCE of 2.64% for the best one. More recently, diketopyrrolopyrrole
units were appended to the same bifluorenyl-HBC core and a discotic liquid
crystalline phase was observed over a large range of temperatures.186 Blends
with PC71BM in BHJ solar cells showed a JSC of 3.96 mA cm�2, a VOC of 0.86 V,
and PCE of 1.59%. All these examples highlight the influence of small mo-
lecular changes on morphologies and thereby on device performances.

Dibenzotetrathienocoronene (6-DBTTC) was shown to self-assemble into a
network of cables only after thermal treatment above 100 1C.187 Devices
made of a spin-cast donor layer annealed at 150 1C followed by an acceptor
layer of fullerene deposited by thermal evaporation showed a power con-
version efficiency of 1.9% (JSC 6.7 mA cm�2 and VOC 0.6 V). The importance
of the structure of the donor layer was demonstrated with non-annealed
devices, which displayed a PCE of 0.6% and a JSC of 1.8 mA cm�2. These
molecules have also been used in blended films with PC70BM.188 In this
case, grazing incidence wide-angle X-ray scattering (GIWAXS) demonstrated
the formation of supramolecular complexes in the bulk, owing particularly
to the concave shape of 6-DBTTC, which is able to coordinate the ball shape
of PC70BM. Devices made of a 1 : 2 ratio of 6-DBTTC : PC70BM as the active
layer demonstrated an enhanced PCE of 2.7% and the presence of these
supramolecular complexes was shown to positively affect charge separation
in the active layer.

1.5.5 Rylene Derivatives

The group of Matile has proposed a new supramolecular n/p-heterojunction
(SHJ) approach with oriented multicolored antiparallel redox gradients
(OMARGs) to build well-defined surface architectures for BHJ solar cells.189

In particular, they have introduced the programmed assembly of inter-
digitating intra- and interlayer recognition motifs on conducting surfaces
(Figure 1.4c).190 These self-assembled zippers allow the access to supramo-
lecular coaxial n/p-heterojunctions with good photocurrents and high fill
factors (0.50–0.60). To reach a well-defined n/p-heterojunction at the
nanoscale, Würthner and co-workers have described the synthesis of a tryad
composed of two triaminotriazine-substituted oligo(phenylenevinylenes)
connected to a perylene bis-imide by hydrogen bonding.191 The trimer was
shown to self-assemble into right-handed supercoils. However, OPV devices
show only poor diode behavior due to the lateral organization of the
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supercoils at the surface. Increasing the absorption spectra of small mol-
ecules is a strategy commonly used to achieve better efficiencies. Using
a non-covalent metal–ligand interaction, a zinc porphyrin was coupled
with and N-pyridyl-perylene-imide anchored on a TiO2 surface, leading to a
supramolecular dyad with an increased absorption between 450 and
650 nm.192 Using cyclic voltammetry measurements on the supramolecular
complex, the porphyrin was shown to be a better electron donor whereas the
electron density of the perylene unit was reduced. When this dyad was
introduced in dye-sensitized solar-cell devices, a larger efficiency than those
observed for the individual dyes was recorded (PCE 1.1%, 0.72% and 0.09%
for the dyad, the perylene and the porphyrin units, respectively). This
supramolecular approach can be seen as a new strategy to construct multi-
chromophoric dye-sensitized solar cells.

1.5.6 Triarylamines Molecules

As mentioned earlier, triarylamine molecules have been widely used as
donor motifs in opto-electronic devices, particularly in dye-sensitized or-
ganic solar cells, without controlling precisely their nanostructures.193

The group of Kumar recently introduced two strategies to control the
nanostructuring of triarylamine moieties, which results in improved device
efficiencies. As a first approach, they decorated a triarylamine molecule with
a self-complementary hydrogen bond motif.194 AFM imaging of films re-
vealed the formation of interconnected fibrous nanostructures 85–110 nm
wide, following a hierarchical self-assembly process based on 1D hydrogen-
bonded chains and further interchain H-aggregation. Evaluation of the
photovoltaic performances of both non-self-assembling and self-assembling
molecules demonstrated higher fill factor (49% versus 38%) and higher de-
vice energy conversion efficiency (2.4% versus 2.25%) for the self-organizing
system. In a second approach, they took advantage of the light-triggered self-
assembling properties of properly designed triarylamine, that we reported
on conducting materials,69,70 to enhance the efficiencies of OPV devices.195

Therefore, new strongly dipolar ‘‘push–pull’’ bis-acetamido-functionalized
triarylamines were synthesized and shown to self-assemble upon light ir-
radiation in chloroform, even in the presence of PC61BM. Such molecules
were then further incorporated in OPV devices and photovoltaic perform-
ances of the irradiated molecules exceeded those of the non-irradiated ones,
demonstrating the importance of the morphology to achieve highly efficient
devices.

1.5.7 Other Aromatic Molecules

Dyads and triads made of donor (D) and acceptor (A) units are a well-known
strategy by which to obtain low-bandgap organic materials for use in BHJ
solar cells. Recently, the efficiencies of two triads (ADA and DAD) based on
dithieno(dialkyl)fluorene units as donors and benzothiadiazole units as
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acceptors have been compared in such devices.196 Whereas the DAD
molecule presented a crystalline state, the ADA molecule displayed nematic
liquid crystalline behavior and both molecules presented similar HOMO and
LUMO levels. When blended with PC61BM in BHJ devices, the liquid crys-
talline molecule surprisingly displayed much lower photovoltaic perform-
ances than the crystalline DAD molecule. This example highlights the
importance of the morphology (the high fluidity of the nematic phase being
detrimental to the performances) over the molecular orbital energy levels.
Fluorene units decorated on both sides by thiophene groups have also been
used to produce a cross-linked polymer network that presents nematic
liquid-crystalline gelating behavior.197 A film of this gel was then covered
with an electron-acceptor molecule layer deposited to form a vertically sep-
arated distributed interface between donors and acceptors. Incorporation of
such an architecture in a photovoltaic device led to performances such as a
VOC of 1.1 V and a PCE of 0.6% for a monochromatic irradiance of 45 mW
cm�2. A low band-gap conjugated main-chain polymer containing melanin
side chains was cross-linked with complementary uracil-based electroactive
fragments, which induced a lowering of both the HOMO and LUMO levels of
the supramolecular network, compared to the polymer itself.198 When
blended with PC70BM, smooth films with no apparent aggregation except a
nanoscale phase separation could be observed by AFM. This nano-
structuration along with a better match between the molecular orbital levels
of the donor and the acceptor led to improved photovoltaic properties for the
polymer networks (PCE and JSC respectively 3 and 2.6 times greater than the
ones of the polymer alone).

In addition to their interest for energy purposes, OPV devices could also be
used as photodetectors by converting a light signal into an electrical one.
Bawendi and co-workers reported the conception of photodetector devices
based on the self-assembly of J-aggregates dyes onto crystalline inorganic
nanowires, allowing the distribution of both light harvesting and charge
transport functions between two materials optimized for each role
(Figure 1.4d).199 The deposition of strongly-negative cyanine dyes by spin
coating onto thiocholine-treated CdSe nanowires resulted in formation of
J-aggregates at the nanowires’ surface. This process was shown to be re-
versible using exclusively solution phase processing and, thus, a switchable
color sensitization of the device from blue to red to green was explored.
These color-sensitized devices demonstrated three specific and narrow ab-
sorption bands with a resulting photocurrent enhancement of up to 2.8-fold
greater than the bare CdSe nanowire device.

1.6 Conclusion
Supramolecular electronics is a recent subdomain of organic electronics that
targets a length scale between single molecules and organic thin films. It
aims to take advantage of self-assembly strategies to construct mono-
dimensional conducting channels and to integrate them in electronic
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devices. After a decade of experimental developments, these concepts have
already been shown to be of great interest for further implementations in
nanotechnologies. Here we have illustrated that various families of mol-
ecules have particular potential in this field, and that important challenges
have now been addressed to improve the conductivity properties of these
p-conjugated systems either as semiconductors or organic metals. In add-
ition, by using several processing, casting, and aligning strategies, these soft
materials have already been engineered and integrated in (opto)electronic
devices such as field effect transistors, light emitting diodes, and organic
solar cells. These materials open new doors for further fundamental
investigations on charge transport phenomena and for technological appli-
cations in which bottom-up fabrication processes can overlap with pre-
patterned top-down circuitries for improved miniaturization and efficiency.
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CHAPTER 2

Multicomponent Assembly
Strategies for Supramolecular
Systems

DIMAS G. DE OTEYZA

Centro de Fı́sica de Materiales (CSIC-UPV/EHU) - Materials Physics Center
(MPC), Paseo Manuel Lardizabal 5, 20018 San Sebastián, Spain
Email: d_g_oteyza@ehu.es

2.1 Introduction
Organic-based opto-electronic devices have long penetrated the market, keep
increasing their share at high growth rates, and are foreseen to maintain this
trend over the coming years. This development goes hand in hand with re-
search efforts devoted to advance the functionality and efficiency of organic
materials. In this frame, an important role is played by molecular engin-
eering as a tool to tune and improve their electronic, optic or magnetic
properties.1–3 The possibility to do so by synthetic design is among the most
compelling aspects of organic semiconductors, which are generally classi-
fied into two main groups: polymers and oligomers or small molecules. The
physics underlying the functionality of each of them is similar, and the main
difference relates to their processing methods.4

Polymers require deposition from solution, while oligomers offer a wider
range of processing possibilities. Among them, organic molecular beam
deposition (OMBD) is most common. In OMBD the molecules are sublim-
ated under vacuum and a substrate of choice is placed in front of the as-
sociated molecular beam, resulting in adsorption and self-assembled growth
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of molecular films. However, alternatives include organic vapor phase de-
position, a method by which the molecules are evaporated in the presence of
an inert carrier gas that flows through heated tubes transporting the mol-
ecules toward a cooled substrate on which condensation sets in – or even
deposition from solution as in the case of polymers, since many oligomers
are also soluble or can be made soluble by synthetic addition of side chains.
A second essential difference between polymers and oligomers is the degree
of order they can achieve in condensed films, which is significantly lower in
the polymer case. In this context, it is important to stress that in addition to
the intrinsic molecular properties, other factors like the molecular ar-
rangement in the actual devices are similarly important for the final device
performance. This includes the crystalline structure (or the absence thereof)
and the morphology of the deposited material, whose control and opti-
mization is therefore as desirable as that of the molecular properties.5–7

Many essential processes involved in device operation occur at the
multiple interfaces within the devices.8 Focusing by way of example on
donor–acceptor heterojunction-based organic photovoltaic cells, the general
working mechanism is commonly pictured as consisting of five separate
processes: (1) photon absorption and exciton formation, (2) exciton diffusion
towards the donor–acceptor interface, (3) free charge carrier generation by
exciton dissociation, (4) charge transport towards the electrodes, and (5)
charge collection at the metal–organic interface.6–8 Of these processes, at
least the exciton dissociation and the charge collection take place directly at
organic–organic or metal–organic interfaces. In addition, the interfaces can
also have an indirect impact on the other processes by influencing the film
structure if they act as substrates and templates for the growth of molecular
layers atop.9 As a consequence, well engineered interfaces in terms of both
crystalline and electronic properties are of paramount importance for fur-
ther development of organic electronics. A requisite along these lines is
sufficient understanding of the underlying physical and chemical processes
determining such interfacial properties, which has been the goal of count-
less investigations over recent decades.

Among the numerous kinds of interfaces involving organic materials, the
best defined are those in which high-purity molecules are deposited by
OMBD onto inorganic substrates. This is ideally done under ultra-high
vacuum (UHV), allowing for the use of substrates with atomically controlled
structure and cleanliness. As opposed to other deposition methods affected
by the presence of liquid solvents or contaminants, OMBD provides inter-
faces in a perfectly controlled environment, greatly simplifying the analysis
and understanding of subsequent interface characterizations. This chapter
describes organic layers prepared mostly by these means, and the strategies
followed to control their crystalline and electronic properties.

Most of the related work to date has been performed on single-component
molecular layers. Such studies have greatly helped to improve our current
knowledge of organic self-assembly. However, in this chapter special em-
phasis is put on self-assembly of multicomponent supramolecular systems.
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On the one hand, multicomponent systems can be highly relevant for po-
tential applications requiring materials with distinct functionalities.
A common example is that of combinations of p- and n-type semiconductors,
as needed, for example, in solar cells or organic light-emitting diodes. On the
other hand, they provide an even greater flexibility in the design strategies of
their properties.

In the following, the interactions driving molecular self-assembly are
numbered and described, together with examples of their use for the growth
of multicomponent supramolecular layers with tailored structures. Sub-
sequently, considerations about the effect of different components in mo-
lecular layers on the electronic properties are outlined, as well as potential
ways to leverage that knowledge for the rational design of the interface.

2.2 Taming the Driving Forces behind
Multicomponent Self-Assembly

The growth of molecular thin films is an intricate process in which the re-
sulting molecular arrangements depend on the delicate balance of many
disparate interactions. Focusing on two-dimensional systems, inter-
molecular and molecule–substrate interactions come into play and each of
them includes many variations, often present simultaneously. The com-
plexity of the scenario is such that even slight changes in one of the system
parameters, as for example the sample temperature10 or molecular surface
coverage,11 may sway the balance toward different dominating interactions
and cause significant changes in the final interface structure. Besides, since
growth processes are inherently away from equilibrium, not only thermo-
dynamics but also kinetics have to be considered. That is to say, incoming
molecular flux, adsorption, desorption or surface diffusion, in combination
with growth temperature, are additional factors that can influence the for-
mation of metastable molecular structures and film morphologies.12,13

All these interactions and processes governing organic thin film growth
differ significantly from those studied for many decades in inorganic
materials.14,15 Here, the interactions are typically much weaker and non-
covalent (van der Waals, hydrogen bonds, electrostatic interactions, etc.),
with shallower interaction potentials. In addition, organic molecules are
large and generally anisotropic. This provides them with additional orien-
tational and vibrational degrees of freedom that are not included in con-
ventional growth models based on inorganic materials and that greatly affect
fundamental processes. Representative examples of this include configur-
ation-dependent diffusion coefficients16–18 or varying Ehrlich–Schöbel bar-
riers in interlayer molecular transport.19,20 An overview of the typical
energies (or barriers, for kinetic processes) and length scales involved in
the most relevant interactions and processes for two-dimensional (2D)
organic thin-film growth is given in Table 2.121 and discussed in more detail
in the sections below.
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It is important to keep in mind that the interactions responsible for the
formation of specific supramolecular structures do not necessarily have to
be those contributing the largest amount to the formation energy. As men-
tioned above, several distinct interactions contribute simultaneously and,
considering them to be independent, the overall formation energy is the sum
of all contributions. A simplified example is shown in Figure 2.1, which
represents the bottom of two different potential wells associated with arbi-
trary interactions, each with a different equilibrium distance and distance
dependence. As observed from the total formation energy curve, the total
equilibrium distance is mainly determined by the steeper interaction po-
tential, rather than the deeper one.

All the above is valid for the growth of single-component and multi-
component layers alike. The latter, however, provide a much larger flexibility
to use the distinct interactions for the design of supramolecular layers. On
the one hand, the combination of different molecular species allows a more
modular approach, in which different functional groups required for specific
interactions (e.g. proton-donors and proton-acceptors necessary for H-bond
formation) are introduced into each of the different organic species to op-
timize certain interactions among them. On the other hand, a larger number
of parameters are available that increase the possibilities (and at the same
time the complexity) of multicomponent supramolecular assembly, such as,

Table 2.1 Typical values of the associated energies and length scales of the most
common interactions and processes involved in the self-assembly of
supramolecular layers. Republished with permission of Annual Reviews,
Inc, from ref. 21; permission conveyed through Copyright Clearance
Center, Inc.

Energy range (eV) Distance Character

Adsorptiona EadE0.5–10 E1.5–3 Å Directional, site
selective

Surface
migrationa

EmE0.05–3 E2.5–4 Å 1D/2D

Rotational
motiona

ErotBEm Short 2D

Indirect substrate
mediateda

EsE0.001–0.1 Å to nm range Oscillatory

Reconstruction
mediateda

EsB1 Short Covalent

Van der Waalsb EmE0.02–0.1 o1 nm Nonselective
Hydrogen

bondingb
EasE0.05–0.7 E1.5–3.5 Å Selective, directional

Electrostatic
ionicb

EasE0.05–2.5 Long range Nonselective

Metal–ligand
interactionsb

EasE0.5–2 E1.5–2.5 Å Selective, directional

aSurface-specific aspects. Provided values are representative for metal–organic interfaces.
bCharacteristics of direct intermolecular non-covalent interactions are representative for 3D
compounds.
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for example, their relative molecular ratios, deposition order, or the different
kinetic responses of each species.

2.2.1 Molecule–Substrate Interactions

Adsorption is the first step in the growth of molecular films and is typically
classified into physisorption or chemisorption depending on the molecule–
substrate interactions. The former is characterized by weak, long-range van
der Waals interactions that are hardly directional along the substrate sur-
face, while the latter involves a strong, local chemical bond formation by
electron exchange, and therefore presents a larger surface corrugation po-
tential. Nevertheless, because a continuous spectrum of interaction
strengths exists between both extremes, classification is often difficult. As an
adsorbate approaches the substrate, their respective electronic states inter-
act, broadening and shifting the energy of the molecular orbitals.22,23

However, little interaction occurs if the substrate has no states at the en-
ergy of the molecular orbitals, leaving the latter largely unperturbed. This is
important for molecular deposition on insulators and semiconductors. In
such cases the frontier molecular orbitals (highest occupied molecular or-
bital, HOMO, and lowest unoccupied molecular orbital, LUMO), which
typically dominate the adsorbate/substrate chemistry,24,25 may fall in a band
gap, with a consequent absence of chemical interactions and therefore
representing a pure physisorption scenario. Under these circumstances,
molecule–substrate van der Waals interactions are often surpassed by
intermolecular interactions and the molecules arrange in a way optimizing
the latter. Organic semiconductors owe their semiconducting properties to

Figure 2.1 Schematic representation of the bottom of two potential wells associated
with arbitrary interactions Int1 (short dash) and Int2 (long dash) that
contribute to a total potential (continuous line). The minimum energy
equilibrium distances are marked with gray lines for each of the poten-
tial curves, evidencing how the final equilibrium distance of the total
potential is mainly determined by the steeper, rather than by the deeper
potential well.
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the presence of conjugated double bonds, which require a sp2 hybridization
of the C atoms along their molecular backbone and generally lead to planar
structures (although deviations from planarity can arise from additional side
groups, sp3 hybridized heteroatoms, twisted molecular structures caused,
for example, by steric hindrance at the expense of a reduced conjugation,
etc.). Optimized intermolecular interactions on weakly interacting substrates
are commonly obtained for such molecules by arranging in a standing-up
configuration to maximize intermolecular contact.

When deposited on metals, which lack band gaps around the Fermi level,
the molecular orbitals hybridize with the substrate states. The low energy
molecular orbitals in organic semiconductors, whether occupied or un-
occupied (including HOMO and LUMO), normally have p character and are
oriented perpendicular to the plane of the conjugated backbone. Particularly
important are their interactions with the metal d-band, which to a large
extent determine the adsorbate–substrate interaction strength or adsorption
energy.22,26,27 These interactions generally exceed those between molecules
(Table 1), and unless strong chemisorption takes place through specific
heteroatoms, potentially causing the molecules to tilt,28,29 p–d interactions
generally drive organic semiconductors to lie with their main conjugated
backbone parallel to the substrate surface. On metals, as a result of the local
hybridizations, the interaction potential is more corrugated than for pure
physisorption on insulators and related to the substrate crystal structure. An
example is given in Figure 2.2, which depicts the adsorption energy of per-
fluoropentacene (PFP) on a Ag(111) surface as a function of its position on
the substrate.10

The first remarkable observation in Figure 2.2 is the anisotropy in the
interaction potential. The Ag(111) surface is characterized by a sixfold sym-
metry (threefold if underlying Ag layers are also considered), but because of
the molecular anisotropy the symmetry in the interaction potential is reduced.
While a significant corrugation is indeed evident in the adsorption energy
map, it is dramatically smoothed out in the direction along the long molecular
axis, which can be understood as follows. If the molecular dimensions greatly
exceed the substrate lattice, the molecule–substrate interaction potential is
averaged over the whole molecule and therefore smoothed out as compared to
that of atomic adsorbates or smaller molecules. For an elongated molecule
like PFP this effect is strongest along its long axis. As a result, the corrugation
in the adsorption energy is very smooth along this direction, but much less
along the short axis. This characteristic effect of extended molecules has
important consequences on kinetic parameters affecting their self-assembly,
like for example diffusion. While for atomic adsorbates or smaller molecules
diffusion typically takes place by movements between adjacent substrate-lattice
sites, such a shallow interaction potential can make long jumps, spanning
multiple lattice spacings, the dominating scenario in molecular diffusion.30,31

Diffusion during film growth is highly convolved with other kinetic pro-
cesses like adsorption, desorption, and nucleation, which in addition to
molecule–substrate interactions also involves intermolecular interactions.
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The influence of kinetic parameters on the resulting growth structures is
therefore difficult to predict and as a result scarcely used in the rational
design of 2D multicomponent assemblies. However, their important role in
film growth is well known. By way of example, kinetic limitations have been
shown to hamper the formation of thermodynamically favored molecular
blends of two differently functionalized Zn(II) porphyrin derivatives on a
Cu(111) surface.32 For an appropriate molar ratio a thermodynamically
favored crystalline blend can form. However, this only occurs for coverage
well under a full monolayer, whereas for high surface coverage a retarded

Figure 2.2 Adsorption energy of perfluoropentacene on a Ag(111) surface as a
function of its position on the surface. Calculations are performed for
the molecule in the experimentally found orientation and maintained
fixed. Molecular structure, substrate structure and relative orientation
are schematically shown on top. Below, a color-coded adsorption energy
map is given in reference to the molecular displacement. The origin
corresponds to the molecular center located on a top-site, and the Ag
structure is marked in relation to the scheme above.
Adapted with permission from ref. 10. Copyright 2012 American
Chemical Society.
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diffusion and mass transport hinder the formation of the ordered multi-
component layer.32

To avoid this undesirable scenario, a sweet spot in the balance among all
involved interactions is required. An example of this might be a system with a
well-defined thermodynamic-equilibrium blend structure to aim for, but
with smooth potentials that allow reaching it by effective molecular dif-
fusion. In fact this scenario is not uncommon: in many systems different
molecular species form thermodynamically stable ordered molecular blends
regardless of growth parameters such as their co-deposition or sequential
deposition order, total coverage, or deposition rate.33–35 Besides, kinetic
hurdles can often be overcome thermally. This has been shown for sequen-
tially deposited multicomponent layers in which the first deposited species
forms a relatively stable structure. Then, annealing might be necessary but
sufficient to overcome the barrier to break that single-component structure
and form the thermodynamically favored crystalline molecular blend.36,37

Nevertheless, the slow dynamics associated with kinetic barriers can also
be exploited to control the structure of multicomponent assemblies. Self-
assembly of octachloro zinc phthalocyanines (ZnPcCl8) on Ag(111) has been
shown to evolve at room temperature within tens of hours (the transformation
can be accelerated by gentle annealing) from a low density to a compact
packing structure through two phase transitions (Figure 2.3a–d).38,39 Except

Figure 2.3 Chemical structure of Cl8ZnPc (a) and 10�10 nm2 STM images of the self-
assembled structures on Ag(111) as a function of time (b–d). Chemical
structure of PTBC (e) and 9�9 nm2 STM images of the multicomponent
layer structures formed upon deposition of PTBC on (f) the Cl8ZnPc
structure shown in (b) and (g) the Cl8ZnPc structure shown in (c).
(b)–(d) Adapted with permission from ref. 38. Copyright 2006 American
Chemical Society. (f) and (g) Adapted with permission from ref. 40.
Copyright r 2008 Wiley-VCH Verlag GmbH, Weinheim.
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in the last, most compact and stable ZnPcCl8 structure, deposition of penta-
tert-butyl-corannulene (PTBC) on top renders ordered ZnPcCl8-PTCB blends
in which PTCB inserts itself into the pores of the ZnPcCl8 films, pushing the
surrounding molecules apart. Most importantly, depending on the initial
ZnPcCl8 structure, which can be selectively prepared, the resulting blend
displays well differentiated multicomponent assemblies (Figure 2.3e–g).40

Even if the interaction potential is smeared out for extended molecules,
the remaining corrugation is still often a key parameter determining mo-
lecular self-assembly. Its azimuthal anisotropy is mirrored not only in
favored diffusion directions,16–18,31 often requiring additional molecular
rotations (with their associated kinetic barriers,41 see Table 1) for a true two-
dimensional diffusion, but even more importantly in favored molecular
adsorption sites and orientations. Proof of it is the enormous number of
molecular layers on crystalline surfaces that exhibit an epitaxial relation,
i.e. a well-defined geometric relation, between the substrate and overlayer
structures.42,43 However, excessively strong corrugation in the molecule–
substrate interactions can also pose serious limitations to molecular self-
assembly by forcing the molecules into positions and orientations solely
determined by the substrate. Under these circumstances, while certain
molecular blends fulfilling the conditions imposed by the surface might still
allow arrangements with sufficient intermolecular interactions,44,45 many
other blends do not. In addition, because intermolecular interactions are a
sine qua non requisite for the growth of ordered structures, formation of
ordered multicomponent assemblies is often prevented for this reason.
Evident examples are displayed in Figure 2.4.

In the figure we find two different molecular blends [cobalt phthalocya-
nine (CoPc) with copper tetraphenyl-porphine (CuTTP) in a 1:1 ratio on the
one hand,46 and copper phthalocyanine (CuPc) with perfluoropentacene
(PFP) in a 1:1 ratio on the other hand] deposited on two different Au surfaces
at room temperature (RT), namely, the reconstructed Au(111) and the re-
constructed Au(100). RT scanning tunneling microscopy (STM) measure-
ments show CoPc and CuTTP blends in a 1:1 ratio to phase-segregate into
ordered regions of only CuTTP (lower part of Figure 2.4b) and disordered
blend regions (upper part of Figure 2.4b) when deposited on Au(111). In
contrast, using the Au(100) surface as substrate, highly ordered blend
structures form with alternating rows of CoPc and CuTTP molecules ori-
ented along the (110) substrate directions (Figure 2.4c).46 The capability to
arrange into a long-ranged ordered structure on Au(100) but not Au(111)
highlights the limiting role of the substrate towards the self-assembly of
ordered molecular layers as described above.

In this respect there is a pronounced system specificity, as it depends on
the particular interaction potential landscape of each molecule–substrate
combination. That interaction potential defines the favored molecule ad-
sorption sites and orientations, but also the resilience associated with de-
viations from the equilibrium positions. Such deviations occur to optimize
the required intermolecular interactions, which on the other hand depend
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on the particular molecular structures to be combined. For example,
Figures 2.4(d)–(f) show complementary measurements on CuPc and PFP
blends on the same two substrates. Submonolayer coverage forms islands of
highly ordered mixed layers on Au(111) (Figure 2.4e), while a disordered
blend, with PFP anchored holding two discrete orientations and CuPc dif-
fusing around in the spaces in between, is found on Au(100) (Figure 2.4f).
The results are therefore similar to the CoPc and CuTTP blends (Figures 2.4b
and 2.4c) in terms of an ordered and a disordered blend structure, but on
opposite surfaces. That is, it confirms the crucial role of the substrate
structure, and also the specificity of its effect on each molecular blend.

Being so system-specific, molecule–substrate interactions are generally
difficult to exploit for rational design of multicomponent molecular as-
semblies. However, one way to use them in a controlled manner is if the
substrate properties present a modulation beyond the crystalline periodicity.
The particular patterns of that modulation can later act as growth templates.
Examples thereof include surface reconstructions, dislocation networks, or

Figure 2.4 Chemical structures of two different pairs of molecules [CoPc and CuTTP
in (a); CuPc and PFP in (d)], each used for deposition in a 1 : 1 ratio on
two different substrates. (b) and (c) 10�10 nm2 Constant current STM
images of the CoPc : CuTTP blend on reconstructed Au(111) and re-
constructed Au(100), respectively. (e) and (f) 10�10 nm2 Constant cur-
rent STM images of the CoPc : CuTTP blend on the same reconstructed
Au(111) and reconstructed Au(100), respectively. Each molecular blend
self-assembles into a crystalline multicomponent layer only on one of
both surfaces, which changes from one blend to the other.
(b) and (c) Adapted with permission from ref. 46. Copyright 2003
American Chemical Society.
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vicinal surfaces. This idea was initially developed with inorganic ma-
terials,47,48 and has been extended later on to organic molecules.49–51 Fo-
cusing on the particular case of multicomponent molecular structures, this
approach has been applied with the periodically spaced steps of vicinal
surfaces.33,52 Step edges present different electronic properties than other
surface sites due to the lower coordination of edge atoms, charge redistri-
bution (resulting in an electron-deficient region above and an electron-rich
region below the steps) and the associated edge dipoles.53 As a result, they
act as the preferential adsorption sites of many organic species (schemat-
ically shown in Figure 2.5a), and well-defined linear arrays of steps have been
used to align and distribute multicomponent supramolecular linear chains.
An example is depicted in Figure 2.5(b–c) with blends of 1,4-bis(2,4-diamino-
1,3,5,-triazine)benzene (BDATB) and 3,4,9,10-perylenetetracarboxylic dii-
mide (PTCDI) on Au(11,12,12).33

Alternatively, previous growth of single- or multi-component molecular
networks can also act as substrate template for subsequent deposition of
different molecular species. This greatly increases the possibilities, given the
enormous variety of molecular networks in terms of structure symmetry and
dimensions as compared to inorganic crystals. Despite the relatively smooth
interaction potential associated with non-covalent intermolecular inter-
actions, its modulation along many molecular assemblies has been dem-
onstrated to be sufficient to act effectively as growth template.54–56 In
addition, such modulation can be further enhanced by the use of molecular
arrays consisting of blends of different molecules,57 molecular dislocation
networks,10,58 or porous structures on which additionally deposited mol-
ecules adsorb at the pre-defined pores in a host–guest scenario.37,59–62 A
beautiful example is shown in Figures 2.5(d)–(f).63 Figure 2.5(d) depicts the
commensurate structure formed upon deposition of 1,3,5-tri(40-bromo-4,4 0-
biphenyl)benzene (BPB) on a Si(111)-B O3�O3R301 surface, which includes
two differently sized pores as marked in the image. Subsequent deposition of
C60 leads to its adsorption on either kind of pore and to the formation of a
disordered blend structure. As opposed to C60, the larger molecule 1,3,5-
tri(4-bromophenyl)benzene (TBB, Figure 2.5e) is unable to fit in the smaller
pores in the BPB network. However, it perfectly matches in size and shape
the largest of the nanopores. Deposition of TBB onto the porous BPB layer
therefore leads to a long-range ordered structure with TBB adsorbing only
onto the larger pores (Figure 2.5e), a structure that is further stabilized by
p–p interactions between the tilted phenyl rings of TBB and BPB. Now the
crystalline molecular layer features only one type of pores, and can serve as
a template for C60, the deposition of which now results in a well-ordered
three-component molecular blend (Figure 2.5f).

2.2.2 Intermolecular Interactions

Among the multiple classification schemes applicable to intermolecular
interactions, probably the most relevant for the design of supramolecular
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Figure 2.5 (a) Schematic representation of the adsorption potential on a periodic-
ally stepped surface, with a small period corrugation related to the
substrate crystalline structure and a longer period corrugation arising
from the surface steps that can be leveraged for designed molecular
adsorption patterns. (b) Molecular structures of PTCDI and BDATB.
(c) STM image of PTCDI and BDATB heteromolecular wires grown
along the steps of a Au(11,12,12) surface. (d) Chemical structure of
BPB and 14�14 nm2 STM image of its resulting self-assembled layer
structure on a Si(111)-B O3�O3R301 surface. The 7�7 overlayer struc-
ture is marked on the image, as well as the two different pores and their
sizes. (e) Chemical structure of TBB and 14�14 nm2 STM image of the
molecular blend after its deposition on a BPB network as in (d), select-
ively filling the larger pores. (f) Chemical structure of C60 and 14�14 nm2

STM image of the molecular blend after its deposition on a BPB-TBB
network as in (e), selectively filling the remaining, smaller pores.
(c) Adapted with permission from ref. 33. Copyright r 2007 Wiley-VCH
Verlag GmbH, Weinheim. (d), (e) and (f) Adapted with permission from
ref. 63. Copyright 2012 American Chemical Society.
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systems is their directionality. The effect of directional interactions (H-
bonds, metal coordination, or covalent bonding) on supramolecular layers is
easier to rationalize and predict than that of their non-directional counter-
parts, and therefore most commonly used in the rational design of multi-
component films. Nevertheless, non-directional interactions (van der Waals,
dipole–dipole) have been shown to be equally relevant and, even if associ-
ated with additional comprehension complexity, usable in a comparable
way. Examples for each are provided in the following sections.

2.2.2.1 Hydrogen Bonding

Hydrogen bonds are probably the most important of non-covalent inter-
molecular interactions due to their great relevance in many disparate fields,
ranging from biochemistry to inorganic chemistry, supramolecular chem-
istry or materials science. They arise from the electrostatic attraction be-
tween the partial positive charge in H atoms covalently bonded to more
electronegative elements (X–H, both atoms together commonly termed as
proton donor) and a partial negative charge on another atom (A, proton
acceptor).64,65 In addition to the atomic species involved (X and A), the
H-bond is also characterized by the bond length (distance from H to A)
and the angle spanned in X–H � � �A. The bond strength correlates
inversely with the bond length and increases as the angle approaches 1801,
therefore favoring linear geometries (geometries with bond lengths above
3.5 Å and/or angles below 901 are generally no longer considered
H-bonds).64,65 The dependence on the geometry, involved atomic species,
and even on the neighboring supramolecular environment causes the
energies associated with H-bonds to span over more than two orders of
magnitude (Table 1).21,64,65

Hydrogen bonding has been demonstrated to drive the self-assembly of
molecules into all kinds of ordered arrangements, ranging from extended 2D
layers66 to nanoporous67 or linear structures.68 While all these kinds of
structures have been successfully grown from single molecular species, the
use of multiple different molecules facilitates the molecular design aiming
for a directed growth of tailored supramolecular structures. The known
preference for linear alignment of the H-bonds, in combination with com-
plementary located proton donors and proton acceptors on different mo-
lecular species, allows intuitive predictions of the supramolecular
arrangements. A breakthrough in this approach was the successful synthesis
of porous honeycomb networks by co-deposition of melamine and PTCDI on
Ag/Si(111) (Figure 2.6a),37 in which the melamine acts as the linker between
PTCDI molecules and imposes its threefold symmetry on the supramole-
cular structure. Elegant variations of the supramolecular structures by ap-
propriate molecular design include the use of a different linker of only
twofold symmetry as BDATB to achieve linear supramolecular arrangements
(Figure 2.6b),33 or substitution of PTCDI by cyanuric acid to obtain smaller
pores in the supramolecular network.69 Each molecular junction in the
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aforementioned molecular combinations involves three H-bonds that give
the supramolecular structures excellent stability. As a consequence of the
strong intermolecular interactions, the same supramolecular structures can
be grown on different substrates.70–72 Quantitative energies have been ob-
tained from DFT calculations for PTCDI-BDATB networks and for
melamine–cyanuric acid dimers. Formation energies associated with each
frontal triple H-bond were 0.92 eV for the former73 and 0.65 eV for the lat-
ter.74 Taking into account the formation of nine H-bonds per melamine
molecule in the 2D network, intermolecular interactions significantly exceed
the molecule–substrate adsorption energy, calculated to be 0.2 eV for mela-
mine and 0.22 eV for cyanuric acid on Au(111).74 Nevertheless, the interaction
potential associated with the H-bonds was found to be smoother than that of
the molecule–substrate interactions. The substrate, therefore, still played an
important role in the assembly geometry, since the equilibrium structure was
slightly extended with respect to that calculated for a free standing layer, in
order to satisfy optimum molecule–substrate coupling.74

Figure 2.6 (a) Chemical structure of PTCDI. (b) Chemical structure of melamine,
together with a scheme of its complementarity with PTCDI to form
H-bonded supramolecular structures with threefold symmetry, and a
15�15 nm2 STM image of the resulting blend structure on a Ag/Si(111)
surface. (c) Chemical structure of BDATB, together with a scheme of its
complementarity with PTCDI to form linear H-bonded supramolecular
structures, and a 15�15 nm2 STM image of the resulting blend structure
on Au(11,12,12).
(b) Reprinted by permission from Macmillan Publishers Ltd: Nature (ref.
37), copyright 2003. (c) Adapted with permission from ref. 33 (Copyright
r 2007 Wiley-VCH Verlag GmbH, Weinheim).

66 Chapter 2

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

00
53

View Online

http://dx.doi.org/10.1039/9781782626947-00053


In addition to the symmetry and dimensions of multicomponent
H-bonded supramolecular structures, a certain degree of control can also be
obtained over the extension of the structures, not only by limiting the mo-
lecular coverage but by addition of ‘‘terminal molecules’’ as opposed to
‘‘linkers’’.75 This has been demonstrated with combinations of three mole-
cules. Two of the molecules are designed following a similar principle as for
the PTCDA-BDATB blend above, with complementary functional groups at
both ends of mirror-symmetric molecules. However, addition of a molecule
with functional groups available for H-bonds only on one side terminates the
supramolecular structure. The concentration of such terminal molecules is
proposed as a handle on the average supramolecular structure length.75

A widely studied family of H-bonded, multicomponent molecular blends
are layers formed from combinations of fluorinated and non-fluorinated
molecules.44,76–81 Fluorination of molecules increases their ionization po-
tential and electron affinity.82,83 In fact, it represents one of the most popular
routes to synthesize n-type organic semiconductors. Many of these mo-
lecular mixtures can therefore be seen as nanostructured donor–acceptor
blends, which are inherently relevant in opto-electronic applications. As
both molecules are surrounded all over by proton acceptors and proton
donors, these blends lack an intuitive predictability of their supramolecular
arrangements. The wide availability of proton donors and acceptors facili-
tates the formation of a large number of H-bonds with many different mo-
lecular arrangements. The lack of predictability of the resulting structures is
made up for by the easy growth of varied crystalline blends, since most
molecular combinations present stable mixed structures. This is exemplified
in Figure 2.7(a), where PFP is combined in different molecular ratios with
CuPc on a Ag(111) surface. For each of the molecular ratios the molecules
find crystalline arrangements allowing the formation of enough H-bonds to
confer the structure remarkable stability; and this occurs despite the
molecule–surface interaction constrain that locks the molecules in all
structures to the same, optimum azimuthal orientations, which in turn co-
incide with that of the molecules in their respective single component layers
(only half of the PFP molecules in the 1:2 blend deviate from those preferred
orientations and their crystallographic equivalents). A similar scenario is
shown in Figure 2.7(b), which displays the structures of molecular blends in
a 1:1 ratio, all on graphite, of perfluorinated copper-phthalocyanines
(F16CuPc) in combination with various differently shaped and sized mol-
ecules, namely, sexiphenyl (6P), pentacene (PEN), diindenoperylene (DIP),
and chloroaluminium-phthalocyanine (AlClPc).77,78 All structures differ
significantly from each other, and yet in each of them each F16CuPc mol-
ecule is involved in 6 to 12 H-bonds.77,78 C–H � � � F are among the weakest
possible H-bonds because of the hardness or lack of polarizability of organic
fluorine.64,65 DFT calculations of molecular blends of F16CuPc with DIP and
with PEN yielded binding energies per C–H � � � F bond between 57 and
77 meV,81,84–86 well within the typical energy range reported for such inter-
actions.64,65,87,88 However, due to the large number of bonds that can be
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formed, the stabilization energy per unit cell becomes significant and
amounts to over 1 eV.

2.2.2.2 Metal Coordination

Metal-coordination has many attributes in common with H-bonding, in-
cluding specificity, directionality and, despite its larger associated binding
energies (Table 1), also the reversibility of binding that allows formation
of structures with a high degree of perfection. Intensive research on

Figure 2.7 (a) Chemical structures of CuPc and PFP, and 9.5�9.5 nm2 STM images
of the crystalline blend structures of varying molecular ratio. (b) Chem-
ical structures of F16CuPc and various molecules with which it is com-
bined in a 1 : 1 ratio, namely, 6P, PEN, DIP and AlClPc. Below the
structures are STM images (15�15 nm2, 10�10 nm2, 15�15 nm2 and
15�15 nm2, respectively) of the resulting blend structures. Model
representation of the structures are shown at the bottom, with estimated
C–H � � � F bonds marked as intermolecular lines.
(a) Adapted with permission from ref. 79. Copyright 2013 American
Chemical Society. (b) Adapted with permission from ref. 77. (Copyright
r 2010 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.) and from ref.
78. (Copyright 2011, AIP Publishing LLC).
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metal–organic coordination networks in solution has provided important
and still growing know-how for the synthesis of porous structures with tai-
lored sizes, shapes and functionalities, aiming for potential uses in indus-
trial applications like separation, heterogeneous catalysis or gas storage.89

Unfortunately, design rules and all the wealth of knowledge of these systems
in solution have been found not to apply to surface-supported metal–organic
frameworks under UHV. The reasons behind this are the new 2D confine-
ment and also the electronic effect of the metal substrate, which affects the
oxidation states of the linker metal-centers. Nevertheless, their synthesis on
surfaces and under UHV has not only been demonstrated but has readily
shown a great degree of control over the resulting structures. The tunability
of the metal-coordinated structures profits from the wide range of functional
groups on the organic ligands that can act as binding groups (carboxyl,
pyridine, hydroxyl or cyano groups),90,91 and that can be combined with
varied metal centers such as iron, cobalt, copper and nickel.92

The metal–organic coordination geometry often mirrors the symmetry of
the underlying substrate, evidencing its important role in the self-assembly.
A good example is trimesic acid on Cu(110) surfaces.93 Despite the threefold
symmetry of the molecule, on the twofold symmetric Cu(110) surface it
forms linear metal-coordinated polymers both with Cu coordination ada-
toms, as well as and with additionally co-deposited Fe atoms as metal cen-
ters. Nevertheless, a series of metal–ligand combinations has strongly
favored intrinsic coordination symmetries.90,94 Proof of this is the growth of
similar self-assembled structures on substrates of different symmetries and
materials, as occurs with the threefold symmetry of Fe centers combined
with biphenol ligands both on Ag(111) and Cu(100)90 (Figure 2.8a).

Therefore, appropriate choice of substrate and coordination motifs offers
significant freedom in the design of metal–organic structures. The structure
periodicities and pore sizes can be further controlled by molecular design of
the ligand length.95 As for other intermolecular interactions, a new range of
possibilities is opened up if different molecules are combined. Figure 2.8(b)
shows six different metal–organic networks combining two bipyridine with
three bis-carboxylic acid ligands via Fe metal centers on Cu(100). The pyri-
dine-carboxyl-Fe combination leads to a strongly favored coordination motif
that renders rectangular networks with the carboxylic acids along one dir-
ection and the pyridines along the perpendicular direction. Varying the
ligand dimensions directly changes each associated side length of the rect-
angular pores independently, which, for example, can in turn be used to
influence the network’s response in host–guest interactions with sub-
sequently deposited molecular species.96

2.2.2.3 Covalent Bonding

The strongest and most directional interaction in multicomponent assembly
processes is the generation of covalent bonds between initially independent
oligomers. This approach holds a special appeal due to its profound
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implications on the structural and electronic properties of the resulting
products. From the structural point of view, covalent linkage greatly out-
performs all other interactions in terms of stability, which is often a critical
issue for non-covalently bonded supramolecular structures. From the elec-
tronic point of view, on the one hand the charge transfer integral, which is a
measure of the intermolecular electronic coupling, is greatly enhanced and
therefore allows better charge transport performance.97 On the other hand,
the whole electronic structure can change dramatically (compare for ex-
ample the electronic structures of sp2 bonded hydrocarbon oligomers with
the fascinating band structure of many of them connected into an extended
layer of sp2 bonded carbon, graphene). In general, the HOMO–LUMO gap of
semiconducting oligomers is known to depend on the extent of the

Figure 2.8 (a) STM topographs of the threefold Fe(biphenolate)3 network node
on an Ag(111) surface (left) and a Cu(100) surface (middle), together
with a model of the threefold binding of the nodal Fe(biphenolate)3
motif (right). (b) STM images of six binary metal–organic networks
resulting from combinations of two different bipyridine ligands with
three different bis-carboxylic acid ligands. The images demonstrate the
tunability of the periodicities of the rectangular porous networks. All
images are 9.4�6.0 nm2.
(a) Reprinted with permission from ref. 90. Copyright r 2007 Wiley-VCH
Verlag GmbH, Weinheim. (b) Reprinted with permission from ref. 91.
Copyright (2007) National Academy of Sciences, U.S.A.
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conjugation backbone, and on linear structures it often follows a simple
phenomenological model given by:

Eg(Nc)EEg
Nþ A/Nc (2.1)

where Nc is the number of carbon atoms along the conjugated chain, Eg
N

the gap of an infinite polymer and A a fitting parameter.98 Therefore, by
covalently linking conjugated oligomers, the extent of the conjugation can
be enhanced and the overall semiconducting band gap reduced. Lastly,
surface-supported covalent linkage under UHV also offers appealing aspects
from a technical point of view. It allows the synthesis of molecular structures
not attainable by other means due to, for example, lack of solubility ham-
pering synthesis in solution. It also allows the synthesis of functional mo-
lecular structures directly at the surface of interest, avoiding potential
problems in their processing and deposition, which could arise, for example,
from lack of solubility or because of thermal fragmentation of excessively
large structures during sublimation.

Pioneering works in the surface-supported synthesis of supramolecular
structures include the Ullmann coupling of two iodobenzene molecules at
the steps of a Cu(111) surface under UHV,99 and the polymerization of self-
assembled diacetylene compounds into extended polydiacetylene wires.100

However, both of these experiments made use of an STM tip to guide or
trigger the reactions. Several years later, a seminal work reported the ther-
mally activated synthesis of covalently bonded porphyrins by Ullmann
coupling.101 The reactants formed covalently bonded structures tailored by
careful molecular design to yield dimers, linear chains or 2D networks
(Figure 2.9a). Ever since, a rapidly increasing number of different surface-
supported chemical reactions under UHV are being demonstrated. Among
them we find azide-alkyne click-chemistry,102 enediyne cyclizations,103,104

synthesis of polymeric Fe-phthalocyanines from Fe and 1,2,4,5-tetra-
cyanobenzene (TCNB),105 tautomerization of N-heterocycles into carbene
intermediates followed by oligomerization,106 desulfurization,107 aldehyde–
amine coupling,108,109 alkyne homo-coupling,110,111 cyclodehydrogena-
tion,112,113 dehydrogenative C–C coupling,114 amine–isocyanate coupling,115

boronic acid self-condensation and esterification with diol groups,116 imi-
dization between anhydrides and amines,117,118 or linear coupling of al-
kanes.119 Unlike Ullman coupling, in which the heterolytic cleavage leaves
behind halogen atoms, which normally remain on the surface,120 most other
reactions present either no side products,102–106 or only byproducts like H2O
or H2 that easily desorb into the vacuum.108–119 All these reactions together
form an ever growing chemical toolbox to be used and combined for the
synthesis of covalently bonded structures of growing complexity and/or
functionality. By way of example, Ullman coupling has been combined with
subsequent dehydrogenation to yield atomically precise graphene nano-
ribbons of great interest for potential electronic applications.121,122

Covalent linkage offers a higher specificity and directionality than other
non-covalent interactions, which should in principle facilitate the design
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Figure 2.9 (a) Chemical structures of the different precursor molecules designed to
render dimers, linear polymers or 2D polymeric networks, together with
STM images (5�5 nm2, 10�10 nm2, 8.5�8.5 nm2, respectively) of the
resulting structures on Au(111) and the associated models. (b) Scheme of
the hierarchic approach towards improved 2D polymeric networks. By an
appropriate choice of halogen atoms with different activation energies,
first linear polymers can be formed that are then covalently linked into a
2D network in well differentiated steps. (c) Scheme of the hierarchic
approach to form linear polymeric structures interconnected covalently
by different molecular species and 13�18 nm2 STM image of the
resulting structure on Au(111).
(a) Reprinted by permission from Macmillan Publishers Ltd: Nature
Nanotechnology (ref. 101), copyright 2007. (b) and (c) Reprinted by
permission from Macmillan Publishers Ltd: Nature Chemistry
(ref. 126), copyright 2012.
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and directed growth of supramolecular structures. Making use of appro-
priate molecular combinations, analogous approaches to those previously
described for H-bonded structures have been followed for covalent bonding.
That is, the symmetry of linker molecules has been changed from two- to
threefold to create linear structures or 2D networks, respectively,117,118 and
one of the two molecules used to form a porous network has been exchanged
by a larger one to increase the pore sizes.116 However, although experiments
have been reasonably successful, the degree of order and control over the
resulting polymeric structures is still far from that found in non-covalently
stabilized structures. The reason behind this is the irreversibility of the de-
scribed reactions, which hampers self-healing and kinetically impedes
reaching the thermodynamic equilibrium structure. Taking the boronic acid
coupling for porous network formation as an example, this reaction yields
H2O as a side product. Under UHV and at the reaction temperatures, H2O
readily desorbs from the surface. If H2O remains available, the dehy-
drogenative covalent bonding is a reversible reaction. As a consequence, the
same reaction run in solution123 or on surfaces under a regulated water
presence124 produces the same porous networks but with greatly enhanced
crystallinity. Reversible covalent bonding therefore represents a significant
advantage for the tailored design of supramolecular structures, and while it
has been demonstrated in solution or under ambient pressure conditions
with controlled atmospheres it remains to be studied whether reversibility
could also be attainable by some means under UHV, as, for example, under
controlled H2O addition in low partial pressures.

The use of conventional non-covalent self-assembly can also help in the
synthesis of controlled polymeric supramolecular structures. For example,
the self-assembled arrangement of the first deposited reactant can deter-
mine the structure of the products after addition and reaction with a second
reactant.109 Diverse deposition parameters of the reactants affect the re-
sulting structures after their covalent linkage, which in turn also differ from
the self-assembled arrangements of ex situ synthesized products. These
differences can be traced back to kinetic hurdles, which therefore can be
used to choose and synthesize the desired structures.109 The molecule–
substrate interactions can also be used to provide appropriate templates for
the alignment of polymeric structures,125,126 or to provide the confinement
required for otherwise unfeasible reaction selectivity, as shown by the
striking linear coupling of inert alkanes along the 1D grooves of a re-
constructed Au(110)-(1�3) surface.119 Beyond the templating or confinement
effect, it is important to remember that the substrate often also acts as a
conventional catalyst and plays a major role in many of the reactions.127 This
has, for example, been studied for alkyne Glaser coupling. The selectivity
with respect to other undesired side reactions increases dramatically from
Au(111) or Cu(111) to Ag(111).110 This also provides added difficulties to
reactions performed on insulators, on which the catalytic activity is much
lower and the adsorption energy greatly reduced (facing problems of po-
tential desorption), while being technologically necessary substrates for
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many applications. Although some of the reactions previously numbered are
also expected to run on insulators, few such examples have been reported to
date.105,128,129

An elegant approach towards controlled synthesis of polymeric structures
is hierarchic assembly. It has been recently exemplified with several sys-
tems,126,129–131 demonstrating a successful increase in the degree of order in
the polymeric structures. In two of the systems, linear porphyrin arrays were
first obtained and subsequently covalently linked into a 2D porphyrin net-
work. In one case the first linear arrays were formed by metal-coordination
and then covalently bonded by Ullmann coupling.130 Other work used co-
valent bonding by Ullmann coupling in both assembly steps (schematically
explained in Figure 2.9b), triggered independently by a clever choice of
different halogens with disparate activation energies.126 Taking one step
further, this hierarchic assembly process allows the use of different linker
molecules between the initial linear polymers. Although the structures ob-
tained by combining linear porphyrin polymers with brominated fluorene
derivatives show limited order (Figure 2.9c), it is a proof of principle of the
enormous potential of this approach, which could possibly be further im-
proved by more selective reactions (as opposed to radical-mediated mech-
anisms) and orthogonal chemistry combinations.

2.2.2.4 Van der Waals Interactions

Van der Waals interactions are ubiquitous in any supramolecular assembly,
both between molecules and between molecule and substrate. They there-
fore determine many supramolecular structures short of other competing
interactions. Despite their omnipresence, their weakness, lack of significant
selectivity and of directionality complicate the characterization of their im-
pact on supramolecular structures, and significant efforts are being made to
improve quantitative descriptions from theoretical methods.132,133

Nevertheless, ways to make use of van der Waals interactions for directed
supramolecular self-assembly have been successfully developed. In this re-
spect, it is the 2D confinement imposed by the substrate that allows the
probably most common strategy: the interdigitation of alkyl chains. Besides,
on graphite, alkyl chains present a pronounced preference for adsorption
along the main symmetry directions due to their excellent lattice match. This
confers some kind of directionality to the collective interactions and pro-
vides an important handle for the design of supramolecular structures.
Together with the appropriate choice of the molecular core and the func-
tionalization sites, semiconducting molecules have been self-assembled,
driven mainly by van der Waals interactions, into porous networks,134,135

crystalline 2D arrays (Figure 2.10a),136 or 1D arrays (Figure 2.10b).137 In
addition, because the alkyl chains effectively act as spacers, the periodicity of
the structures is easily tuned by variation of the chain lengths. This is shown
for the case of the tetraphenylporphyrin derivatives in Figure 2.10(b),137

where the distance between molecular rows is plotted as a function of the

74 Chapter 2

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

00
53

View Online

http://dx.doi.org/10.1039/9781782626947-00053


number of C atoms along the alkyl chain. The spacing varies from 3.64 nm
for n¼ 5 to 4.7 nm for n¼ 20 in a perfectly linear dependence, evidencing its
easy control by molecular design.

In addition to the pattern periodicity, the stability of the supramolecular
patterns also increases together with the chain length.137 Rough estimations

Figure 2.10 (a) Chemical structure, 14.6�14.6 nm2 STM image and model of the van
der Waals stabilized self-assembled layer of CuPcOC8 on graphite.
(b) Chemical structure and 15�15 nm2 STM image of the linear
arrangement of alkyl chain-functionalized porphyrin derivatives on
graphite. The dependence of the lateral periodicity of the structure on
chain length is depicted on the right. (c) Chemical structure, 10�10 nm2

STM image and model of van der Waals stabilized molecular blends
prepared under vacuum on Cu(111).
(a) Adapted with permission from ref. 136. Copyright 2000 American
Chemical Society. (b) Adapted with permission from ref. 137. Copyright
r 2001 John Wiley & Sons, Ltd. (c) Adapted with permission from ref. 32.
Copyright 2010 American Chemical Society.

Multicomponent Assembly Strategies for Supramolecular Systems 75

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

00
53

View Online

http://dx.doi.org/10.1039/9781782626947-00053


of the van der Waals stabilization energy between interdigitated alkyl chains
amount to 49.2 meV per CH2 if flanked by alkyl chains on both sides, and
22 meV per CH2 if flanked only on one side. The interaction with the
graphite substrate is estimated to be 64.2 meV per CH2, which is comparable
to the 65 meV estimated per sp2 carbon atom in aromatic units.135

Regardless of the estimation accuracy, for long and multiple chains the
van der Waals-related stabilization energy adds up to significant amounts
that easily compete with otherwise stronger interactions like H-bonds.138

However, most reported cases of tailored van der Waals-driven supramo-
lecular assembly have been performed in solution, where alkyl chain func-
tionalization is a common route to provide solubility to the materials.
Within the main focus of this chapter, that is, UHV deposited multi-
component systems, few examples have been reported. One of them is
shown in Figure 2.10(c), in which the van der Waals interactions from the
alkoxy chains are considered among the main stabilization contributions to
the supramolecular arrangement of this molecular blend on Cu(111).32

2.2.2.5 Dipole–Dipole Interactions

Another source of intermolecular interactions in 2D systems is that between
permanent molecular dipoles, or even higher order multipoles. Dipole–
dipole interactions are relevant for the supramolecular ordering of mol-
ecules with dipole moments as small as 0.1 D, as is the case of styrene.139

Depositing 0.5–0.9 ML on Au(111), styrene adsorbs on the fcc and hcp re-
gions of the herringbone reconstruction and orders ferroelectrically. Fur-
thermore, fcc and hcp domains, separated by the mostly uncovered
reconstruction soliton walls (which are energetically unfavored adsorption
sites for many molecules), align antiferroelectrically. However, besides in-
plane electric dipoles, often absent in organic semiconducting molecules,
out-of-plane dipoles also play an important role in supramolecular assembly.
This has been shown with molecules with intrinsic permanent dipoles on
metal surfaces, where the electrostatic intermolecular interactions are fur-
ther enhanced by the metallic surface.140 But even more importantly,
interface dipoles resulting solely from molecular adsorption have the same
effect.141 As discussed in more detail in Section 2.3.1, a series of physico-
chemical processes occur as a molecule adsorbs on a metallic surface. These
result in a net interface dipole that accounts for various contributions,
strongly depends on the particular molecule–substrate combination, and
gives rise to changes in the system’s work function. As a consequence,
dipole–dipole interactions from out-of-plane oriented interface dipoles can
be considered an additional general contribution to the intermolecular
interactions driving self-assembly processes.

Several theoretical works have modeled the pattern formation driven by
these interactions between two phases with different work-functions.142–144

The calculations yield droplet domains as the most stable pattern for very
disparate coverage ratios, and periodically striped phases for more similar
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relative coverages (the calculated thresholds are 0.28 : 0.72). Based on these
results, dipole–dipole interactions have provided satisfactory explanations
for several experimental results, from the pattern formation upon O ad-
sorption on Cu(110)145 to that of large dendrimer molecules on mica.146

However, it must be said that interactions arising from potential adsorbate-
caused strain fields follow the same 1/r3 scaling as dipole–dipole inter-
actions, making the two interaction types difficult to distinguish.142,143 In
the context of multicomponent assembly of organic semiconductors under
UHV, dipole–dipole interactions have been used to explain the supramole-
cular arrangement found in one of the seminal works on supramolecular
self-assembly of molecular blends. The work describes blends of chlor-
o[subphthalocyaninato]boron(III) (SubPc) and fullerenes (C60), and the elec-
trostatic interactions between the intrinsic dipole of the SubPc and the
interface-dipole from the C60–Ag(111) interface are claimed to be among the
main stabilizing interactions of their long-range ordered mixed structures
(Figure 2.11a).147

Figure 2.11(b) depicts an example of molecular blends on Au(111), in
which the crystalline structure of two molecular combinations with home-
omorphic species can be tuned by molecular design to change from a
H-bond directed 2D network to a dipole–dipole interaction directed 1D
striped structure. In particular, the combinations involve DIP with fluorin-
ated (F16CuPc) and non-fluorinated copper-phthalocyanines (CuPc), re-
spectively.148 For the former, 16 C–H � � � F bonds per unit cell provide the
blend structure with excellent stability.76,84 However, on exchanging the

Figure 2.11 (a) Molecular structure and 12�12 nm2 STM image of SubPc and C60
molecular blends on Ag(111). Triangles and circles are overlaid on some
of the molecules in the STM image to mark SubPc and C60, respectively.
A model representing the intrinsic electric dipole of the SubPc and the
interface charge transfer-associated dipole is shown in the upper
scheme. (b) Molecular structures of F16CuPc, DIP and CuPc, and
12�12 nm2 STM images of the H-bond stabilized F16CuPc : DIP 1 : 1
molecular blend and the dipole–dipole directed CuPc : DIP 1 : 1 molecu-
lar blend.
(a) Adapted with permission from ref. 147. Copyright r 2002 Wiley-
VCH Verlag GmbH, Weinheim. (b) Reproduced from ref. 148.
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fluorines in F16CuPc by H atoms the C–H � � � F bonds are eliminated,
allowing the interplay of weaker, long-range electrostatic interactions. CuPc
monolayers on Au(111) are reported to lower the work function by 1.2 eV,149

and DIP monolayers by 1.05 eV.150 From the Helmholtz equation:

Df¼ nem
e0e

(2:2)

where n is the dipole density, e is the electron charge, m the dipole moment,
e0 the vacuum permittivity and e the relative dielectric constant, those work
function shifts can easily be related to effective interface dipoles of 6.15 D
per CuPc and 5 D per DIP (assuming e¼ 1 and the reported unit cells for
CuPc and DIP monolayers on Au(111)151,152). The interactions arising from
that difference in work function and associated interface dipoles favor a
supramolecular arrangement with striped linear patterns, which is add-
itionally stabilized by favorable epitaxial relations with the substrate, as re-
ported on Au(111) and Cu(111).148 The pattern width can be additionally
modified by the molecular ratio.

2.2.2.6 Substrate-Mediated Interactions

Substrate-mediated intermolecular interactions are understood as those
arising from the effects caused by molecular adsorption on surfaces, which
would therefore not be present in imaginary free-standing structures. The
previous subsection has already described interactions arising from the
adsorption-induced interface dipoles (or the formally analogous interactions
from adsorption-induced elastic strain fields on the substrate), which were
grouped together with the dipole–dipole interactions arising from intrinsic
electric dipoles. But in addition to those, other possible substrate-mediated
interactions exist.

Adsorbates or surface defects impose their potential on the substrate’s
electrons. As a consequence they act as scattering centers for the electron
wavefunctions and thereby create Friedel oscillations in the surface charge
density.153,154 Because adsorbates’ binding energies depend on the substrate
electron density, two and more adsorbates can show preferred adsorption
sites at specific relative distances interacting via their respective Friedel
oscillations. Confined to the 2D electron system of a metallic surface, the-
oretical models of those interactions show a distance dependence as
cos(2kFr)/r2, that is, they show an oscillatory behavior with period of half the
Fermi wavelength (lF/2) and 1/r2 decay for large distances.154 Such behavior
has been confirmed experimentally on various different metal surfaces with
inorganic adatoms and with small molecules.155–158 Typical extension and
stabilization energies are a few nanometers and from a few meV to a few tens
of meV, respectively (Table 1). With larger molecules like pentacene, the
same concept has been proposed to be the driving mechanism of the long-
range ordered structure with equidistant unidirectional molecular rows on
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Cu(110) (Figure 2.12a), which could be imaged by STM at room temperature
and was unaffected by annealing processes up to 450 K.159

Besides scattering electrons, adsorbates hybridize with the underlying
substrate and thereby perturb the substrate’s electronic structure in their
immediate vicinity. An example is shown in Figure 2.12(b), which corres-
ponds to an STM image of a benzene molecule on Pt(111) and shows a clear
threefold symmetric anisotropy in the STM contrast of the substrate around
the molecule. Being directly related to the substrate’s local density of
states,160 these electronic perturbations might translate into favored (or
disfavored) adsorption sites for neighboring molecules.161,162 Few attempts
have been made to quantify this kind of substrate-mediated interactions.
From the experimental side, an example is the benzene/Au(111) system, for
which a binding energy of 5 meV was estimated, compared with an ad-
sorption energy of 0.64 eV.163 In turn, according to DFT calculations the
substrate-mediated contribution to the binding energy between per-
fluoropentacene molecules on Ag(111) amounts to 30 meV, in a reasonably
comparable ratio to its adsorption energy of 1.2 eV.10

In addition to the electronic perturbations, adsorbates can also perturb
the crystalline structure of the underlying substrates. Beyond a simple elastic
strain field, a significant lattice rearrangement can also be induced. This,

Figure 2.12 (a) STM image and the associated structure model of the equidistant
unidirectional pentacene rows on Cu(110). (b) STM image of benzene
on Pt(111), evidencing the perturbation of the electronic structure of
the substrate surrounding the molecule. (c) Chemical structure of
TCNE and STM image of the supramolecular structure resulting from
its self-assembly on Cu(100). A molecule is superimposed on the image
as a guide to the eye. The arrow marks one of the buckled Cu atoms.
Inset: a model of the self-assembled structure; the dotted line circles
mark the lifted Cu atoms participating in the substrate-mediated
interactions.
(a) Reprinted with permission from ref. 159. Copyright (2002) by the
American Physical Society. (b) Reprinted with permission from ref. 160.
Copyright (1993) by the American Physical Society. (c) Adapted with
permission from ref. 164. Copyright 2008 American Chemical Society.
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however, involves considerable energies and only occurs for strong chemi-
sorptive molecule–substrate interactions. Then, in a similar scenario as the
electronic perturbations, the new crystalline arrangement of the substrate
may favor the adsorption of other adsorbates next to it. Such is the case of
TCNE molecules on Cu(100) depicted in Figure 2.12(c).164 The cyano groups
interact so strongly with the Cu atoms that these are pulled out, forming a
buckled surface structure. These ‘‘outer’’ Cu atoms set up optimum binding
sites for the cyano groups of the next molecules in a scenario reminiscent of
metal-coordination. As a result, such surface-mediated intermolecular
interactions are relatively directional, and have been shown to drive the
anisotropic growth of various molecule–substrate systems.165,166

2.3 Electronic Considerations in Multicomponent
Molecular Assemblies

Most important for the functionality of organic supramolecular structures in
opto-electronic applications are their electronic properties, although in this
respect a differentiation from the crystalline structure is somewhat mean-
ingless because of their intimate interrelation. In the following, the standard
models used to describe the electronic structure of metal–organic interfaces
are outlined. Subsequently, the way in which molecular blends affect the
interface electronic structure is explained and potential strategies that allow
for supramolecular layers with rationally designed electronic energy level
alignment are introduced.

2.3.1 Standard Interfacial Models

A simple schematic representation of the electronic structure of a metal
substrate and an organic semiconductor far from each other and at a metal–
organic interface are depicted in Figure 2.13(a) and (b), respectively. Im-
portant quantities for our discussion are the metal work function (fm),
ionization energy (IE), and electron affinity (EA). EA is defined as the energy
gained by an initially neutral molecule upon addition of an electron to its
LUMO level, while the IE corresponds to the energy required to excite an
electron from the HOMO of a neutral molecule to the vacuum level. Unlike in
inorganic semiconductors with highly delocalized electrons and holes,
addition or removal of an electron in small molecules involves substantial
electronic and even atomic relaxations. This is important to keep in mind,
since the experimentally accessed HOMO and LUMO levels involve
charged molecules and may therefore differ significantly not only from the
levels of a neutral molecule, but also from the levels obtained with different
spectroscopic techniques.167 Regardless of these details, which are beyond
the scope of this chapter, important changes in the electronic levels occur
when the molecules approach the surface and form a metal–organic
interface.
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As described in Section 2.2.1, as a molecule approaches a clean metallic
substrate, the respective electronic states hybridize, broadening and modi-
fying the molecular orbitals.22,23,27 In addition, screening from surrounding
molecules and from the substrate also alter the molecular orbital energies,
lowering the HOMO–LUMO gap and shifting their energies.168–171 The
scenario is further complicated by the interface dipole s that generally ap-
pears upon molecular adsorption. The origin of s can be traced back to
several different contributions.172 One is the so-called ‘‘pillow-effect’’ related
to Pauli repulsion. The metal work function consists of two contributions,
the bulk chemical potential and the surface dipole. The latter arises from the
decay of the electron wavefunctions from the metal surface into the vac-
uum.53 The negative charge of the electron density beyond the metal surface
leaves a positive charge density on the inner side of the surface, and thereby
an electronic dipole (surface dipole) with its associated electrostatic poten-
tial. When a molecule adsorbs on the surface, the Pauli repulsion exerted by
the molecule’s electrons pushes the substrate’s electron wavefunctions back
toward the surface.172,173 This cushion-effect charge redistribution lowers
the surface dipole and thereby the work function. Other potential contri-
butions to s might be the dipoles associated with charge transferred be-
tween molecule and substrate, intrinsic permanent dipoles of the
adsorbates, or other charge redistributions arising for example from strong
chemical bonds. All occurring contributions may add up or also cancel each
other and are accounted for by the effective interface dipole s, which com-
monly scales proportionally with the metal work function,172,174 and the
surface dipole component of the metal work function.175

Key to the functionality of the metal–organic interfaces are the electron
injection barrier (EIB) and hole injection barrier (HIB), which correspond to
the energy offset between the Fermi level and the HOMO or LUMO, re-
spectively. In a simple Schottky–Mott model, assuming vacuum level align-
ment throughout the metal–semiconducting interface, the HIB and EIB
should vary predictably with a slope S¼ 1 as a function of the metal work
function (Figure 2.13c). This is often the case for organic layers on passivated
or contaminated metal surfaces such as those arising, for example, from
spin-coating polymer deposition or oligomer sublimation onto ambient-
exposed substrates.175–177 Under these circumstances the passivation layer
(e.g. residual hydrocarbon contaminants) on the substrate surface acts as a
spacer between the metal and the organic semiconductor. As a consequence,
molecular adsorption does not cause any cushion effect on the already
contaminant-modified metal surface. Substrate and molecular orbitals are
largely decoupled and hardly hybridize, hampering partial charge transfer.
However, charge transfer can still occur via tunneling of integer electrons
if the metal Fermi level aligns with electronic states on the molecule.
At this point, further work function variations will be compensated by the
interface dipoles associated with the transferred charge, pinning the
charge injection barriers to the Fermi level. This is mirrored in a slope S¼ 0
in a plot of charge carrier injection barrier versus metal work function
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(Figure 2.13c).175,176 Such a plot therefore features three well-differentiated
regions. For work functions between two critical values fcrit-p and fcrit-n the
charge injection barriers vary with a slope S¼ 1, implying that the Fermi
level moves freely within the semiconducting gap as the work function is
changed. However, for work functions above and below fcrit-p and fcrit-n,
respectively, interface charge transfer sets in. This generates an associated
interface dipole s opposing the Fermi level migration within the gap and
turns S to 0. Interestingly, fcrit-p and fcrit-n differ from the HOMO and LUMO
resonances measured by photoemission and inverse photoemission
(Figure 2.13c), which has been explained by charge transfer to polaronic
states not accessed by those experimental techniques,175 or also by an onset
of gap states.176

For metal–organic interfaces formed by OMBD on atomically clean metal
surfaces the scenario is more complex and the Schottky–Mott model no
longer applies. In addition to the interface dipole, the hybridization of
substrate and molecular orbitals generates a density of states within the
HOMO–LUMO gap that affects how the charge injection barriers depend on
the metal work function. The induced density of interface states (IDIS)

Figure 2.13 Schematic representation of the electronic structure of an organic
semiconductor and a metallic substrate far from each other (a) and at a
metal–organic interface (b). The interface dipole resulting in a shift of
the vacuum level (Evac) upon molecular adsorption is represented as s.
The clean metal work function (prior to molecular adsorption) is
represented as fm. Electron affinity (EA) and ionization potential (ion-
ization energy, IE) mark the energy positions of the LUMO and HOMO,
respectively, with respect to the thin film vacuum level. The offset
between Fermi level (EF) and HOMO or LUMO corresponds to the hole
injection barrier (HIB) and electron injection barrier (EIB), respectively.
(c) Dependence of the charge carrier injection barriers on the substrate
work function (top), together with schematic pictures of the interface
energy level alignment (bottom) at representative work functions.
Dotted lines within the HOMO–LUMO gap mark the positions at
which Fermi level pinning sets in. (d) Measured Fermi level positions
at interfaces between various metals and two organic semiconductors,
PTCDA and Alq3. The top of their HOMO is plotted at the zero of the
vertical energy scale. The LUMO energy is plotted assuming a HOMO–
LUMO separation equal to the photon energy at the onset of optical
absorption. The measured position of the Fermi level within the gap is
plotted for metals of different work functions (horizontal axis), as well
as the expected position predicted in the Schottky–Mott limit vacuum
level alignment (dashed lines). The vertical lines drawn from each
experimental data point represent the magnitude of the measured
interface dipole. In principle, the magnitude of the interface dipole
should be equal to the vertical distance between the experimental Fermi
level position and the Schottky–Mott limit. A best-fit line, and its
associated slope, is also drawn to the experimental points for each
molecular material.
(d) Reprinted from ref. 180, Copyright 2000, with permission from
Elsevier.
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model, formerly applied to inorganic metal–semiconductor interfaces,178

has also been successfully applied to the description of this kind of metal–
organic interface.23,179 The presence of gap states results in partial charge
transfer upon work function variations, which in turn lead to the formation
of an interface dipole that opposes, to a certain extent, the Fermi level mi-
gration. The density of gap states, associated with the adsorption height and
the degree of molecule–substrate interactions, dictates the level to which the
Fermi level is free to move within the semiconductor gap upon work func-
tion variations, or is pinned to the adsorbate states.23,179 These two extremes
lead to slopes of 1 and 0, respectively, in plots such as that shown in
Figure 2.13(c), but a continuum of intermediate values is possible as well.
Figure 2.13(d) shows the interface energy level alignment dependence on
substrate work function for two molecules, 3,4,9,10-perylenetetracarboxy-
dianhydride (PTCDA, S¼ 0) and tris(8-hydroxyquinoline)aluminium (Alq3,
S¼ 0.9), as representative examples of the two extremes.180

2.3.2 Supramolecular Environment-Dependent Electronic
Properties

As described in the sections above, a rapidly increasing number of investi-
gations are being focused on the tailored growth of multicomponent
supramolecular structures. However, the design has been mainly applied to
the structural properties, rather than the electronic ones. In fact, detailed
studies on how the new supramolecular environment in multicomponent
structures affects the interface electronic properties are to date relatively
scarce, despite the fact that it has been repeatedly shown that a naı̈ve ex-
trapolation of the single-component interfacial properties to the molecules
in a blend is often erroneous.73,79,84,85,181,182 A visual example is given in
Figure 2.14, which displays an STM image of a self-assembled molecular
blend of copper phthalocyanine (CuPc) and perfluoropentacene (PFP) with
segregated domains of pure CuPc and of a crystalline mixed structure with a
1 : 1 molecular ratio. The CuPc in each of the domains shows different
contrast (brighter in the mixed structure). A height profile shows that it
corresponds to a difference of B0.4 Å. Because in STM the contrast does not
only depend on the topography but also the system’s local density of states,
the reason behind the measured height difference could be structural,
electronic, or a combination of both. It has been reported that adsorption
heights can change for varying intermolecular interactions,13,84,182,183 a
condition that definitely applies if we compare single-component CuPc and
mixed structures. Here, however, a strong electronic contribution to the
contrast difference is made clear by STM images at different biases in which
CuPc looks, as naı̈vely expected, similar in both kinds of domains (see the
respective image and profile insets in Figure 2.14). Spectroscopy measure-
ments discussed below confirm the different electronic properties.

Possible reasons behind the supramolecular-environment dependence of
the electronic properties are manifold. Most obvious are those associated
with chemical changes in a molecular blend, as could be any intermolecular
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charge transfer between the different molecular species, or significantly
changed hybridization with the substrate in the new chemisorbed supra-
molecular arrangements. However, beyond these more obvious strong
chemical effects, a series of finer physicochemical phenomena also play
important roles. By way of example, the formation of H-bonds, while not
involving intermolecular charge transfer, still causes important rearrange-
ments in the intramolecular charge density. This charge redistribution has a
significant impact on the laterally inhomogeneous electrostatic potential on
the supramolecular structure, which in turn affects the energy of the elec-
tronic states. This effect has been described in detail for strongly H-bonded
PTCDI : BDATB blends, for which DFT calculations and scanning tunneling
spectroscopy (STS) measurements show in good qualitative agreement an
upward shift (referred to the single-component layer spectra) of the BDATB
molecular levels and a downward shift of the PTCDI ones on the order of few
tenths of eV.73

In addition, the energies of processes associated with addition or ex-
traction of electrons from molecules are greatly affected by screening effects
of the surrounding material. Such processes may occur during operation of
organic-based electronic devices, but also in electron spectroscopies like
photoemission, inverse photoemission, or STS, commonly used to charac-
terize metal–organic interfaces and their associated energy levels.168 The

Figure 2.14 STM image (–0.43 V, 34 pA, 25�25 nm2) of a CuPc : PFP mixed layer on
Cu(111) showing phase segregation of a pure CuPc domain and a
crystalline CuPc : PFP 1 : 1 blend domain. The STM contrast of the
same CuPc molecules is clearly different depending on its supra-
molecular environment. This is confirmed with a topographic profile
along the line marked in the image, showing an apparent height
difference of B0.4 Å. Horizontal dotted lines in the profile mark the
average height for CuPc in single-component and blend domains. The
electronic origin of the contrast is evidenced in the bias dependence,
since the height difference disappears for different scanning
parameters as shown in the respective image and profile insets
(imaging parameters: –0.86 V, 9 pA, profile graph ticks are spaced as
in main graph).
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strongest screening comes from the metallic substrate, which hardly chan-
ges when going from a single-component layer to a molecular blend if the
adsorption heights remain unaltered. In contrast, the additional screening
contribution of the surrounding molecules can easily change in the new
supramolecular environments, thereby modifying their electronic prop-
erties. A beautiful demonstration thereof is provided in a thorough study
of the screening effect of molecular materials on STS spectra. It compares
STS spectra of C60, on metal surfaces, in many systematically varied supra-
molecular environments, from single molecules to 2D layers, and various
other structures involving additional molecular species.168 A simple model
accounting for screening from molecular materials predicts a charging en-
ergy reduction of:184

N � f ðaÞ¼ Ne2a
2R4 (2:3)

where N is the coordination number, a the molecular polarizability,185 and R
the intermolecular distance. This simple model provides excellent quanti-
tative agreement with the STS measurements on C60, which show shifts of
B400 meV in their LUMO energy on comparing isolated molecules with 2D
close-packed structures.168

Spectroscopic studies on methodically varied donor–acceptor molecular
blends on metal surfaces have revealed characteristic, general shifts of
donor- and acceptor-related electronic states in opposite directions, namely,
upward in energy for donors and downward for acceptors.79 An example is
depicted in Figure 2.15(a), which shows the core level photoemission spectra
of F16CuPc (acceptor), pentacene (donor), and of the various blend ratios
that render crystalline supramolecular networks as displayed in the associ-
ated STM images, all grown and measured on Au(111). A rightwards (to lower
binding energy [BE]) shift is clearly observed in all core-levels as the con-
centration of donor molecules decreases from pure donor layers (top),
through donor–acceptor blends, to pure acceptor layers (bottom). The same
trend is detected for the valence band peaks, particularly HOMO levels in the
valence band photoemission spectra displayed in Figure 2.15(b), and the
same is also inferred for LUMO levels from complementary near-edge X-ray
absorption spectroscopy (NEXAFS) analysis of the same system. These re-
sults suggest rigid shifts in the donor and acceptor band structure as a
function of the blend stoichiometry, which has been further confirmed with
DFT calculations.

The excellent match of the additionally measured work function
changes for each layer with the core level shifts (whether calculated or
measured) and HOMO level shifts supports the ideal interfacial vacuum-
level alignment scenario depicted in Figure 2.16, in which changes in the
vacuum level rigidly shift all molecular levels by the same amount. Under
these circumstances, those shifts are directly associated with variations in
the charge carrier injection barriers. A simple model assuming a linear
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dependence of the interface dipole with the partial coverage of each mol-
ecule yields:

Dfacc¼
Sdon

Sdon þ Sacc
sdon � saccð Þ (2:4)

Dfdon¼
Sacc

Sdon þ Sacc
sacc � sdonð Þ (2:5)

where Sdon and Sacc are the surface areas covered by the different molecules,
and sdon and sacc are the interface dipoles associated with pure donor and
acceptor monolayers, respectively. The model shows good agreement with

Figure 2.15 (a) C 1s core-level spectra from donor-rich (top) to acceptor-rich
(bottom) monolayer blends, measured by photoemission on the
F16CuPc-PEN/Au(111) system at molecular ratios exhibiting long-
range crystalline order as previously determined by STM (associated
9.5�9.5 nm2 images on the right). (b) Valence band spectra of the
structures shown in (a). (c) Superposition of experimentally measured
core-level shifts (filled squares), calculated core-level shifts (empty
squares), measured HOMO shifts (filled circles), measured vacuum
level shifts (filled diamonds) and vacuum level shifts estimated from
single-component data (dotted line), all referred to single component
layer values.
Adapted with permission from ref. 79. Copyright 2013 American
Chemical Society.
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the experimental curves (Figure 2.15c) and therefore allows prediction of the
vacuum level shifts, and in turn changes in charge carrier injection barriers,
from available single-component layer data.

Complementary measurements on other metal substrates and blends with
exchanged fluorination (combining perfluoropentacene and CuPc) render
similar results and confirm the generality of these donor and acceptor shifts.
The reason for this is that, regardless of the substrate, acceptors typically
present lower or even oppositely directed interface dipoles than donors. This
is on the one hand due to the opposite charge transfer contribution. On the
other hand, fluorinated acceptors typically lie farther from the substrate
than their corresponding non-fluorinated donors, thereby reducing the Pauli
repulsion contribution to the interface dipole.79,186 Deviations from the
vacuum level pinning scenario increase for interfaces on which molecule–
substrate interactions are stronger. This is most common for donor mol-
ecules, whose closer proximity to the substrate surface favors higher induced
densities of interface states.23,79 Nevertheless, regardless of certain system-
dependent deviations in the total extent of the energy shifts, the general
scenario represents a potential route to tune the interface energetics and the
associated charge carrier injection barriers by choosing molecules with ap-
propriately different interface dipoles and blending them in adequate ratios.

2.4 Concluding Remarks
Organic-based devices are already a reality, but are still believed to offer
great margins for improvement and expansion. Particularly promising is the

Figure 2.16 Schematic diagram of the energy level alignment of single-component
layers and molecular blends on metal surfaces, where the varying
vacuum level and the associated shifts of molecular states upon blending
in a vacuum level pinning scenario are highlighted by dotted lines.
Reproduced with permission from ref. 79. Copyright 2013 American
Chemical Society.
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potential departure from the established top-down fabrication methods
through an increasingly important role of molecular self-assembly in device
fabrication. In addition to the associated cost reduction, self-assembly offers
control over the resulting structures at greatly reduced length scales. Pro-
gress along these lines, however, requires the design and growth of in-
creasingly complex and efficient supramolecular structures. Detailed
knowledge of the opto-electronic properties of molecular systems is needed
for their design to provide them with optimized functionality. Their growth
in turn requires a thorough understanding of the processes involved in self-
assembly. The possibilities of supramolecular assemblies offered in terms of
both crystalline and electronic structures, which ultimately define their
functionality, is significantly increased in multicomponent molecular
blends. Therefore, this chapter reviews, with special emphasis placed on 2D
multicomponent supramolecular systems, our increasing knowledge on the
multiple interrelated processes and interactions that play a part in molecular
self-assembly. In addition to their description, examples are provided of
routes to leverage each of those processes and interactions for the tailored
growth of supramolecular structures. The dependence of the structure’s
electronic properties on their supramolecular arrangements is additionally
addressed as a key factor of nonnegotiable consideration along the roadmap
towards rationally designed functionalities.
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C. Rogero, F. J. Palomares, N. Cabello, M. A. Basanta, J. Ortega,
J. Méndez, A. M. Echavarren, R. Pérez, B. Gómez-Lor and J. A. Martı́n-
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CHAPTER 3

Low-Dimensional
Supramolecular Assemblies on
Surfaces
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a Department of Chemistry, National University of Singapore,
3 Science Drive 3, 117543, Singapore; b Department of Physics,
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3.1 Introduction
The realization of molecular electronic devices that use single or a few
molecules as functioning component is one of the ultimate goals to meet the
stringent requirements for electronic device miniaturization.1 Over the past
few decades, intensive research efforts have been devoted to the develop-
ment of molecular electronics, including designing and synthesis of
molecules with desired functionality, single molecule device fabrication and
characterization, assembling functional molecules into long-range ordered
nanostructure arrays, investigation and engineering of molecule/electrode
interface properties, and theoretical understanding of the molecular
electronic device working principle.2 However, many challenges still exist,
for example, the lack of precise control of the interfacial properties between
the molecules and electrodes (i.e., poor reproducibility and reliability),
limited understanding of the charge transport mechanism at the single
molecule level, how to engineer and position functional molecules into
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extended and well-ordered device arrays over macroscopic area, how to
precisely integrate individual molecules with external electrical circuits, and
so on.3

Low-dimensional supramolecular architectures with well-defined
arrangement and desired functionalities are important building blocks for
functional molecular nanodevices as well as ideal model systems to in-
vestigate the working mechanism of molecular electronics at the atomic
scale. Molecular self-assembly on solid surfaces represents a promising
bottom-up approach for the construction of these well-defined low-
dimensional molecular architectures.4 It involves the assembly and ordering
of molecules and/or atoms on the substrates, to achieve precise control of
the composition, dimension, distribution and the organization of the
supramolecular architectures.5 However, the underlying mechanisms gov-
erning the self-assembly process are still less understood.6 Extensive efforts
have been made to reveal the general rules in these self-ordering phenom-
ena, including exploring the roles of different types of intermolecular
interactions on the self-assembly process (such as van der Waals forces,
dipole–dipole, hydrogen bonding, and metal–ligand coordination), as well
as an understanding of the effects of substrates on the adsorption and ag-
gregation of the molecular building blocks (such as molecule–substrate
interfacial charge transfer, substrate-mediated intermolecular interactions,
and surface-assisted polymerization).4,7,8

In this chapter, the construction of one-dimensional (1D) molecular
chains and two-dimensional (2D) molecular networks involving single
component or binary molecular building blocks based on the non-
covalent interactions will be discussed, including hydrogen-bonding and
metal–ligand coordination. We will also discuss on-surface polymer-
ization induced covalently bonded 1D molecular chains and 2D molecular
networks.

3.2 1D Molecular Chains
When the organic electronic devices reach the single molecule limit,
interconnecting these functional units requires the molecular wires to
enable the charges and excitons transport within the devices.9 Knowing how
to fabricate conducting molecular wires in a reproducible way is essential for
molecular electronic devices.10 In particular, covalently bonded single
polymer chains represent promising candidates for molecular nanodevices
due to the efficient charge transport along these molecular wires.11 In the
following sections, we will discuss various approaches to construct these 1D
molecular chains, including (i) substrate template directed self-assembly of
1D molecular chains; (ii) 1D molecular chains assembled through hydrogen
bonding; (iii) metal–organic coordination bonds assisted assembly of 1D
molecular chains; and (iv) on-surface synthesis towards covalently bonded
1D molecular chains.
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3.2.1 Substrate Template Directed Self-Assembly of 1D
Molecular Chains

Various types of atomic-scale templates, such as reconstructed surfaces
like the herringbone reconstructed Au(111),12–14 regular step bunches,15,16

and/or vicinal templates (e.g., Au(788)17), have been utilized to constrain
molecules into well-ordered structures. For example, the monatomic
stepped edges of the Au(11,12,12) template surface as shown by the
scanning tunneling microscopy (STM) image in Figure 3.1(A) can direct the
formation of a double- and single-row of the molecular chains consisting of
perylene-tetra-3,4,9,10-carboxylic acid diimide (PTCDI) molecules and

Figure 3.1 (A) STM image highlighting the 2D superlattice of steps and discom-
mensuration lines separating FCC and HCP stacking areas on the
Au(11,12,12) template surface. (B) Model of the threefold hydrogen-
bonding pattern of PTCDI and BDATB. (C) STM image showing the
double heteromolecular wires running along the lower step edges of the
Au(11,12,12) template surface. (D) Top view of a stepped Au(677) surface.
(E) 15�15 nm2 STM image of FePc molecules decorating the step edges
to form 1D molecular chains. (F) Optimized adsorption configuration of
FePc molecules on Au(111) step edge. (G) Schematic illustration of a
striped Ag surface on In/Si(111)-(4�1). (H) 30�60 nm2 STM image
showing the formation of CoPc molecular chains on the striped Ag
surface. (I) 5�5 nm2 STM image revealing the unique rotation angle of
CoPc molecules within a chain. (J) A CoPc chain obtained on the striped
surface.20

(A) Reproduced reprinted from ref. 12, with permission from the Ameri-
can Chemical Society, copyright 2006; (B) and (C) reprinted from ref. 15,
with permission from John Wiley & Sons, copyright 2007; (D) reprinted
from ref. 14, with permission from American Physical Society, copyright
2010; (E) and (F) reprinted from ref. 19, with permission from American
Chemical Society, copyright 2011; (G) and (J) reprinted from ref. 20, with
permission from American Chemical Society, copyright 2013.
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1,4-bis(2,4-diamino-1,3,5-triazine)benzene (BDATB) at the coverage of
0.15 monolayer (ML) (Figure 3.1B and C). These 1D chains composed of
alternating PTCDI and BDATB molecules are stabilized by the inter-
molecular N–H � � �O and N � � �H–N hydrogen bonding as schematically
shown in Figure 3.1(B).

The molecular arrangement within the as-deposited molecular aggregates
depends on the atomic structure of the substrate, molecular structure,
and the interplay between the intermolecular and molecule–substrate
interactions. For some particular functional-molecules such as large
phthalocyanines or porphyrins and their derivatives, interaction with the
step edges is complex due to the chemical bonding formation via multiple
channels, such as the bonding between the central metal atom of the
molecules and the substrate, and the coupling between the molecular
peripheral ligands and the substrate.18 As shown in Figure 3.1(D), the
selective anchoring of iron phthalocyanine on the step edges of Au(111)
arises from the different adsorption energy on the face-centered-cubic (FCC)
and hexagonal-close-packed (HCP) regions.19 One-dimensional molecular
chains on the monatomic step edges can only be formed in the FCC
surface reconstruction regions after increasing the coverage to 0.6 ML, with
the FePc molecules preferring to reside onto the FCC-step-edges (Figure 3.1E
and F). Therefore, the fabrication of artificial surface template is one of the
efficient ways to realize the uniform and highly ordered 1D molecular
chains. As shown in Figure 3.1(G), a surface with regular step arrays differing
from the atomic steps has been constructed by rational decorating the
Si(111) surface firstly with In and followed by Ag.20 The fractional atomic
steps can be formed due to the stacking-faults and the lattice matching
between striped Ag and In/Si(111) surface. Highly ordered 1D cobalt-
phthalocyanine molecular chains aligned along the striped Ag surface can
be formed. The CoPc molecules within each single chain are uniformly
orientated and densely packed. The maximum length of the CoPc molecular
chains is about 25 nm, which is comparable with the domain size of the Ag
striped structures.

3.2.2 1D Molecular Chains Assembled through Hydrogen
Bonding

Various intermolecular non-covalent interactions, such as hydrogen bond-
ing, metal–ligand coordination, and dipole–dipole interactions, and even
covalent bonding have been exploited to construct long-range ordered mo-
lecular chain arrays. Owing to the directional and selective nature of
hydrogen bonding with moderate strength, it is able to achieve controllable
synthesis of desired functional molecular superstructures on surfaces.21

Pioneering works are the construction of uniform long-range ordered 1D
chains via benzoic acids on metal surfaces. For example, the well-known
4-[trans-2-(pyrid-4-yl-vinyl)]benzoic acid (PVBA) can form long-range ordered
1D chains on Ag (111) (Figure 3.2A and B) in a head-to-tail arrangement
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stabilized through the O–H � � �N intermolecular hydrogen bonding22

(Figure 3.2C). In some cases, the low-coordinated atoms at the step
edges of metal surfaces provide special sites to accommodate molecules.
As such, these molecular chains can cross over the step edges on the
Ag(111) surface and possess long-range ordering and high stability by using
2,6-naphthalenedicarboxylic acid (NDCA) as the basic building block23

(Figure 3.2D–F).
Rational selection of the organic building blocks and substrates can lead

to the construction of various hydrogen-bonding stabilized functional mo-
lecular arrays. However, the relatively weak strength of the hydrogen bond-
ing can induce multiple pathways and structural instability under certain
conditions. Metal–ligand coordination bonding is highly directional and
possesses intermediate strength, thereby representing one promising route
towards the construction of molecular arrays. Moreover, various metals and
ligands can be utilized to realize the fabrication of molecular nanostructure
arrays with desired functionality and great diversity. As such, the coordin-
ation chemistry assisted formation of well-defined complex superstructures
has been one of the widely used approaches,24 which will be discussed in
detail in the following section.

Figure 3.2 (A) 100�160 nm2 and (B) 20�32 nm2 STM images of PVBA doublet
chains obtained after deposition and further annealing low concen-
trations of PVBA at 300 K on Ag(111). (C) Schematic representation of
the double chains stabilized by intermolecular hydrogen bonding.
(D) 600�800 nm2 and (E) STM images showing the extended 1D super-
molecular arrays crossing stepped surface via assembly of 2,6-naphtha-
lenedicarboxylic acid (NDCA) on a Ag(111) surface. (F) DFT calculated
structure of the NDCA dimers at a step edge, stabilized through the
intermolecular hydrogen bonding.
(A)–(C) Reprinted from ref. 22, with permission from John Wiley & Sons,
copyright 2000; (D) and (F) from ref. 23, with permission from American
Physical Society, copyright 2008; (E) from ref. 58, with permission from
Springer, copyright 2010.
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3.2.3 Metal–Organic Coordination Bonds Assisted Assembly
of 1D Molecular Chains

Metal–organic coordination bonds formed between the organic ligands and
the metallic atoms can be realized and manipulated by choosing suitable
building blocks.25 The peripheral sides of the suitable organic ligands can
provide complementary bonding sites to interact with metal atoms. There-
fore, geometrical control of the assembled superstructures can be realized by
tuning the ligand geometry and choosing the right binding sites (i.e.,
functional groups) to the metals.25

On metal surfaces, the step edges and surface defects can contribute
adatoms for direct assembly of the organic molecules without further de-
position of extra metal atoms. For example, it is known that the Cu adatom
can exist on Cu surfaces even at moderate temperatures, enabling the sta-
bilization of molecular aggregates via metal–ligand coordination bonding
between the pyridyl groups and Cu adatoms.26 As demonstrated in
Figure 3.3(A), the bis(pyridyl)porphyrins can be aggregated into 1D mo-
lecular chain arrays via the N � � �Cu bond.27 The one-dimensionally aligned
pyridyl-Cu-pyridyl coordination motif indicates that the terminal pyridyl

Figure 3.3 (A) 16�5 nm2 STM image of the one-dimensional supramolecular as-
sembly following deposition of bis(pyridyl)porphyrins on Cu(111); bot-
tom: schematic model of the linear chain shown in (A) – the straight
segments have a stride of about 32.7 Å. (B) Large scale STM image
showing the chain on Cu(111) surface. (C) Representative STM images of
[-Cu-TMA-Cu-]n chains on Cu (110) surface. (D) High-resolution STM
image (4�0.8 nm2) of the metal–organic molecular chain as shown in C.
(E) Optimized model of the 1D chain.
(A) and (B) Reprinted from ref. 27, with permission from American
Chemical Society, copyright 2010; (C)–(E) reprinted from ref. 28, with
permission from John Wiley & Sons, copyright 2005.
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rings are tilted instead of flat-lying on the surface (bottom of Figure 3.3A). As
a consequence, the steric repulsions between H atoms of neighboring pyridyl
rings prevent the formation of three-fold or four-fold symmetric coordination
networks (Figure 3.3B). The formation of uniform 1D structures can also be
delicately steered by using anisotropic surfaces such as Cu(110). This type of
surface can act as the template to direct the formation of well-controlled
molecular chains on it because of the preferential confinement within the
troughs.28 As illustrated in Figure 3.3(C), well-ordered 1D molecular chains
can be formed after the deposition of trimesic acid (TMA) on Cu(110), which
predominantly adsorbs along the h1-10i direction. The strong molecule–metal
interfacial interactions enable the registry of TMA molecules with Cu(110).
Upon deposition on Cu(110), TMA molecules undergo deprotonation, effect-
ively couple with the Cu adatoms, and hence form the unidirectionally aligned
1D chains, in which individual TMA components interlink through Cu dimer
centers via the formation of N � � �Cu coordination bonds.

3.2.4 On-Surface Synthesis towards Covalently Bonded 1D
Molecular Chains

On-surface synthesis through covalent bonding of the organic molecules
into rigid architectures is of great interest in the preparation of molecular
nanostructures. Such processes are generally carried out after the deposition
of molecules on metal surfaces under ultra-high vacuum conditions fol-
lowed by thermal annealing at high temperatures to initiate the covalent
coupling (schematic model in Figure 3.4F).6 Grill et al. demonstrated that
polymeric molecular chains can be formed on Au(111) through the covalent
coupling of the trans-bromophenyl porphyrin29 (Figure 3.4A–C). A single
conjugated polymer chain has been successfully achieved by the same group
through annealing the as-grown dibromoterfluorene (DBTF) monomers on
an Au(111) surface at 520 K.30 The terminated bromine atoms can be
released after being activated at the first stage, followed by the diffusion and
aggregation of the activated terfluorene radicals towards the formation of
well-defined polymeric chains (Figure 3.4D–F).

As mentioned above, the synthesis of those 1D linear molecular chains is
mostly carried out on the high-symmetric (111) surfaces, which lead to the
preferential growth direction along the equivalent crystallographic axes. On
the herringbone-reconstructed Au(111) surface, the linear structures can be
perturbed by the elbow sites, such as the bended DBTF polymer chains on
Au (111) (Figure 3.4E). The unidirectional growth of linear polymer chains
can be realized by using inherent anisotropic surfaces as templates, such as
(110) surfaces. For example, the Cu(110) surface can serve as both a template
and a catalyst to promote polymerization through the classical Ullmann
coupling. 2,5-Diiodo-3,4-ethylenedioxythiophene (DIEDOT) or 2,5-dibromo-
3,4-ethylenedioxythiophene (DBEDOT) molecules are the monomers for the
construction of poly(3,4-ethylenedioxythiophene) (PEDOT). By exploiting
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Ullmann coupling (Figure 3.5A), epitaxially aligned PEDOT chains can be
fabricated and tuned by varying the coverage of monomers, and hence the
monomer chains, dimer chains, and trimer chains can be fabricated under
different coverage (Figure 3.5B–D). To achieve all-cis conformation of the
PEDOT chains, the upstanding configuration with the sulfur atom pointing
towards the substrate is required to maximize the molecule–substrate
interactions31 (model in Figure 3.5D).

The covalent-bonded molecular chains with tunable functionality as de-
scribed above are truly attractive for future molecular devices.32 However,
such on-surface polymerization usually involves the halogen-substituted
molecular precursors, thereby introducing contamination of halogen atoms
released during the covalent bonding processes. Therefore, the creation of
molecular chains via a clean surface reaction without surface contamination
from the byproducts (such as halogen atoms) would be highly desirable. One
example is the polymerization of porphyrins by activation of the C–H bond,

Figure 3.4 (A) Chemical structure of Br4TPP molecule (substituent Br atoms are
highlighted in red). (B) STM image of single Br4TPP intact molecule
(3.5�3.5 nm2) where the brominated legs appear larger than the counter
lobes. (C) 1D polymeric chain formed after activation and connection
(10�10 nm2); the schematic model is depicted inset.29 (D) Molecular
structure of DBTF monomer. (E) STM image of the long covalently bound
molecular chain, following the herringbone reconstruction of the
Au(111) (45�100 nm2). (F) Scheme of sequential activation mechanism.
(A)–(C) reprinted from ref. 29, with permission from Nature Publishing
Group, copyright 2010; (D) and (E) reprinted with permission from Stefan
Hecht.
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with the byproduct of hydrogen only, and hence the clean synthesis can be
realized.33

3.3 2D Molecular Networks
The challenge in constructing well-defined 2D molecular networks is to
achieve great structural controllability, tunability and stability, and to
impose desired functionality into these molecular nanostructure arrays.34

Elegant examples have been summarized in many review papers that discuss

Figure 3.5 (A) Formation of epitaxially confined cis-PEDOT on Cu(110) via Ullmann
coupling. (B) 8.9�8.9 nm2 STM image showing the linearly stacked of
EDOT molecules on Cu(110). (C) DFT calculated structures viewed from
front (top) and top (bottom) respectively; Cu atoms are lifted out of the
top substrate layer to participate in bonding to the EDOT. (D) 5�6 nm2

STM image of the uniform trimer stripes on the Cu(110), the line profile
demonstrated the stacking of the trimer structure shown on the right.
(A)–(D) Reprinted from ref. 31, with permission from National Academy
of Sciences of the United States of America, copyright 2010.
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the critical roles of various intermolecular interactions, including the
hydrogen bonding, metal–ligand and dipole–dipole interaction, to steer the
aggregation of the molecules into a well-ordered pattern.35,36 Besides these
intermolecular interactions, the substrates also play important roles in the
self-assembly process. Generally, molecules tend to form densely packed
uniform islands on chemically inert substrates like graphite; whereas on
chemically active substrates, like Cu(111), both the molecule–substrate
interfacial charge transfer and substrate-mediated intermolecular inter-
actions would impact the supramolecular arrangement on it. Other elegant
examples include the enhanced dipole–dipole repulsion induced periodic
distribution of tetrathiafulvalene (TTF) on Au(111)37 and the unidirectionally
aligned molecular rows of pentacene on Cu(110) induced by substrate-
mediated intermolecular repulsion.38 Therefore, comprehensive under-
standing of the substrate effects on the ordering of molecules with specific
functional groups would be of great interest.39

3.3.1 Single-Component Supramolecular Structures on
Surfaces

The self-assembly of functional organic semiconductors, such as phthalo-
cyanine,18 3,4,9,10-perylenetetracarboxy-dianhydride (PTCDA),39 and tetra-
cyanoquinodimethane (TCNQ),40 on different types of substrates has been
intensively studied. It is found that the substrates play a dominant role in
determining the molecular arrangement. In particular, the functional units
on the molecules, like the cyanide (-CN) and hydride (-OH), can strongly bond
with the metal substrates, and hence dramatically influence the conform-
ation of the adsorbed molecules. Other functional groups, like the carboxylic
and the hydrogen-donor groups can result in the formation of intermolecular
hydrogen bonding. The dipole moment of the molecules, which is either
permanent or induced after the adsorption onto the substrates, can also
significantly influence the molecular ordering/aggregation on the surfaces.

In this section, the self-assembly of functional phthalocyanine molecules
on different substrates will be used as a model system to understand the
substrate effect on the molecular ordering and arrangement, including
hexadeca-fluoro copper phthalocyanine (F16CuPc) on HOPG, Ag(111), BiAg2

surface alloy on Ag(111), and Bi(110). It is generally accepted that metal
phthalocyanine molecules tend to lie flat on graphite/metal surfaces with
their molecular p-plane parallel to the surface, which is dominated by the
interfacial p–p interaction or p–d interactions.41,42 However, the detailed in-
plane orientation and packing geometry of these molecules could be largely
influenced by the interplay of the molecule–substrate interfacial interactions
and the intermolecular interactions.43

As shown in Figure 3.6(A), long-range ordered supramolecular structures
can be formed after the deposition of copper phthalocyanine (CuPc) on
HOPG,44 which exhibits a square unit cell of 1.52�1.52 nm2. However, in the

Low-Dimensional Supramolecular Assemblies on Surfaces 107

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

00
98

View Online

http://dx.doi.org/10.1039/9781782626947-00098


case of F16CuPc, in which the peripheral hydrogen atoms are substituted by
fluorine atoms, alternating molecular stripes with two different in-plane
molecular orientations can be formed. These stripes are denoted as a-
orientation and b-orientation (Figure 3.6B and C). The nearly equivalent
percentages of the two stripes indicate that molecules with both orientations
are energetically favorable on HOPG. The striking differences of the in-plane
orientation of CuPc and F16CuPc monolayer on a graphite surface can be
ascribed to the large repulsion between the negatively charged F atoms in
F16CuPc.

The Bi/Ag(111) system can be used as a model system to understand how
the molecule–substrate interfacial interactions tailor the supramolecular
packing and molecular orientation. Upon increasing the coverage of Bi on
Ag(111), the surface phases can transform from Ag(111) into BiAg2 surface
alloy and Bi(110). The Ag(111) and BiAg2 surface is metallic and possesses a
relatively high density of states near the Fermi level, while the Bi(110) is

Figure 3.6 (A) 8�8 nm2 High-resolution STM image of CuPc monolayer on HOPG.
(B) 30�30 nm2 STM image of the F16CuPc monolayer on HOPG and (C)
its corresponding high-resolution image (15�15 nm2), where dashed
lines indicate orientations of molecular rows and arrows indicate
molecular axes.41 (D) Molecularly resolved STM image of F16CuPc on
Ag(111). Three unit cells are highlighted by three white tetragons
respectively. Different domains are separated by dashed lines and
labelled ‘‘A’’ and ‘‘B’’. (E) BiAg2 surface alloy with the O3�O3 R301struc-
ture. (F) The monolayer F16CuPc on the BiAg2 alloy surface. (G) STM
image showing the structure of Bi(110) monolayer structure. (H) STM
image of monolayer F16CuPc on the Bi(110) surface.
(A) Reprinted from ref. 44, with permission from American Chemical
Society, copyright 2010; (B) and (C) reprinted from ref. 41, with permis-
sion from Springer, copyright 2008; (D) reprinted from ref. 42, with
permission from American Chemical Society, copyright 2008; (E)–(H)
reprinted from ref. 43, with permission from American Chemical Society,
copyright 2010.
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semi-metallic and exhibits a low density of states near the Fermi level. As the
molecule–metal interfacial interaction is dominated by coupling between
the molecular orbitals and substrate electronic states, F16CuPc molecules
can, hence, interact more strongly with the Ag(111) and BiAg2 surface. Such
strong interfacial interaction can lock F16CuPc molecules to the specific
adsorption sites on the substrate. In contrast, the relatively weak interfacial
interaction between F16CuPc and Bi(110) would result in a monolayer
structure without any epitaxial relation with the substrate.

As shown in Figure 3.6(D), double-row molecular stripes are formed for
F16CuPc monolayer on Ag(111).50 These long-range ordered stripes are
strictly aligned along the [1–10] of Ag(111). One double-molecule-row (DMR)
has an oblique unit cell with dimensions of 1.5 nm by 1.5 nm; while the
neighboring DMR has a same size oblique unit with mirror symmetry. On
the three-fold BiAg2 surface alloy on Ag(111), F16CuPc molecules possess a
quasi-hexagonal unit cell with two types of in-plane orientations (Figure 3.6E
and F). The molecules having the same in-plane orientation stack together to
form molecular rows along the [-11-2] direction of Ag(111). Notably, the
adsorption of F16CuPc is in registry with the substrate lattice on both Ag(111)
and the BiAg2 surface alloy due to the strong interfacial interaction. More-
over, the formation of the alternating single-row and double-row molecular
stripes can minimize the repulsive intermolecular interaction between
neighboring F16CuPc molecules.

In contrast, on Bi(110) (surface structure shown in Figure 3.6G), F16CuPc
molecules assemble into a highly ordered square lattice, which is not com-
mensurate with the substrate. As shown in Figure 3.6(H), the intermolecular
distance (B1.5 nm) within the densely packed F16CuPc does not fit an integer
multiple of any axis of the unit cell (a¼ 0.454 nm, b¼ 0.475 nm) of Bi(110).
This indicates a relatively weak interfacial interaction between F16CuPc and
the semi-metallic Bi(110) and the intermolecular interactions (van der Waals
forces) dominate the molecular packing under this condition.

Detailed analysis of these supramolecular networks shows that the con-
trolled positioning and assembly of functional molecules depends on the
interplay of multiple interactions on different strength and length scales. In
general, relatively strong molecule–substrate interactions on metal sub-
strates can constrain the molecules to adsorb in registry with the surface
periodicity and lock them into specific adsorption sites, which may signifi-
cantly reduce the structural tunability of the molecular nanostructures. Inert
graphite has a smooth potential-energy surface as well as relatively weak
interfacial interactions with adsorbed molecules, and is therefore an ideal
substrate for constructing molecular nanostructures with a high degree of
controllability and tunability.

3.3.2 Binary Molecular Networks

Beyond the single component molecular networks, binary/multi-component
assemblies through the co-deposition of molecules can increase the
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structural diversity and introduce novel functionalities. In particular, the
periodicity or symmetry of these networks can be easily tuned by selecting
suitable molecular building blocks and tuning the relative molecular
ratios.45 Various intermolecular interactions, including the non-covalent
interactions such as hydrogen bonding, metal–ligand coordination, and
donor–acceptor interactions, as well as the strong covalent bonding have
been widely exploited for the construction of well-ordered molecular net-
works on surfaces.

3.3.2.1 Tunable 2D Molecular Arrays on Graphite Stabilized via
H-Bonding

In this section, prototypical molecular systems consisting of F16CuPc and
p-sexiphenyl (6p) or pentacene or diindenoperylene (DIP) are used to
demonstrate the tunability of 2D molecular networks on a graphite surface,
which are stabilized via the formation of multiple intermolecular hydrogen
bonds. By mixing F16CuPc with 6p molecules, binary molecular networks
with tunable intermolecular distances can be obtained by manipulating the
relative ratio of the two molecules. As summarized in the top row of
Figure 3.7, two F16CuPc doublets can be interlinked by single or double 6p
molecule at the 6p : F16CuPc ratio of 1 : 2 and 1 : 1, respectively. On further
increasing the 6p : F16CuPc molecular ratio to 3 : 1, unidirectionally aligned
F16CuPc chain arrays separated by a 6p triplet are formed. By simply
changing the relative ratio of the mixed components, molecular arrays with
tunable intermolecular distances can be realized. On replacing the build-
ing blocks of 6p with pentacene or DIP, tunable molecular networks
on HOPG can also be realized by manipulating the relative molecular
ratios. It is found that the structural stability of these molecular networks is
sustained by the multiple intermolecular C–F � � �H–C hydrogen bonding
between the electronegative periphery F atoms of F16CuPc and the
electropositive periphery H atoms of the 6p, pentacene and DIP. Notably,
the desired functionality can be introduced into these supramole-
cular networks by using functional phthalocyanines such as polar
phthalocyanines.46

3.3.2.2 Metal–Organic Coordination Networks on Surfaces

Metal coordination bonds have stronger bond strength than the hydrogen
bonds. Two-dimensional nanoporous networks with designed size and
chemical properties can be tailored by selecting suitable molecular building
blocks and coordinated metal atoms.47 K. Kern, J. V. Barth, N. Lin, and co-
workers pioneered studies on metal–organic coordination networks
(MOCNs). One example of MOCNs consisting of tailored pore sizes and
chemical functionality is constructed by the modular assembly of polytopic
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organic carboxylate linker molecules with iron atoms on Cu(100) under
ultrahigh-vacuum conditions.48 The linker molecules used are 1,4-dicar-
boxylic-benzoic acid (terephthalic acid, TPA), and 4,1,4 0,100-terphenyl-1,400-
dicarboxylic acid (TDA) (Figure 3.8). Both molecules strongly interact with
Cu(100) and possess a different registry with Cu(100) substrate. This can also
lead to the varied bonding configuration of the functional groups to Fe
atoms, thereby resulting in the formation of 2D porous networks with
distinct shapes and cavities sizes (Figure 3.8A–C). It is well known that
carbonitrile groups can strongly coordinate to various transition metal
atoms. They are promising candidates for the fabrication of MOCNs. As
shown in Figure 3.8(D)–(F), ditopic molecules with same functional carbo-
nitrile end group, but with different lengths varying from 1.66 to 2.09 to
2.53 nm, can be used to construct the 2D MOCNs networks with tunable
honeycomb nanocavities on Ag(111).47

Figure 3.7 (A)–(C) Molecularly resolved 15�15 nm2 STM images of F16CuPc molecu-
lar dot arrays with tunable intermolecular distance controlled by the
coverage of 6P, the relative ratio 6P : F16CuPc is 1 : 2, 1 : 1 and 3 : 1 from
left to right, respectively. (D)– (F) Molecularly resolved 15�15 nm2 STM
images of the F16CuPc molecular dot arrays with tunable density con-
trolled by the coverage of DIP. The ratio DIP : F16CuPc is 1 : 2, 1 : 1 and 2 :
1 for (D), (E) and (F) respectively. The leaf-like bright feature represents a
DIP molecule.
Figures reprinted from ref. 21, with permission from John Wiley & Sons,
copyright 2010.
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3.3.3 On-Surface Covalent-Bonded Molecular Networks

Recently, intensive research efforts have been focused on the rational fab-
rication of covalently interlinked molecular superstructures with good
thermal and chemical stability and enhanced electrical conductivity.6 Gen-
erally, on-surface polymerization can proceed based on several chemical
reactions, including Ullmann coupling, alkyne homocoupling, imine coup-
ling, dehydrogenation, and Bergman cyclization.49–52 However, in many

Figure 3.8 Top: molecular structure of terephthalic acid (TPA) and 4,10,40,100-terphe-
nyl-1,400-dicarboxylic acid (TDA). STM images: (A) high-resolution image
(6.5�7 nm2) of ladder-type structures with two distinct types of nanocav-
ities (marked by A and B). (B) STM image (4�7 nm2) of fully inter-
connected network with complete 2D reticulation, giving rise to square
cavities (marked by C). (C) High-resolution image (10�9 nm2) of 2D
reticulated Fe-TDA open network with rectangular nanocavities. Pos-
itioning of molecular backbone and ligands are marked; Fe atoms are
shown as blue spheres.48 (D)–(F) Tuning the cavity size of metal–organic
honeycomb networks with designed linkers. STM images show the result
of cobalt (Co)-directed assembly of (D) NC-Ph3-CN, (E) NC-Ph4-CN and (F)
NC-Ph5-CN on Ag(111). Bottom: structure of the molecules in (D)–(F)
including their length and models of the threefold Co-carbonitrile
coordination motif resolved.47

(A)–(C) Reprinted from ref. 48, with permission from Nature Publishing
Group, copyright 2004; (D)–(F) reprinted from ref. 47, with permission
from American Chemical Society, copyright 2007.
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cases, multiple bonding sites and energetically-equivalent bonding con-
figurations always coexist and compete with each other, thereby leading to
the formation of disordered molecular networks.51 To fabricate highly
ordered 2D covalently bonded molecular networks, molecular precursors or
monomers must couple with each other through well-defined binding sites
with high selectivity and arrange themselves in a highly ordered bonding
configuration.

Two different approaches can be adopted to achieve controlled surface-
assisted polymerization to form long-range ordered covalently bonded 2D
networks:

1. error correction and surface-assisted crystallization after the covalent
bond formation between monomers to achieve well-ordered 2D poly-
mers, such as graphene growth on Cu(111) assisted by Ullmann
coupling of hexabromobenzene (HBB);53

2. a stepwise process involving molecular building blocks pre-organizing
into well-ordered 2D networks steered by non-covalent interactions,
followed by polymerization within such 2D molecular networks initi-
ated by heating or photo-irradiation, such as the surface-assisted
cyclodehydrogenation of polyphenylene, which can provide tailored
nanographene on Cu(111).54

In 2007, L. Grill and co-workers demonstrated the fabrication of 2D net-
works through covalent coupling of the bromine-terminated porphyrin
molecules.29 After that, on-surface polymerization has attracted increasing
attention and is growing rapidly with the blooming of various reaction
routes. Five years later, the same group presented the control of on-surface
polymerization in a hierarchical manner by selective and sequential acti-
vation of specific sites under different substrate temperatures.55 Further-
more, additional control of the preferred molecular orientation during the
hierarchical growth can be achieved on an anisotropic template of Au(100).
The molecular building block consists of a central porphyrin bonded with
two bromine and two iodine substituents, i.e., bis(4-bromophenyl) and bis(4-
iodophenyl), in a linear trans configuration (Figure 3.9A). Notably, the
bromine- and iodine-phenyl groups have different bond dissociation ener-
gies, thereby enabling stepwise dissociation of the two substituents under
different substrate temperatures. Ideally, after deposition onto the surface,
the molecules remain intact and leave the four halogen atoms arranged as
shown in Figure 3.9(C). Heating the as-deposited molecules to 120 1C leads
to the release of iodine atoms, and hence linear chains of the porphyrin
molecules are created, leaving the bromine groups intact (Figure 3.9D).
Further heating to at least 200 1C can result in the formation of networks,
and hence the chains are connected into two-dimensional superstructures
after the release of the bromine atoms (Figure 3.9E).

The as-constructed structures always exhibit disordering and broad size
distribution on the surface.55 So a template synthesis would be of great
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interest to direct the ordering of the structures. In general, the template
synthesis involves two steps: (i) the formation of non-covalently bonded
molecular networks and (ii) activation and hence covalent bond formation
under controlled conditions. Steering the on-surface polymerization has
been achieved for the formation of porphyrin networks with a narrow size
distribution based on a metal-directed template.56 As reported by Lin and
coworkers, the formation of Cu-pyridyl metal–ligand coordination networks
can serve as template to steer the on-surface polymerization of porphyrin
molecules on Au(111). The double row (DR) chain is developed from a

Figure 3.9 (A) Chemical structure of the trans-Br2I2TPP molecules; bromine (blue)
and iodine (red) leaving groups have different activation temperatures.
(B) STM image (V¼ 0.5 V, I¼ 0.1 nA) of a single trans-Br2I2TPP molecule
on Au(111). (C)–(E) STM images of trans-Br2I2TPP molecules on Au(111):
as deposited molecules at 80 K (8�8 nm2, C), after heating the as-
deposited molecules to 120 1C (8�8 nm2, D, Step 1), and after further
heating to 250 1C (10�10 nm2, E, Step 2) (imaging at 180 1C). The
corresponding chemical structures are indicated. (F) Scheme of the
sequential activation mechanism. Green arrows indicate the different
growth directions of the two sequential steps. (G) Schematic represen-
tation of Ullmann coupling of porphyrin derivate on Ag(111) assisted by
the py–Cu–py coordination template. (H) High-resolution STM topo-
graph (13�17n m2) of a DR chain. (I) Uniformly distributed molecular
chains on Ag(111) (100�100 nm2).
(A)–(F) Reprinted from ref. 55, with permission from Nature Publishing
Group, copyright 2012; (G)–(I) reprinted from ref. 56 with permission
from American Chemical Society, copyright 2013.
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dimeric molecular seed step by step via the formation of py-Cu-py coordin-
ation. In an intermediate state, the Br groups of two anchored molecules are
close enough to facilitate the Ullmann coupling. The deposited Cu atoms
both serve as the catalysts in the Ullmann reaction and as the template to
link the molecule together. Most of the products are DR chains with very
smooth edges, which can be ascribed to preferable attachment of monomer
at the end of an existing chain (Figure 3.9H and I).

It is worth mentioning that the structure of these 2D polymerized net-
works strongly depends on the coupling strength between the molecular
precursors and the metal substrates, and the precursor mobility on different
substrates.57 For example, surface-assisted polymerization of the hexaiodo-
substituted macrocycle cyclohexa-m-phenylene (CHP) on the Cu(111),
Au(111) and Ag(111) surface has been systematically studied through the
combination of STM, XPS measurements and DFT calculations.57 It is found
that on Cu(111) the molecular precursors of CHP strongly couple with the Cu
substrate with very limited precursor mobility and hence ‘‘open’’ branched
and disordered networks dominate; on Au(111), CHP weakly interacts with
the Au substrate, thereby leading to the coexistence of the branched and
small domains of compact networks; highly ordered and densely packed
polyphenylene networks can only be formed on Ag(111). For a particular
surface-assisted polymerization to form highly ordered 2D molecular net-
works, it is necessary to choose a suitable metal substrate that can effectively
couple with the molecular precursor with an intermediate binding strength
to initiate surface polymerization and covalent bond formation; meanwhile,
the molecular precursors should have sufficient diffusion or mobility on the
metal surface to couple with neighboring molecular precursors or networks
in a highly ordered manner and with high selectivity.

3.4 Conclusion
In summary, molecular self-assembly on surfaces to form well-defined low-
dimensional molecular superstructures is one of the promising approaches
to construct molecular nanodevice arrays. These low-dimensional molecular
nanostructure arrays can be fabricated by using well-defined 2D templates,
or steered via various intermolecular non-covalent interactions (inter-
molecular hydrogen bonding, metal–ligand interaction) and even surface-
assisted covalent bonding. It is found that the assembly of 1D molecular
chains and 2D molecular networks with desired structures and function-
alities strongly relies on the selected molecular building blocks, substrates
and growth conditions. The realization of these well-defined molecular
nanostructure arrays with desired functionalities over macroscopic area
requires a comprehensive understanding of the underlying mechanisms
governing the self-assembly processes.

One of the challenges to realize functional molecular electronics and or-
ganic nanodevices is how to integrate individual molecular nanostructures
into extended circuits with high precision, great reproducibility, as well as
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ease of device fabrication. Covalently bonded molecular nanostructures (e.g.,
molecular wires) and carbon-based nano-architectures (e.g., graphene
nanoribbons) are promising candidates as electrical interconnecting wires to
integrate functional molecules into extended device circuits over macro-
scopic area. It is highly desirable to have direct covalent bonding between
the molecules, molecular wires and the electrodes, giving rise to efficient
charge transport as well as good structural and chemical stability. By
combing with graphene-based electrodes, it should be possible to construct
all-carbon based devices in the near future.
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Nature, 2010, 466, 470.

51. Y. Q. Zhang, M. Kleinschrodt, K. Diller, S. Fischer, A. C. Parageorgiou,
F. Allegretti, J. Bjork, S. Klyatskaya, F. Klappenberger, M. Ruben and
J. V. Barth, Nature Commun., 2012, 3, 1286.

52. D. Y. Zhong, J. H. Franke, S. K. Podiyanachari, T. Blomker, H. M. Zhang,
G. Kehr, G. Erker, H. Fuchs and L. F. Chi, Science, 2011, 334, 213.

53. L. Jiang, T. C. Niu, X. Q. Lu, H. L. Dong, W. Chen, Y. Q. Liu, W. P. Hu and
D. B. Zhu, J. Am. Chem. Soc., 2013, 135, 9050.

54. M. Treier, C. A. Pignedoli, T. Laino, R. Rieger, K. Müllen, D. Passerone
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CHAPTER 4

Self-Assembled Mono- and
Multilayers for Functional
Opto-Electronic Devices

ANTONIO FACCHETTI,* ROCIO PONCE ORTIZ AND
TOBIN J. MARKS

Polyera Corporation, Northwestern University and University of Malaga,
*Email: afacchetti@polyera.com

4.1 Introduction
Organic electronics envisions the fabrication of new opto-electronic devices
using as a prime material an organic semiconductor to modulate charge
transport or process light.1 This approach may enable the fabrication of low
cost, lightweight, mechanically flexible opto-electronic devices on plastic
substrates and eventually using roll-to-roll printing methodologies. All of
these devices have a primary materials set enabling specific functions.
Furthermore, opto-electronic device performance and lifetime strongly
depends on functional interfaces affecting charge exchange, controlling
light confinement, enabling efficient adhesion among the different layers, as
well as determining rheological parameters (viscosity, surface energy, wett-
ability) for device fabrication if carried out from solution. In this chapter we
will describe the utilization of self-assembled monolayers (SAMs) and
multilayers (SAMTs) as key elements for the realization of opto-electronic
devices such as organic field-effect transistors (OFETs), organic photovoltaic
cells (OPVs), organic light-emitting diodes (OLEDs), and organic nonlinear
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optical devices such as electro-optic (EO) modulators.2 First, we will describe
the process of self-assembly and the most relevant families of self-assembly
precursors (surfactants) for opto-electronics. Next, we focus on describing
their utilization at important device interfaces such as cathode/photoactive
layer and anode/photoactive layer for OPVs and OLEDs, source–drain/
semiconductors and dielectric/semiconductors for OFETs, as well as acting
as the major semiconductor/dielectric/NLO element for OFETs or NLO
applications.

4.2 Concepts of Molecular Self-Assembly for Mono-
and Multilayer Fabrication and Function

An example of the general phenomenon of self-assembly is the fabrication of
monolayers (SAMs) and, upon consecutive processes, multilayers (SAMTs) by
self-assembly of surfactant molecules on solid surfaces. Self-assembly in
Nature occurs in supermolecular hierarchical organizations of interlocking
components resulting in very complex systems.3,4 These assemblies offer
unique opportunities to increase fundamental understanding of self-or-
ganization, structure–property relationships, interfacial phenomena as well
as implementation in new functional devices. Furthermore, SAMs and
SAMTs are well-defined structures, which make them excellent models for
interdisciplinary studies at the interface of chemistry with physics, biology,
and engineering. In addition, the possibility of tailoring both head and tail
groups of the constituent molecules makes SAMs excellent systems for
fundamental studies of phenomena affected by competing intermolecular,
molecular-substrates, and molecule–solvent interactions such as ordering
and growth, wetting, adhesion, lubrication, and corrosion as well as how the
electronic structure of molecules changes at the interface.

SAMs and SAMTs can be defined as ordered molecular assemblies enabled
by the adsorption of an active surfactant on a solid surface (Figure 4.1).
SAMT fabrication requires the presence of two functional end groups, typi-
cally with complementary chemistries, so that the layer-by-layer process can

Self-assembled Monolayer
(SAM)

Self-assembled Multilayer
(SAMT)

Substrate
Surfactant

Spacer

Head

Tail

Repeatto

Chemisorption

Figure 4.1 Schematic representation of the SAM and SAMT fabrication process.
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be repeated consecutively. The order in these two-dimensional systems is
produced by a spontaneous chemical synthesis at the interface, as the system
approaches equilibrium. These simple processes make SAMs/SAMTs in-
herently manufacturable and thus technologically attractive for surface en-
gineering in various modern devices. There are several classes of molecules
able to self-assemble on metal and metal oxide surfaces but here we discuss
selected studies related to chemistries relevant to opto-electronic devices de-
scribed in the next section. Although the area is not limited to long-chain
molecules,5 SAMs of functionalized long-chain hydrocarbons have been most
frequently used as building blocks of supermolecular structures.

Silane-derived SAMs are amongst the most used since they are physically and
chemically robust and they self-assemble on common substrates, such as sil-
icon and glass. The reactions of molecules functionalized with chlorosilanes,
alkoxysilanes, and aminosilanes occur on hydroxylated surfaces as substrates
(Figure 4.2). The driving force for this self-assembly is the in situ formation of
polysiloxanes, which are connected to surface metal hydroxyl groups (-Met-OH)
via Si-O-Met bonds. Examples of substrates on which these monolayers have
been successfully prepared include silicon oxide,6–11 aluminium oxide,12,13

quartz,14–16 glass,17 mica,18–20 zinc selenide,21 and germanium oxide22as well as
gold,23–25 which can be activated by UV–ozone exposure.26

The most efficient way to fabricate SAMTs based on silanes is to create a
monolayer surface terminated by hydroxyl groups. Once a subsequent
monolayer is reacted on the ‘‘activated’’ monolayer, multilayer films may be
built by repetition of this process (Figure 4.3). Such surfaces can be achieved
in several ways such as reduction of a surface ester group with LiAlH4,27

Figure 4.2 Chemical structure of alkyl chains functionalized with carboxylic, thiol,
phosphonic acid and silane groups and representation of their self-
assembly on substrate surfaces.

Self-Assembled Mono- and Multilayers for Functional Opto-Electronic Devices 121

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

01
19

View Online

http://dx.doi.org/10.1039/9781782626947-00119


hydroboration–oxidation of a terminal vinyl group,28,29 and reaction with
alkyl bromides with silver chemistry.30 Tillman et al. investigated the
fabrication of multilayer films B0.1 mm thick by self-assembly directly on
silicon substrates.31 A linear relationship between the film thickness and the
layer number with a slope of 35 Å per layer was found. Ellipsometry data,
optical absorbance intensities, and dichroic ratios for the multilayers all
suggested that the samples were composed of distinct monolayers. However,
IR data indicated that there may be more tilting or disordering of the alkyl
chains in the seven-layer sample than for the monolayer samples. Marks
et al. have demonstrated a SAMT strategy based on -SiCl3-functionalized
molecules and an SN2 reaction for the preparation of SAMs with second
harmonic nonlinear optical (NLO) properties.32–36 The same group reported
another major improvement as they found that spin coating of a dilute so-
lution of [[4-[N,N-bis(3-hydroxypropyl)amino]phenyl]azo]-4-pyridine on a
benzyl chloride SAM surface, followed by annealing at 110 1C, results in the
facile formation of SAMs, with high order parameter. Using this process they
could prepare a three-layer system in 1 h.37 Finally, a major achievement
from Sagiv et al. demonstrated hydrogen-bonded multilayers based on silane
molecules.38,39

The initial studies involved aliphatic hydrocarbon silanes. However, the
reproducibility of trichlorosilane-derived monolayers is a key issue since the
quality of these films is very sensitive to the reaction conditions and solvent
purity. For OTS (octadecyltrichlorosilane) the monolayer chemisorption for-
mation time varied from 3 min 40 to 90 min41 to over 24 h.42 Studies affording
different conclusions regarding film composition43,44 and morphology45–51

have been reported. Additional functionalities for the SAM as well as an-
choring point for SAMT fabrication can be created using terminal-substituted
alkyl silanes. Thus, SAMs terminated with halogens,52–56 cyanide and thio-
cyanide,57 methyl ether and acetate,58 thioacetate,59 vinyl,60–69 (trimethylsilyl)-
ethynyl,70 methyl ester,71,72 and p-chloromethylphenyl73–77 have been

Figure 4.3 Schematic description of a polysiloxane at the monolayer–substrate
surface. The arrow points to an equatorial Si–O bond that can be
connected either to another polysiloxane chain or to the surface.
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investigated. Monolayers with low surface free energies have also been
prepared using partially fluorinated alkylsilanes.78–81

Another efficient way to fabricate SAMs and SAMTs is via precursors
functionalized with groups forming insoluble salts on a given surface. Thus,
phosphates react with tetravalent transition metal ions, affording very
insoluble products.82 Mallouk pioneered this area when discovering
that self-assembled multilayers can be prepared simply by alternating
adsorption of Zr41 ions and a,o-alkylidene diphosphate (1 in Figure 4.4) on a
phosphorylated surface.83 Other fundamental studies with these systems
were carried out by Katz for NLO applications by using [[4-[bis(2-hydro-
xyethyl)amino]phenyl]azo]benzene phosphonate to form SAMs on
zirconium-treated phosphorylated surfaces. Further reaction with POCl3 and
hydrolysis resulted in a new phosphorylated surface that could be treated
with zirconium salt, and the process was repeated for SAMT fabrication.84

The major advantage of the phosphate systems is in their high thermal
stability, their simple preparation, the variety of substrates that can be used,
and the stability of the precursor to water.

Figure 4.4 Different diphosphonic acids used in self-assembled multilayer
preparation.
Reprinted with permission from ref. 83a. Copyright 1988 American
Chemical Society.
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Self-assembly chemistry based on sulfur compounds has been key to the
development of this field of research and it is based on its strong affinity to
late transition metal surfaces (Figure 4.5).85–90 Several examples of functio-
nalized molecules have been reported and include, among others, di-n-alkyl

Figure 4.5 Top: chemical structure of organosulfur compounds that form mono-
layers on gold. Bottom: hexagonal coverage scheme for alkane thiolates
on Au(111). The open circles are gold atoms and the shaded circles are
sulfur atoms.
Adapted with permission from Chemical Reviews 1996, 96, 1533.
Copyright 1996 American Chemical Society.
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sulfides,91,92 di-n-alkyl disulfides,93 thiophenols,94,95 mercaptopyridines,96

mercaptoanilines,97 thiophenes,98 cysteines,99,100 xanthates,101 thiocarba-
minates,102 thiocarbamates,103 thioureas,104 mercaptoimidazoles,105–107 and
alkaneselenols.108 However, the most studied, and probably the best
understood, SAM is that of alkane thiolates on Au(111) surfaces. Organo-
sulfur compounds coordinate very strongly also to other relevant metals of
the semiconductor industry including silver109–113 and copper114 as well as
others such as platinum,115 mercury,116,117 iron,118,119 colloidal gold par-
ticles,120 GaAs,121 and InP surfaces.122 Important for charge injection,
octadecanethiol monolayers provide excellent protection of the metal sur-
face against oxidation.123 For example, Ag coated with octadecane thiolate
monolayers can be kept in ambient conditions without tarnishing for several
months, and Cu coated with the same monolayer resists nitric acid.124 Also
important is the thermal stability of these functionalized metals. Thus,
Hickman et al. have shown loss of sulfur from hexadecane thiolate mono-
layer on gold occurs over the range 170–230 1C.125 They also investigated
temperature-programmed desorption of methanethiolate SAMs on Au and
reported a desorption maximum at B220 1C,126 which is similar to other
studies.127 However, loss can begin at as low as at B100 1C.128 Several studies
also investigated the structure and stability of thiolate molecules on
Ag(111).129–131

In another approach, Allara and Nuzzo132 and Ogawa et al.133 studied the
adsorption of n-alkanoic acids on aluminium oxide, where the interactions
are driven by an acid–base reaction. Schlotter et al. studied the spontaneous
adsorption of such acids on silver.134 Huang and Tao studied SAMs of long-
chain diacetylene amphiphiles.135 Finally, Linford and Chidsey demon-
strated that robust monolayers can also be prepared where the alkyl chains
are covalently bound to a silicon substrate mainly by C–Si bonds.136 In the
first experiments they used hydrogen-terminated silicon (H-Si(111) and
H-Si(100)) and diacetyl peroxide.144 Subsequent studies demonstrated
various chemistries on hydrogen-terminated silicon surfaces (Figure 4.6).137

4.3 Applications of SAM and SAMT to Organic
Opto-Electronic Devices

Electronic devices based on organic p-conjugated molecules and polymers,
as well as other corollary materials, have been investigated to enable unique
properties such as mechanical flexibility, light weight, new functionalities as
well as reduce production costs. These devices include, but are not limited
to, organic field-effect transistors (OFETs), organic light-emitting diodes
(OLEDs), organic photovoltaics (OPVs), and organic electro-optic (EO)
modulators.138–148 OFETs will find applications in display backplanes and
disposable electronics, such as sensors, smart cards (addressable identifi-
cation (ID) and vending cards), and radio-frequency identification (RFID)
tags. OLEDs are commercially available in flat/curved panel displays and will
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be used for solid-state lighting, 3D displays, and other appliances. Organic
PV technologies will be part of the solution for the increased electrical energy
demand as well as enable the fabrication of unique products by integrating
energy production and electronics.

The performance and lifetime of every organic electronic device, which
typically has a multilayer architecture, critically depend on both the photo-
electro-active p-conjugated semiconductor, robustness of the other corollary
materials, and quality of the interfaces. In these devices, metal electrodes are
utilized to inject/extract charges into the organic semiconductor layer(s),
polarize a dielectric, or apply an electric field (Figure 4.7). Particularly related
to SAM functions, control over the interface properties between the p-con-
jugated organic semiconductor and the other materials is essential. This can
vary from simple wettability or adhesion between different layers to tuning
of the electronic structure of the material in the bulk or at the interfaces. For
instance, factors such as the surface energy and work function greatly affect
charge injection/extraction and transport in organic semiconductors.

Regarding field-effect transistors, interfaces (Figure 4.7A) play a crucial
role in the overall device performance: the source/drain electrode/organic
semiconductor interface influences charge carrier injection via modification
of the semiconductor morphology on the electrode surface or via tuning of

Figure 4.6 Synthesis of molecular diodes using sequential self-assembly along with
the chemical structures of the alcohols used for SAM fabrication and
schematic of the corresponding SAMs on silicon substrates.
Reprinted from ref. 137. Copyright 2006, with permission from Elsevier.
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the electrode work function. The gate insulator/organic semiconductor
interface is important for tuning the 2D charge transport via passivation of
trap states, modification of the semiconductor morphology in the FET
channel, as well as variation of the semiconductor electronic structure
(density of states) via polarization effects. Several studies of dielectric
interfacial effects focused on either chemically modifying the dielectric and
source/drain electrode surfaces with self-assembled monolayers (SAMs) or

Figure 4.7 Structure of the indicated opto-electronic devices with indicated the
most commonly used device architectures.
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passivating the surface of the commonly used SiO2 dielectric. Recently, gate
dielectrics with excellent insulating and interfacial properties, such as or-
ganic/high-k metal oxide hybrid layers, SAM/SAMT, and ultrathin cross-
linked polymers, have been used as alternatives to SiO2 with great promise
for low-voltage high performance OFETs.

Regarding bulk-heterojunction OPVs (Figure 4.7B), performance opti-
mization requires control of charge transfer, charge transport, and carrier
recombination in the photoactive semiconductor blend. The contact resist-
ance between layers must be minimized to reduce the device series resist-
ance, which is important in determining the fill factor and thus the power
conversion efficiency. Furthermore, the effect of the electrode/organic
interface on the film morphology and charge extraction/recombination is
very important. Controlling the chemistry and physics of these interfaces can
modulate the semiconductor/electrode energy level alignment, enhance
charge extraction, tune light absorption, guide active layer morphology, tune
charge trap states, tune the work functions of both anode and cathode to
optimize the open circuit voltage, and ultimately allow the fabrication of
high-efficiency OPV cells. Again, here SAMs/SAMTs have been fundamental
for dramatic increases in performance.

To enable high-performance OLEDs a balanced hole/electron charge in-
jection and transport must be achieved (Figure 4.7C). New materials can be
developed to tune semiconductor electronic structure, charge transport, and
emission color of the OLED; however, the interface modification between the
organic semiconductors and the cathode/anode electrodes is critical to op-
timize charge-injection, -transport, and -recombination and to improve the
OLED brightness and efficiency. A balanced charge injection requires the
anode and cathode work functions to match the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) levels
of the hole transporting layer (HTL) and light-emitting layer (LEL), respect-
ively. Finally, for electro-optic applications (Figure 4.6D), SAMs/SAMTs have
been utilized as their fabrication enables the realization of intrinsically
asymmetric layers – a prerequisite to EO activity.

In this section, we summarize the use of self-assembled mono- and
multilayers as active materials and surface modifiers in various opto-
electronic devices. We start with applications in organic FETs as semi-
conductors and dielectric materials as well as modifiers of the dielectric and
the source/drain surfaces. Next, we move to applications in conventional and
inverted OPV devices as charge extraction promoters. Finally, we briefly
summarize their use in OLED interfaces and EO devices.

4.3.1 Organic Field-Effect Transistors

As discussed in the Introduction, OFETs will be used to fabricate new types
of circuits, probably starting with flexible backplanes for electrophoretic
displays. A typical thin-film transistor, which is the common OFET archi-
tecture, consists of three basic elements (Figure 4.7A): (1) an organic
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semiconductor film, (2) an insulating/dielectric layer, and (3) three elec-
trodes. Two electrodes, the source and the drain, are in direct contact with
the semiconductor, whereas the third electrode, the gate, is separated from
the semiconductor film by the dielectric layer. Figure 4.7(A) illustrates the
typical OFET architectures. In this device the current flow between the drain
and source electrodes (ID) is modulated by the applied gate voltage (VG). An
‘‘off’’ state of a transistor occurs when no gate voltage is applied between the
gate and the source electrodes (VG¼ 0 V). ID is very low in the ‘‘off’’ state as
long as the semiconducting material is not unintentionally doped. When a
voltage is applied to the gate, charges are induced into the semiconducting
layer at the interface between the semiconductor and dielectric layer. As a
result of the increased number of charge carriers, the drain–source current
increases, and this is called the ‘‘on’’ state of a transistor. Holes and elec-
trons are the majority charge carriers for p-channel and n-channel tran-
sistors, respectively, whereas OFETs where both charges are mobiles are
defined as ambipolar. The major performance parameters are the field-effect
mobility (m), the on/off ratio (Ion : Ioff), and the threshold voltage (VT). The
field-effect mobility quantifies the average charge carrier drift velocity per
unit electric field, the on/off ratio is defined as the drain–source current ratio
between the ‘‘on’’ and the ‘‘off’’ states, whereas the VT is the voltage after
which the induced charges are mobile.149–152

Vuillaume and co-workers first investigated the use of SAMs as gate di-
electric materials.153 Octadecyltrichlorosilane (OTS) as well as olefin and
carboxylate SAMs were then grafted onto the surfaces of p-doped Si sub-
strates covered with a 1.0–1.5 nm-thick native oxide affording a B3 nm
thick organic layer (Figure 4.8). This monolayer is as an excellent electrical
insulator exhibiting a leakage current density of B10�8 A cm�2 at 5.8 MV
cm�1, which is B5 orders of magnitude lower than for bare substrates.
Deep level transient spectroscopy (DLTS) was employed to estimate the
SAM interface state density, which can be reduced by 10� (2�1011 cm2

eV�1) by annealing the film at 350 1C. Note that these films can be ther-
mally stable up to 450 1C. The maximum measured film capacitance was

Source Gate Drain

Al

Al

Al

PtPt

n-Si

SAM

Cl3Si Si
O

O
O

COOH

Si
O

O
O

Figure 4.8 Schematic cross-section of the hybrid (organic SAM/silicon) nano-FET
(not to scale) along with the chemistry for the grafting to the substrate.
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found to be only B150 nF cm�2, which is much lower than the theoretical
capacitance value estimated by the OTS/native SiO2 film thickness and the k
values of an hydrocarbon (2.5) and SiOx (3.9). Several reasons for the difference
were offered by the authors (excessive leakage, series resistance, Fermi level
pinning, maximum charge storage in ultra-thin films); however, none are
sufficient to explain the difference. In a successive paper, the same group154

investigated alkyl SAMs with various chain lengths (1.9–2.6 nm) and found
that the conductivity (B 4.6�10�15 S cm�1) is independent of the film
thickness and comparable to that of bulk polyethylene (B2�10�16 S cm�1).
This result differs from the tunneling-dominated thickness-dependence
mechanism commonly observed in thiol-based ultra-thin organic films,155 and
it was explained by the independence of the tunneling barrier heights (DE4
eV for both hole and electrons) from the film thickness.

The Vuillaume group also fabricated nm-scale (channel length¼ 30 nm)
sexithiophene (6T)-based FETs using alkyl-carboxylate monolayers (2 nm
thick) as gate insulators.156 The FETs were fabricated with electron-beam
lithography/lift-off techniques for the deposition of both metal electrodes
and 6T, whereas the gate insulator was deposited by dipping. These OFETs
function at low voltages (o2 V) and exhibit mE3.6�10�4 cm2 V�1 s�1, Ion : Ioff

ratio E 104, and VT¼ –1.3 V. The same group157 also demonstrated that
1-octadecene monolayers deposited on hydrogenated n�, p�, and p1-Si(111)
substrates by a free radical reaction between the SAM precursor C¼C bond
and Si–H, activated by UV-illumination, are densely packed and can be good
ultra-thin insulators. This approach allows characterization of a silicon/di-
electric SAM layer without a native oxide layer. Although fluctuation of the
leakage current from device to device was observed, the current densities
were within 10�4–10�7 A cm�2. Note that the SAM on n1-Si substrates was
found to be more disordered and therefore exhibits larger leakage current
densities in MIS capacitors. The inferior properties of the SAM on n1-Si
demonstrates the important role of the surface potential and of the Fermi
level position of the surface during chemisorption of the alkyl monolayers.

Halik et al. studied SAM-based FETs using OTS molecules deposited on Si
substrates from the vapor phase.158 The FETs were fabricated using a,o-
dialkyl sexithiophenes with different chain lengths (alkyl¼ ethyl, hexyl,
decyl, and H) as the organic semiconductor layer. The current densities in an
MIS structure were found to be B3�10�5 A cm�2 at 1 V for the devices based
on OTSþ a,o-didecylsexithiophene. FET devices based on these vapor-
deposited SAMs function only when the 6T alkyl chain is sufficiently long to
increase the effective thickness of the dielectric. In the most successful case,
a mobility of 0.05 cm2 V�1 s�1 was measured. Thus, the authors concluded
that these devices were limited by the large dielectric leakage, presumably
because the vapor-deposited OTS SAM is more disordered than the film
obtained by solution. A considerable improvement in performance was
achieved when the SAM insulator contains an aromatic (phenoxy)
group at the end of the alkyl chain (Figure 4.9).159 This SAM was found to be
tightly-packed due to intra-SAM p–p interactions among the phenyl end-
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groups and exhibits very low leakage currents (B5�10�7 A cm�2 at 1 V) and
large breakdown fields (B14 MV cm�1). A capacitance nearly 900 nF cm�2

was reported although it is not clear if this was a measured or an estimated
value. Pentacene and diethyl-6T FETs (130 mm channel length, 170 mm
channel width) were investigated and exhibit good response characteristics
at low voltages (o2 V) with carrier mobilities as high as 1 and 0.2 cm2 V�1 s�1,
respectively. The authors reported that attempts to fabricate pentacene FETs
using simple alkyl SAMs failed, probably because of pentacene intercalation
into the SAM layer.

Kobayashi et al. first investigated the use of organosilane self-assembled
monolayers to control the charge density in the FET channel when using
SiO2 as the bulk gate insulator.160 SAMs with fluorine and amino groups
were found to accumulate holes and electrons in the transistor channel,
respectively. These properties were explained in terms of the effect of the
electric dipoles of the SAMs molecules, and weak charge transfer between
organic films and SAMs. Three kinds of organosilane SAMs (Figure 4.10)
were used. OFETs of n-channel C60 and p-channel pentacene were fabricated
on top of the SAMs by molecular-beam deposition in a vacuum. The device
properties were measured by three current/voltage probes in situ at 5�10�10

torr. The I–V characteristics clearly show that ID and VT strongly depend on
the SAM type. For pentacene OFETs Figure 4.10 clearly shows that the |ID|

Figure 4.9 Chemical structures of the SAM precursor (a) and pentacene (b), and
cross-section (c) and electrical characteristics (d) of a FET with molecular
SAM gate dielectric.
Reprinted by permission from ref. 159. Macmillan Publishers Ltd:
copyright 2004.
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values at VG¼ 0 V are enhanced by six orders of magnitude in devices with
F-SAMs compared with that of NH2-SAMs, indicating that the surface car-
riers are significantly modulated by changing the SAMs molecules. Of par-
ticular interest is the change in VT with the various SAM molecules shown in
Figure 4.10. VT shifts to positive values as the SAMs go from NH2- through
CH3- to F-SAMs, associated with an increase in the mobility. The mobility of
the device for the CH3-SAMs is larger than that for the untreated device, in
agreement with previous results for OTS treated pentacene FETs. Similar
behavior was observed in the n-type C60 transistors. In this case, the drain
current (ID) for the NH2-SAMs is the largest among SAMs-treated OFETs, in
sharp contrast to the results of pentacene FETs (Figure 4.10), where F-SAMs
showed the largest current. The VTs also change toward more negative values
when going from F-SAM to NH2 SAMs, tracking the ID variations. The
authors concluded that the ordering of SAMs molecules with molecular di-
poles produces a built-in electric field across the OFET, which is

Figure 4.10 (A) FET structure and related SAMs molecules. (B) Summary of the
threshold voltage VT for the n-type C60 and p-type pentacene OFETs for
different SiO2 functionalizations. (C) and (D) Trans-conductance char-
acteristics of pentacene and C60 devices grown on different SAMs.
Reprinted from ref. 160 by permission from Macmillan Publishers Ltd.
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superimposed on the externally applied gate field. To rationalize the data the
molecular dipoles of the SAMs orthogonal to the substrate surface were
calculated by DFT and found as –2.202, þ0.831, and –0.429 Debye, for
fluoroalkyl-, alkyl- and aminoalkyl-silane molecules, respectively. This result
indicates that F-SAMs, when molecules are uniformly aligned, generate the
local electric field that accumulates holes in comparison to the CH3-SAMs.
This agrees fairly well with the experiments. On the other hand, the calcu-
lation of molecular dipoles has shown that the electron accumulation in
NH2-SAMs is not understood in terms of the dipole mechanism discussed
above, as the calculated molecular dipole of NH2-SAMs is rather small, and
not pointing so as to accumulate electrons. Several explanations were offered
for this inconsistency.

Our group first investigated self-assembled multilayers (SAMTs) as reliable
dielectric materials for low-voltage OFETs.161 These layers are now called
self-assembled nanodielectrics (SANDs). This strategy utilizes 3D crosslinked
SAMTs grown from solution via self-limiting sequential deposition of s–p
siloxane building blocks such as a,o-difunctionalized hydrocarbon chains
(Alk), and highly polarizable ‘‘push–pull’’ stilbazolium layers (Stb), and
octachlorotrisiloxane capping layers (Cap; Figure 4.11). SAMTs having dif-
ferent architectures have been fabricated and are identified by the following

Figure 4.11 Schematic representation of the OFET components, showing the mo-
lecular structures of various organic semiconductors (left) and self-
assembled nanodielectrics I–III (right). Highly n-type doped Si (100)
wafers with a 1.5 nm native oxide or smooth ITO (a transparent
conductor) are used as substrate gate electrodes. Nanodielectric layers
are then sequentially deposited from solutions of silane precursors Alk,
Stb, or Cap. The OFET device is completed by vacuum-deposition of 50
nm thick layers of p- or n-type organic semiconductors 1–4 or solution-
deposition of semiconductor 5, followed by source–drain gold electrode
(100 nm) vacuum deposition.
Reprinted with permission from ref. 161. Copyright (2005) National
Academy of Sciences, U.S.A.
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nomenclature: I (layers: AlkþCap), II (layers: StbþCap), and III (layers:
AlkþCapþ StbþCap). The microstructures and electrical properties of I–III
were characterized by X-ray reflectivity, optical absorption spectroscopy,
non-linear optical second-harmonic generation measurements, AFM, and
SEM. The excellent insulating properties of I–III were demonstrated by
solution-phase cyclic voltammetry and quantitative solid-state MIS leakage
current measurements, the latter being B6 and B9 orders of magnitude
lower for I/II and III, respectively, than for Si/Si native oxide substrates
(B 0.1–1.0 A cm�2). The measured breakdown fields for I–III were
B5–7 MV cm�1 over 200�200 mm2. Capacitance–voltage (C–V) measure-
ments on MIS structures (102–105 Hz) revealed maximum capacitances
of Ci¼ 400 (I); 710 (II); 390 (III) nF cm�2 (� 5%) at 102 Hz. The magnitudes
of the effective dielectric constants of the Alk and Stb constituents of I–III
were estimated from measuring SAMT Ci values in MIM structures.
Importantly, the presence of the Si–SiO2 interface strongly limits the max-
imum charge storage for MIS structures in the accumulation layer, resulting
in underestimated Ci values. From the maximum MIM capacitance values
[Ci B 1100 (I); 2500 (II); 760 (III) nF cm�2], k of the Alk and Stb layers were
found to be B2.5 (close to that of bulk paraffins and alkyl SAMs) and B16,
respectively. This result illustrates the strategic importance of the highly
p-polarizable dipolar layers in enhancing SAMT k, hence increasing Ci while
preserving excellent insulator properties. OFETs (100 mm channel length and
5 mm channel width) were fabricated on the aforementioned SAMTs, with
all devices exhibiting classical linear and saturation I–V responses at very low
biases. Typical laboratory device yields are 495%. Similar transistor char-
acteristics are obtained for a range of vapor/solution-deposited p- and n-type
organic semiconductors, demonstrating broad generality. Note that these
nanodielectrics can also be used to fabricate flexible FETs on commercially-
available glass- and plastic (Mylar)-coated ITO substrates.

Hafnium oxide (HfO2) has a large dielectric constant (16–29) and bandgap
(5.8 eV) enabling its use a ultra-thin dielectric combining high capacitance
and low leakage current.162–164 Indeed, HfO2 has emerged as a leading
candidate to replace SiO2 for downscaling below the 65 nm node in advanced
metal oxide-semiconductor FET (MOSFET) applications. High-quality HfO2

films are typically prepared by vapor phase methods such as atomic
layer deposition, chemical vapor deposition, and physical vapor deposition.
These methodologies are not compatible with inexpensive device fabri-
cation. Thus, sol–gel processing has been utilized to fabricate high-quality
metal oxide films, which could be compatible with the printed electronic
platform. Jen and co-workers first reported on the use of phosphonate-based
SAM/HfO2 hybrid dielectrics for low-voltage OFET applications. The
authors demonstrated that by using anthryl-terminated alkyl phosphonic
acid (p-s-PA) SAMs, excellent dielectric films can be achieved, exhibiting a
smooth surface, high capacitances (0.69 mF cm�2), and low leakage current
densities (down to B10�9 A cm�2). Pentacene-based OFETs operated at
drain–source and gate–source voltages o1.5 V with high on–off current
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ratios (105–106) and hole mobilities as high as 0.22 cm2 V�1 s�1.165 The
charge carrier mobility improvement using the SAM-modified compared to
the bare HfO2 layer was explained by the lower SAM surface energy allowing
better pentacene film morphology and the low-k monolayer surface physic-
ally buffering charge carriers from the underlying highly polar high-k
surface, which is known to reduce charge carrier mobility in OFETs.166

Jen and co-workers have also fabricated C60-based OFETs using an ODPA
SAM/sol–gel-processed hafnium oxide hybrid dielectric.167 With the com-
bination of high capacitance (580 nF cm�2) and low leakage current density
(8�10�9 A cm�2), this hybrid dielectric yields C60-based OFETs operating
under 1.5 V with an average electron mobility of 0.28 cm2 V�1 s�1, high on–
off current ratio of 105, and low sub-threshold slope of 100 mV decade�1. The
low surface energy of ODPA allows C60 to form a thin film with large grains
that provides an efficient charge carrier pathway for the low-voltage OFETs.
Jen and co-workers also demonstrated a vacuum-free, low temperature
solution-processed hybrid dielectric composed of a p–s-PA SAM on
amorphous sol–gel-processed HfO2 for OFETs on plastic substrates. The p–
s-PA/HfOx hybrid dielectric provides high capacitance (0.54 mF cm�2), low-
leakage current (2�10�8 A cm�2), and has a chemically and electrically
compatible dielectric interface for evaporated and solution-processed acene
semiconductors. The utility of this dielectric was demonstrated by
fabricating pentacene and TIPS-Pen-based OFETs with operating voltages
o2 V and hole mobilities of 0.32 and 0.38 cm2 V�1 s�1 for pentacene and
TIPS-Pen, respectively.168

Our group has also utilized transition metal oxides, instead of SiO2, for the
fabrication of SAMT dielectrics. For this work, low-temperature solution-
processed zirconia- (ZrO2)169 and hafnia- (HfO2)170 based self-assembled
nanodielectrics consisted of alternating layers of a p-electron phosphonic
acid and an ultrathin ZrO2 (Zr-SAND) or HfO2 layer (Hf-SAND). These SANDs
present a great advantage compared to our previously described silane-based
SAND, since they are processed under ambient conditions. Zr-SANDs exhibit
large-area uniformity, well-defined nanostructure, very large electrical cap-
acitance (up to 750 nF cm�2), leakage currents as low as 10�7 A cm�2, and
excellent thermal stability. They are compatible with either organic (penta-
cene) and inorganic (zinc tin oxide; ZTO) semiconductors showing excellent
electrical metrics. In fact, field effect mobilities of the order of B0.3–0.4 and
B3.0–3.5 cm2 V�1 s�1 have been achieved for pentacene and ZTO, respect-
ively. However, we demonstrated that the addition of an additional self-as-
sembled n-alkyl phosphonic acid monolayer on top of the multilayer is
beneficial in the case of organic thin film transistors; pentacene OFETs ex-
hibit mobilities up to 0.74 cm2 V�1 s�1 for these alkyl-terminated SAMTs.
Thus, insertion of this n-alkyl phosphonic acid layer allows the formation of
an optimized interface between the dielectric film and semiconductor,
which is a prerequisite for optimum OFET performance.

Substitution of ZrO2 with HfO2 in these nanodielectrics (with thicknesses
as low as 3.1 nm) yields the largest SAND capacitance to date (1.1 mF cm�2)
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for a solid-state solution-processed hybrid inorganic–organic gate dielectrics
and affords gate leakages below 10�7 A cm�2 (Figure 4.12). This Hf-SAND
was tested in semiconductor-enriched single-walled carbon nanotube-based
transistors and afforded record on-state transconductances (5.5 mS) at large
on : off current rations of B105, with steep 150 mV dec�1 and intrinsic field-
effect mobilities up to 137 cm2 V�1 s�1. Furthermore, we demonstrated
excellent compatibility with device post-processing methodologies. In a
following work,171 we went a step further and used this Hf-SAND to fabricate
a low-voltage, inkjet printed, low-temperature combustion-processed,
amorphous indium gallium zinc oxide (a-IGZO) FET. We demonstrated
a 44� enhancement in electron mobility for devices processed below 300 1C
with respect to SiO2 and ALD-HfO2-based OFETs, while other electrical
metrics were either unchanged or enhanced.

The nature of the end group of the SAM and its surface chemistry has been
also investigated to understand how it affects OFET characteristics such as
threshold voltage, device hysteresis, and/or electrical performance. Nouchi
et al. found that modification of the OFET electrodes with SAM has a no-
ticeable impact on the device metrics. In particular, an anomalous hysteresis

Figure 4.12 (a) Solution-based self-assembly procedure to fabricate Hf-SAND. (b)
Schematic of various Hf-SAND multilayers including the estimated
thicknesses.
Reprinted with permission from ref. 170. Copyright 2013 American
Chemical Society.
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was reported in C60-OFETs when the Au electrodes were modified with
1-alkane-thiole SAMs.172 Nouchi et al. found that the output characteristics
of a modified OFET displayed a reversed hysteresis where the forward sweep
ID values were smaller than the backward ones, and this effect was larger for
lower density and longer chains of the SAM molecules. The authors deter-
mined that such hysteresis was caused by tunneling-barrier narrowing ac-
companied by the structural change of the SAMs, most probably due to an
electrically-stimulated order–disorder transition of the SAM structure. They
presumed that this anomalous hysteresis could cancel out the hysteresis
caused the charge-trapping by tuning the density and length of SAM mol-
ecules on the electrodes.

Halik et al. also analyzed the effect of SAM functionalization on the hys-
teresis and threshold voltage of pentacene and dihexyl-sexithiophene-based
OFETs.173 However, in this contribution, they functionalized the
semiconductor–dielectric interface instead of the electrodes and they
used mixed self-assembled monolayers of molecules with dipolar and
acceptor character (Figure 4.13). To this end, they used a pentadecafluor-
octadecylphosphonic acid (F15C18-PA) and a C60-terminated phosphonic acid
(C60-C18-PA). They found that threshold voltages were determined by the
dipole moment of the SAM. Interestingly, they also saw that the hysteresis
strongly depended on the SAM composition, and increased from a clockwise
hysteresis of –10 mV for pure F15C18-PA to an anticlockwise one of 400 mV
for pure C60-C18-PA (Figure 4.13b). The authors ascribe this fact to the
electron acceptor character of the C60 which allowed dielectric charging
during operation.

Figure 4.13 (a) (Top-left) Schematic cross section of a bottom-gate top-contact
transistor with AlOx/SAM hybrid dielectrics. (Top-right) Chemical struc-
ture of SAM precursors and direction of their molecular dipole mo-
ments (arrow heads show negative ends of the dipoles). (Bottom)
Schematic representation of pure and mixed SAM hybrid dielectrics.
(b) Transfer characteristics of devices with pure and mixed SAM hybrid
dielectrics.
Reprinted with permission from ref. 173. Copyright 2012, AIP
Publishing LLC.
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The effect of the nature of the SAM end group on OFET device metrics has
also been analyzed by Padma et al.174 using trichlorosilane derived-SAMs
and Jen et al.175 using phosphonic-acid derived SAMs. Both contributions
agree in that self-assembled monolayers promoting favorable semiconductor
nucleation and growth (such as SAMs having phenyl end groups) diminishes
grain boundaries and, therefore, increases field-effect mobilities, while also
improving threshold voltages. In the study carried out by Jen, the effect of
SAM surfaces energies was also analyzed and they found that surface energy
tends to be a negligible factor in device performance provided that a
homogeneous semiconductor surface is achieved.

The source–drain electrical contacts in OFETs significantly influence de-
vice operation due to mismatch of the work function between the electrode
material and the semiconductor, interfacial dipole formation, and variation
of the semiconductor morphology at the interface, as well as possible
semiconductor degradation. Thus, although most of the SAM/SAMT work
relates to functionalizing the organic semiconductor/dielectric interface,176

contact modification is of prime interest. Staggered (top-contact) device
architectures typically exhibit better performance than coplanar (bottom-
contact) devices because of improved intimate adhesion of the metal to the
semiconductor. However, the top-contact geometry is incompatible with
photolithographic processes and large-scale integration, and does not allow
one to produce sub-20 nm channel lengths, which may be necessary to en-
hance the driving currents. Therefore, it is desirable to use a bottom-contact
configuration, which is compatible with fine lithograph processing, for de-
vice applications, such as flexible displays and circuits. Initial work on
pentacene OFETs has shown that SAM functionalization of the Au contacts
with thiolates changes the Au surface and hence the morphology of the
pentacene film deposited on the electrodes. These bottom-contact/bottom-
gate SAM modified transistors showed improved performance and are
compatible with lithographic definition of the source and drain elec-
trodes.159,177 SAMs of alkanethiols with different chain length on Au elec-
trodes evidenced the odd–even effect of different numbers of carbons due to
the anisotropic coupling between the alkanethiol terminal bond and the
HOMO level of ordered pentacene molecules. These results showed that
charge injection occurs by through-bond tunneling of holes mediated by the
alkanethiol layer and that for long-chains the charge injection across the
alkanethiol monolayer completely governs the transistor behavior.178 Several
other aliphatic and aromatic SAM thiolates were used to modify the Au
electrodes for pentacene FETs.179 Using the SAM to modify the Au work
function clearly affects charge injection in bottom-contact poly(3-hexyl-
thiophene) FETs.180 Furthermore, SAM-modification of the electrodes can
improve electronic coupling between the contacts and the semiconductor
and thereby dramatically decrease contact resistance in nanoscale OFETs.181

Gold was found to be the best contact materials for several p- and
n-channel semiconductors. When moving to other metals such as Ag and Cu
as bottom contact electrodes, the contact resistance and energetic mismatch
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typically result in lower performance for pentacene OFETs, which again was
addressed by using thiolate SAMs.182 Tuning the Ag work function with
aromatic thiol SAMs significantly reduces the hole injection barrier for
solution processed (triisopropylsilylethynyl)pentacene (TIPS-Pen) OFETs
as well as affording very stable electrical contacts.183 Quite recently, it has
been demonstrated that the interfacial morphology between SAM-modified
contacts and the transistor channel dominates FET performance. Semi-
conductor film morphology can impact the overall performance even more
than changing the Schottky barrier and charge injection using a bare silicon
oxide dielectric and gold electrodes modified with SAMs of opposite dipole
moments.184 SAM-modified S–D contact properties (e.g., surface energy and
supramolecular interactions) can also be tuned to induce the growth of
crystalline organic semiconductors on the contacts that can extend tens of
micrometers into the transistor channel and significantly impact the OFET
characteristics.185

Complementary thin-film transistor circuits composed of TIPS–Pen and a
rylene carboxylic diimide derivative for p- and n-channel OFETs were fabri-
cated on flexible foils.186 The so-called staggered FET configuration was
used, meaning that the semiconductors layers are deposited last. The work
function of the injecting gold electrodes was modified using several SAMs
(Figure 4.14). For optimized contacts the mobility of the n- and p-channel
FETs was 0.5 and 0.2 cm2 V�1 s�1, respectively. Strongly degraded per-
formance is obtained when the n-channel material was printed on contacts
optimized for the p-channel FET, and vice versa. This illustrates that for
CMOS circuits careful work-function engineering is required to allow proper
injection for both electrons and holes. Thus, the authors showed for the first
time that by using a bimolecular mixture for the SAM they can systematically
vary the work function, and demonstrated how this affects the performance
of discrete n-type and p-type transistors, as well as CMOS inverters and ring
oscillators. Under optimal processing conditions a 19-stage ring oscillator
with 10 ms stage delay operating at 20 V was realized.

With the emergence of new solution processable organic semiconductors,
more studies have focused on the top-gate bottom-contact (TGBC) archi-
tecture considering the advantages indicated above. TGBC FETs have been
fabricated on plastic foils but greater performances are generally observed
with glass or silicon substrates. A peculiarity of the TGBC architecture is that
the semiconductor film is also in contact with the substrate. However, no
studies have systematically addressed chemical modifications of the
substrate/semiconductor interface and whether this chemistry plays an im-
portant role in the TGBC device performance. In a recent study Facchetti et al.
fabricated TGBC FETs where the glass substrate surface was functionalized
with various SAMs prior to the deposition of the organic semiconductor
(Figure 4.15A). The SAMs were selected to provide a direct comparison with
the abundant literature data available for SAM-functionalized BGTC FETs.
The silane precursors were chosen because they contain alkyl/phenyl-amino
(1 and 2), alkyl (3 and 4), and halo-alkyl (5 and 6) functionalities, resulting in
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SAMs with tuned chemical structure, dipole moments/electric fields, and
charge transfer capabilities (Figure 4.15B). Indeed, several groups have
shown that amino SAMs of type 1/2 favor electron accumulation resulting in
strong VT shifts to positive values for both n-channel and p-channel BGTC
FETs versus electron-neutral alkyl (3/4) SAM-based FETs, whereas halo SAMs
of type 5/6 preferentially accumulate holes leading to negative VT shifts.187

Two representative organic semiconductors were selected as channel
materials: a core-cyanated perylene n-channel molecule (N1400) and a
triarylamine p-channel polymer (PTAA) (Figure 4.15C). The results demon-
strated that the electrical parameters of both n- and p-channel semi-
conductors strongly depend on the chemical characteristic of the SAM
molecule, as in the case of conventional BGTC FETs (Figure 4.15D, E).
Equally important, the electrical conductivity at VG¼ 0 V, OFF current, and
VT variations versus SAM type exhibit opposite trends. Numerical simulation
demonstrated that these effects originate from charge carrier density

Figure 4.14 (a) Schematic representation of the transistor structure used in this
study. (b) Chemical structure of the thiol molecules: left phenylthiol
(PT) and right pentafluorobenzenethiol (PFBT). (c) Variation in surface
potential of gold electrodes after modification with different concen-
trations (weight%) of thiols plotted versus the relative weight ratio of
PFBT in the PFBT–PT solution. The surface potential was measured
with respect to non-treated gold (0 V). Inset: scanning Kelvin probe
microscopy images of Au modified with different PFBT–PT treatments.
The color scale was 40 mV indicating that the work function is homo-
geneous over entire surface (voltage difference smaller than 40 mV).
Scanned area was 2000�50 nm2. (d) Contact angle of water on gold
electrodes after modification with different concentrations of thiols
versus the relative weight ratio of PFBT in the PFBT–PT solution.
Reprinted from ref. 186. Copyright 2012, with permission from Elsevier.
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variations in the semiconductor film resulting from the combination of the
SAM (ESAM) and gate (EG) electric fields.

Since SAM modification of both semiconductor–dielectric and
semiconductor–electrodes interfaces188 is desired to enhance the device
electrical performance, the Jen group has developed a way to simultaneously
modify the bottom-contact electrodes and dielectric surfaces of low-voltage
C60 and pentacene OFETs by deposition of spin-cast monolayers.189 To this
end, they used different phosphonic acid-SAMs that can be easily deposited
on both metal oxide dielectrics (HfO2) and metal electrodes (Ag)
(Figure 4.16). The authors found that rational selection of the alkyl chain
length of the SAM led to optimized OFETs through a balance combination of
low-contact resistance at the bottom-contact electrodes and excellent
semiconductor–dielectric interface for compact semiconductor grain
growth. For pentacene devices, mobilities of B0.6 cm2V�1s�1 with VT of –0.6
and high on/off ratio of 107 were achieved, while C60-devices showed the
following electrical metrics: m¼ 3.7 cm2 V�1 s�1; VT¼ 1.6 V and Ion : Ioff¼ 107,
using a SAM of n-octylphosphonic acid in both cases.

Figure 4.15 (A) Schematic representation of the TGBC FET structure used in this
study. (B) Chemical structure of the SAM precursors 1–6. I–V plots for
FETs with different SAMs measured with (C) of the n-channel (N1400)
and p-channel (PTAA) semiconductors and (D) a floating gate and (E) in
the saturation regime at the indicated biases.
Adapted with permission from J. Am. Chem. Soc. 2011, 133, 9968.
Copyright 2011 American Chemical Society.
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More recently, OFETs where monolayers are used as the semiconductor
channels (SAMFETs) have been investigated.190 For these devices initial
studies showed inverse scaling, that is, device mobility decreases dramat-
ically with increasing channel length.191 Only sub-micrometer channels have
shown a gate-dependent source–drain current, with the mobility in longer
channels being negligible. De Leew et al. have demonstrated SAMFETs in
which the extracted device mobility is virtually independent of channel
length (Figure 4.17).192 Furthermore, to investigate this contradiction in the
scaling of the mobility, they investigated SAMFETs with varying monolayer
coverage and channel lengths.193 By ensuring both proper charge carrier
injection and an ordered SAM microstructure, they systematically probed
charge transport in this two-dimensional percolating semiconductor net-
work. For sub-monolayer coverage, the anomalous inverse scaling behavior
reported previously for SAMFETs is reproduced and can be accounted for by
numerical and analytical percolation models. In both papers, SAMFETs were
prepared on heavily doped silicon wafers (acting as the common gate) cov-
ered with a 200 nm layer of thermally grown SiO2. The gold source and drain
contacts were defined by conventional photolithography and wet etchant
chemistry. Titanium (10 nm) was used as an adhesion layer. A liquid-crys-
talline active molecule consisted of a mesogenic quinquethiophene core,
end-capped with an ethyl group to enhance stability and solubility. To bind
the molecule to the SiO2 gate dielectric, a monochlorosilane anchoring
group was attached via an undecane spacer. To induce self-assembly of the

Figure 4.16 (a) Schematic of bottom-contact bottom-gate OFET using single-
component spin-cast SAMs to simultaneously modify metal contact
and dielectric surfaces. (b) Chemical structures used as SAMs.
Reprinted with permission from ref. 189. Copyright 2011 Wiley-VCH
Verlag GmbH.
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molecules, the SiO2 gate dielectric was activated with an oxygen plasma
treatment followed by acid hydrolysis. The SAM was then formed by sub-
merging the substrate in a dry toluene solution of the semiconducting
molecule. The coverage could be varied by changing the immersion time.
A typical transfer characteristic for a SAMFET transistor with a channel
length of 40 mm and a channel width of 1000 mm is presented in
Figure 4.17(B). The p-type SAMFET shows almost no hysteresis and a linear
and saturated mobility of B0.04 cm2 V�1 s�1. The mobility was found to be
thermally activated, with an activation energy of about 80 meV.

More recently Halik et al. fabricated SAMFETs on very rough flexible
substrates.194 To achieve these devices the challenge was to create a
SAM as a 2D p-p-stacked system imaging a 3D-topography because the
surface roughness exceeds the length of the molecule. The authors used
[12-(benzo[b]benzo[4,5]thieno[2,3-d]thiophen-2-yl)dodecyl]phosphonic acid
(BTBT-C12–PA) as an active monolayer on an Al-gate pattern placed on rigid
SiO2 as well as on flexible poly(ethylene naphthalate) (PEN) substrates. The
p-type SAMFETs operate at the low supply voltage of 3 V due to a thin hybrid
dielectric of 5.1 nm thickness with charge carrier mobility of 10�2 cm2 V�1

s�1. These devices were found to withstand mechanical bending and operate
in channel areas up to 20000 mm2, demonstrating that the molecular ap-
proach is fully compatible with large area, flexible electronics applications.
Finally, very recently a novel perylene-bis-imide with a phosphonic acid
anchor group for n-channel SAMFETs was reported by Strohriegl et al.195

Figure 4.17 (A) X-Ray reflectivity (XRR) of the SAM on silicon dioxide. The solid red
line is the fit to the experimental data. The measurements reveal a layer
thickness equivalent to one monolayer. Inset: chemical structure of the
semiconductor SAM precursor. (B) Linear and saturated transfer char-
acteristics of a SAMFET using drain biases of –2 and –20 V, respectively;
Ids, drain–source current; Vg, gate voltage. Inset: linear mobility as a
function of channel length.
Reprinted by permission from ref. 192. Macmillan Publishers Ltd:
copyright 2008.
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The molecule self-assembles covalently onto aluminium oxide dielectrics.
A homogeneous and dense monolayer is spontaneously formed in which the
molecules stand upright to the surface. Electron mobilities of B10�3 cm2

V�1 s�1 were achieved on rigid as well on flexible substrates. To test the
suitability of the perylene-bis-imide in more complex circuits, a flexible
NMOS bias inverter based on SAMFETs was established, underpinning the
capability of n-type SAMFETs for flexible organic electronics.

4.3.2 Bulk-Heterojunction Solar Cells

Organic photovoltaic (OPVs) cells are promising candidates for low-cost
energy production.196,197 The best OPV cells reported to date consist of a
layer of a polymer donor and a fullerene acceptor forming a bulk hetero-
junction (BHJ) sandwiched between a transparent metal oxide conductor,
such as ITO, and a metal electrode.198,199 Upon illumination, the photo-
generated excitons migrate to the donor–acceptor interface and dissociate
into charge carriers due to the difference in energy levels between the two
semiconductors. After separation, the charges then drift under the inherent
electric field created by the work-function difference between the asym-
metric electrodes and, ultimately, will be collected by the corresponding
electrodes. Several strategies have been pursued to enhance OPV perform-
ance including the development of new donor semiconductors with en-
hanced carrier mobility and broader absorption of the solar radiation,200,201

new methods to control film morphology for improving charge transport
and reducing recombination mechanisms,202 and novel device architectures
for tandem203,204 and inverted cells.205 Furthermore, optimization of charge
collection efficiency and interfacial stability at the organic active layer/in-
organic electrode junction is considered to be of paramount importance.
OPV cells are mostly fabricated using two device architectures (Figure 4.7B).
In the conventional approach, the photoactive layer is sandwiched between
an ITO anode and a low-work-function metal cathode, such as Ca/Al or LiF/
Al. Electrode degradation is a major concern in this structure since the low
work-function metal is vulnerable to air oxidation.206,79 For inverted archi-
tectures, an electron transport/hole-blocking layer (such as titanium dioxide,
TiO2, or zinc oxide, ZnO) is inserted between ITO and the photoactive layer to
selectively collect electrons, while a high-work-function metal is used as the
top electrode for hole collection. This architecture is inherently more stable
to ambient and more easily scalable in manufacture. In both types of
structure, the electrical contact characteristics and quality between the
photoactive organic layer and the electrodes are a critical factor that deter-
mines device characteristics, such as short-circuit current density (Jsc), open-
circuit voltage (Voc), and fill factor (FF). Another key OPV parameter, the
series resistance (Rs), is attributed to the bulk conductivity of the photoactive
and interfacial layers; thus, materials with high charge carrier mobility and
ohmic contact at the interfaces are required to achieve high Jsc.207 The Voc

can be increased by matching the Fermi levels of the anode and cathode to
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the HOMO of the donor and the LUMO of the acceptor, respectively. Finally,
the shunt resistance (Rsh) is a parameter related to the quality of the thin
films and their interfaces and should be maximized for high-performance
devices. Non-optimal Rsh originates from the loss of charge carriers through
leakage paths including pinholes in the films and the recombination and
trapping of the carriers during their transit through the cell leading to de-
creased device performance.

In conventional OPV architectures using ITO as the anode, PEDOT : PSS
has often been used as an interlayer to planarize the ITO electrode and in-
crease its work function for efficient hole collection.208 Although PEDOT :
PSS is widely used, its acidic nature produces chemical instability at the ITO/
PEDOT : PSS interface and its electrical inhomogeneity209 limits electron
blocking capability.210,211 Thus, several hole-extracting interlayers were de-
veloped including crosslinked PEDOT : PSS replacements212 and sulfonated
poly(diphenylamine) (SPDPA) derivatives.213 Transition metal oxides such as
vanadium oxide (V2O5),214 molybdenum oxide (MoO3),215 nickel oxide
(NiO),216 and tungsten oxide (WO3)217 have also been employed as hole-
transporting/electron-blocking buffers to improve the interfacial properties
between ITO and active layer in the conventional PSCs.218,219

SAMs with a permanent dipole moment have been employed to tune the
work function of ITO contacts (Figure 4.18).220,221 Thus, P3HT : PCBM cells
were fabricated using ITO functionalized with a series of silane-based SAMs
with different terminal groups (CH3, NH2, CF3).222 The SAM with the elec-
tron-withdrawing CF3 group was found to effectively increase the work
function of ITO from 4.70 to 5.16 eV, providing a better match with the
HOMO level of P3HT for efficient collection of holes. Furthermore, the CF3

group enhances the surface energy of the ITO, improving the BHJ film
morphology. As a result, the devices with the CF3-terminated SAM exhibit
PCEs 43%. Note that ITO surface coverage with a thin layer of polytetra-
fluoroethylene (PTFE) can also generate an interfacial dipole enhancing the
ITO work function and improving device performance versus the unfunc-
tionalized substrates.223

Interface engineering at the electron-collecting electrode is also very
important for improvement of the performance of conventional architecture
PSCs. A thermally deposited thin film of low-work-function metals,
such as Al (4.3 eV) or Ca/Al (2.8 eV), is typically used for collecting electrons.
A sub-monolayer of LiF between Al and the active organic layer improves
device performance through the formation of a favorable dipole moment
across the junction, which facilitates electron collection. Sol–gel deposited
titanium oxide (TiO2) has also been used as an interfacial layer between
the photoactive layer and Al contact.224–226 This solution-processed
multifunctional buffer layer acts not only as an electron-transporting/
hole-blocking layer, but also as an oxygen barrier and optical spacer leading
to significantly improved device efficiency and stability.227 Park et al. have
doped Cs into the TiO2 layer for even improved electron extraction in
P3HT/PCBM OPV cells.228 Jen et al. incorporated a solution-processed thin
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film of zinc oxide nanoparticles (ZnO NPs) as an electron-transporting
buffer layer to improve the performance of PSCs. This layer combines
excellent solution processability and good electron transport (electron
mobility¼ 2.5 cm2 V�1 s�1).229,230 The Fermi level of ZnO (4.3 eV) matches
well with the LUMO of PCBM (4.3 eV), which facilitates efficient electron
transfer and extraction from the polymer : fullerene blend. In addition to the
optical spacer effect,231 the low-lying valence band of ZnO can also prevent
hole carriers in the blend from reaching the cathode.

Jen et al. first demonstrated SAM-modified ZnO for the fabrication of OPV
cells. It was known that ZnO electrical properties can be easily tuned by
modifying the ZnO surface with a self-assembled functional molecular
layer.232,233 Thus P3HT-PCBM cells with a SAM modified ZnO layer were

Figure 4.18 (A) Secondary electron emission spectra for the indicated SAMs on ITO
substrates. Inset: schematic energy level diagram of the electron-
donating and electron-withdrawing SAM treated ITOs. (B) UV absorption
spectra of the P3HT/PCBM active layer for the various surface-treated
ITOs; the intensity and peak shift do not vary for the various surface
treatments. Inset: comparison of UV absorption spectra of the P3HT/
PCBM active layer for the CF3 SAM treated ITOs between unannealed and
annealed samples. J–V characteristics of the OPV devices with the various
SAM-treated ITO substrates for the as-prepared (C) and annealed
(D) films.
Reprinted with permission from ref. 220. Copyright 2007, AIP Publishing
LLC.
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fabricated. The device performance varied significantly depending on the
dipole direction and chemical bonding between the SAM and metal
(Figure 4.19).234,235 SAMs with an unfavorable dipole across the ZnO and
metal thin film will result in a Schottky contact and poor device efficiencies.
On the other hand, an appropriate dipole across the ZnO and the metal thin
film generated Ohmic contact and dramatically improved device efficiencies
versus the control. With this interfacial modification strategy, even high-
work-function metals, such as Ag and Au, could be used as cathodes for
polymer solar cells to reach high PCEs. These findings paved the way for
using solution-processable metal electrodes such as Ag for OPV module
fabrication.

Recently, other SAMs such as thiol and benzoic acid derivatives
(Figure 4.20) have also been shown to affect the efficiency and the free car-
rier’s photogeneration in photovoltaic cells.236 In the case of benzoic acid

Figure 4.19 (a) Device architecture of the polymer solar cell with SAM-modified
ZnO/metal bilayer cathodes. (b) Schematic illustration of the energy
level diagram of the devices with (i) ZnO/metal cathode and (ii) ZnO/
SAM/metal cathode. (c) The current density–voltage (J–V) characteristics
and power conversion efficiencies of polymer solar cells with and
without SAM-modified ZnO/metal cathodes measured under AM1.5
illumination with a light intensity of 100 mW cm.
Reprinted with permission from ref. 235. Copyright 2008, Wiley-VCH
Verlag GmbH.
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derivatives (p-nitro-benzoic acid, NBA, and p-amino-benzoic acid, ABA) it was
found that grafted SAMs with permanent dipolar moment molecules on the
ITO electrode enhance the creation of carriers at the interface, thus im-
proving sexithiophene-based solar cells performances. However, the authors
found that the contribution of photogenerated carriers to photocurrent was
strongly dependent on dipole orientation; that is, the built-in potential
would increase if the dipole layer field is in the same direction of the built-in
electric field and vice versa. The effect of thiol SAMs, such as dodecanethiol
or a terthiophene derived thiol (Figure 4.20a), was also found to enhance
device performance, which can be related to a better degree of organization
of the sexithiophene upper layer. Other benzoic acid-derived SAMs
(Figure 4.20b) were used by Sagaw et al.237 to functionalize the anodic ITO in
P3HT/PCBM solar cells, and they obtained improvements of PCEs of 4.5–4.7
times with respect to unmodified ITO. They also found that the direction of
the SAM dipolar moment with respect to the ITO surface has an impact on
the VOC of the devices.

The Northwestern University group has also modified ITO anodes with a
series of interfacial layers based on robust silane-tethered bis(-
fluoroaryl)amines (Figure 4.21).238 That way, modified anode work functions
ranging from 4.66 to 5.27 eV were achieved. The authors found significant
performance enhancement on SAM-modified P3HT : PC71BM and PTB7 :
PC71BM devices versus cells with unmodified glass/ITO anodes. Importantly,
strong positive correlations between the electrochemically derived hetero-
geneous electron transport rate constants (ks) and the solar cell performance
metrics (VOC, JSC, and PCE) were found. Furthermore, it was experimentally
found for the first time that ks scales with the SAM out-of-plane dipole

Figure 4.20 Chemical structures of thiol and benzoic-acid derived SAMs.
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moment and surface coverage, to enhance hole extraction and suppress re-
combination processes. SAM-modification of ITO electrodes has also been
attractive in bilayer (ZnO/P3HT) hybrid organic solar cells structures.239 In
these cells, it was demonstrated that ITO modification with n-propyl-
triethoxysilane affected not only the crystal growth of the ZnO layer but it
also improved the crystallinity of the P3HT layer on top of the ZnO film. This
was translated into enhanced electrical properties of both donor and
acceptor layers, thus improving the PCE from 0.18% to 0.29%.

As far as inverted OPV cells are concerned, they have attracted great at-
tention since their invention.240–242 In these devices, the polarity of the ITO
electrode is reversed via insertion of an electron-transporting/hole-blocking
interlayer having a suitable work function for electron collection. A hole
transporting/electron-blocking interlayer is inserted between the BHJ layer
and a high-work-function metal electrode to enable hole collection. The
performance of the inverted OPV structure critically depends on the choice
of the buffer layers and their contact properties with the BHJ and the
corresponding electrodes. Alkali metal salts such as Cs2CO3 have been
found to be the most promising modifier to reduce the work function of
ITO.243–246 Recently, amorphous TiO2 and ZnO thin films have also been
explored as electron-selecting layers for inverted solar cells.247,248 Since ZnO
has a much higher electron mobility than TiO2, ZnO is beneficial because
it decreases the electrical resistance in OPV cells.249 Thermally evaporated
transition metal oxides such as WO3

250 and MoO3
251 have been employed

Figure 4.21 Molecular structures of silane-tethered bis(fluoroaryl)amines. Plot of ks
versus SAM out-of-plane dipole moment multiplied by the surface
coverage.
Adapted with permission from ref. 238. Copyright 2013 American
Chemical Society.
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as the hole-extracting buffer to improve the interfacial properties between
the BHJ layer and Ag top electrode.

Surface modification of the interface of hybrid inorganic/organic hetero-
junction devices with functional SAMs has also been shown to be an effective
method to improve solar cell characteristics.252 Thus, carboxylic acid-based
SAMs with different dipole moments have been used to tune the interfacial
properties of TiO2/P3HT planar heterojunction cells and the results suggest
that exciton dissociation efficiency and energy-level offset at the hetero-
junction can be tuned by the SAM chemical nature.253 Jen et al. elaborated
this approach in inverted P3HT : PCBM BHJ solar cells by using ITO modi-
fied with SAM-functionalized TiO2 layers as an electron-collecting cathode
and PEDOT : PSS/Ag as the hole-collecting anode. In general, charge
recombination loss at the organic/inorganic interface significantly limits the
performance of inverted-structure devices because of the unfavorable ener-
getic and chemical interface. This loss was alleviated by using a C60-based
SAM. Such a functional monolayer served multiple purposes, including
enhancement of interfacial exciton dissociation efficiency, passivation of
inorganic-surface trap states, and optimization of upper organic layer
morphology. As a result, the SAM-modified TiO2 devices showed a PCE of
3.78%, which is a 35% improvement over the unmodified device.254

Low-temperature processed ZnO NPs have also been used as the electron-
selecting layer at the ITO/BHJ interface by Jen and co-workers to demon-
strate environmentally stable and flexible inverted solar cells on plastic
substrates.255 To further improve the device performance, the surface of the
ZnO-NP film was modified with a layer of C60-SAM, resulting in very high
PCEs (4.9%) for inverted PSCs.256

As previously seen in conventional solar cell architectures, Kim et al.
modified the electron-selective ZnO interface in inverted polymer BHJ solar
cells with benzoid acid-derivatives having different dipole orientations and
magnitudes (4-fluorobenzoic acid (FBA), 4-tert-butylbenzoic acid (BBA), and
4-methoxybenzoic acid (MBA) in Figure 4.22).257 The authors observed that
using SAMs with the dipole moment directed toward the ZnO layer (FBA
monolayer) greatly decreased the cell performances; while a SAM with the
opposite dipole moment direction benefited the OPV metrics, by increasing
the VOC parameter with respect to cells with no SAM treatment. The authors
also noted that the substituent of the 4-position of benzoic acid affected the
active layer morphology, which can be related to JSC and FF parameters.
Thus, SAM based on BBA and MBA molecules improved all the solar cell
parameters since they combine proper dipole moment direction and term-
inal substituent for improved active layer morphology.

More recently, fullerene-based SAMs have been implemented to modify
the interface of the electron-selective ZnO layer, to decrease the electron
charge traps, tune the energy level offset between semiconductors and or-
ganic layers, and improve the morphology of the upper active layer. Various
C60-substituted benzoic acid SAMs with different anchoring groups
(catechol, carboxylic acid, and phosphonic acid) were tested (Figure 4.23).258
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The authors found that modification of the anchoring group and of the
functionalization of the monolayer have an impact on the P3HT : PCBM
device properties, with the efficiency being improved from 3.47% (without
SAM modification) to 4.4% (using carboxylic acid C60-SAMs), 4.19% (with the
catechol C60-SAMs), and 3.96% (with the phosphonic acid C60-SAMs).

Other phosphonic acid-anchored C60 SAMs were used by Brabec et al.259 to
modify the electron extraction layer (Al-doped ZnO on ITO) of inverted P3HT

Figure 4.22 Schematic illustration of polymer solar cells with SAM modified ZnO.
Schematic energy level diagram of the devices with SAM-modified ZnO.
Reprinted with permission from ref. 257. Copyright 2013 American
Chemical Society.

Figure 4.23 Device architecture of the inverted solar cell using different C60-SAMs.
Chemical structures of the C60-SAMs.
Reprinted with permission from ref. 258. Copyright 2012 American
Chemical Society.
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: PCBM solar cells. They found that while alkane monolayers (without C60)
deteriorate device performance, probably due to the formation of an insu-
lating barrier, the use of a C60-SAM modified cathode improves the PCE from
2.88% for unmodified devices to 3.32%. The authors ascribe this improve-
ment mainly to increased fill factors, and to the fact that the fullerene at the
end of the alkane chain mediates charge transfer from the active layer to the
Al-doped ZnO film.

4.3.3 Organic Light-Emitting Diodes

OLEDs have become a significant industry for flat and curved panel displays
because of improved efficiency, high brightness, and low drive volt-
ages.260–264 To enable highly efficient OLEDs, efficient and balanced elec-
tron- and hole-injection/transport from the cathodes and anodes is
essential. To accomplish this goal, a multilayer device structure is commonly
used for OLEDs, which typically includes a transparent and conductive in-
dium tin oxide (ITO) anode, a hole transporting/injection layer (HTL), an
emissive layer (EML), an electron transporting/injection layer (ETL) and a
metallic cathode (Figure 4.7C).265–268 OLED device performance is strongly
dependent on the properties of the device interfaces, which dictate the
charge-injection, -transporting, and -recombination properties. Con-
sequently, significant efforts have been spent to modify these interfaces to
maximize the performance of OLEDs using several approaches.269–272

Again, molecular self-assembly has emerged as an ideal pathway to rec-
oncile inorganic and organic surfaces due to the versatility, processability,
and high degree of order that can be achieved. Huang et al. first demon-
strated the use of trichlorosilane-functionalized triarylamines-to modify ITO
for enhanced hole-injection, thereby improving the turn-on voltage, bright-
ness, and external quantum efficiency.273–275 Liakos et al. compared
phosphonic acid monolayers to various binding chemistries and found that
phosphonic acid readily formed well-packed monolayers compared to the
amine, trimethoxysilane, trichlorosilane, and epoxy binding groups. They
also noted the difficulty in forming trichlorosilane monolayers due to self-
polymerization.276 In addition to hydrolytic stability and good surface
loading, phosphonic acids couple with ITO through a condensation reaction
in which a proton is transferred from the POH group to the ITO surface
producing the metal–OP bond.277 Since the surface hydroxyl content of ITO is
relatively low,278 the use of phosphonic acid may be advantegeous as it can
protonate both bridging oxides and hydroxyl-groups on the ITO surface and so
the number of molecules self-assembled on the ITO is less limited by the
surface hydroxyl/H2O content.279 Nevertheless, phosphonic acid-derived SAMs
are less hydrolytically and thermally stable than those prepared with silanes.

Phosphonic acid-functionalized triarylamines were first used by Jen and
co-workers to form SAMs on ITO for OLED fabrication. Figure 4.24 shows the
chemical structures of the molecules used for self-assembly. The device
performance was consistent with the hole-transporting properties of
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triarylamine groups as measured by electrochemistry and improved surface
energy matching with the hole-transporting layer. The turn-on voltage of
these devices using SAM-modified anodes could be lowered by up to 3 V
compared to bare ITO, yielding substantial current density and brightness
increase. Variations in hole-injection and turn-on voltage between the
different tetraphenyl-diamine (TPD)-based molecules were attributed to the
position of alkyl-spacers within this series.280

More recently, also using phosphonic acid derivatives, Tao et al. analyzed
the effect of self-assembled mixed monolayers from 1-butylphosphonic acid
(BPA) and its trifluoromethyl-terminated analogue 4,4,4-trifluoro-1-
butylphosphonic acid (FPA) in tuning the work function of the ITO anode
electrode.281 The authors demonstrated that the mixture of the two

Figure 4.24 (a) Chemical structures of molecules used to form SAMs on ITO with
improved hole injection. (b) Energy level diagram for LED structure.
TCTABVB: tri(N-carbazolyl)triphenylamine-bis(vinylbenzyl); PFBT5:
poly[2,7-(9,9-dihexylfluorene)-co-4,7-(2,1,3-benzothiadiazole)].
Reprinted with permission from ref. 280. Copyright 2008 Wiley-VCH
Verlag GmbH.

Self-Assembled Mono- and Multilayers for Functional Opto-Electronic Devices 153

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

01
19

View Online

http://dx.doi.org/10.1039/9781782626947-00119


molecules in different ratios allow continuous tuning of the ITO work
function, from 5.0 to 5.75 eV. The authors also found that despite the current
being higher with single-component FBA-modified ITO, due to it having the
lowest hole-injection barrier, that did not necessarily yield higher lumi-
nescence efficiency because of unbalanced charge carriers. Therefore, they
suggested that using different combinations of HTL and/or ETL materials,
an electrode with a specific work function, would be needed to afford charge
carrier balance and thus optimized luminance efficiency. The same authors
also modified Au and Ag electrodes using a series of o-trifluoromethylalk-
anethiols of different chain lengths282 or mixed monolayers.283 In the former
work, they focused both on the effect of the dipole direction, due to odd–
even chain length alternation, on the electrode work function and on the
charge injection in a top emitting OLED device. It was demonstrated that
both dipole moment and chain length could be used to modulate the charge
injection, and their relative importance depended on the energy barrier at
the interface. That is, if the energy gap between the metal and the organic
layer was small, the current was influenced by the chain length of the SAM,
or tunneling distance-dependent. Conversely, the current was injection
barrier-dependent (dominated by the metal work function) when large en-
ergy gaps were present at the interface.

Finally, benzoid acid-derived SAMs have been also used to modify the ITO
electrodes in order to facilitate hole-injection in OLEDs.284 These layers were
demonstrated to improve the interfacial organic–metal interface, thereby
improving turn-on voltage, brightness, and external quantum efficiency.
OLED devices fabricated with 4-[(3-methylphenyl)(phenyl)amino]benzoic
acid-modified ITO showed enhanced hole injection current, increased
electroluminescence emission, and improvement of turn-on voltage of
around 1 V.

4.3.4 Electro-Optic Devices

The interest in nonlinear optics (NLO) is stimulated by applications in signal
processing, communications, and data storage.285,286 The study of NLO
materials is concerned with the interaction of a physical medium with an
electromagnetic field. As an electromagnetic field interacts with an NLO
material, it is altered in various ways, including altering the frequency of the
light, amplification of one light source by another, switching the light, or
altering the transmission of the light through the medium.287 These prop-
erties demonstrate the importance of NLO materials in various optical
technologies that utilize light to acquire, store, transmit, and process
information. Currently, considerable interest is being given to the develop-
ment of materials that may be incorporated into electro-optic devices to
create optical modulators.288 These devices utilize the ability of NLO
materials to alter the index of refraction of the material when a voltage is
applied. By controlling the index of refraction, the phase of the polarized
light propagating through nonlinear medium can be controlled to modulate
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the light. Through the discovery of new materials processing light efficiently,
there is the opportunity to greatly enhance optical network performance.

During the last decade, there has been great interest in developing
organic-based NLO materials, offering substantial benefits over inorganic
systems. Several advantages of molecule-based organic second-order NLO
materials include low dielectric constants, high electro-optic coefficients,
large hyperpolarizabilities, and intrinsic architectural tailorability as well as
easy integration into optical waveguides, which is necessary for the fabri-
cation of high bandwidth electro-optic devices.289 To maximize the light
field-induced polarization, several molecular and materials-related aspects
must be taken into account. The individual p-conjugated molecular chro-
mophores must possess high molecular hyperpolarizability (b) values. Fur-
thermore, to preserve the molecular nonlinearities in the solid state (given
by the w(2) coefficient or the electro-optic coefficient r33), the organic chro-
mophores should be organized in the solid state in the non-centrosymmetric
environment. Given that molecular/multi-molecular chromophores are the
active components in organic EO materials, the quest for EO devices with
greater bandwidths and lower working voltages will require non-cen-
trosymmetric chromophores having very large b values, thermal stability,
and stable bulk macroscopic non-centrosymmetric alignment.

While SAM can afford NLO-active films (Figure 4.25),290 practical appli-
cations (waveguide fabrication) require much thicker (microns) films. There-
fore, several techniques have been developed to fabricate self-assembled

Figure 4.25 Fabrication of heterocycle-based SAMs exhibiting second-order NLO
activity.
Reprinted with permission from ref. 290. Copyright 2002 American
Chemical Society.
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multilayers that, in principle, can produce film of any desired thickness by
repeating a sequence of chemisorption steps.291 Katz first described a
strategy for producing thermally stable second-order NLO films taking
advantage of zirconium phosphonate/phosphate coordinative bonding to
lock layers of a polar azo dye to each other, utilizing a three-step, polar
deposition sequence of surface phosphorylation, zirconation, and dye ad-
sorption.292 The investigated structures are shown schematically in
Figure 4.26. The film based on Katz’s first chromophore generation (NLO3)
showed relatively large second harmonic coefficients comparable in mag-
nitude to that of LiNbO3 (the benchmark material) and the films were
stable to orientational randomization up to 150 1C. In a subsequent
paper,293 the same group reported the synthesis and polar film formation
of several new nonlinear chromophores having optimized acceptors. For
instance, the sulfone chromophore NLO1 was of interest because of its
relative transparency in the visible region of the spectrum and its high
thermal stability whereas NLO2 has an extended conjugation enabling
improved response. Furthermore, NLO3 is somewhat basic, and the bulk
nonlinearity may include contributions from its protonated form. Because
NLO1 and NLO2 contain stronger electron-withdrawing substituents, they
should be less susceptible to protonation.

The use of alkylsilane derivatives for NLO was pioneered by Marks and co-
workers by utilizing a trichlorosilyl coupling agent, a NLO chromophore pre-
cursor, and a crosslinking ‘‘capping’’ molecule (Figure 4.27).294 In the first
generation procedure using key chromophore NLO4 (Figure 4.27), the coupling
agent contains a trichlorosilyl head group that reacts with the hydroxylated
surface, and a benzylic or alkyl halide surface group for further reaction. The

Figure 4.26 (A) Structure of representative phosphonic acid-functionalized NLO
chromophores and (B) fabrication of the corresponding SAMTs.
Adapted with permission from ref. 293. Copyright 1994 American
Chemical Society.
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NLO chromophore precursor can undergo nucleophilic substitution with the
surface group to form a quaternized pyridinium halide. The quaternization of
the chromophore precursor not only attaches the chromophore to the surface
but also activates the chromophore by forming a very strong electron-accepting
pyridinium group. Each NLO chromophore used in this process also contains
terminal hydroxy groups, which, following attachment of the chromophore to
the surface, become available for reaction with an octachlorotrisiloxane
‘‘capping’’ agent. This capping agent reacts with the pendant hydroxyl groups,
by the same reaction pathway as the trichlorosilyl coupling agent, to crosslink
the chromophore layer and yield a hydroxy-terminated surface upon which the
three-step process may be repeated. This type of self-assembled system allows
for the layer-by-layer growth of NLO multilayer materials that, by the nature of
their assembly, are inherently acentric and therefore do not require an external
poling field to induce chromophore alignment. Self-assembled systems also
form very robust and mechanically stable thin films as a consequence of the
crosslinked siloxane network, which is formed during the deposition of the
individual SAMs.295 The multilayer structures were characterized by optical
and XPS spectroscopy, advancing contact angle measurements, null ellipso-
metry, and NLO properties. The latter measurements revealed multilayer
superlattices with good structural uniformity as demonstrated by the SHG
intensity interference pattern (Figure 4.27C). A w(2) value of 2�10�7 esu at
l¼ 1064 nm for bulk samples was measured.296

The same group developed an efficient procedure to fabricate the
same films using a protection–deprotection chemistry using chromophore

Figure 4.27 (A) Chromophores used for silane coupling chemistry; (B) corres-
ponding fabrication scheme; (C) example of a SHG intensity–angle
plot to measure the bulk hyperpolarizability; (D) intensity of the SHG
signal versus number of chromophore layers.
Reprinted with permission from ref. 294a. Copyright 1990 American
Chemical Society.
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NLO5 (Figure 4.27). The authors used highly reactive -SiCl2I-functionalized,
silyl-protected donor–acceptor azo-benzene chromophore derivatives and
octachlorotrisiloxane as a deprotecting reagent/interlayer precursor without
the need of a coupling reagent used in the first-generation films (Figure 4.27A).
This process can be efficiently implemented in a vertical dipping procedure to
yield polar films consisting of 40 alternating chromophore and capping layers.
Each nanoscale bilayer (chromophoreþpolysiloxane layer 3.26 nm thick) can
be grown in 40 min at least one order of magnitude more rapidly than pre-
vious siloxane-based solution deposition methodologies. Chromophore
monolayer deposition from solution reaches completion in 15 min at 55 1C.
The adherent, structurally regular assemblies exhibit appreciable electro-optic
responses (w(2)B180 pm V�1 and r33 B 65 pm V�1 by SHG measurements at
1064 nm) and high chromophore surface densities (40 Å2 per chromo-
phore).297 Finally, the same group reported the fabrication of the first tra-
veling-wave electro-optic modulators based on chromophoric SAMTs
(termed SAS¼ self-assembled superlattices by these authors) possessing in-
trinsically polar microstructures (Figure 4.28). Although the thickness of the
SAS layer was only B150 nm, a p-phase shift is clearly observed. From the
measured Vp value, the effective electro-optic coefficient of the SAS film is
determined to be B21.8 pm V�1 at an input wavelength of 1064 nm.298,299

4.4 Conclusions
New opto-electronic devices require a new set of materials for their optimal
operation and unconventional fabrication. Self-assembly of organic molecules

Figure 4.28 Synthetic route to the SAS layer and cross-section of a ‘hybrid’ Cyclo-
tenet/SAS/Cyclotenet based modulator.
Reprinted with permission from ref. 297. Copyright 2002 American
Chemical Society.
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represents a new pathway to fabricate the functional layers as well as to op-
timize critical device interfaces. Regarding the functional layers, SAMs but
particularly SAMTs have been used as semiconductor, dielectric, and NLO
component. Regarding device interfaces, as shown throughout this chapter,
controlling interface quality is a common task for OFET, OLED, and OPV
operations. For OFETs, source–drain contacts significantly influence device
operation because of the contact resistance originating from work function
mismatch and/or poor adhesion between the metal electrodes and the organic
semiconductor or the semiconductor film morphology. The interface between
the gate insulator and organic semiconductor critically affect major film-
growth and electrical parameters starting from charge trapping, transport,
and scattering. SAM/high-k metal oxide hybrid nanolayers with excellent di-
electric and interfacial properties show good promise as an alternative to in-
organic oxide-based gate dielectrics and have great potential for low-voltage
high-performance OFETs. OLED device performance is significantly improved
by the optimization of interfacial properties, which determine the efficient
balance of charge-injection and thus exciton formation and light output ef-
ficiency. Interface engineering in OPV can reduce charge recombination sites,
passivate charge trap states, control energy level alignment, tune photoactive
layer morphology, improve materials compatibility, alter the work function of
both anode and cathode for optimized open-circuit voltage, and ultimately
allow the fabrication of high-efficiency OPV cells.

By developing the ability to fabricate photoactive films with a thickness
controlled at the nano-scale, manipulate the nanoscale morphology of active
materials, fabricate active and interfacial layers compatible with solution
processing (spin-coating, dip-coating, drop-casting, stamping, and printing)
on rigid and flexible substrates and control charge (hole/electron)-injection,
-transport, -recombination (exciton formation), separation (exciton diffusion
and dissociation), -selection, and -collection, organic electronics will evolve
to fully realize its potential. In this context, the use of SAM and SAMT will be
of prime importance.
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CHAPTER 5

Amphiphilic Design for
Supramolecular Materials with
Opto-Electronic Functions

SUBI J. GEORGE,* ANKIT JAIN AND K. VENKATA RAO

Supramolecular Chemistry Laboratory, New Chemistry Unit, Jawaharlal
Nehru Centre for Advanced Scientific Research (JNCASR), Jakkur,
Bangalore 560064, India
*Email: george@jncasr.ac.in

5.1 Introduction
Amphiphiles are a class of molecules that are classified based on their dual
affinity for solvating both polar and nonpolar solvents. Traditionally, the
molecules are designed such that they contain definite domains of hydro-
philic and hydrophobic parts. Owing to this unique solvating configuration
amphiphiles have been parents to various kinds of nanostructured aggre-
gates, all of them following the principle of energy minimization when
encountering a solvent that preferentially solvates one end.1 Quite naturally,
control over the morphology can be attained if we vary the parameters such
as the ratio between the volume fraction of hydrophobic to hydrophilic parts,
and induction of secondary aggregation forces such as hydrogen bonding or
p–p interaction. There is an enormous amount of literature exemplifying the
above facts.2

Amphiphilic design has been put to the test for various functional
molecules. One such class of molecules is the p-conjugated molecules. Most
p-conjugated molecules that are known to be semiconducting are promising
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when considering opportunities for novel optoelectronic functions. They not
only provide a cost-effective alternative, they also pave the way for flexible
plastic electronic devices.3 If one considers performance characteristics of
these devices two important things need to be considered, firstly the
chemical structure of p-systems and secondly, but all the more importantly,
their hierarchical supramolecular organization. Self-assembly, without a
doubt, offers an attractive way to get a handle on the hierarchical organ-
ization of these p-conjugated systems while maintaining thermodynamic
control.4 An enormous amount of effort has been made in the last decade to
replicate the proposed theory into action, i.e. to obtain ordered nanostruc-
tures of p-conjugated chromophores so as to observe anisotropic electronic
coupling and to have an authority over their performance in devices.5 The
bigger goal, however, has been to use these self-assembled nanostructures as
electrical components in nanosized (5–100 nm) electronic devices.6 Supra-
molecular self-assembly of p-conjugated molecules has progressed signifi-
cantly considering their application in nanosized electronics.7 There are
some challenges, though, for using conjugated polymers in devices. Major
among them is poor charge transport. This could be due to various probable
reasons. Firstly, due to less p–p ordering between polymer chains on devices,
a major controlling factor to nano phases seems to be the chain dynamics,
and secondly because of the structural defects due to the polydispersity
typically associated with polymeric synthesis. These issues can be taken
into consideration by self-assembly based approaches of monodisperse
p-conjugated oligomers. This would also be advantageous as ease of solution
processability is not being sacrificed. However, even though supramolecular
systems were ordained with advantages, their efficiencies on a device did not
seem appreciable. One of the reasons for low efficiencies in supramolecular
chromophoric systems could be the molecular design with solubilizing side
chains, which on the one hand negates crystallization and promotes solu-
tion phase self-assembly but, on the other hand, hampers the molecular
order and disrupts the extended p–p stacking in the assemblies. Thus, in
organic opto-electronics, wherein one deals with various kinds of chromo-
phores, morphology control, and better packing of p-conjugated chromo-
phores, is greatly desired.

In this context, an amphiphilic design for self-assembly of chromophores
can be of particular interest to attain diverse nanostructures. Additionally, it
has been shown that solvophobic interactions between various parts of the
amphiphilic systems can result in non-dynamic assemblies with higher
association constants compared to their lipophilic counterparts.8 Thus, a
combination of amphiphilic design with the electro-active chromophore can
be highly potent in giving rise to highly anisotropic assemblies with stronger
p–p interactions and hence resulting in better electronic mobilities. This
non-dynamic trait is critical in providing stability to the nanostructure.
Needless to add that this attained immunity to external forces can go a
long way in improving the life time and efficiency of devices based on
amphiphilic supramolecular structures. This non-dynamic nature also
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enables us to stabilize a conformation of transition dipoles and thus can
hold a co-assembly together far more strongly. These properties can be used
in studying distance and conformation dependent phenomenon like energy
transfer. Furthermore, concepts such as compartmentalization, which have
long been in the realm of biological sciences, can be applied to varied
applications simply by taking advantage of the high propensity of
amphiphiles to segregate in different phases depending on their interaction
energy (Scheme 5.1).

In this chapter, we highlight the self-assembly of various p-conjugated
amphiphiles that have been synthesized for various opto-electronic appli-
cations. However, for clarity, we have divided the chapter into two major
sections: The first is based on electronic functions and the second on optical
functions. The section on electronic functionality follows a sequential
account starting with p-type semiconducting chromophores, followed by the
n-type semiconductors. Further ahead, after the discussion on un-
conventional chromophores, we go on to elaborate the multi-chromophoric
donor (D)–acceptor (A) amphiphilic systems, which combine p- and n-type
semiconducting moieties, that mark an attempt towards synthesis of
supramolecular p-n junctions. We end this section with a discussion on a
much more exotic type of amphiphiles, i.e. supramolecular amphiphiles;
recent attempts from our group to contribute in this particular field are also
discussed. The second section on optical functionality starts with a dis-
cussion on amphiphiles that were employed in studying energy transfer.
These systems include oligo(p-phenylenevinylene) (OPV) and naphthalene

Scheme 5.1 Schematic showing the functional versatility chromophoric amphiphiles.
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diimide based amphiphiles. Later we elaborate the exhaustive study that
exists on fluorene-based systems and how energy transfer has been used as a
tool to understand supramolecular dynamics and conformation. An offshoot
of the above work resulted in the synthesis of white-light-emitting amphi-
philic aggregates; these systems have been duly reviewed. We conclude the
section with a note on amphiphilic systems in which guest compart-
mentalization and hence induced energy transfer has been used to give
further insight into the supramolecular assembly.

5.2 Electronic Functionality

5.2.1 p-Type Semiconducting Amphiphiles

5.2.1.1 Oligo(p-phenylenevinylene)s (OPVs)

Poly(p-phenylenevinylene)s (PPVs) have been proven to be exciting materials
for photovoltaics, and electroluminescent devices owing to their excellent
luminescence properties,9 hence the study of their oligomeric counterparts,
oligo(p-phenylenevinylene)s (OPVs), is all the more important. Various at-
tempts and elegant designs have been investigated to achieve better packing
of p-rings and hence better electronic mobilities.10 One of the strategies
employed has been the amphiphilic design in OPV chromophores to im-
prove their supramolecular ordering as it plays a crucial role in their device
performance.

Amphiphilic design in OPVs was first demonstrated by Wong et al. but
instead of majoring on the packing their focus lay on the high solubility of
the bolaamphiphilic species and hence a higher concentration to study third
order nonlinearity.11 Wang et al., however, in 2004 studied the assembly of
rod coil amphiphiles with OPV units as rods (1–3) (Figure 5.1). These
amphiphiles self-assemble into cylindrical micelles in solution. A detailed

Figure 5.1 (a) Molecular structure of OPV block copolymers. (b) Schematic represen-
tation of the self-assembly of copolymer 3 in solution.
Reproduced from ref. 12 with permission from Wiley-VCH Verlag GmbH.
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study of the morphological transformation from dimers into higher
hexagonally packed micelles has been proved using SANS.12

Self-assembly of amphiphilic OPV derivatives substituted with PEG
(poly(ethylene glycol)) on one end and hydrophobic alkyl chains on the other
(4) (Figure 5.2a–c) was studied by Stupp et al.13 These molecules inherently
act as thermotropic liquid crystalline materials. They, however, also self-
assemble in water and in other polar solvents like acetonitrile by forming
lyotropic liquid crystalline mesophases, which at higher concentrations give
rise to luminescent gels.

Very recently, George et al. reported OPV amphiphiles (5) end functiona-
lized with alkyl and tetra(ethylene glycol) (TEG) chains, which self-assemble
in THF–water mixture (Figure 5.2d).14 These amphiphilic OPVs self-assemble
into 2D sheets through a combination of p–p and solvophobic interactions
with well-defined supramolecular ordering between the chromophores

Figure 5.2 (a) Molecular structures of OPV amphiphiles functionalized with PEGs
having different chain lengths. (b) and (c) OPV amphiphile (4, n¼ 24)
derived hydrogel irradiated under 365 nm UV light and its bilayer
packing respectively. (d) Molecular structure of OPV amphiphile (5)
and (e) schematic representation of its molecular organization in the
sheets. (f) Transconductance curves for sheets made from 5 in top
contact bottom gate FET; inset: schematics of the device structure with
these sheets as active layer.
(b) and (c) Reproduced from ref. 13 with permission from The American
Chemical Society. (e)–(f) Reproduced from ref. 14 with permission from
Wiley-VCH Verlag GmbH.
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(Figure 5.2e). The fact that amphiphilic assembly cannot only be used for
controlling the arrangement of chromophores but also has constructive
influences on the hole mobilities, hence achieving high mobilities from
solution processable self-assembly of this class of chromophores, was thus
exemplified (Figure 5.2f). OPV 2D sheets showed FET mobility values as high
as 8�10�3 cm2 V�1 s�1, which in fact is among some highest reported values
for self-assembled chromophoric structures. An additional point to be noted
here is that these values are even comparable to those obtained by FET
studies on OPV crystals. This particular turnaround can be assumed to be
due to the amphiphilic design, which upon self-assembly in water brings
about stronger p-stacking and hence improved mobility features.

Self-assembly of OPV chromophores can also promoted by functionalizing
them with peptides. Here additional advantages can be reaped in terms of
the H-bonding along with the amphiphilicity that the peptides bring about; a
wise choice of peptide sequence is needed. In this context, b-sheet forming
peptides have come to be of particular significance. Bilayers with antiparallel
orientation of OPVs in a b-sheet conformation at the solid–liquid interface
have been reported by Meijer et al. using scanning tunnelling microscopy
(STM) studies on OPV-peptide conjugates (6, 7). Solution phase self-assembly
studies were carried out in water and the formation of various 1D nano-
structures such as nanofibers and nanotubes (Figure 5.3a–d) was revealed.15

Additionally Tovar et al. have reported a class of OPV–peptide conjugates (8)
that form hydrogels and result in highly aligned nanowires when extruded
from a syringe.16 The alignment was further supported by the fact that these
substrates showed optical birefringence. This strategy was further extended
to more electron rich chromophores such as oligothiophenes (9) to achieve
macroscopically aligned nanowires with high anisotropic mobility
(B0.03 cm2 V�1 s�1) (Figure 5.3e–i).

5.2.1.2 Hexa-benzocoronenes (HBCs)

Hexa-peri-benzocoronenes (HBCs) are a well-studied class of organic semi-
conductors. They are characterized by their efficient hole transporting be-
haviour and large p ring which inculcates in this particular system a strong
tendency to self-organize. Müllen et al. have studied in detail the self-
assembly behaviour of hydrophobic HBCs along with their charge carrier
mobilities in the liquid crystalline state.17 Aida et al. on the other hand have
been particularly engrossed in studying assembly characteristics of amphi-
philic HBCs (10, 11). Owing to this they elaborated a bottom-up synthesis
strategy to attain supramolecular graphitic nanotubes.18 These nanotubes
are formed in solution by self-assembly of HBC chromophores driven by
their characteristic p–p stacking. Amphiphilicity ordains additional solvo-
phobic effects that result in bilayer formation through interdigitation of
alkyl chains (Figure 5.4a–c). The resultant nanotubes retain the electro-active
nature of constituent chromophores as exhibited from their redox active
nature. A single nanotube exhibits resistivity of 2.5 MO at 285 K after
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treatment with NOBF4, which acts as an oxidising agent. Interestingly, the
resulting nanotubes from 11 appear to be aligned along the fibre long axis.
The ease with which these fibres can be processed was shown by the fact that
these bundles could be literally ‘‘fished’’ from the aggregated solution with a
glass hook. This unidirectional alignment and long-range ordering in
amphiphilic nanostructures resulted in high anisotropic conductivity upon
iodine doping (Figure 5.4d–f).19 Similar conductivity studies were also car-
ried out for other chiral HBC nanostructures.20 The chirality aspect is par-
ticularly important as that can result in coiled p-electronic pathways thus
finally resulting in novel device applications. One challenge, however, that
remained was the stability of these nanostructures under oxidative I2 dop-
ing. The above challenge was overcome by an ingenious methodology to
covalently polymerize the molecules upon aggregation. Methodologies such
as photodimerization21 and ring-opening metathesis polymerization

Figure 5.3 (a) Molecular structures of OPV peptide amphiphiles (6 and 7).
(b) Molecular structure of an antiparallel b-sheet conformation of a
monolayer of 6. (c) AFM image of nanofibers of 6 formed in water.
(d) Cryo-TEM image of 7 in water. (e) Molecular structures of OPV and
oligothiophene peptide amphiphiles that form hydrogels. Representative
SEM images of aligned structures composed of (f) 8 and (h) 9. Optical
birefringence of macroscale peptide fibres composed of (g) 8 and (i) 9 as
seen under crossed polarizers.
(b)–(d) Reproduced from ref. 15 with permission from The American
Chemical Society. (e)–(i) Reproduced from ref. 16 with permission from
Wiley-VCH Verlag GmbH.
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(ROMP)22 were employed by Aida et al. to finally gain access to stable
nanostructures upon I2 doping. This strategy also provided a route for sta-
bilizing the metastable nanostructures, which were previously only formed
as intermediates to the final nanotube structure.

Inspired by these results, amphiphilic thieno derivative of HBCs (12)
(Figure 5.4g) were recently synthesized by Müllen et al.23 These are more
soluble than conventional HBC amphiphiles and hence can be called soft-
HBCs. Hexathienocoronene amphiphiles showed varied morphology with
change in solvents in which aggregation was induced, for example helices in
dioxane and nanotubes in acetone. Their self-assemblies on a bulk scale and
as well as on a solid–liquid interface were also established. Nanofibres
formed from 12 were redox active and showed a resistivity of 1.1 MO at 295 K
after oxidation with NOBF4. This value is lower than the values obtained by
Aida et al. for 11 and the difference has been attributed to the electron rich

Figure 5.4 (a) Molecular structures of HBC amphiphile 10. (b) Schematic illustrations
of the hierarchical structures of a nanotube formed from 10 and (c) TEM
images of amphiphilic HBC (alkyl chain is C13H27) nanotubes at different
magnifications. (d) Molecular structures of chiral HBC amphiphile (11).
(e) A macroscopic fiber consisting of bundled nanotubes of 11 processed
by using a glass hook. (f) Transient conductivities (Ds) at 298 K of a
macroscopic fiber consisting of bundled nanotubes of 11 observed for the
parallel (Ds||) and perpendicular (Ds>) directions to the electric-field
vector of the microwave. (g) Molecular structure and (h) I–V curve of a
device fabricated from the nanofibers of 12 before and after oxidation with
NOBF4 at 298 K. (i) Photocurrent on/off switch plot of 12-PCBM bled when
the light is turned on or off in an interval of 30 s at 2 V bias voltage.
(b) and (c) Reproduced from ref. 18b with permission from The American
Chemical Society. (e) and (f) Reproduced from ref. 19 with permission
from Wiley-VCH Verlag GmbH. (h) and (i) Reproduced from ref. 23 with
permission from The American Chemical Society.
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centre of 12 (Figure 5.4h). A device was fabricated with a blend of hexa-
thienocoronene amphiphiles and PCBM in the molar ratio of 1 : 2 and was
tested for generation of photocurrent; 8 nA of photocurrent generation with
an on/off ratio of 6�104 exemplifies the potential in these molecules
(Figure 5.4i).

5.2.2 n-Type Semiconducting Amphiphiles

5.2.2.1 Perylene Bis-imides (PBIs)

Perylene bis-imides (PBIs), also known as perylene diimides (PDIs), are well-
studied n-type organic semiconductors. These chromophores owe their
characteristics to wide spectral overlap with the solar spectrum, high photo-
stability, and a sufficiently large p ring that induces better electronic coup-
ling and facilitates nanostructure formation.24 Considering their efficient
electron transporting nature, PBI dyes are prime alternatives for fullerene
acceptors as n-type semiconducting materials in organic photovoltaics.25,26

In this particular context various non-covalent strategies have been em-
ployed to study and further improve the supramolecular ordering of PBIs,
which would consequently result in efficient opto-electronic functions.27

Würthner et al. have been particularly active in elucidating the self-assembly
of PBI dyes in water28 and organic solvents.29 They have employed various
non-covalent interactions such as H-bonding and solvophobic interactions
in addition to strong p–p interactions between PBI chromophores. Con-
sequently, they have observed that p–p stacking of PBIs in water is very
strong with an association constant K of over 108 M�1. As can be envisaged
from this result, self-assembly of PBIs in water would be a potent approach
for creation of novel n-type semiconducting materials, with enhanced opto-
electronic functions.

Self-assembly of water soluble cationic PBI amphiphiles (13, 14)
(Figure 5.5a) was first studied by Chang et al.30 At appropriate concen-
trations these molecules result in lyotropic phases in water, forming highly
aligned assemblies on substrates. Consequently, the dichroic ratios are
comparable with that of commercial polarizers. Alternatively, Zang et al.
have studied uncharged bolaamphiphiles of PBI (15). A molecularly dis-
solved solution of propoxyethyl PBI (15) was injected into methanol resulting
in formation of nanobelts.31 When these structures are exposed to hydrazine
vapours, which are used as electron donors, PBI radical anions are formed
and owing to which these nanobelts display a high conductivity of 10�3 S
cm�1 at room temperature (Figure 5.5b,c).32 Furthermore, they have also
produced long nanobelts (few mm) by the self-organization of PBI amphi-
phile (16) in ethanol–water mixtures. p-Stacking in these PBIs is proposed to
be oriented along the length of the nanobelt.33 Single nanobelts were used
for two-probe device measurements and showed thrice as higher current
after electron injection by hydrazine vapours as compared to untreated
nanobelts.
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Rybtchinski et al. have investigated the self-assembly characteristics of
oligo PBI amphiphiles in water. 34 Interestingly, self-assembled networks of
poly(ethylene glycol) (PEG) functionalized oligo PBI amphiphile (17,
Figure 5.6) were demonstrated as systems for nano-filtration membranes for
nanoparticles.35 This result reiterates the non-dynamic nature and rigidity of

Figure 5.5 (a) Molecular structures of amphiphilic PBIs. (b) SEM image of nanobelts
of 15. (c) I–V curves measured on a nanobelt of 15 in air (open rectangle)
and in saturated hydrazine vapour (closed rectangle).
(b) and (c) Reproduced from refs. 31 and 32, respectively, with permis-
sion from The American Chemical Society.

Figure 5.6 (a)–(c) Molecular structures of oligo PBI amphiphiles (17–20). (d) Self-
assembled nanosheets of 20 formed in water and (e) schematic represen-
tation of exciton migration in these nanosheets.
(d) and (e) Reproduced from ref. 36 with permission from The American
Chemical Society.
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the amphiphilic design. Additionally, Rybtchinski et al. have shown that
other PBIs amphiphiles (18–20) self-assemble in water to give crystalline 2D
structures. These nanostructures showed efficient exciton migration up to
120 nm (Figure 5.6d,e).36 Moreover, exciton diffusion coefficients obtained
from these 2D structures are better than previously benchmarked PTCDA
(perylene tetracarboxylic dianhydride)37 crystalline films. Clearly, such a
rigid 2D morphology of this class of amphiphiles, which also possess wide
spectral coverage owing to the chromophore, would go a long way towards
the fabrication of efficient light-harvesting systems.

As in the case of p-type semiconducting chromophores, PBIs can also be
functionalized with peptides to enable interesting morphologies. Banerjee
et al. have exemplified this by using L-tyrosine functionalized PBI amphi-
philes (21, Figure 5.7). These molecules self-assemble in water through
H-bonding and p–p stacking and additionally are responsive to external
stimuli such as pH. Luminescent hydrogels could be thus attained, and
these gel networks exhibit photo-switchable conductivity when irradiated by
white light with high on/off ratios.38 Furthermore, Li et al. have reported the
modulation of L-lysine-functionalized PBI (22) nanostructures by changing
the ratio between acetone and water during the self-assembly process.
Structures could be modulated from fibres to sheets to nanotubes with
respective conductivities of 10�3, 10�2, and 10�6 S cm�1.38

5.2.3 Miscellaneous p-Conjugated Amphiphiles

Apart from PDIs amphiphilic design has been adopted in the assembly of
various other chromophores. For instance, Pei et al. have synthesized and
studied the self-assembly of ‘‘butterfly shaped’’ benzodithiophene amphi-
philes (23, Figure 5.8).39 In chloroform–methanol mixtures these molecules
self-assemble into self-standing bilayered sheets due to p–p and solvophobic
interactions. The ordered and tight packing in these structures results in
mobilities up to 0.02 cm2 V�1 s�1.

Kajitani et al. exploited the amphiphilic design to achieve frustrated
assembly of dipoles in dibenzo[a,c]phenazine dipoles (24) (Figure 5.9a).
The amphiphilic molecules in liquid crystalline state were found to align

Figure 5.7 Molecular structure of (a) L-tyrosine functionalized PBI (21) and (b)
L-lysine functionalized PBI (22).
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homeotropically on a glass substrate over a large area. Instead of aligning in
conventional head-to-tail configuration, which is an energy minimised for-
mat for dipolar interactions, the governing factor is the microphase separ-
ation between polar ethylene glycol chains and nonpolar alkyl chains, which
forces these molecules to align in head to head fashion (Figure 5.9b,c). DSC
studies show that this molecule displays LC mesophase between the range
69–80 1C and 76–57 1C on heating and cooling cycles, respectively. XRD
analysis of this LC state showed diffractions that were indexed for (100),
(110), (200), and (210) planes and further analysis showed that they in fact
correspond to a 2D hexagonal superlattice. A more interesting fact, however,
is that model compounds, which consist of hydrophobic derivatives, amphi-
philic derivatives with shorter ethylene glycol chains, and benzo triphenylene
amphiphiles, which do not possess a dipole moment, do not assemble into a
super lattice structure. The above observation puts the spot light on amphi-
philic design as well as the dipolar chromophore as responsible for a super-
lattice LC structure. This can be visualized under a polarizing optical
microscope, where large dark areas could be seen that are actually dendritic
structures as seen through an optical microscope. Mobilities were calculated
in perpendicular and parallel using FP-TRMC. The degree of anisotropy was
calculated for the amphiphilic as well as the blank lipophile; the latter came
out to be four-times higher (Figure 5.9d,e).40 A word of caution, however, has

Figure 5.8 (a) Molecular structure of butterfly shaped amphiphile (23). (b) SEM
image of 2D nano sheets of 23. (c) Charge transfer characteristics of a 2D
film transistor made of 23 nanosheets.
(b) and (c) Reproduced from ref. 39 with permission from Wiley-VCH
Verlag GmbH.
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been issued by the authors, which entertains the possibility of interaction
between the hydrophilic part of the molecule and the polar functional groups
such as hydroxyl on the glass substrate. This interaction could also contribute
to the homeotropic assembly on glass. A major contribution for the amphi-
philic design, however, cannot be excluded.

Jeong et al. showed the macroscopically orientation of amphiphilic TTF
(25) (Figure 5.10) derivative using a similar amphiphilic concept. 41

George et al. have synthesized coronene bis-imide (CBI) amphiphiles (26)
(Figure 5.10) that self-assemble in THF–water.42 The morphology of these
CBI amphiphiles was fine-tuned by varying the ratio between THF and water.
These molecules could be alternative n-type semiconducting chromophores
with the advantage of a morphology that can be easily modulated and a high
planar p-surface.

Figure 5.9 (a) Molecular structure of dibenzo[a,c]phenazine derivative (24). (b) and
(c) Schematic illustrations of 1D columnar assemblies with head-to-tail
(b) and head-to-head arrangements (c) of the aromatic mesogen. Yellow
arrows indicate the dipole moment of the dibenzo[a,c]phenazine core.
(d) and (e) FP-TRMC profiles at 70 1C of LC films of 24 (d) and its
lipophilic derivative (e) as measured perpendicular (orange) and parallel
(green) to the microwave electric-field vector.
(a)–(e) Reproduced from ref. 40 with permission from Wiley-VCH Verlag
GmbH & Co.

Amphiphilic Design for Supramolecular Materials with Opto-Electronic Functions 185

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

01
73

View Online

http://dx.doi.org/10.1039/9781782626947-00173


Naphthalene diimides (NDIs) are another class of n-type semiconducting
amphiphilic chromophores the self-assembly of which has been extensively
reported. The various forms that the self-assembled structures take are
tubes, coiled ribbons, twisted tapes, and helices.43 Electronic investigation
of these amphiphiles though has not been carried out; they, however, are
materials with immense potential.

5.2.4 Multi-chromophoric p-n Amphiphiles

While attempting a co-assembly of p-type and n-type semiconducting chro-
mophores one can end up in either segregated or co-stacked conformations.
Though both of these conformations have their respective applications, es-
tablishment of strict control over both of them is of prime importance. As
discussed in previous sections, amphiphilic molecules have a high pro-
pensity to phase separate depending on their interaction energies – such a
feature could be made use of while attempting a chromophoric segregation.
Care, however, must be taken that, though p- and n-type semiconducting
moieties should be phase separated, the distance between the phases should
be optimum so as to facilitate electron transfer. As it turns out, such a
binding condition can be achieved with relative ease in an amphiphilic
design. Thus, as an interesting extension of their established study on HBC
amphiphiles Aida et al. opted for the amphiphilic approach for creating
segregated donor and acceptor stacks or, in other words, p/n junctions at
nanoscale. Though there have been attempts to use the structural dis-
similarity between chromophoric amphiphiles like OPV and PDI to induce
segregated stacks, the key feature in Aida et al.’s design is in using the
donor and acceptor in the same molecule and on the opposite ends of
amphiphiles. Not only does this concept ensure almost quantitative yield
of segregation, it also provides parallel channels for the electron- and

Figure 5.10 Molecular structures of amphiphilic TTF (25) and CBI derivatives (26).
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hole-transport as well. The basic design of the system builds on the bilayered
nanotubes of hexabenzocoronenes amphiphiles (27–29) (Figure 5.11a) that
has been standardized by Aida et al. The proposed molecular packing of
such a nanotube in water sees HBC units encapsulated within the hydro-
phobic bilayer with both interior and exterior part exposed to water and
hence aligned with water-soluble TEG motifs (Figure 5.11b). Taking advan-
tage of these segregated hydrophobic and hydrophilic phases they functio-
nalized the TEG part with acceptors such as TNF (28) and fullerene (29) and
hence achieved ambipolar transport of electrons and holes in the parallel
channels thus created. Interestingly, a plot of maximum photoconductivity
with varying mole fraction of 28 in 27 showed a nonlinear trend, such that
photoconductivity peaked at around 70% of 28 and decreased from then
on.44 Such a trend hints towards a variable internal morphology within the
supramolecular structure with changing equivalents of participating
components (Figure 5.11c).45 In subsequent studies the authors could
functionalize the acceptor TNF non-covalently on the nanotubes using a salt
bridge interaction.46

Moreover, the technique has also been generalized to molecules forming
not only nanotubes but simple morphologies like tapes and fibres as well, all
taking the advantage of segregated nanophases generated by amphiphilic
design. This generalization has allowed the use of various other systems
apart from HBCs. Various groups have used a combination of D-A amphi-
philes such as PDIs-oligothiophene (34), PCBM-porphyrin (30–33, 35),
PCBM-oligothiophene (32), NDI-naphthol (36–38), and NDI-porphyrin (39) to
obtain favourable results (Figure 5.12).47

Figure 5.11 (a) Molecular structures of D-A HBC amphiphiles (27–29). (b) Schematic
illustration of the formation of a co-assembled graphitic nanotube from
27 and 28. TEG is triethylene glycol. (c) Plot of transient photoconduct-
ivity maximum values versus mole fractions of 28 in 27 nanotubes.
(b) and (c) Reproduced from ref. 45b with permission from The Ameri-
can Chemical Society.
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Figure 5.12 Molecular structures of various D-A amphiphiles. (a) Reproduced from ref. 47g with permission from The American Chemical
Society. (b) and (f) Reproduced from ref. 47f with permission from The American Chemical Society. (c) Reproduced from ref.
47a with permission from The American Chemical Society. (d) Reproduced from ref. 47c. (e) Reproduced from ref. 47b with
permission from Wiley-VCH Verlag GmbH. (g)–(i) Reproduced from ref. 47d. (j) Reproduced from ref. 47e with permission
from The American Chemical Society.
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Ultimately, Aida et al. were also successful in making segregated linear
heterojunction arrays of donor–acceptor chromophores (40, 41)
(Figure 5.13a).48 Though this was a highly sought after design it was very
difficult to achieve in self-assembled structures due to the dynamic nature of
the molecules. This was finally realized by Aida et al. after taking into con-
sideration and distilling various supramolecular design principles into one.
In first step, the HBC amphiphile with 2-20 bipyridine at the hydrophilic end
is assembled into nanotubes. This part acts as the p-type semiconducting
part of the resultant structure. To these nanotubes zinc triflate is added,
which binds to the bipyridine ends, acting as a contrast agent in EDX im-
aging and also strengthening the nanotubes for further processing. An
additional advantage of using Zn2+ is to avoid bundling of nanotubes as they
would be forced away by the resulting electrostatic repulsion. In the next and
most crucial step these nanotubes were dispersed in a solution of fluorine
substituted HBS amphiphiles. The fluorine substitution not only made
the HBC core and n-type semiconductor but also kept it structurally
very similar to the p-type semiconducting counterpart. Hence, finally,
these n-type semiconducting chromophores assemble as nanotubes on
these p-type semiconductor seeds, resulting in a nano-scale heterojunction
(Figure 5.13b). Transient microwave conductivity study showed that indeed
in this arrangement the charge separated lifetime is much higher than in
blank experiments with values as high as 8.8 ms.

Figure 5.13 (a) Molecular structures of amphiphilic D (40) and A (41) HBCs and (b)
schematic illustration for the preparation of non-covalently connected
linear heterojunction nanotubes.
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5.2.5 Supramolecular Amphiphiles

Instead of molecules inherently being amphiphilic another approach is the
so-called supramolecular amphiphilic approach49, which takes advantage of
ground state CT interaction between two molecules, resulting in an
amphiphilic dimer that further self-assembles into aggregated morpholo-
gies. Recent advances in self-assembly resulted in the non-covalent synthesis
of 1D nanowires having mixed stack-CT (MS-CT) D-A organization. Along
similar lines, Zhang et al. have investigated, quite extensively, the self-as-
sembly and morphological characteristics of various D-A molecules that
form supramolecular amphiphiles in water. Zhang et al. observed that when
an electron-rich amphiphilic pyrene derivative is mixed with electron-
deficient nitro derivatives it forms a CT complex with morphological features
that are in complete contrast to the parent components.50 A micellar as-
sembly was observed and hence the concept of supramolecular amphiphiles
was hypothesized. This design was further extended to various derivatives,
one such example is that of anionic pyrene molecules (42), which act as
electron donor, and viologen (43), which is the electron-deficient counter-
part. Characteristic surfactant like behaviour was observed from the result-
ant CT complexes in water as they formed wormlike like micelles, the
stiffness of which could be tuned with external stimuli such as pH
(Figure 5.14).51 Another extension of this successful strategy has been the
use of an alkoxynaphthol and naphthalene diimide CT pair. The dimen-
sionality of morphologies could be controlled from 2D nanosheets to 1D
nanofibers of these CT amphiphiles. This task was carried out by modu-
lating two factors: (i) the size and shape of D-A molecules and (ii) the
introduction of competitive CT interactions with pyrene donor molecules.52

The performances of these CT nanostructures have not been tested on
devices.

Though quite a few systems containing supramolecular amphiphiles are
now known, there have been very few studies of their electronic properties
for further application. Our group has been actively involved in exploring CT
as self-assembly driving force, with special impetus for supramolecular
amphiphiles.53 Adding to the continuing research we have been able syn-
thesise and study CT structures with high mobilities.54 We have taken ad-
vantage of the ground state CT interactions between a dodecyl
functionalized methyl viologen derivative (45) and coronene tetracarboxylate
salt (44) (Figure 5.15a). The two components upon self-assembly form a
bimolecular amphiphile that further self-assembles into a cylindrical micelle
of 6 nm diameter (Figure 5.15b, c). As the concentration of these micelles
increases, they start to form bundles that give the impression of a nanofibre.

The hole mobility calculated for these nano-structures as conducting
components in FET devices was as high as 4.4 cm2 V�1 s�1 (Figure 5.15d, e).
We have tried to extend a similar approach to a different set of D-A molecules
having OPV (46) and PBI cores (47). Though these D and A molecules are
structurally different, efficient co-assembly was achieved via ground state
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CT, which highlights the importance of non-covalent amphiphilic design
(Figure 5.16b). In this case the shape of the D-A amphiphile resembles a
wedge shaped surfactant, which further self-assembles into bilayer nano-
tubes (Figure 5.16c, d). Conductive AFM measurements on these CT-nano-
tubes showed high conductivity on the order of 0.02 S cm�1 (Figure 5.16e).

5.3 Optical Functionality
Flora and fauna across the world absorb energy from the solar spectrum and
convert it into meaningful work by harvesting light by the help of chromo-
phore assemblies present inside. In an attempt to understand how this
process works, the knowledge gathered has made it possible for us to design
and synthesize systems artificially for light harvesting. One of the many

Figure 5.14 (a) Molecular structures of anionic D (42) and cationic A (43) and
schematic representation of the preparation of the pH-responsive
nanofibers through self-assembly of a 42–43 supramolecular amphi-
phile. TEM images of 42–43 amphiphile in (b) pH 9 buffer and (c) pH 10
buffer solution.
Reproduced from ref. 51 with permission from Wiley-VCH Verlag
GmbH.
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prerequisites for energy transfer to occur is the relative non-dynamic nature
of orientation between the chromophoric transition dipoles. Among nu-
merous strategies employed to achieve the above, the amphiphilic strategy
stands out due to its relatively non-dynamic nature.

Energy transfer in amphiphilic assemblies was employed as early as 1989
by Kunitake et al.55 Although the studies were on an air–liquid interface, the
potential of such an approach was evident. Meijer et al. were among the first
to study energy transfer in aggregates of amphiphilic systems. A set of OPV
amphiphiles (48, 49) (Figure 5.17a), which self-assemble in water to form
vesicles, were synthesized and their self-assembly was studied. The dy-
namics and energy transfer was studied with the aid of a confocal micro-
scope, which helped in direct visualization of this event on the length scale
of nanoparticles (Figure 5.17b). Emission spectra at a single vesicle level
were recorded in both co-assembled nanoparticle systems and a mixture of D

Figure 5.15 (a) Molecular structures of polycyclic aromatic donor (44) and viologen
acceptor (45). (b) Schematic representation of the non-covalent amphi-
phile and its self-assembly into high aspect ratio cylindrical micelles.
(c) A SEM image of CT-nanofibers between gold electrodes adapted in
the schematic of the FET. (d) Variation in the field effect mobility and
the carrier concentration with the channel width.
(a)–(c) and (d)–(e) Reproduced from refs. 53b and 54a, respectively, with
permission from Wiley-VCH Verlag GmbH.
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and A vesicles (Figure 5.17c). In the initial stages of the mixed nanoparticle
system, independent D and A NPs could be identified. However, as the
system was annealed at 45 1C, over time only the acceptor emission form of
the vesicles could be seen, hence reiterating the direct visualization of the
exchange process.56

Schenning et al. have taken advantage of this non-dynamicity and de-
signed an array of amphiphilic fluorene derivatives (50–53) (Figure 5.18a) to
study effects such as FRET and have commented on the internal distribution
morphology of mixed amphiphilic structures.57 In preliminary reports, for-
mation of nanoparticles from these amphiphiles was established. These
nanoparticles were found to be stable up to 70 1C in THF–water. The design

Figure 5.16 (a) Molecular structures of OPV donor (46) and PBI acceptor (47). (b)
Schematic representation of MS-CT supramolecular formation via self-
assembly of non-covalent amphiphile. (c) TEM image and (d) schematic
representation of double walled nanotube formed from the 46–47 non-
covalent amphiphile. (e) C-AFM I–V curves of nanotubes drop-casted
onto the gold-coated glass substrate. The black circle in the inset image
shows the nanotube on which the I–V measurements were performed.
Reproduced from ref. 54b with permission from Wiley-VCH Verlag
GmbH.
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principles in the synthesis of these molecules have been to largely keep the
backbone constant, so as not to change the self-assembly characteristic, and
yet through chemical functionalization to change the bandgap of these mol-
ecules. This attempt resulted in the synthesis of four molecules, 50–53,
emitting in the blue, green, yellow and red region respectively (Figure 5.18b).
After establishing that all of the molecules assemble into nanoparticles, ad-
vantage can be taken of the spectral overlap between these set of molecules
and thus they can be used as an energy donor–acceptor pair. Further studies
prove the fact that when molecular mixtures were taken in THF and injected
in water they showed a significant amount of energy transfer. However,
the mixture of particles, when taken together, does not show any FRET,
thus reinstating the non-dynamic nature of these amphiphilic structures.
Subsequently, appropriate mixing of chromophores was shown to give white-
light-emitting nanoparticles (Figure 5.18 c). This study paved the way for
further studies on narcissistic and social self-sorting in this class of molecules.

In a further detailed study Schenning et al. tried to get a handle on both
the dynamicity of the particle as well as the morphology of donors and
acceptors in a single particle. For control of dynamicity a set of various
fluorene derivatives in which the length and philicity of the side chains were
systematically changed was synthesised.58 Energy transfer within the

Figure 5.17 (a) Molecular structures of OPV amphiphiles having oligo(ethylene
glycol) functionalized gallic wedges. (b) Schematic representation of
energy transfer process from 48 to 49 in single co-assembled vesicles.
(c) Scanning confocal microscopy images and (d) resulting fluorescence
spectra (lexc¼ 411 nm) of mixtures of 48 and 49 (2 mol.% of 49). The
fluorescence of these single vesicles (solid lines) is compared to the
corresponding solution spectra (dashed lines).
Reproduced from ref. 56 with permission from Wiley-VCH Verlag
GmbH.
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chromophores has been used as a major tool to study the dynamics of
nanoparticles in solution. Furthermore, the percentage of acceptor with re-
spect to the donor (54, 55) (Figure 5.18d) was varied and with the attained
energy transfer induced quenching of donor conclusions were drawn on the
morphology of the acceptors in the donor matrix.59 The Stern–Volmer plot
results indicate that the quenching mechanism is not a trivial one and
cannot simply be classified into dynamic or static regime. Calculation of the
interaction volumes and exciton diffusion length clarified the picture, re-
vealing that at lower concentrations of acceptor there is efficient energy
transfer as acceptors are uniformly dispersed in the donor matrix. However,
as the equivalents of acceptor starts increasing, domains of acceptors start
forming and hence decrease the interfacial area between the D-A pair, thus

Figure 5.18 (a) Chemical structures of the fluorene based bolaamphiphiles 52–55.
(b) Normalised photoluminescence spectra of 50–53 in aqueous solu-
tion. (c) Fluorescence microscopy image of a mixture of aggregates of
pure 52 and 53 in a water–gelatine mixture. (d) and (e) Molecular
structures of fluorene-based amphiphiles (54–57). (f) Molecular struc-
tures of fluorene bis-alcohol (58) and acceptor dye (59). (g) (Top)
Photographs of the nanoparticle dispersion in aqueous medium with
different concentrations of DCM and (bottom) the corresponding fluo-
rescence microscopic images.
(a)–(c) and (f)–(g) Reproduced from refs. 57 and 61, respectively. (d)
Reproduced from ref. 59 with permission from The American Chemical
Society. (e) Reproduced from ref. 60 with permission from Wiley-VCH
Verlag GmbH.
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decreasing the efficiency of energy transfer. Recently, in an interesting study
Schenning et al compared the properties of a polymeric (56) and supramo-
lecular nanoparticle (57) such that the chromophoric backbone remained
the same (Figure 5.18e). Apart from various conclusions such as enhanced
stability of polymeric species, energy transfer was used as a tool to determine
the capability of hydrophobic guest encapsulation. With enhanced acceptor
emission, polymeric particles were proven to have better encapsulation
capability.60 However, supramolecular particles are good for release of guest
molecules.

Another offshoot from the previous works of Schenning et al. has been the
synthesis of white-light-emitting nanoparticles. They achieved it, however, in
a four-component system. Takeuchi et al. simplified this to a great extent
and produced the same in a simple guest induced bi-component energy
transfer (58).61 DCM (59) dye has been chosen as an acceptor and an ap-
propriate mixture results in white emissive particles (Figure 5.18f,g). PBI
amphiphiles (60, 61) (Figure 5.19a) have been reported by Würthner et al.
that self-assemble into vesicles.62 A supramolecular pH sensing mechanism
has been demonstrated in which the acceptor molecule, i.e. the dipyrene
moiety (62) (Figure 5.19b), changes conformation with the pH. At high pH

Figure 5.19 (a) Molecular structures of wedge shaped amphiphilic PBIs (60 and 61).
(b) Molecular structure of donor (62) and pH induced conformation
change
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values the molecules form an intramolecular dimer that emits as an excimer
(Figure 5.19b). On decreasing the pH, however, the molecule changes con-
formation due to repulsion from the ammonium backbone and thus emits
in the molecularly dissolved region. As the donor molecules are encapsu-
lated inside the acceptor vesicles, on changing the external pH emission of
these vesicles can be tuned from blue to red. This is because of the varying
amount of spectral overlap between donor and acceptor molecules as the pH
is varied, thus resulting in variable extent of energy transfer. At an optimum
pH (pH 9) white-light-emitting vesicles were achieved with CIE co-ordinates
of (0.32, 0.31).

Guest encapsulation in amphiphilic systems,63 as mentioned before, can
be used to prove interesting arguments. For example, Numata et al. have
used it to great effect for proving whether their assemblies have open ends.64

They have synthesized porphyrin amphiphiles (63) (Figure 5.20a), which
initially assemble into vesicles in dichloroethane (DCE)/water mixture, but
as DCE is evaporated they transform into nanotubes (Figure 5.20b). The size
of the nanotubes can be changed depending on the concentration of the dye
used. Since the interior of these tubes would be hydrophobic they can

Figure 5.20 (a) Molecular structure of Zn–chlorophyll based amphiphile (63). (b)
Cryo-TEM images of the tubular structures of 63 obtained from DCE
solutions. (c) Photographs of two immiscible solutions (64 in hexane
and 63 in water). (d) Schematic illustration of encapsulation of the
cyanine dye (64) into nanotubes. (e) Fluorescence spectra of the cyanine
dye after extraction into the tubular structure(blue line) and the sample
containing the same concentration of the cyanine dye dissolved in DCE/
hexane (99 : 1, v/v; red line).
Reproduced from ref. 64 with permission from Wiley-VCH Verlag
GmbH.
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selectively take up hydrophobic dyes (64) inside and moreover if this dye is a
FRET pair an effect can be seen by quenching of donor emission. The above
postulated process was realized when liquid extraction of the dye solution in
hexane with the nanotubes in water resulted in transfer of dye from the
hexane phase to the water phase (Figure 5.20c–e), thus implying that the
tubes have open ends.

5.4 Conclusion
We have summarized in this chapter various chromophoric amphiphiles
and their application in studying either charge transport or optical func-
tionalities. The underlining theme that emerges is that there are multiple
dimensions to an amphiphile, such as the non-dynamicity, the propensity to
form ordered phases based on their energy of interaction, the feature of
inducing molecular anisotropy over large scales, the feature of easily at-
tainable nanostructures or may it be the compartmentalization that they
provide. These features can either be used separately or in tandem to yield
materials with interesting properties. Thus, even though amphiphiles have
been a topic of study for more than half a century, the insights and appli-
cations that they have to share is far from over.
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CHAPTER 6

Chiral Supramolecular
Structures as Spin Filters

RON NAAMAN*a AND DAVID H. WALDECKb

a Department of Chemical Physics, Weizmann Institute, Rehovot 76100,
Israel; b Department of Chemistry, University of Pittsburgh, Pittsburgh
PA 15260, USA
*Email: ron.naaman@weizmann.ac.il

6.1 Introduction
Spin-based devices are already serving as the reader heads in hard disks, and
spintronics is widely viewed as a way to advance electronics and to reduce
energy consumption.1–3 Beyond such immediate goals, spintronics is a
promising approach to realizing the more futuristic goal of quantum com-
puting.4 A basic building block in every spin-based device is the spin valve,
which allows the transfer of information about one preferred spin direction
(spin polarization) over the other. The development and use of spin valves
followed shortly after the discovery of the giant magneto-resistance (GMR)
effect.5,6 A GMR-based spin valve consists of a permanent ferromagnetic
layer that is separated from a second ‘free’ ferromagnetic layer by a thin
nonmagnetic film, so that the free ferromagnetic layer can have its mag-
netization switched by a relatively low magnetic field. The relative orien-
tation of the magnetization direction in the two ferromagnetic layers defines
the resistance of the device. Such GMR-based devices are used for reading
the magnetic moment of domains in hard disk memory.

Typically spintronics devices are made from inorganic materials and
device production is complicated by the need to match the required
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magnetic properties with the structural properties of the inorganic films.
This challenge, and others, is the reason for the interest in using organic
materials for spintronics. Indeed, spintronic devices that include organic
molecules have been studied extensively in recent years.7–11 Typically, the
organic molecules in such devices do not serve as electron spin polarizers;
rather, they act as a medium through which the electrons/spins are
transferred.8 Magnetic organic molecules, which are being considered as
electronic device analogs, are not yet at a stage where they can be used
as spin filters at room temperature.12,13

A newly discovered effect, termed chiral induced spin selectivity (CISS),
offers promise for the use of organic materials to manipulate electron spins
(Figure 6.1). CISS has been reported for electron transmission and con-
duction through organic molecules.14 In particular, the electron transport
through chiral molecules is spin selective, and the consequent spin polar-
ization can be very large as compared to inorganic spin filters. This phe-
nomenon is unanticipated, as organic molecules are known for their small
spin–orbit coupling (SOC) and the molecules used are not magnetic. These
observations provide a challenge, as the conventional approach to spin–orbit
coupling in chemical physics is unable to explain the magnitude of the SOC
that is required to describe the experimental effects.

Because many biomolecules are chiral and many biochemical reactions
involve chiral molecules, much effort has been placed on understanding
enantioselectivity in chemical transformations15–17 and the physicochemical
properties of chiral molecules.18 Although chiral molecules do not possess
parity symmetry, they do have time reversal symmetry. It is necessary to have a
charge flowing through them in order to break time-reversal symmetry and
thus meet the symmetry requirements for generating a magnetic field.19 The
magnetic field thus created may interact with the magnetic dipole of the
electrons’ spin. In short, this mechanism provides a model for understanding
how the spin selective electron transmission through chiral systems arises.

In what follows we overview the theoretical work related to the CISS effect
and the experiments that demonstrate the effect. This discussion will be
followed with a description of some applications.

Figure 6.1 Schematic representation of the CISS effect. When electrons are moving
within a left-handed or right-handed chiral potential, their spin is
aligned parallel or anti-parallel to their velocity, respectively. Taken
from ref. 14.
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6.2 Theory
The CISS effect has been investigated quite extensively in several theoretical
works.20–27 Despite this effort no dominant theory has yet emerged to ex-
plain the phenomenon; however, the theoretical models do capture many of
the features that are observed in experiment. Several approaches to treating
the CISS effect have been attempted; among them are the scattering of
electrons in a chiral potential, tight binding calculations that include the
spin–orbit coupling resulting from the motion of the electron in a chiral
potential, angular momentum selection, and the properties of a spin moving
in a curved path. Although differences exist between these mechanisms and
their conclusions, in most cases the CISS effect originates from an effective
magnetic field acting on the electron as it passes through a chiral electric
potential. This magnetic field stabilizes one orientation of the spin’s mag-
netic dipole versus the other.

Formally, this interaction may be written as a ‘‘Rashba’’ type of inter-
action.28 The common Rashba term in the Hamiltonian is given by:

HR ¼ a ~s�~pð Þ �~z (6:1)

in which a is the Rashba coefficient, ~s is the Pauli spin matrix, p
-

is the
electron’s momentum, and z

-

is the propagation direction. This term
results from the fact that as an electron moves within a chiral potential it
experiences a magnetic field B

-

, which may be approximated as:

~B ¼
~v
c2 �~Echiral (6:2)

in which v
-

is the electron velocity, E
-

is the electric field, and c is the speed of
light. The spin–orbit coupling can be written as:

HSOC ¼
gmB

2c2
~v�~E
� �

�~s (6:3)

in which mB is the Bohr magneton and g is the g-factor for an electron. Note
that Eqn (6.3) has a negative sign for the stabilized spin orientation and a
positive sign for the destabilized spin orientation. The sign of the SOC
energy is determined by the sign of the electron velocity and the sign of the
electric field. The sign of the velocity is determined by the electron propa-
gation direction, and the sign of the electric field depends on both the
handedness of the molecule and on the field applied on the molecule (and/
or its dipole moment direction).

In helical systems, it is useful to distinguish between the velocity and
the net direction of propagation. As Eqn (6.2) shows, the magnetic field
generated by the electron transit is perpendicular to the instantaneous
velocity of the electron, which has a significant component oriented per-
pendicular to the net displacement. This component gives rise to a magnetic
field that acts either parallel or antiparallel to the direction of propagation,

Chiral Supramolecular Structures as Spin Filters 205

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

02
03

View Online

http://dx.doi.org/10.1039/9781782626947-00203


depending on the handedness of the molecule and the sign of the electric
field. This feature is well known from the study of classical coils.

If electrons are passing through a right-handed helical molecule and the
electric field across the molecule is parallel to the helix axis, then the pre-
ferred spin orientation is antiparallel to the velocity of the electrons emer-
ging from the molecule. Correspondingly, the destabilized spin orientation
is parallel to the electrons’ velocity. If either the handedness or the field
direction changes, the preferred spin direction will be flipped. If both
quantities change then the preferred spin direction will be the same. This
behavior is clearly demonstrated by the data shown in Figure 6.2 for the spin

Figure 6.2 Energy distribution for photoelectrons ejected with a left (negative spin
polarization; red, solid) or right circularly polarized laser (positive spin
polarization; blue, dashed) pulse. The signal obtained with a linearly
polarized laser pulse is shown as a dotted black line in (B). The electrons
were transmitted through monolayers of polyalanine molecules attached
to gold substrate via cysteine. The monolayer is made either from
polyalanine made of L-enantiomer and attached to a gold substrate
through the carboxylic end (LC, (A)) or from D-enantiomers bound to the
surface through the carboxylic or amide groups (DC (B) and DN (C)). The
red arrows indicate the direction of the dipole moment when the bottom
is the direction of the substrate.
Adapted with modifications from ref. 29.
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dependent electron transmission through monolayers of self-assembled
polyalanine molecules.29 The polyalanine molecules have a large dipole
moment and they can be adsorbed either with their dipole moment pointed
toward the surface or with it pointed away from the surface.

A comparison of the photoemission yields in Figure 6.2(A) and (C) shows
that the preferred spin orientation flips if the chirality of the polyalanine is
changed and the direction of the dipole moment is the same (C-terminus
down); in contrast, a comparison of the data in Figure 6.2(B) and (C) shows
that the preferred spin orientation flips if the direction of the molecule’s
dipole moment orientation is changed for a fixed chirality (D-polyalanine
forms left-handed helix).

6.2.1 Spin–Orbit Coupling Magnitude

It is commonly believed that to rationalize the observed experimental effects,
the Rashba term (Eqn. 6.1) must have a magnitude on the order of hundreds
of meV. This value is larger by one to two orders of magnitude than the
SOC in carbon atoms and by many orders of magnitude as compared to the
spin–orbit coupling (SOC) calculated for hydrocarbon molecules. Although
the existing models only account for the large SOC in an ad hoc way, two
conceptual approaches towards a better understanding of the high value of
the SOC are emerging. One approach considers that the core electrons
contribute to the magnitude of the electric field acting on the electron. In
fact, attempts to calculate the ‘‘Rashba’’ term in semiconductors has re-
vealed that one needs to include the core electrons to get SOC values that are
in reasonable agreement with experiment.30 Hence the Rashba term is not
simply related to the SOC of the valence electrons of the constituent atoms,
but has additional contributions from the atomic core. A second approach
considers the large SOC to arise from the curvature of mesoscopic systems.
For example, this explanation has been used to explain the 4 meV SOC value
measured for carbon nanotubes, which is several orders of magnitude larger
than the value one finds for the SOC in hydrocarbon molecules.31 The
subject of calculating SOC in mesoscopic systems from first principles is still
an open issue and it requires more theoretical effort.

6.2.2 Resonances

Several works predict that the CISS effect will be enhanced for narrow res-
onances.22,27 The size of the enhancement, according to these models, is
inversely proportional to the width of the resonance through which the
electrons are transferred. This effect can be appreciated from a simplified
model that considers the molecule through which the electron is trans-
mitted to act as a resonator. In this approximation the magnitude of the
observed effect is not given simply by the SOC term, but this term has to be
multiplied by the quality factor (Q) of the resonator. Namely, the SOC term
has to be multiplied by o/Do, in which o is the energy of the resonance and
Do is its width. Just as the width of the resonance in an optical resonator is
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related to the characteristic photon lifetime in the resonator, the width here
is inversely proportional to the time the electron resides on the molecule.

The coupling between the linear momentum and the spin in chiral sys-
tems gives rise to interesting outcomes. For building intuition about these
outcomes it is helpful to draw analogies to other cases where similar phe-
nomena exist, namely, the quantum Hall effect and topological insu-
lators.32–34 We will relate here to the second case, which has more apparent
similarities with CISS in chiral molecules. For example, one can infer that
elastic back scattering is forbidden in a simplified limit. Upon back-
scattering of an electron by a scattering center, the spin, which is coupled to
the linear momentum, must accumulate a phase of p or –p. Other things
being equal, this means that two equivalent paths must exist with a spin
phase difference of 2p. Because the spin function for S¼ 1

2 flips sign upon
accumulating a phase of 2p, these two paths destructively interfere and the
amplitude of the reflected wavefunction is zero. Thus, the coupling between
spin and linear momentum has no amplitude for the backscattering
channel. Clearly, if the coupling between the spin and the momentum is not
very strong, then only in some cases will the phase difference be precisely 2p
and as a result some elastic backscattering will take place.

6.3 Experimental Results

6.3.1 Spin-Dependent Photoelectron Transmission

Figure 6.2 shows the photoelectron signal obtained when a gold substrate is
coated with a self-assembled monolayer of polyalanine and the photo-
emission is induced by circular polarized light. The difference in the signal for
one polarization versus the other indicates the spin selectivity. The polyalanine
molecule has a very large dipole moment, and it can be bound to the gold
either through the carboxylic acid end or the amine end; namely, one can
control whether the dipole moment is pointing away from the surface or
towards the surface. The spin selectivity flips when the handedness changes
from L to D. However, the spin selectivity also flips when molecules with the
same handedness are attached to the substrate so that the orientation of the
dipole moment relative to the electrons’ velocity is inverted. Besides demon-
strating that spin selectivity (or spin filtering) occurs, these observations
demonstrate that a Rashba-type of mechanism operates. Namely, the spin
selectivity depends on the electric field direction within the molecule, as
reflected by the direction of the molecule’s dipole moment.

In other experiments the spin selectivity in photoelectron transmission
through a monolayer of double stranded DNA was confirmed by measuring
the spin polarization of the electrons directly.35 The electron spin polar-
ization may be defined as:

P ¼ Iþ � I�
Iþ þ I�
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where I1 and I� are the signals for electrons with their spin aligned parallel
and antiparallel to their velocity vector, respectively. Experiments of this type
were performed on purple membranes that contain the protein bacter-
iorhodopsin (see Figure 6.3).36

The results for the transmission of electrons through a purple membrane,
which contains bacteriorhodopsin molecules, are shown in Figure 6.3 for a
sub-monolayer (patches) of the membrane (left) and for the case where the
membrane (right) completely covers the gold substrate. In the case of
submonolayer coverage, a spin polarization of P¼ 5� 3% was observed,
whereas for complete coverage the polarization increased to P¼ 14� 5%.
More than ten different samples were measured, for which the method of
preparation varied somewhat. Careful inspection of the data in Figure 6.3
(left-hand panels) indicates that the polarization of the laser light, which is

Figure 6.3 Spin polarization measured for photoelectrons, which are ejected by
clockwise (cw, green), counter clockwise (ccw, red) and linear (blue)
polarized laser radiation, after having traversed a purple membrane
containing bacteriorhodopsin (10% in volume) adsorbed on gold. When
the photoelectrons are ejected from gold substrates an average spin
polarization of about P¼ 5% and P¼ 14% is measured for partial (left-
hand panels) and completely covered surfaces (right-hand panels),
respectively.
Taken from ref. 35.
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applied to photoeject the electrons from the gold and into the membrane,
has a small effect on the spin-polarization measured. This observation re-
flects a dependence of the Au photoelectrons’ spin on the laser polarization.
It is important to appreciate that circularly polarized light excites spin-
polarized electrons from clean gold and that the sign of the polarization
depends on the helicity of the light, whereas linearly polarized light gener-
ates a photoelectron distribution with no spin-polarization [e.g. ref. 35]. In
contrast, when the gold substrate is covered with bR, the sign of the electron
spin-polarization is always positive, independent of the polarization of the
exciting radiation (Figure 6.3, right-hand panels); however, the light polar-
ization influences the magnitude of the spin-polarization.

The dependence of the measured P on the light polarization can be
rationalized if the bR is considered to be an imperfect spin filter. Assuming
that the electrons excited by linearly polarized light are initially unpolarized
when excited from a clean substrate (i.e., the same number of parallel and
anti-parallel spin orientations), the measured spin-polarization of
P¼ 14� 5% after the membrane indicates that for every four electrons with
parallel spin that pass through the bR only three electrons with anti-parallel
spin are allowed to pass, on average. In the case of clockwise (cw) circularly
polarized light one finds P¼ 17� 5%, which is higher than the linearly po-
larized case because the electrons already have a positive spin polarization
when excited from the bare polycrystalline Au substrate. In fact, the increase
over the case for the linear polarization corresponds to a polarization of
3.1% in the initial photoelectron population. For the case of counter-
clockwise (ccw) circularly polarized light one measures P¼ 8� 5%. This
decrease occurs because the photoelectrons excited from bare polycrystalline
gold by ccw circularly polarized light are negatively spin-polarized, with a
polarization of �2.5%. After transmission of the electrons through bR, a
predominant alignment of electron spin orientation parallel to their dir-
ection of propagation (positive spin-polarization) is observed. Therefore, one
can conclude that the protein within the membrane filters the transmitted
electrons by their spin (acts as a spin polarizer) and that its effect prevails.
The initial polarization of the electrons before entering the membrane has
only a minor effect on the final spin polarization, but a significant effect on
the magnitude.

Figure 6.4 displays results obtained with an aluminium substrate. Here
the spin polarization observed for the completely covered surface is
P¼ 15� 4%. As expected, no effect of the laser polarization can be detected,
because the spin polarization of photoelectrons ejected from the aluminium
does not vary with the laser light polarization. Owing to weak spin–orbit
coupling in Al (0.12 eV as compared with 4.54 eV for gold) circularly polar-
ized light does not excite spin-polarized electrons.

The photoelectron distribution for transmission through bR has a positive
electron spin polarization, whereas the photoelectron distribution for
transmission through double-stranded DNA has a negative electron spin
polarization. This difference occurs even though the helices are right handed
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in the two cases and may result from the difference in the direction of the
electric field within the two systems.

6.3.2 Spin-Dependent Conductivity

Experiments that demonstrate the spin-dependent conductance of mol-
ecules have been performed using conducting-probe AFM measurements of
conduction through double stranded DNA molecules adsorbed on magnet-
ized nickel substrates,37 by monitoring the magnetoresistance and the spin-
filtering efficiency of DNA sandwiched in ferromagnetic nanostructures38

and by studying electron transfer through chiral assemblies of porphyrins.39

In addition to these studies, more recent work on spin-dependent electron
conduction through the purple membrane has been probed by recording

Figure 6.4 Spin polarization measured for photoelectrons that are ejected from
aluminium by clockwise (cw, green) circular, counter clockwise (ccw, red)
circular and linearly (blue) polarized laser radiation, after having tra-
versed a purple membrane containing bacteriorhodopsin, 10% in vol-
ume. When the electrons were ejected from aluminium substrates, a
spin polarization of about P¼ 15% was measured.
Reproduced from ref. 35.
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cyclic voltammetry (CV) curves as a function of the magnetization of a Ni
substrate supporting the purple membrane.36

Figure 6.5 shows the results reported for the voltammetry study.
Figure 6.5(a) shows cyclic voltammograms (CVs) recorded on the bare Ni,
with roughly 2 nm of thermal oxide NiO on the surface, for the Fe(CN)6

4�/
Fe(CN)6

3� redox couple. The forward (anodic) potential scan from �0.05
to þ0.35 V involves Fe21 oxidation, whereas the backward (cathodic) scan
involves Fe31 reduction. The oxidation and reduction current peaks in
Figure 6.5(a) are separated by 90 mV at a scan rate of 50 mV s�1, lie within
the Ni potential window,40 and do not show a magnetic field dependence.

Figure 6.5(b) shows CV curves for two different magnetic field directions
that were recorded for a Ni substrate covered with the purple membrane
containing the bR. In contrast to the voltammograms in Figure 6.5(a), those
in Figure 6.5(b) are characterized by a ‘‘quasi-reversible’’ behavior. In par-
ticular, the voltammograms in panel (b) have a factor of ten lower faradaic
current and display broad oxidation and reduction shoulders including a
larger separation in the potential values. Shoulders are roughly found at
þ0.250 V in the forward oxidation curve and at þ0.075 V in the backward
reduction curve. This behavior is commonly observed when charge transfer
through adsorbed molecular films takes place, as is found in the case of CV
performed with surfaces coated with self-assembled monolayers of a-helical
peptides and alkanethiols.41 The change in the CV curves, from a reversible
(Figure 6.5a) to a quasi-reversible (Figure 6.5b) behavior, is consistent with a
higher resistance of the purple membrane.

Figure 6.5 Cyclic voltammograms (scan rate of 50 mV s�1) are shown for an Ni
working electrode in contact with [Fe(CN)6]2�/[Fe(CN)6]3� redox couple
in an aqueous electrolyte at pH 7. (a) The case of a Ni bare surface (with a
few nanometer thick oxide) and (b) for the bR thin film physisorbed on
the Ni working electrode. Note the current scale change between (a) and
(b). In each case the magnetic field direction was varied with respect to
the electrode surface’s normal (conventionally UP and DOWN);
H¼ 0.35 T.
Adapted from ref. 36.
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The dependence of the current on the magnetic field direction in
Figure 6.5(b) suggests that the electron transfer through bR (electronic
conduction) depends on the electron spin orientation. Moreover, the dif-
ference between the current, recorded in the magnet UP (red curve
Figure 6.5b) and magnet DOWN (blue curve Figure 6.5b), displays a small
dependence on the potential.y An average difference of 18� 3% was observed
between the currents for the magnet UP and magnet DOWN configurations,
determined at the starting (�0.10 V) and ending (þ0.35 V) potentials for the
anodic scan. A control experiment in which the bR was denatured but
retained in the membrane on the Ni electrode shows a strong reduction in
current and no magnetic field dependence; see ref. 36 for details.42,43

These data provide robust evidence that the charge transport through the
membrane is facilitated by the protein and its helical structure. Even though
pinholes and other defects may be present in the bR film, they are not
expected to change with magnetic field direction, and the flipping of the
magnetic field direction should not change the structural properties nickel/
bR-membrane/solution interface. Thus any leakage current, resulting from
direct contact between the redox molecules in solution and the electrode
surface, should not change with the magnetic field direction. Although the
quantitative value of the current anisotropy (iUP-iDOWN/iAVG) may change
because of pinholes, the qualitative observation of an anisotropy in the
current is not affected.

6.3.2.1 Spin Selective Electron Transfer Studied by a
Capacitance Device

Recently, a device capable of monitoring photo-induced spin transfer
through organic molecules was reported.44 The device (see Figure 6.6) was
made using standard nanofabrication techniques and allows one to directly
establish the relative efficiency of the charge transfer, the type of the charge
being transferred (holes or electrons), and the existence of spin polarization.
In this study photoexcitation was used to produce an electron–hole pair in a
dye molecule attached to the DNA and the spin selectivity was observed in
the hole transfer45,46 from the excited dye to the silver substrate on which the
DNA molecules were self-assembled. The capabilities of this device were
demonstrated by showing that photoinduced charge transfer through dou-
ble stranded DNA oligomers is spin selective and that the selectivity in-
creases with the length of the DNA.

The device (see Figure 6.6) is fabricated by photolithography. First,
a 1 mm-wide band of Ni is evaporated onto oxidized silicon and then a
thin-layer of aluminium oxide (0.5 nm thick) is deposited on top of it.
After the alumina deposition, a 1 mm-wide, and 50 or 35 nm-thick, band

yThe difference in the current, DI, for the two directions of the magnet is DI¼ 1.3 mA at � 0.05 V,
corresponding to a difference of about 21% and DI¼ 1.5 mA at þ 0.35 V, namely, a difference of
18.8%.
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of silver is evaporated and oriented at 901 relative to the Ni trace
(Figure 6.6C). DNA molecules are self-assembled on the silver through a thiol
group (see ref. 47). The other end of the DNA has a dye molecule, Cy3 or Cy5,
which can be excited at 530 or 650 nm, respectively.

Upon photoexcitation of the dye molecules, a photovoltage is generated
across the device and it depends on the direction of the applied magnetic
field (Figure 6.7A and B). Excitation of the dye molecule leads to hole transfer
through the DNA.46 Hole transfer means that electrons from the silver
substrate are transferred to the HOMO orbital of the photoexcited dye, cre-
ating a hole on the Ag film. This picture is substantiated by the positive
voltage that is observed between the silver film and the grounded nickel film
(Figure 6.7A). Further confirmation of this picture was made by measuring
photoinduced charge transfer between CdSe nanoparticles (NPs) and the
silver substrate, when the NPs are attached via dialkylthiols. In this latter
case it is known that electron transfer48 is more efficient than hole transfer

Figure 6.6 A chiral spintronics device. A(I) and B(I) show the energy level alignment,
and A(II) and B(II) show schemes for the device in the two modes of
operation. The device consists of a Ni metal layer, a dielectric layer of
AlOx, and a layer of Ag. An electromagnet is used to define the external
magnetic field and to magnetize the nickel layer (white arrow). On top of
the Ag film, DNA molecules are self-assembled with a dye molecule (red
circles) attached to their tail. Upon application of a magnetic field, the
density of states of the spin sub-bands in the Ni are split so that the
majority spin states, which are aligned parallel to the applied magnetic
field, are stabilized and the density of the minority spin states, which are
aligned antiparallel to the applied magnetic field, are destabilized. Thus
the electrons with a spin oriented parallel to the applied field are the
majority carriers. Upon excitation of the dye, electrons are transferred
from the silver to fill the hole in the HOMO of the dye. Because the helical
DNA is a spin filter, this electron transfer forms a spin-specific hole in the
silver that can be filled by electrons with the right spin orientation ejected
from the Ni. When Ni is polarized so that it does not eject this specific
spin orientation (B), the voltage measured is more positive than if the
preferred spin orientation is ejected (A). (C) Scanning electron microscope
image of the device and a scheme describing the electrical connection.
Adapted from ref. 44.
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and indeed the potential measured is negative (Figure 6.7A). Note that no
effect of the magnetic field direction was observed in this latter case, as the
molecules are not chiral. Figure 6.7(A) also shows that when the bare device
is illuminated (no molecules adsorbed) with 532 nm light, a very small
photovoltage signal is measured, which is magnetic field independent.

Because of the CISS effect, electrons with spin orientation antiparallel to
the electron propagation direction are transferred more efficiently through
the DNA than are those with their spin oriented parallel to the propagation
direction; thus the silver film becomes electron spin polarized because of the
creation of spin-specific holes. For the arrangement in Figure 6.6(A), the
magnetic moment of the Ni layer (the white arrow) is aligned anti-parallel to
the direction of the spin transferred from the silver to the dye through the
chiral molecules. Hence, electrons from just underneath the Fermi energy in
the Ni are injected into the silver and neutralize it. For the arrangement in
Figure 6.6(B), the Ni is polarized in the opposite direction so that not as
many electrons with spin oriented in the appropriate direction are available

Figure 6.7 (A) Graph of the steady-state photovoltage (532 nm irradiation) that is
measured between the nickel and the silver layers (T¼ 290 K) for the case
of a monolayer of DNA with a Cy3 dye (red), for the case of no molecules
(black) and for the case of CdSe nanoparticles that are attached by
alkylthiols (blue). (B) Time profile of the photovoltage with the applied
magnetic field direction; for 50 nm thick silver at 290 K (red) and 80 K (blue)
and for 35 nm thick silver at 290 K (green). The black arrows indicate the
direction of the magnetic field. (C) Spin polarization plotted as a function of
the magnetic field strength at 290 K. (D) The temperature dependence of
the spin polarization is shown for the case of a 50 nm thick silver layer.
Taken from ref. 44.
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to fill the spin-specific holes in the silver. Therefore, it is expected that a
lower voltage will be measured when the system is in the configuration of
Figure 6.6(A), as compared to that shown in Figure 6.6(B).

Although the measurements are steady-state it is instructive to consider
the current fluxes that are observed. Subsequent to the hole transfer from
the dye to the Ag, an electron is transferred from the radical anion to the Ag
within some characteristic time (typically less than a nanosecond49), so that
the dye is neutralized and returns to its ground state. Because the electron
transfer rate from the silver to the dye (or the hole transfer rate from the dye
to the silver) is faster than the back transfer rate, a photovoltage is created
because of an excess of average positive charge on the silver. The amount of
excess positive charge that is transferred can be estimated based on the
photovoltage and the resistance of the AlOx layer, which is typically around
1 kO when no magnetic field is applied. A typical photovoltage value is about
1 mV, when the laser power is 3.5 mW, which indicates that an excess of about
6.3�109 electrons s�1 are transferred from the silver to the dye molecules.
Because the density of the DNA on the surface is about ~1013 molecules cm�2

and the surface area of the device is 10�8 cm2, each dye molecule on the
surface obtains an electron at a rate of 46.3�104 s�1, on average.

If a magnetic field is applied in order to polarize the Ni layer, the
magnitude of the photovoltage changes and it depends on the direction of
the applied magnetic field. If the Ni’s magnetic moment points toward the
organic layer, the voltage V14V� where V1 (V�) is the voltage generated with
the Ni layer’s magnetization pointing into (out of) the plane, as indicated in
Figure 6.7. The higher voltage measured for a magnetic field aligned parallel
to the electrons’ propagation direction indicates that the spin polarization of
the electrons transferred through the molecules from the silver is aligned
antiparallel to their velocity.

The spin polarization, P, for the device is defined as P¼ (V1� V�)/V0, where
V0 is the voltage with no magnetic field applied; it represents the voltage at
which the Ni has equal populations of both spins at the Fermi level, i.e., the
Ni layer is not magnetized. The polarization values given here are not cor-
rected for the fact that the spin selectivity of Ni is not 100%; hence, the actual
polarization of the spin transferred through the DNA is higher. Although
the values of (V1� V�) vary significantly from one device to another because
of variations in the resistance of the AlOx layer and in the contacts, as seen
in Figure 6.7(B), the variations in P between the devices is very small.

Figure 6.7(C) shows the dependence of P on the magnetic field H for a
50 nm thick film. Clearly, the signal increases as the magnetic field strength
increases. This magnetic field dependence arises from the change in the
ratio between the majority spin and the minority spin populations near the
Fermi level. As the magnetic field increases, this ratio also increases. Thus
the polarization of the hole population in the Ag layer is greater than or
equal to the anisotropy found here for the photovoltage. All the measure-
ments in Figure 6.7(B) were performed at a field of 0.46 Tesla, for which the
polarization of the Ni is saturated (see ref. 44).
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The data in Figure 6.7(B) show that the spin polarization is affected by the
thickness of the silver film. The polarization measured at room temperature,
for 50 and 35 nm-thick silver layers, is 1.6% and 5.7%, respectively. The
difference in these values probably results from the decay in spin orientation
of the holes in the silver by electron–phonon coupling and spin–orbit
coupling and because the polarized electrons injected from the Ni must
traverse the Ni/AlOx interface, the AlOx/Ag interface, and the silver layer. The
origin of the spin depolarization was explored by studying the temperature
dependence of the polarization anisotropy (Figure 6.7D). The temperature
dependence data in Figure 6.7(D) can be accounted for by considering the
scattering of polarized spins with lattice phonons, namely, the Elliot–Yafet
mechanism.50,51 The fitting of these data to an exponential dependence on
temperature gives an activation barrier, or characteristic temperature, of
approximately 81� 5 K, which is much smaller than the Debye temperature
for bulk silver, 200 K.52 The smaller characteristic temperature may result
from several factors, including the Ag film being polycrystalline, scattering at
the interfaces between phases, and scattering within the AlOx. Hence, the
characteristic temperature obtained from this fit is an effective depolar-
ization parameter for the system.

Figure 6.8(A) shows that DV¼ (V1 – V�) has a linear dependence on light
intensity. These data indicate that the spin polarization does not depend on
the number of electrons transferred, and therefore that electron–electron
interactions among the transferred electrons are not important for the
electron current densities studied here. The dependence of P on the length
of the DNA is shown in Figure 6.8(B) for three different lengths of DNA: 30,
40, and 50 base-pairs long. The ratio between the polarizations measured for
different lengths resembles that obtained in other work for photoelectrons
transmitted through DNA.35

Figure 6.8 (A) The difference in voltage measured when the magnetic field is
pointing towards or away from the organic layer, DV¼ (V1 – V�), as a
function of the laser intensity for a 50 nm-thick silver layer; the DNA
contains the Cy3 dye and is illuminated at 532 nm. (B) Spin polarization
measured for DNA of different lengths: 30, 40, and 50 base-pairs long.
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The device described by Figure 6.6 can serve as a spin valve and as an
optical-based readout for magnetic memory, as well as other spintronics-
related functions. More recently this device has been used to monitor spin
specific electron transfer in the protein azurin and in photosystem 1.53

6.4 Applications and Implications
While much fundamental development remains before the CISS effect is
fully understood, several applications and implications can be identified
already. Long range electron transfer is an essential aspect of redox reactions
that underlie many biochemical events and the CISS effect is expected to be
important in several such systems that possess chiral subunits, such as a-
helices and b-sheets. In fact, recent studies of peptides, proteins (bR and
azurin), and preliminary results on Photosystem 1 all indicate that the CISS
effect operates in their redox chemistry. Whether or not the CISS effect can
explain magnetic field effects in biology and shed new light on the mech-
anism for magnetic field assisted navigation of birds and fish54 will require
detailed studies on spin selectivity and temperature effects in those systems.
On a separate front, it is becoming clear that the CISS mechanism may be
used to create a new generation of memory storage devices, which are
discussed more below.

6.4.1 Memory Device

The need for smaller (denser), high speed, and low power universal memory
continues to be an important driver for the improvement in computation
speed, and the CISS effect may prove useful to apply in new generation
devices. New generation technologies for serving as universal memories are
magnetic memory (MRAM)55 and spin-transfer torque memory (STT-
RAM).56–59 Both MRAM and STT-RAM are based on the spin filter concept
with a permanent magnet and a free layer. If the free layer and the per-
manent magnet are aligned in parallel, the resistivity of the device is lower
than when they are aligned antiparallel to each other.

A magnetic-based Si-compatible universal memory device without a per-
manent magnet was recently developed.60 This magnet-free spin memory
technology (MSM) uses organic molecules as spin filters rather than the
common ferromagnetic-based spin filters. In this device, spin-selective
charge is transferred through a self-assembled monolayer of polyalanine and
magnetizes a thin Ni layer. Although this new design principle should allow
miniaturization of the memory bit to a single magnetic nanoparticle size, the
devices are micron scale and use self-assembled monolayers (SAMs) of a
helix L-polyalanine (AHPA-L) adsorbed on gold.

The schematic diagram in Figure 6.9 illustrates the concept for the
device operation. As electrons are ejected from the gold substrate, they are
transferred through the right-handed chiral AHPA-L into the Ni layer, and
finally to the collector gold electrode. Because the transmission through the
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AHPA-L is spin selective, the electrons entering the nickel have one dom-
inant spin orientation, which is controlled by the molecules‘ chirality and
the propagation direction of the electrons; in this specific case, the spin is
oriented mainly parallel to the electrons’ velocity (vide infra). As the electrons
pass through the nickel layer they transfer spin torque to it and create a
magnetization. When magnetized, the nickel’s resistivity increases for elec-
trons having spins aligned parallel to the magnetic dipole of the nickel.61

Because the easy axis of a thin Ni layer lies in the plane62 and the Ni film is
magnetized perpendicular to its surface, the magnetic moment rotates to the
in-plane direction on a timescale that is temperature-dependent. This
magnetization is not stable, however, and demagnetization occurs de-
pending on the thickness of the layer.63

Figure 6.10 shows the perpendicular magnetization as a function of the
applied field at various fixed temperatures, and the inset shows the time
dependence of the device resistance at two different temperatures and a
constant voltage of �2.5 V. The resistance change, under a constant voltage,

Figure 6.9 Schematic drawing of the experimental concept: (a) Initially, a low
resistance is measured as spins parallel to the electron’s velocity
(green arrow) are transferred through the chiral layer into the non-
magnetized Ni. (b) The polarized electrons are injected into Ni near EF, in
this state of low resistance. (c) Further injection of spin-polarized elec-
trons increases the Ni magnetization, and after some time the Ni
magnetization is aligned parallel to the injected spins. (d) After having
been magnetized, the majority and minority spin density of states are
split near EF and the majority spin states inside the Ni are almost
completely filled; therefore, the resistivity increases as the injection of
majority spins continues.
Taken from ref. 60.
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is strong at 1.5 K and weak at 50 K. The M–H isotherms were measured up to
0.5 T at various temperatures. The data indicate that the saturation point is
considerably delayed for the lower temperatures. Presumably, this occurs
because the in-plane anisotropy makes it difficult for the field to lift the
domain magnetization out of the sample plane. Considering that the
thickness of the nickel film is 30 nm, the perpendicular magnetization
measured at H¼ 0.5 T and at T¼ 2 K is significantly larger than expected,
especially considering that out-of-plane is usually the hard direction of
magnetization for the Ni films.

Because of the strong in-plane anisotropy, the domain’s magnetization
lies within the sample plane in the absence of a magnetic field and at
temperatures above 50 K. Hence, it is expected that a magnetization arising
from spin-torque transfer will be observed only at low temperatures for this
device. As the Ni becomes magnetized, the current decreases and de-
magnetization competes with the magnetization process and consequently
reduces the resistivity, as indicated in the insert of Figure 6.10 for 50 K.
For longer periods, oscillatory behavior is measured under constant voltage.
When the resistance decreases and the current increases, the magnetization
is enhanced. For a magnetized sample, the resistance increases again and
the current decreases.

Figure 6.11 shows how the resistance changes with time for a device at a
temperature of 2 K and an applied voltage of �2.5 V, for three different field
strengths. The black curve (no external field) shows that the resistance rises
with time until it reaches a maximum value. This maximum value represents
a steady state between the competing processes of magnetization, which
results from the spin-torque transfer, and the demagnetization, which arises

Figure 6.10 The perpendicular magnetization of the device with a thin Ni layer is
plotted as a function of the external magnetic field up to 0.5 T, at
different temperatures. The magnetization is stronger at 2 K than at
50 K. Inset: resistance change with time in the sample under a constant
voltage of �2.5 V and 0 T external magnetic field at 1.5 K and at 50 K.
Adapted from ref. 60.
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from the in-plane anisotropy and other effects such as direct tunneling or
loss of the spin alignment in the barrier. Applying a magnetic field (0.5 T red
curve) parallel to the current direction magnetizes the Ni and therefore the
resistance starts at a higher value. For 1 T, the Ni is fully magnetized, the
resistance is the highest, and little change in resistance is measured
with time.

For this device the magnetization of the thin nickel film does not depend
on the direction that the current flows. For the CISS effect the spin polar-
ization is related to the electrons’ velocity; hence, when the electrons’ vel-
ocity reverses direction so does the spin of the transferred electrons.
Therefore, while in one direction of current (electrons transported through
the chiral molecules to the Ni) the majority spins are injected, reversing the
current (electrons transported from the Ni through the chiral molecules’
filter) removes the minority spins from the Ni layer, so that it is magnetized
in the direction of the majority spins. Consequently, the writing can be done
using both voltage directions, and the reading must be performed by driving
a small current and monitoring the resistivity. To erase the memory one can
apply a high voltage (higher than the barriers for the transport of both spin
orientations through the layer) so that both types of spins are injected at
similar rates to the Ni layer, and therefore demagnetize the Ni.37

The memory effect is demonstrated in Figure 6.12. First the Ni was
magnetized at �15 V and read by using lower voltages of �2 or 2 V. For 2 V
the minority-spin carriers’ transfer and a low resistance is observed that
increases with time; for �2 V one starts at a high resistance by injecting

Figure 6.11 Black squares represent the resistance increase as current is driven
through the chiral layer at a constant voltage of �2.5 V. Red circles
(blue triangles) show data for the same measurement under a 0.5 T (1 T)
magnetic field parallel to the current direction. Inset: optical micro-
scopy picture of the measured device. Error bars indicate the maximum
fluctuation of the measuring device.
Reproduced from ref. 60.
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majority spins. Owing to strong demagnetization of the Ni, the memory
survives for only a few seconds; however, this writing and reading is re-
peatable and there is more than an order of magnitude difference between
the resistivity measured for �2 V and þ2 V during the first few seconds.

The technology presented here is Si compatible, and a device could be
miniaturized to the limit achieved by Si technology (22 nm today). The
permanent magnetic layers in the memory device can be miniaturized only
to a size of about 100 nm, however, because of material limitations.64 Recent
progress on selective adsorption techniques may be able to address this
challenge.65 In fact, it should be possible to fabricate a memory device with
many ports of chiral molecules that inject spins into the paramagnetic layer.
By choosing several of the ports to inject the spin up and several ports to
inject the spin down, a memory operating at a high base that can perform
XOR logic may be realized. Development needs to be performed to find a
better ferromagnetic material or improve the Ni layer so that longer memory
times can be achieved.

6.5 Conclusions
The CISS effect is a relatively newly discovered phenomenon and much
fundamental work remains to be done to fully understand and appreciate its
implications. Despite the extensive theoretical work on the subject to date,

Figure 6.12 Resistance for the device as a function of time and applied voltage. The
magnetization (information) is written at a bias voltage of �15 V for
30 s (empty spaces between þ2 V and �2 V measurements), and it is
read at lower voltages of þ2 V and �2 V. The initial resistance is high
for one direction of current and low for the opposite direction of
current. Measurements were performed at 1.5 K and under a 0 T
external magnetic field. Error bars indicate the maximum fluctuation
of the measuring device.
Adapted from ref. 61.
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its mechanism is not yet fully understood. Experiment indicates that CISS
may operate in biological redox reactions and thus be of importance in
biology. Studies on chiral organic molecules have been shown to hold con-
siderable promise for spintronics applications and this was illustrated by the
description of a spin-torque memory device.
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Organic Light Emitting Diodes
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7.1 Introduction
Since the first demonstration of an efficient organic light-emitting diode
(OLED) by Tang et al.1, several developments in the field of organic semi-
conductors led to the establishment of organic light emitting diodes
(OLEDs) as a competitive technology for lighting and display applications.
Nowadays, OLEDs are already integrated in the displays of many consumer
products like smartphones as well as tablets and companies like Osram and
Phillips are readying white OLED panels for mass-market lighting appli-
cations at the time of writing. Using the example of lighting technologies,
OLEDs are already superior in terms of efficiency, while the manufacturing
costs are still higher than for incandescent lighting (Figure 7.1).

In general, the fabrication of an OLED involves the deposition of at least
one organic layer on top of a transparent conductive oxide (TCO) which
serves as the anode. The cathode is usually deposited under vacuum and
consists of a low work function metal. To date the existing procedures for the
deposition of the organic layers are either based on vacuum sublimation of
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small molecules or on the deposition of conjugated polymers from a solu-
tion (wet-chemical process). Contemporary OLED devices are built using
vacuum sublimation techniques that, compared to wet chemical processes
like spin- or dip-coating, roll-to-roll processing and inkjet printing, suffer
from the need for sophisticated instruments, substantial material waste and
low throughput.3 Additionally, in the case of OLED displays, pixilation via
shadow masks limits the scalability and resolution of vacuum sublimation.4

Even though wet chemical processes present a significant advantage in
terms of lower manufacturing costs, the performance of devices built this
way still trail vacuum sublimated OLED devices. A further obstacle is pre-
sented by the fact that most organic semiconductor materials suitable for
wet-chemical processing are soluble in the same solvents. Compared to
vacuum sublimation techniques where one layer is evaporated on top of the
previously deposited ones, the similar solubility of the employed organic
semiconductor materials complicates the fabrication of well-defined multi-
layer structures in a wet chemical process.

To understand the need for multilayer geometries, a short explanation is
given for inorganic light emitting diodes (LED)s. Omitting the detailed
physics behind an inorganic LED (for details the reader is referred to Kittel5),
the fundamental working principle is presented in Figure 7.2(a). Electrons
are injected into the n-doped region, while holes enter the device from the
p-doped side. Both charge carriers drift towards the p-n junction and, as-
suming ideal circumstances, upon recombination of both charge carriers
light corresponding to the energy of the band gap of the semiconductor is

Figure 7.1 Semiquantitative comparison of the key performance parameters of
white organic light emitting diodes (WOLED) relative to incandescent
lamps, fluorescent tubes, and inorganic white LEDs.
Taken and modified from ref. 2.
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emitted. In reality, however, the quantum efficiency of this recombination
process is going to be lower than unity and a fraction of charge carriers are
going to exit the device before they can generate a photon. One way to
confine the charge carriers into a small region and thereby increase the
charge carrier density is represented by a double heterojunction
(Figure 7.2b). Here a small bandgap semiconductor is sandwiched between
two either p- or n-doped wide bandgap semiconductors. Holes enter the
device from the p-doped wide bandgap semiconductor, while electrons enter
from the n-doped side. Under the influence of an applied external field, the
charge carriers drift towards the center of the device, where the conduction
and valence bands of the small bandgap semiconductor are energetically
located below and above the wide bandgap semiconductor, respectively. This
way, the charge carriers are confined within the small bandgap semi-
conductor and the charge carrier density is effectively increased, leading to
increased quantum efficiency.

In a traditional multilayer OLED the emissive layer (EML) is sandwiched
between a hole- and an electron-transporting layer (HTL and ETL, respect-
ively). From the flat-band condition in Figure 7.3(a) (no external bias) the
resulting energy barriers between the HTL and ETL into the EML (DEC for
electrons from the ETL and DEA for holes from the HTL) can be identified.

Figure 7.2 (a) Light generation in a p-n junction of a light emitting diode (LED). (b)
Double heterojunction of a laser diode. Electrons are prevented from
escaping by the wide energy gap of the p-doped side, while holes are
confined by the n-doped wide bandgap side

Figure 7.3 Assembly of a typical multilayer OLED presented under (a) the flat-band
condition and (b) applied external bias.
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Upon applying an external field (Figure 7.3b), the injection of charge carriers
can take place and ultimately photons can be generated by the recombin-
ation of the injected charge carriers (since details are beyond the scope
of this chapter, the reader is referred to excellent reviews by Koch6 and
Brütting7 as well as to the book on OLEDs by Müllen and Scherf8).

Besides the confinement function described above, depending on the
choice of the employed organic semiconductors, the injection of holes and
electrons is facilitated. Additionally, any quenching processes9–11 occurring
at the electrodes are avoided as well.

As already established, the issue of dissolution of already applied layers
aggravates the fabrication of well-defined multilayer structures in a wet-
chemical process.

Therefore, several mechanisms and methods were devised to enable the
fabrication of efficient multilayer structures. These fabrication strategies,
some of which are presented below, can be mainly divided into three
categories:

1. Methods that allow the solution-based formation of multilayer devices
from similar solvents without any modification of the organic semi-
conductor (Section 7.2).

2. A modification of the organic semiconductor that allows the processed
layer to be rendered insoluble also enables the fabrication from similar
solvents (Section 7.3).

3. The use of orthogonal solvent systems where one solvent is unable to
dissolve the other layer/s is possible with specifically designed ma-
terials (Section 7.4).

Finally, we provide a short conclusion and outlook where we summarize the
current status in the field of solution-processed multilayer OLEDs (Section 7.5).

7.2 Multilayer Structures from the same Solvent by
Diverse Fabrication Strategies

As already mentioned, most organic semiconductors are soluble in similar
organic solvents. Often, this problem is addressed by a modification of the
organic semiconductors to render them soluble in different solvents (Section
7.4) or by the introduction of cross-linking functionalities (Section 7.3).
However, both approaches require a modification of the organic semi-
conductor and are therefore not universally applicable.

For this reason quite a few fabrication strategies that allow the fabrication
from the same solvent have been developed. The more successful ap-
proaches to achieve solution-processed multilayer OLEDs from the same
solvent are presented in this section. For each concept the basic idea is
described and the viability is demonstrated by means of selected reports
from the literature.
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7.2.1 Blade Coating

The blade coating process is schematically presented in Figure 7.4. A small
quantity of the solution containing the organic semiconductor is applied to
the surface. Then the solution is homogeneously distributed across the
surface by the movement of a blade at a fixed distance from the surface. The
suitability as a multilayer solution-based process is given by the addition of a
hot plate on which the substrate to be coated rests and the application of a
hot wind to the surface. Therefore, rapid evaporation of the solvent occurs
and possible damage to the preceding layer is avoided or at least minimized.
The thickness of the resulting films is determined by the gap between the
blade and the surface and the concentration of the applied solution.

The first blade-coating multilayer OLED was reported in 2008 by the group
of Horng.12 In this work the group proved the applicability of blade-coating
for manufacturing multilayer polymer light emitting diodes (PLED) by using
a poly(para-phenylene-vinylene) copolymer Super-Yellow (S-Y) in the first
and poly(9,9-dioctylfluorene) (PFO, Figure 7.5) in the second layer. Both
polymers were applied from a toluene solution with the hot plate set to 70 1C.
Examination of the lateral profile of the fabricated substrate by scanning
electron microscope revealed that a sharply defined interface exists. Add-
itional bilayer devices incorporating either poly[(9,9-di-octylfluorenyl-2,7-
diyl)-co-(4,4 0-(N-(4-sec-butylphenyl))di-phenylamine)] (TFB, Figure 7.5) or
2-(4-tert-butylphenyl)-5-(4-biphenylyl)-1,3,4-oxadiazole (PBD, Figure 7.5) as
hole transport layer (HTL) or electron transport layer (ETL) respectively in
conjunction with PFO yielded efficiencies of up to 2.9 cd A�1, emphasizing
the suitability of blade-coating in a solution-based process.

In a next step, the group of Horng13 successfully demonstrated the ap-
plicability of blade-coating for multilayer solution processed small molecule
organic light emitting diodes (SMOLED). However, the attained efficiencies

Figure 7.4 Visualization of the blade-coating process.
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were well below the control devices fabricated by vacuum sublimation.
Crystallization of the applied small molecular layers caused by high an-
nealing temperatures was identified as the probable cause. Further work
extended towards blade-coating diverse small molecular ETLs14 and general
process optimization for the fabrication of SMOLEDs was performed.15,16

7.2.2 Liquid Buffer Layer

First presented by Tseng et al., this method prevents the dissolution of
already applied organic layers by incorporating a protective liquid buffer
layer (BL).17 The protection from dissolution provided by the BL is
directly related to its viscosity. Additionally, the liquid comprising the BL
should exhibit a low boiling point. The fabrication steps are summarized
schematically in Figure 7.6. After the deposition of the first organic layer, the
BL is first deposited on top of this organic layer. The next organic layer is
then coated on top of the previously applied BL. As a consequence of the
high viscosity of the BL, the solvent of the next organic layer does not mix
with the BL, resulting in the protection of the previously applied organic
layer from dissolution. During the spin coating step of the second layer,
most of the solvent and BL evaporate, leaving only some residue of BL in
between the two layers. Given that the BL has a sufficiently low boiling point
and small molecular weight it can be removed by an annealing step.

Figure 7.5 Chemical structures of the compounds used by Horng et al. to fabricate
solution-processed bilayer devices.

Figure 7.6 Fabrication of a bilayer substrate by using a liquid buffer layer.

Solution Processed Multilayer Organic Light Emitting Diodes 231

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

02
26

View Online

http://dx.doi.org/10.1039/9781782626947-00226


In the aforementioned report by Tseng et al.,17 glycerol, propylene glycol
and n-octane were investigated as possible BL. The protection capabilities
were verified by applying the different liquids on top of 200 nm of
LUMATION BP105 (BP) followed by a cooling step to 0 1C to increase the
viscosity of the BL. Afterwards the substrates were spin-rinsed with toluene,
chloroform and xylene. Of the three BLs, glycerol and propylene glycol
provided perfect protection of the organic layer from dissolution with no
detectable decrease in thickness.

Later Tseng et al.18–20 demonstrated the fabrication of bilayer devices
using different polymers and exploiting propylene glycol as a BL. An inter-
esting approach by Lee et al. inserted PEDOT : PSS as a liquid buffer layer to
produce bilayer polymeric WOLED.21

7.2.3 Electrospray Deposition

Electrospray deposition (ESD) was first introduced as a fabrication method
for thin film radioactive sources in nuclear research and found broad ap-
plication in several areas, such as polymer coatings, sample preparation in
mass spectrometry and so on. In ESD, a high voltage is applied to a liquid
that usually resides in a glass or metal capillary. The liquid ideally forms a
Taylor cone at the tip of the capillary, which driven by the applied voltage
emits a liquid jet (the schematics of an ESD apparatus are depicted in
Figure 7.7). Small and highly charged liquid droplets are formed and radially
dispersed due to Coulomb repulsion. The size of the droplet is influenced by
the flow rate of the solution and the effective electric field. Depending on the
parameters, droplet sizes of several hundred nanometers are attainable.22–24

The successful application of ESD for the fabrication of solution processed
multilayer PLEDs has been demonstrated by the fabrication of bilayer

Figure 7.7 ESD apparatus configuration used for the fabrication of OLED thin films.
Taken and modified from ref. 25.
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devices consisting of a blue-emitting polymer and a green-emitting polymer,
without any detectable dissolution of the blue-emitting layer.26,27 Further-
more, a multilayer OLED consisting of small molecular weight materials
from ESD was reported.28

While ESD holds great promise for the efficient fabrication of large-scale
multilayer devices, great care has to be taken with regard to the quality of the
obtained films.

7.2.4 Transfer Printing

Another strategy for the fabrication of solution-processed multi-layer devices
is represented by the so-called transfer-printing process. While transfer
printing of metals and semiconductors has been studied in rigorous detail,29

successful transfer-printing of layers of organic semiconductors was re-
ported only quite lately, in 2008 by Yim et al.30. Details of the manufacturing
procedure are depicted in Figure 7.8. As can be seen, the organic layer is
processed on top of a sacrificial layer (in this case poly(sodium 4-styrene
sulfonate) (PSSNa) ) on a Si wafer. The organic and the sacrificial layer are
then transferred to a poly(dimethylsiloxane) (PDMS) stamp by placing the Si
wafer in a water bath, which dissolves the PSSNa layer. Subsequently, the

Figure 7.8 Schematic representation of a transfer printing process for multi-layer
OLEDs.
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PDMS stamp was placed on the accepting substrate and due to the lower
adhesion strength of PDMS compared to the already deposited organic layer
on the receiving substrate the organic layer on the PDMS stamp was trans-
ferred to the receiving substrate.

Benchmarking the manufacturing process against cross-linking and 1 : 1
blending of TFB (Figure 7.5)/poly(9,9-di-n-octylfluorene-alt-benzo-thiadiazole)
(F8BT, Figure 7.9) bilayer OLEDs confirmed that transfer-printing is superior
or at least competitive compared to the other manufacturing processes in
terms of device performance.

A similar fabrication process was reported by Kim et al.31 where PDMS was
exchanged with poly(urethane acrylate) (PUA) as the stamp material. In
terms of competitiveness they were able to demonstrate device performance
values in the range 50–90% of evaporated control devices.

7.2.5 Lamination

Following a similar approach to transfer printing, lamination, which is
sometimes referred to as template activated surface process (TAS),32 not only
involves the transfer of a single layer but also the remaining layers required
to complete the OLED (Figure 7.10).

Guo et al.32 reported on the successful fabrication of bilayer devices using
TAS. In detail the fabrication of the device is divided into an anode and a
cathode part. The anode part included a structured ITO electrode with PEDOT
: PSS and a hole-transporting or emissive layer cast on top of it, while
the cathode part entailed a cathode consisting of LiF and aluminium (Al)
as well as the emissive layer. Finishing the fabrication process, the two parts

Figure 7.9 Chemical structure of F8BT.

Figure 7.10 Schematic representation of the TAS process.
Taken and modified from ref. 32.
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of the device are put together on a pre-heated hot plate at 60 1C with
a minor pressure applied for a few minutes. Bilayer devices consisting
of N,N0-diphenyl-N,N0-bis(l-naphthyl)-1-10-biphenyl-4,40 0-di-amine (a-NPD,
Figure 7.11) as a hole-transporting material and PFO (Figure 7.5) as a blue-
emissive material were able to attain brightness values of 700 cd m�2 and
maximum efficiencies of 0.26 cd A�1, which was respectable at the time.
A follow-up report from the authors determined the formation of good
contacts between the organic layers, refuting suspicion of the contacts.33

7.3 Multilayer Structures from the same Solvent by
Chemical Reaction

In general, any process or reaction that causes the individual conjugated
molecules (either small molecules or also polymers) to form insoluble
films by linking together is called cross-linking. Once a film is cross-linked
the next layer can be processed on top of it without any dissolution
(Figure 7.12). Most of the time this is achieved by the incorporation of re-
active substituents that are activated either by thermal, light or chemical
treatment.

Importantly, cross-linkable materials have to fulfill certain conditions to
be valuable for the fabrication of multi-layer OLEDs:

� The curing procedure should not negatively affect electrical and optical
properties as well as device lifetimes.

� Unavoidable byproducts of the cross-linking reaction should also leave
the device performance unimpaired.

� Often, volume shrinkage is observable due to the cross-linking reaction.
The resulting mechanical stress in the film has frequently been
speculated to lead to reduced device lifetimes. Logically, the possible
volume shrinkage has to be as low as possible.

� Obviously, the reactive substituents need to be stable during the syn-
thesis of the precursors and only become active by the application of
the initiator.

Within this section we provide an overview of successful fabrication
schemes that render individual films insoluble and give some examples
reported in the literature.

Figure 7.11 Chemical structure of a-NPD.
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7.3.1 Cross-Linking by the Addition of Reactive Groups

Among the most popular approaches for the solution-based fabrication of
multilayer OLEDs is represented by the addition of cross-linking function-
alities to a conjugated polymer/small molecule. This section gives examples
of successful reactive groups. Furthermore, the reaction mechanisms behind
these cross-linking chemistries are described and exemplary reports from
the literature are provided.

7.3.1.1 Siloxanes

The cross-linking mechanism of siloxanes is pictured in Scheme 7.1. The
reaction is initiated by hydrolysis, which is then followed by condensation of
the resulting silanols. As a result, very stable Si–O–Si linkages are formed.
However, remaining water, alcohols or hydrogen halides of the hydrolysis or
condensation steps are potential contaminants in the cross-linked siloxane
films that might have adverse effects on the resulting device performance.

Among the earliest examples of the utilization of siloxanes to achieve
cross-linked films was a report by Li et al. in 1999.35 They published a
tris(trichlorosilyl)-functionalized triarylamine hole-transport material Si-TPA
(Figure 7.13), which could be spin-coated and subsequently cross-linked.
Cross-linking was achieved by a hydrolysis step accomplished by exposure to
moisture followed by a curing step at 120 1C, yielding hard, stable and ad-
herent films. Successful cross-linking was attested by differential scanning
calorimetry (DSC) and thermogravimetric analysis (TGA). An additional
‘‘scotch tape’’ test verified the resistance towards delamination.

The surface topology of the cross-linked films was investigated by AFM
and confirmed the presence of smooth and defect free films.35

Yan et al.36 utilized a bis(diarylamino)biphenyl (TPD) group with attached
trichlorosilyl functionalities to fully solution process an OLED. This was
achieved by depositing a blend TPDSi2 (Figure 7.14) and TFB (Figure 7.5)
(1 : 1 weight) onto PEDOT : PSS from a toluene solution. Cross-linking
was achieved spontaneously via exposure to air resulting in smooth and
insoluble films. As an electron transporting material F8BT (Figure 7.9) was
deposited on top of the now insoluble film to yield an ITO/PEDOT : PSS/
TPDSi2 : TFB/F8BT/Ca/Al device geometry.

Figure 7.12 Schematic representation of the steps involved in a cross-linking
process for solution processed OLEDs.
Modified from ref. 34.
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Compared to an ITO/PEDOT : PSS/F8BT/Ca/Al device, the current effi-
ciency was an order of magnitude higher.

An interesting application of chlorosilyl groups was reported by Huang
et al.37 where the chlorosilyl moieties were utilized to react with the hydroxyl
groups on the surface of ITO leading to strong self-assembled mono- and
multilayers that can change the charge injection properties at this interface
within an OLED. The SAMs were assembled by immersing the substrates in
toluene solution of compounds TPDSi-1, TPDSi-2 and TPDSi-3 (Figure 7.15).
Excessive material was removed by a rinsing step after a thermal treatment at
80 1C for an hour. Cross-linking was then promoted by another thermal
treatment at 120 1C for another hour. Distinguishing these compounds from
other cross-linkable materials is the ability to form a covalent bonding with
the ITO and thereby yield better contact and stability of the so-formed HTL.
The usefulness of this approach was established by the 100-times better EQE
(external quantum efficiency) of devices with an ITO/TPDSi-3/PFO/Ca/Al
compared to devices without TPDSi-3 as a SAM.

Figure 7.13 Chemical structure of Si-TPA.

Figure 7.14 Chemical structure of TPDSi2.

Scheme 7.1 Siloxane-based cross-linking.
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7.3.1.2 Styrenes

Cross-linking of styrene functionalized organic semiconductors can be
initiated thermally via the well-known radical mechanism. To initiate the
polymerization no additional reagents are required and therefore no
additional side products are formed. Therefore, as long as the organic
semiconductor remains thermally stable at the required temperatures and
unreactive towards the cross-linking groups, the styrene chemistry repre-
sents a highly attractive choice for the implementation of a cross-linking
functionality. To date, styrenes have been attached to small-molecules
as well as polymers (Scheme 7.2). A significant amount of work focused on
the implementation of styrenes in order to control the morphology and
solubility of the emissive layer.

For example, a styrene end-capped PPV (PPV-Cl, Figure 7.16) derivative
was studied by Wang et al.38 Even though insoluble layers of PPV have been
prepared using a precursor method (also see Section 7.3.3), the risk of
performance degradation caused by potential byproducts can be avoided by
using cross-linkable styryl end groups. UV–Vis spectra of cross-linked thin
films (baked at 175 1C for 1 h) before and after a solvent treatment as well
as additional AFM investigations demonstrated that smooth and insoluble
films were formed. Furthermore, the properties of this compound with
regards to performance and multilayer capability were investigated in a
single and bilayer device assembly. The single layer featured an ITO/PEDOT :
PSS/PPV-Cl/Ca/Al assembly, while the bilayer also incorporated an ETL
in the shape of PBD (Figure 7.5) blended in poly(methyl methacrylate)
(PMMA).

Figure 7.15 Chemical structures of TPDs functionalized with chlorosilyl groups.
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The single layer attained only a low luminance efficiency of 0.054 cd A�1

emitting in the yellow–green part of the spectrum, while the bilayer device
saw a respectable increase in luminance efficiency to 0.7 cd A�1.

On top of the functionalization of EMLs, styrenes have also been in-
corporated into hole-transporting materials.39

7.3.1.3 Acrylates

Cross-linking of compounds bearing acrylate groups is achieved via a radical
mechanism, where the radical initiator is activated either thermally or
photochemically. Insoluble films can subsequently be formed when a mol-
ecule is functionalized with at least two acrylate groups. So far, there have
been few reports about acrylate-functionalized organic semiconductors.
A notable report from 2006 successfully demonstrated the inhibition of the
crystallization of evaporated tris(8-hydroxyquinolinato)aluminium (Alq3)
layers.40 According to Scheme 7.3 the cross-linking process of the acrylate
groups was initiated photochemically by irradiating a photoinitiator with UV

Scheme 7.2 Thermally initiated cross-linking of styrene-functionalized molecules
and polymers.
Modified from ref. 34.

Figure 7.16 Chemical structure of PPV-Cl.
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radiation as well as by a thermal activation at 150 1C for 15 min. Cross-
linking of the resulting homo- and copolymer (with N-vinylcarbazole) was
verified by DSG and TGA. Compared to standard Alq3, the well-known
glass transition temperature of 120 1C could not be observed. Coupled with
the increased thermal stability evidenced by TGA versus standard Alq3 the
successful formation of a cross-linked film was assumed.

Acrylates were also demonstrated to efficiently form cross-linked films
when incorporated into the side-chains of a polyfluorene to yield PF-Acr
(Scheme 7.4).41 The polymer was rendered insoluble by subjecting the film to
UV light (365 nm) for 15 min. Cross-linking was confirmed via IR spectra as
well as UV–Vis absorption spectra.

While the UV treatment successfully rendered the PF-film insoluble in
common organic solvents, an emission at 517 nm appeared in the PL and EL
spectra, which was ascribed to the formation of keto defects42–44 as a result
of the photo-crosslinking.

7.3.1.4 Trifluorovinylethers

As an exception of the Woodward–Hoffman rules trifluorovinylether (TFVE)
groups undergo thermally activated [2þ 2] cycloadditions that form hexa-
fluorocyclobutane moieties at temperatures of about 200 1C (Scheme 7.5).

Scheme 7.3 Cross-linkable tris(8-hydroxyquinolinato)aluminium derivative and its
homopolymerization.

Scheme 7.4 Cross-linking process of PF-Acr.
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The process involves a minimum amount of side reactions and as a result
can occur in the presence of many of the common functional groups.
Therefore, TFVE groups represent attractive cross-linking groups with the
only drawback remaining in the possible thermal instability of the active
material at the required high reaction temperature. For the design of cross-
linkable organic semiconductors, the fact that the TFVE groups undergo a
dimerization compared to a polymerization is important since at least three
TFVE groups are necessary to assure cross-linked films.

In 2006, Lim et al.45 reported on a TFVE-functionalized hole transport
small molecule intended to replace PEDOT : PSS as a hole-transport/hole
injection layer. Films of this novel compound evidenced good thermal sta-
bility with respect to weight loss, whereas DSC exhibited a large exothermic
peak at 230 1C. Full insolubilization in chlorobenzene was achieved after 2 h
of heating at 230 1C, yielding films with a root mean square (RMS) of
0.47 nm compared to 1.15 nm for PEDOT : PSS as determined by AFM
measurements. Increased efficiencies clearly corroborated the usefulness
of TVFE cross-linking groups, whereas the drawback of extended high
temperature heating required for full cross-linking remains.

7.3.1.5 Cinnamates

Cinnamates have been successfully utilized as a cross-linking moiety for
polymers.46,47 Since cross-linking is facilitated by UV activated [2þ 2]
cycloaddition, at least a moderate transparency of the active groups at
approximately 290 and 345 nm is required to achieve insoluble films.
Additionally, at least three cinnamate groups are required per molecule,
since the type of reaction represents a dimerization (Scheme 7.6).

One of the first reports involving cross-linking reactions for the fabrication
of insoluble and robust films came from Li et al.48 They reported on the

Scheme 7.5 Thermal [2þ 2] cycloaddition of trifluorovinyl ether.

Scheme 7.6 [2þ 2] Cycloaddition of cinnamates.
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synthesis of a poly(methacrylate) ter-polymer with distyrylbenzene-, oxadia-
zole-, and cinnamate-containing side chains. Deposited films were cross-
linkable via UV irradiation for 10 min. Successful cross-linking was
corroborated by DSC where an increased glass-transition temperature was
recorded (increase from 107 to 154 1C). However, absorption spectra
recorded of the cross-linked films exhibited decreased absorption of the
distyrylbenzene and cinnamate absorption, which might be the result of
undesirable photodamage from the UV-initiated cross-linking process.

Possible photodamage of the active groups by UV-initiated cross-linking
was investigated by Zhang et al.49 who studied a copolymer of methacrylate
monomers with TPD and cinnamate or chalcone groups containing side
chains. UV–Vis spectra were recorded after different UV exposure times and
showed a decrease in the overall near-UV absorption for the copolymers.
However, possible photodegradation was ruled out as the cause by deter-
mining the absorbance of a homopolymer containing only the hole-
transport TPD monomer, which exhibited no change after UV irradiation.
Insolubilization of the copolymers was investigated by UV–Vis spectra before
and after a tetrahydrofuran (THF) washing treatment. Lastly, the perform-
ance of the cross-linked hole-transport copolymers in an OLED was tested in
an ITO/copolymer/Alq3/Mg device where the copolymer was both cross-
linked and not cross-linked. Surprisingly, the cross-linked films exhibited
decreased performance compared to the not cross-linked films even though
the hole-transport moieties were found to be unaffected by the UV treatment.

7.3.1.6 Oxetanes

Oxetane groups are strained four-membered cyclic ethers that can form
linear polyethers via a cationic ring-opening polymerization (CROP).50 Given
that a suitable initiator of the polymerization process is added, molecules
functionalized with two or more oxetanes can be cross-linked (Scheme 7.7).

The initiators of the CROP are often UV photoacid-generators like diary-
liodonium or triarylsulfonium salts. Excitation of these photoacid generators
leads to bond cleavage and consequently a strong acid is generated.
Unfortunately, the destructive generation of protons in the presence of a low-
bandgap dye such as the active material was observed.51,52

Given that the utilized active materials are not susceptible to strong
Brønsted acids, cross-linking via oxetane groups has the potential advantage
of a rather low shrinkage during polymerization and with general relatively
high polymerization rates.53–55 Polymerization rates can even be improved

Scheme 7.7 Cationic polymerization of oxetanes.
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by a thermal treatment following the photoinitiation step. When oxetane
groups are employed as a cross-linking chemistry, the presence of protons or
oxonium species following the CROP has to be kept in mind. Nonetheless,
to date several groups have reported on high efficiency OLEDs based on
oxetane groups for cross-linking capabilities.

One of the first reports on oxetane-based cross-linking came from Bayerl
et al. in 1999.53 The performance of TPD functionalized with short or
extended oxetane groups (TPDOx1 and TPDOx2, Figure 7.17) with respect to
a successful cross-linking was investigated. Cross-linking was verified by the
deposition of the synthesized compounds on ITO along with 1 wt% of a
photoacid followed by UV exposure (1 min at 302 nm). The glass-transition
events observable for the monomers in DSC completely vanished for the
UV-treated films and indicated a successful cross-link. To assess the impact
of cross-linking on the device performance two devices were built with an
ITO/TPDOx1 and TPDOx2/Al architecture where only one device received a
cross-linking treatment. Remarkably, the cross-linked device boasted an
approximately 15 times higher current maximum compared to the non-
cross-linked reference device.

In 2003, Müller et al. demonstrated a series of conjugated polymers pat-
ternable by photomasking due to incorporated oxetane moieties.56 Using
this approach and different feed ratios of arylene units in the backbone,
copolymers with different emission colors were synthesized (MH1–MH4,
Scheme 7.8). The ability to employ photo-patterning allowed for the
successful fabrication of a fully solution processed multi-color display. In
detail, the different copolymers were processed consecutively and the indi-
vidual pixels were formed by subjecting the polymers to UV radiation (3 s at
302 nm) in the presence of a photoacid generator. Successful cross-linking
was verified by IR measurements, which indicated the disappearance of the
oxetane groups. As a side effect of the cross-linking process, oxonium cations
were formed that required neutralization by treatment with several bases.
The impact of cross-linking on the device performance was investigated by
using cross-linked and pristine films in an ITO/PEDOT : PSS/MH1–MH4/Ca/
Al assembly. The performance of all polymers was found to suffer only
marginally from cross-linking, while they exhibited increased resistance to
breakdown at higher current densities.

Figure 7.17 Chemical structures of TPDs functionalized with short or extended
oxetane groups.
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The group of Meerholz studied a series of cross-linkable hole-transport
molecules TPDOx3–TPDOx5 based on TPD containing oxetane function-
alities (Figure 7.18). All films were cross-linked with UV (365 nm for 10 s) and
subsequently cured at 120 1C to further promote cross-linking. Successful
cross-linking was verified by absorbance measurements before and after
rinsing treatments in common organic solvents. Devices with single- and
dual-HTLs, onto which an emissive layer consisting of poly(N-vinylcarbazole)
(PVK, Figure 7.19) as well as different iridium (Ir) phosphors and ETL with
oxadiazole-derivatives, were solution processed. At the time of publication,
some of the reported devices exhibited remarkable performance character-
istics especially for solution-processed OLEDs. Among the best results was
a green-emitting device that attained a maximum external quantum
efficiency (EQE) of 18.8% with a calculated power efficiency of 50 lm W�1 at
100 cd m�2.

Scheme 7.8 Cross-linkable copolymers containing bis(oxetane)-functionalized moi-
eties and building blocks Ar1–6 in varying feed ratios.
Taken and modified from ref. 56.
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Another interesting approach was reported by Köhnen et al. in 2011, where
oxetane groups where used to manufacture two layers by a solution process at
the same time.57 This procedure, termed surface-initiated phase separation
(SIPS, Figure 7.20), was investigated using a cross-linkable triarylamine-based
hole conductor (HTLX) and a non-cross-linkable blue-emitting fluorine-based
copolymer (BP), as well as a white-emitting co-polymer (WP) with red- and
green-emitting units copolymerized with a blue-emitting host.

Figure 7.18 Chemical structure of TPD molecules with incorporated oxetane
moieties.

Figure 7.19 Chemical structure of PVK.

Figure 7.20 Procedure for SIPS. A blend of the hole-transport material and a non-
cross-linkable electroluminescent polymer is spin-coated on top of a
PEDOT : PSS layer. The acidic cross-linking of the hole-transport ma-
terial is from the PEDOT : PSS surface and is started by thermal
treatment of the substrate leading to a phase-separation from the
non-cross-linkable polymer.
Modified from ref. 57.
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SIPS was carried out by thermal treatment of the substrate at 200 1C for
time spans from 1 to 10 min. The successful cross-linking was verified by
DSC measurements, which indicated a dramatic rise in the Tg near the
PEDOT interface. The resulting double layer ITO/PEDOT : PSS/HTLX : BP/Ba/
Ag devices were able to reach current efficiencies of up to 2.6 cd A�1 de-
pending on the duration of the thermal annealing step, which is quite close
to the attained 3 cd A�1 for a reference device with discrete layers.

7.3.2 Thermal Stabilization

A comparatively simple method for the realization of multilayer structures
was reported by Kim et al.58 where they rendered parts of a TFB (Figure 7.5)
layer insoluble by a thermal annealing step at 180 1C (above the Tg of TFB)
for 1 h in a glove-box. The still soluble parts were removed by an additional
spin-rinsing step with a solvent leaving only a thin (B10 nm) and uniform
(o0.1 nm rms roughness) layer of TFB on the substrate. A device with a TFB
hole-transporting interlayer and F8BT (Figure 7.9) as an EML yielded peak
efficiencies of 7.1 cd A�1 or an EQE of 2.1%, which is six times higher than
the performance recorded for a control device without the interlayer.

To date, several polymers have been found to be suitable for the formation
of insoluble interlayers59 and the thermal stabilization of more than one
layer60 was reported as well.

Recently, Nau et al.61 reported a highly efficient deep-blue-emitting bilayer
structure consisting of the hole transporting CP-AE and emissive CP-ABCD
copolymers specified in Figure 7.21.

Figure 7.21 Chemical structures of the individual copolymer building blocks:
(A) 9,9,90,90-tetraorganyl-2,2 0-bifluorenyl; (B) (E)-4-organyl-N-phenyl-
N-(4-styrylphenyl)aniline; (C) 9,10-diorganyl-phenanthrene; (D) N1,N4-
bis(4-organylphenyl)-N1,N4-diphenylbenzene-1,4-diamine; and (E)
4-organyl-N,N-diphenylaniline; Rn where n is 1–10 represents organyl
groups. CP-AE consists of component A and E at a ratio of 50 : 50; CP-
ABCD consists of component A, B, C, and D at an A : B : C : D ratio of 46 :
2 : 50 : 2.
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In detail, the bilayer devices were assembled by exploiting thermal sta-
bilization to render the hole-transporting compound CP-AE completely
insoluble after an annealing step at 200 1C for 1 h. On top of that a layer of
CP-ABCD was spin-cast followed by a vacuum deposited caesium carbonate
(Cs2CO3)/Al cathode layer.

Ultraviolet photoelectron spectroscopy (UPS) measurements revealed a
favorable staggered energetic structure (Figure 7.22a) resulting in a shift of
the recombination zone away from the exciton quenching PEDOT : PSS
interface. As a consequence very high current efficiencies of 9.7 cd A�1 at
CIE1931 color space coordinates of x¼ 0.144, y¼ 0.129 are achieved that at
the time of writing are among the highest for fluorescent deep-blue-
emitting OLEDs.

7.3.3 The Precursor Route

Another option to implement solution processed multilayer devices is via the
precursor route where a soluble non-conjugated polymer is deposited as film
and transformed into the fully conjugated emissive layer upon thermal
treatment.62 Although rarely mentioned in the context of manufacturing
processes for multilayer assemblies the precursor route provides a promis-
ing option for the application of a few mainly poly(para-phenylenevinylene)
(PPV) based materials63 and is mentioned for the sake of completeness.

Morgado et al.64 reported on a bilayer device fabricated using PPV
processed via the established precursor route65 (Scheme 7.9) where the
precursor is converted into PPV thermally at 170 1C for 10 h under vacuum
(10�5 mbar). This PPV layer is insoluble in common organic solvents
allowing for a solution-based deposition of the next organic layer. Bilayer
devices consisting of emissive layers of PFO : F8BT (5 wt%) were able to
attain a current efficiency of 4.1 cd A�1, which is considerably higher than

Figure 7.22 (a) Schematic energy level diagram of the PEDOT : PSS/CP-AE/CP-ABCD
multilayer structure obtained by UPS and (b) current density (open
squares) and luminance (open circles) as a function of the bias voltage
in an ITO/PEDOT : PSS (60 nm)/CP-AE (20 nm)/CP-ABCD (60 nm)/
Cs2CO3 (0.15 nm)/Al (100 nm) device.
Taken from ref. 61.
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2.1 cd A�1 achieved for the single-layer device, thereby demonstrating the
effectiveness of this particular approach.

7.3.4 Universal Cross-Linking

Contrary to the cross-linking approaches discussed in Section 7.3.1, where
the organic semiconductors are chemically modified, the approaches
introduced in this section work by initiating a photo-crosslinking reaction
between two organic semiconductors via diverse insertion reactions. So far,
many studies have used bis(fluorophenyl azide) (FPA)66–69 which enables a
photo-crosslink after exposure to deep-UV light (approximately 254 nm).
Following up on their report on ionic bisFPAs as cross-linkers for polyelec-
trolyte films,70 Png et al. improved upon their original FPA design to ensure
an efficient photo-crosslinking of conjugated polymers.71 Necessitated by
the occurrence of unwanted arene–perfluoroarene interaction, a steric hin-
drance was implemented into FPA yielding ethylene bis(4-azido-2,3,5-tri-
fluoro-6-isopropylbenzoate) (sFPA, Figure 7.23) thereby eliminating the
quenching of excitons as well as the formation of electron traps. The uni-
versal cross-linking mechanism arises by the photolysis of azides, which
generates long-lived singlet nitrene species that participate in a plethora of
reactions.72–74

Fortunately, in a polymeric organic semiconductor the major reaction
pathway is the insertion of the singlet nitrenes into alkyl C–H bonds of the
side-chains (Figure 7.23). Nonetheless, other reaction types like triplet re-
actions or ring-expanded ketenimine reactions are possible (Figure 7.24), but

Scheme 7.9 Reaction scheme for the preparation of PPV via a precursor route.
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Figure 7.23 Schematic of the desired FPA photocross-linking process (inset depicts
the chemical structure of a sFPA).

Figure 7.24 Overview of possible reactions of photogenerated singlet nitrenes in
polymer OSCs.
Taken from ref. 71.
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the yields of these reactions were found to be lower than 0.02 in the solid
state. Most importantly, the attacks of the singlet nitrogen on the p-conju-
gated core are prevented by the already mentioned steric substitution.

In general, extremely high cross-linking efficiencies are attained by
the nonspecific cross-linking mechanism of sFPA. Therefore, only very low
concentrations (below 1 mol.%) are required, resulting in a negligible
amount of stranded reactive groups that negatively impact device perform-
ance. The effectiveness of this cross-linking approach was investigated in a
solar cell as well as in an OLED with a TFB (Figure 7.5) hole transport layer as
well as F8BT (Figure 7.9) as the emissive layer. Optimum device efficiencies
(18 cd A�1) were achieved at a TFB thickness of 15 nm, constituting a more
than twofold improvement compared to the device fabricated via thermal
stabilization of the TFB layer (Section 7.3.2).

7.4 Multilayer Structures from Orthogonal Solvents
To understand the concept of orthogonal solvents it is first necessary to
understand why an organic semiconductor becomes dissolved by one solv-
ent but remains unaffected by the other. The physical quantity that describes
the probability of dissolution is the energy of free mixing:75

DGm ¼ DHm � TDSm (7:1)

Here, DGm is the Gibbs free energy of mixing, DHm denotes the enthalpy of
mixing, while T is the temperature and DSm the entropy of mixing. Positive
values for DGm imply that the organic semiconductor will not dissolve in the
solvent, for negative values dissolution is possible. Since dilute solutions of
organic semiconductors often do not behave as ideal solutions, an accurate
determination of DSm is not a trivial task. In the case of polymers the ob-
servation can be made that the entropy DSm decreases with increasing chain
length, leading to better solubility of small molecular weight polymers.
Generally, however, it is reasonable to assume that the major contributions
to DGm stem from the enthalpy of free mixing.

An estimation for the enthalpy of mixing is given by:

DHm ¼ V d1 � d2ð Þ2F1F2 (7:2)

where V is the volume of the mixture, Fi defines the volume fraction of
molecule i and the Hildebrand solubility parameter of molecule i is given by
di and defined as:

d ¼
ffiffiffiffi

E
V

r

(7:3)

Here E is defined as the sum of all intermolecular forces and termed as the
cohesive energy. Evidently, a smaller difference in the solubility parameters
between the solvent and the organic semiconductor leads to an increased
likelihood of solvation. In the case of organic semiconductors, the cohesive
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energy can be broken down into contributions from polar (P), dispersive (D)
and hydrogen bonding (H) forces:

E¼ EDþ EPþ EH (7.4)

The respective contributions of these forces are determined by the organic
semiconductor and the solvent. However, due to the multitude of possible
interactions, the solubility of an organic semiconductor in a solvent is very
hard to predict.

While the Hildebrand solubility parameter is often useful for predicting
the solubility of non-polar or slightly polar materials without hydrogen
bonding, it is not particularly well suited to predict an intermixing of dif-
ferent solvents. However, some solvent combinations are characterized by
quite dramatic differences in the polar, dispersive and hydrogen bonding
forces, which is enough to qualitatively explain the lack of intermixing.
These combinations are the so-called orthogonal solvents.

The three possible classes of orthogonal solvents are polar (usually
hydroxylic), non-polar organic and fluorous solvents. Figure 7.25 shows a
schematic representation of the three orthogonal solvent classes as well as a
picture of phase separated solutions of the three classes.

Conjugated polymer materials for solution processed OLEDs are typically
processed from either chlorinated organic solvents (e.g. chloroform) or
aromatic organic solvents (e.g. toluene), which are both non-polar
organic solvents. Such materials are usually insoluble in polar and per-
fluorinated solvents and can therefore be coated from solutions in these
orthogonal solvents. Among the first solution-processed multi-layer OLEDs
was a report presented in 1995 by Pommerehne et al.77 Tri(stilbene)amine, a
hole transport material, was spin-coated in polysulfone matrix from

Figure 7.25 (a) Schematic representation of three classes of mutually orthogonal
materials. (b) Photograph of three phase-separated solutions, which
represent each class.
Taken from ref. 76 and modified.
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chloroform. This polysulfone layer remained unharmed during the sub-
sequent deposition of a non-polar aromatic emitting material mixed with
polystyrene from cyclohexane.

7.4.1 Polar Solvents

Typical polar solvents for orthogonal processing are alcohols and water.
Besides their orthogonality, polar solvents have the advantages of being
cheap and environmentally benign. An obvious way to achieve solubility of
electronic materials in polar solvents is their functionalization with charged
moieties. Hence, conjugated polymers with ionic side chains have been
developed. In 2004 Huang et al. presented several water-soluble fluorene
based polymers with cationic side chains as efficient blue (FH1-b) and green
(FH1-g) emitters (Figure 7.26).78,79 One year later Ma et al. used similar
polymers containing 1,3,4-oxadiazole units in the main chain (WM1-EML,
Figure 7.26) as an electron transport layer in double-layer devices.77

In 2008 S.-H. Oh et al. presented similar polyfluorenes functionalized with
additional diethylene glycol groups in the side-chains capable of reversibly
binding metal ions (SHO1-M-EML, Figure 7.26).80 Benchmarks were carried
out with AIPF11, as a HIL, and a green-emitting polyfluorene derivative
(LUMATION 1100 series, Dow Chemical Company) as the EML. SHO1-M-
EML was, although water soluble, spin-coated from methanol on top of a
green-emitting EML to form the EIL. The fabricated devices were of an ITO/
AIPF11/LUMATION 1100/SHO1-M-EML/Al structure while the control device
of course had an ITO/AIPF11/LUMATION 1100/Al assembly. The control
device attained a maximum luminance of 267 cd m�2 at 13.5 V while the best

Figure 7.26 Chemical structures of water-soluble fluorene based homo- and
copolymers.
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SHO1-M-EML with a Ca atom bound to it experienced a dramatically de-
creased onset and much higher maximum luminance values of about 20 000
cd m�2. With respect to current efficiency, the increases were even more
dramatic with only 0.02 cd A�1 recorded for the Al-only control device and
15.4 cd A�1 for SHO1-M-EML with a Ca atom. Migration of the metal ions
loosely bound to the ethylene oxide side chain units was identified as the
mechanism for the dramatically better electron injection.

Conjugated polymers with anionic side-chains were also orthogonally
processed to form HTLs. W. Shi et al. reported on a solution processed
double-layer PLED with the anionic fluorene triphenylamine copolymer PFT-
CF3 (Figure 7.27) as the HTL and different fluorene-based blue, green and
red emitting polymers as the EML.81

PFT-CF3 was soluble exclusively in polar solvents (methanol, dimethyl
sulfoxide (DMSO), dimethylformamide (DMF)) and showed outstanding film
forming properties and a very high stability to non-polar organic solvents.
If PFT-CF3 was used as a HTL instead of PEDOT/PSS, the EQE of the green
and red emitting devices improved by more than 60%.

The use of ionic side-chains leads to intrinsic electrochemical doping at
the polymer/electrode interface.82 Although in some cases desirable, there is
some concern that mobile ions during device operation can have detri-
mental effects on the LED lifetime. Therefore, F. Huang presented polar but
neutral, electron-rich polymers (WM1-ETL, Figure 7.28) as ETL for PLEDs.83

Figure 7.27 Chemical structure of PFT-CF3.

Figure 7.28 Chemical structures of WM1-ETLs.
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Devices with fluorescent and phosphorescent EMLs were built and the
performance of the WM1-ETLs was investigated by control devices without
the ETL. In detail, the devices featured an emissive layer consisting of a
blend of 2,20-(1,3-phenylene)bis[5-(4-tert-butylphenyl)-1,3,4-oxadiazole] (OXD-
7, Figure 7.29), bis(2,4-difluorophenylpyridinato FIr6 (Figure 7.29) and PVK
(Figure 7.19) in an ITO/PEDOT : PSS/PVK or PVK : OXD-7(30 wt%) : FIr6(5
wt%)/WM1-ETL/Al configuration. In the case of the fluorescent device,
the current efficiency increased from 0.04 cd A�1 for the control device to
2.89 cd A�1 when WM1-ETL was added as an ETL. For fabrication of the ETLs
for phosphorescent devices small amounts of water were added to avoid
interface erosion of OXD-7 by methanol. Thereby, the current efficiency EQE
of 0.48% could be increased to up to 12.2% for the devices with the ETL.

In 2010 Sax et al.84 reported on a bilayer OLED manufactured using the
combination non-polar poly(tetraarylindenofluorene) (PIF, Figure 7.30) and
poly[9,9-bis(methoxytetra(ethylene glycolyl)-2,7-fluorene)-alt-(9,9-bis(methoxy-
poly(ethylene glycolyl)-2,7-fluorene))] (PFpolar, Figure 7.30). PFpolar was syn-
thesized by copolymerizing two comparably simple polar fluorene monomers
functionalized at the 9-position with PEG750 and tetra(ethylene glycol) side
chains, respectively. However, the resulting polymers showed limited repro-
ducibility of the molecular weight. This was because the PEGylated monomer
was polydisperse and hygroscopic.

Figure 7.30 Chemical structures of a novel polar-soluble PFpolar and PIF.

Figure 7.29 Chemical structures of the compounds used by Huang et al. for the
fabrication of devices with WM1-ETL.
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To investigate the suitability in an orthogonal solvent process a possible
resolvation of the PIF-layer by the polar PFpolar solution was ruled out
by treating a PIF film with pure ethanol followed by AFM microscopy.
Electro-optical characterization of devices with an ITO/PEDOT : PSS/PIF/CsF/
Al, ITO/PEDOT : PSS/PFpolar/CsF/Al and ITO/PEDOT : PSS/PIF/PFpolar/CsF/Al
configuration revealed a dramatic increase in performance for the bilayer
device when compared to the single layer PIF device (Figure 7.31). Quantum
mechanical calculations revealed the emergence of a hole-blocking barrier
in the range of 0.1 eV (Figure 7.32). This barrier induced an increased for-
mation of excitons in the PIF layer, thereby explaining the five-fold increase
in device efficiency compared to a PIF-only device.

Figure 7.31 Current density and luminance as a function of the applied bias voltage
in an ITO/PEDOT : PSS/PIF/CsF/Al (a), ITO/PEDOT : PSS/PFpolar/CsF/Al
(b) and ITO/PEDOT : PSS/PIF/PFpolar/CsF/Al (c) device. Inset: the nor-
malized EL spectrum of the respective device configuration. A peak
efficiency of 0.25, 0.06 and 1.23 cd A�1 was attained for the devices a, b
and c, respectively.
Taken from ref. 84.
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In 2011 E. Ahmed et al. reported the use of dendritic oligoquinolines
(Figure 7.33), a new type of polar soluble, small molecule electron transport
material in blue phosphorescent organic light emitting diodes (PhOLEDs).85

The devices showed exceedingly high performances, the best having a lu-
minous efficiency of 30.5 cd A�1 at a brightness of 4130 cd m�2 with an EQE
of 16%. The emission layer consisted of a blend of 60 : 40 PVK (Figure 7.19)
and OXD-7 (Figure 7.29) doped with 10 wt% Ir-based triplet emitter
FIrpic (Figure 7.34) and was deposited as 70 nm films from chlorobenzene.

Figure 7.32 Schematic diagram of the energy levels of the multi-layer device
structure and the chemical structure of the utilized polymers. The
asymmetric shift of the HOMO levels obtained by quantum-chemical
calculations is magnified.
Taken from ref. 84.

Figure 7.33 Chemical structure of the polar soluble oligoquinolines synthesized by
Ahmed et al.

Figure 7.34 Chemical structure of FIrpic.
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Films (20 nm) of the oligoquinolines were spin-cast from a 3 : 1 mixture of
formic acid and water, a polar solvent mixture orthogonal to the non-polar
emissive layer.

One year after Ahmed’s publication his coworker T. Earmme presented
even further improved devices with the same EML but new oligoquinolines
doped with Li2CO3 and Cs2CO3 as the ETL.86 The highest device perform-
ance was achieved for the oligoquinoline TmPyPB (Figure 7.35) doped with
Cs2CO3, having a luminous efficiency of 37.7 cd A�1 with an EQE of 19%.

Recently, L. J. Rozanski et al. reported on the successful application of the
naphthalene diimide derivative DC18 (Figure 7.36), again a small polar
molecule, as an ETL.87 The best performance was achieved in combination
with F8BT as the active layer, having a luminous efficiency of 6.9 cd A�1 with
an EQE of 19% and a maximum luminance of 3395 cd m�2. While the active
layers were cast from the non-polar solvents chlorobenzene or chloroform,
DC18 was deposited from the orthogonal, polar solvent ethanol.

7.4.2 Fluorinated Solvents

One of the first reports focusing on the orthogonal solubility aspect of
fluorinated polymers (earlier work on fluorinated polymers concentrated on
the electron-withdrawing effects of fluor88–90) came from H. H. Fong et al.
where conjugated polymers with fluorinated side-chains were used for de-
signing patterned multi-layer assemblies of light emitting materials.91 Prior
to that Fong’s coworker J.-K. Lee found that even though polyfluorenes with
fluorinated side-chains give poor results in PLEDs due to charge trapping,
they can be successfully employed if small quantities of acceptor monomers
like benzotriazoles are copolymerized with the fluorene monomers.92 The
structures of the copolymers and the polyfluorene homopolymer RF-PF are
depicted in Figure 7.37.

Figure 7.35 Chemical structure of TmPyPB.

Figure 7.36 Structure of DC18.
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The polymers were soluble and processable from benzotrifluoride (BTF),
bis(trifluoromethyl)benzene (BTMB) and additionally in the non-toxic and
environmentally benign hydrofluoro-ethers, which are also orthogonal to
many common organic solvent and electronic materials.

While these compounds would be suitable for use in a non-polar/
fluorinated orthogonal solvent approach, the orthogonal processability of the
green- and red-emitting compounds was demonstrated. This was possible by
processing the green-emitting material from a BTF solution while the red-
emitting layer was fabricated using the less aggressive solvent BTMB. The
thereby formed ITO/PEDOT : PSS/F8/RF-G/RF-R/Ca/Al device exhibited a red
emission with an EL peak at 620 nm and a peak current efficiency of 0.3 cd A�1.

Quite recently L. Pevzner et al.97 reported on the synthesis of several
polyfluorene compounds with branched semi-perfluorinated short side
chains and compared them to a polymer with long linear perfluorinated
side-chains. Branched, short perfluoroalkyl chains have the potential to in-
duce fluorophilicity while avoiding the disadvantages of long perfluoroalkyl
chains, like accumulation in biological systems and degradation to persist-
ent, toxic products. The polymers fPF1–fPF5, depicted in Figure 7.38, ex-
hibited very similar properties in terms of solubility, photophysics and
wetting behavior.

These polyfluorenes with perfluoroalkyl side-chains were soluble in
hexafluorobenzene (C6F6), Freons and benzotrifluoride but insoluble in
common organic solvents (chloroform, toluene, THF). They could, however,
be solubilized in these solvents by adding Z10% of a suitable fluorous
solvent. fPF1–fPF5 are potentially suitable materials for multi-layer PLEDs
since they are processable from hexafluorobenzene, which is non-toxic and
orthogonal to common organic solvents.

fPF4 was investigated in more detail with respect to suitability in an orth-
ogonal solvent process with PEGPF (Section 7.4.3) and non-polar PF by contact
angle measurements (Table 7.1) as well as AFM investigations. The contact

Figure 7.37 Chemical structure of polyfluorene homo- and copolymers soluble in
fluorinated solvents.
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angle measurements suggested that any combination of PEGPF, PF and fPF4
should be possible when the combination of toluene, ethanol and C6F6 is used.

As can be seen by the AFM topography images in Figure 7.39, the only
defect-free bilayer configuration is represented by the combination of fPF4
with PEGPF coated on top of it. fPF4 on PF was characterized by the
formation of inhomogeneities quite possibly caused by the formation of
micellar structures of fPF4 driven by the incompatibility of the per-
fluorinated side chains with the hydrophobic fPF4 surface.

Still, it was clearly demonstrated that fPF is suitable for application in a
non-polar/fluorinated orthogonal solvent approach, when care is taken with
regards to the coating ability of the respective material combinations.

7.4.3 Hybrid Approaches

This last section details a multitude of solution-based multi-layer manu-
facturing techniques that either involved a change of the design of the active
organic material or a careful processing strategy. Of course, attempts have
been made to combine these approaches to achieve even more layers than
would have been possible by using only one strategy or to compensate for a
drawback in the chosen fabrication mechanism.

Recently, Zheng et al. reported on the fabrication of an all-solution pro-
cessed PLED display.94 Here only the fabrication strategy for a single green-
emitting all-solution processed PLED is detailed. The device was fabricated
by implementing a non-polar/polar orthogonal solvent system. In detail, a
layer consisting of poly[2-(4-(30,70-dimethyloctyloxy)-phenyl)-p-phenylene-
vinylene] (P-PPV, Figure 7.40) was spin-coated from a non-polar solvent. On
top of that, a blend of polyfluorene polyelectrolyte poly[(9,9-bis(3-(N,N-
dimethylamino)propyl)-2,7-fluorene)-alt-2,7-(9,9-dioctylfluorene)] (PFNR2,
Figure 7.40) and an UV-curable epoxy adhesive (ELC 2500CL, Electro-Lite
Corp.) was applied from a methanol solution forming a buffer layer. In a next

Figure 7.38 Chemical structure of polyfluorene homo- and copolymers with fluorin-
ated side-chains.
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Table 7.1 Contact angles of various solvents on a regular PF derivative, PEGPF and on fPF as well as the corresponding surface energies of
the materials. Reproduced from ref. 97 with permission from Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.

Contact angle (1) Surface energy (mN m�1)a

Water CH2I2 Toluene Ethanol C6F6 Total Dispersive part Polar part

PEGPF 56.3� 4.6 25.7� 2.0 12.1� 1.8 17.6� 0.8 9.3� 1.2 58.1� 4.6 45.9� 3.4 12.2� 1.2
PF 89.3� 2.0 49.0� 3.6 16.4� 3.2 35.6� 1.6 10.4� 0.9 36.6� 1.8 34.9� 1.7 1.1� 0.1
fPF4 92.4� 0.4 83.2� 3.4 24.9� 0.6 37.7� 0.7 6.2� 0.9 21.1� 0.5 15.9� 0.3 5.2� 0.2
aEvaluated by the method of Owens and Wendt.93
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step the buffer layer was UV-cured for 2 min followed by a thermal annealing
at 65 1C for 30 min. Cross-linking of the buffer layer prevented dissolution by
the silver-cathode formed by ink-jet printing a polar solvent (triethylene
glycol monoethyl ether) dispersion on top of the buffer layer.

The merits of this particular approach were tested with various device
configurations. A device with an ITO/PEDOT : PSS/P-PPV/PFNR2/Ag(ink-jet
printed) attained 2.926 cd m�2 with a peak current efficiency of 0.67 cd A�1

while an ITO/PEDOT : PSS/P-PPV/PFNR2/Ag(evaporated) device was able
to produce luminance values of 10 816 cd m�2 at a current efficiency of
9.34 cd A�1. The huge discrepancy in device performance is a clear indicator
that the interaction of the solvent of the silver-ink with the PFNR2 EIL layer is

Figure 7.39 AFM surface topography images of bilayer structures (25�25 mm2)
of fPF4/PF (a), fPF4/PEGPF (b), PF/fPF4 (c) as well as of fPF4/PEGPF
(d). The surface roughness Rq is 7.3, 4.7, 8.7 and 0.7 nm, respectively.
Reproduced from ref. 97 with permission from Wiley-VCH Verlag
GmbH & Co. KGaA, Weinheim.

Figure 7.40 Molecular structure of the water/alcohol-soluble PFNR2 electron-
injection compound and the green-emitting P-PPV.
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detrimental for the device performance. This is confirmed by the dramat-
ically increased performance of a device with a cross-linked buffer layer (ITO/
PEDOT : PSS/P-PPV/PFNR2:ELC 2500CL)/Ag(ink-jet printed) where lumi-
nance values of 11 451 cd m�2 and a peak current efficiency of 7.87 cd A�1

were observed.
One notable combination of clever fabrication and material modification

was reported by Trattnig et al.95 They reported on the combination of the
previously described thermal stabilization of TFB (Figure 7.5) as a HTL and
an orthogonal solvent approach using the polar-soluble PEGPF as an ETL
(chemical structures of the emissive copolymer PPyrTPA96 and PEGPF are
detailed in Figure 7.41). Compared to the already presented PFpolar

(Figure 7.30), the synthetic procedure of PEGPF eliminated that issue of
monomer polydispersity as encountered in the synthesis of PFpolar by
introducing the PEG750 side chains in the last step into a well-defined, high
molecular weight polymer. Additionally, the reaction time of the Suzuki
polymerization was lowered from 6 to 1 day.

Using these compounds, devices featuring an ITO/PEDOT : PSS/TFB/
PPyrTPA/PEGPF/Ca/Al assembly were manufactured. Following the previ-
ously described thermal stabilization of TFB (Section 7.3.2), a thin and in-
soluble layer was obtained. Consecutively, the emissive and the electron
transporting PPyrTPA and PEGPF layers were spin-coated on top of TFB
without dissolving each other by an orthogonal non-polar/polar solvent
approach. Finally, the device was finished by vacuum deposition of a multi-
layer Ca/Al cathode.

AFM and XPS measurements of the individual layers after each processing
step confirm the formation of smooth and homogeneous layers (Figure 7.42).

In addition to the excellent quality of the obtained films, the clever
combination of these manufacturing processes yielded an energetic struc-
ture (Figure 7.43) that increases the exciton generation rate by means of an
elevated charge carrier density in the EML.

The effectiveness of this hybrid approach in terms of device performance
enhancements was verified by the fabrication of devices consisting of only

Figure 7.41 Chemical structures of the emissive PPyrTPA and electron-transporting
PEGPF.
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Figure 7.42 AFM topography images (5 mm�5 mm) of (a) ITO, (b) PEDOT : PSS,
(c) TFB, (d) PPyrTPA and (e) PEGPF acquired in tapping mode. The
thickness of the individual layers is presented in (f).
Taken from ref. 95.

Figure 7.43 Energy level diagram of a PEDOT : PSS/TFB/PPyrTPA/PEGPF stack
detailing the VBM and CBM energy levels, IE and EA (estimated from
the optical absorption), as well as the workfunction f of the individual
layers. The offset between the CBMs of PPyrTPA and PEGPF amounts to
0.4 eV, while the offset of the VBMs of TFB and PPyrTPA is 0.2 eV.
Taken from ref. 95.
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the emissive PPyrTPA-layer, the HTL TFB and emissive PPyrTPA layer as well
as the full triple-layer TFB/PPyrTPA/PEGPF stack. The results of the J–V–L
measurement are depicted in Figure 7.44 with corresponding performance
values detailed in Table 7.2. Evidently, the addition of the TFB interlayer as

Figure 7.44 Current density (line with squares)–luminance (line with circles) as a
function of the applied bias voltage of (a) single (PPyrTPA)-, (b) double
(TFB/PPyrTPA)- and (c) triple (TFB/PPyrTPA/PEGPF)-layer devices. Inset:
electroluminescence emission spectra acquired at a current density of
1.11 kA m�2.
Taken from ref. 95.

Table 7.2 Electroluminescent characteristics of investigated single- and bilayer and
triple-layer devices (taken from ref. 95).

Organic layer
geometry

Onset
voltage (V)a Z(cd A�1)b

Max. luminance
(cd m�2)

EL peak
(nm)c

CIE 1931
coordinatesc

PPyrTPA 4.4 0.27 2924 462 x¼ 0.159,
y¼ 0.197

TFB/PPyrTPA 4.0 0.43 7817 460 x¼ 0.157,
y¼ 0.174

TFB/PPyrTPA/
PEGPF

3.9 1.42 16540 465 x¼ 0.163,
y¼ 0.216

aVoltage at a luminance of 1 cd m�2.
bValue of maximum efficiency.
cAt a current density of 1.11 kA m�2.
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well as the PEGPF layer yielded a respectable increase in luminance from
2924 to 16540 cd m�2 and more importantly a 5.3-fold increase in effciency
(from 0.27 to 1.42 cd A�1).

7.5 Conclusion and Outlook
As detailed in the introduction, many contemporary commercially avail-
able display and lighting appliances based on OLEDs are fabricated by
thermal vacuum sublimation. Restrained by low throughput and con-
siderable material waste, the migration from thermal vacuum sublim-
ation to solution-based processes, such as roll-to-roll, inkjet printing
or slot-dye coating, is necessary. However, the fact that most organic
semiconductors are soluble in similar organic solvents prevents a
straightforward assembly of efficient charge-carrier confining and ac-
cordingly functionalized (in the sense of transport and injection func-
tionalities) multilayer structures such as is possible by thermal vacuum
sublimation.

Since the realization of well-defined interfaces is of utmost importance, a
considerable amount of research has focused on the development of a
broad range of fabrication schemes for solution-processed multilayer de-
vices. In principle these processes can be distinguished by the combination
of solvents used for the different layers as well as by any chemical reaction
taking place that renders the fabricated layer insoluble. As presented
within this chapter, it is nowadays possible to fabricate multilayer geom-
etries from the same solvent without any damage to the already applied
layers. While this approach potentially allows the use of a great variety of
commercially available organic semiconductors for the fabrication of
multilayer OLEDs, perfecting the fabrication process can be quite time
consuming and in some instances simply be impossible. Processing from
an equal solvent is also possible when the fabricated layers are rendered
insoluble. Many approaches towards insolubilization require the intro-
duction of cross-linking chemistry, which is not universally possible for
organic semiconductors. Then there is the option to process the individual
layers from orthogonal solvents. However, to date most of the reported
orthogonal solvent systems also require a redesign of the organic semi-
conductor and thus the same restrictions as for the cross-linking
approach apply.

It is apparent that for each approach drawbacks in the form of available
organic compounds, quality of the fabricated layers, etc. apply. For this
reason, hybrid approaches that combine different fabrication schemes are
becoming increasingly popular.

It can be concluded that with the great variety of reported solution-based
fabrication schemes, industry finally has enough choice to implement
specifically tailored solution-based processes for the large-scale fabrication
of OLED display and lighting products.
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CHAPTER 8

Concepts and Modeling for
Charge Transport in Organic
Electronic Materials

K. SEBASTIAN RADKE,a,b,c F. ORTMANN*a,b AND
G. CUNIBERTIa,b,c

a Institute for Materials Science and Max-Bergmann Center of
Biomaterials, Technische Universität Dresden, 01062 Dresden, Germany;
b Dresden Center for Computational Materials Science (DCCMS),
Technische Universität Dresden, 01062 Dresden, Germany; c Center for
Advancing Electronics (cfaed), Technische Universität Dresden, 01062
Dresden, Germany
*Email: frank.ortmann@tu-dresden.de

8.1 Introduction
In the past few years, the physical properties of organic semiconductors
have been studied in considerable detail. Despite the fact that there is still
a limited understanding of the relevant microscopic charge transport
scenarios in such systems, various organic electronic devices such as
organic light-emitting diodes (OLEDs),1–4 organic memory cells,5,6 organic
field-effect transistors,7–9 organic photovoltaic cells (OPVCs),10–13 vertical
triodes,14,15 and high-frequency diodes16,17 have been successfully demon-
strated. To realize further improvements towards next generation devices
present limitations in terms of materials have to be assessed to avoid effi-
ciency losses, for which a reliable theoretical description and a microscopic
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understanding of the underlying processes are required. Correspondingly,
modeling should enter the level of predictability for both device operation
and material properties enabling one to establish an in silico material design
whose scope encompasses molecular properties, supramolecular morph-
ology and charge transport characteristics.

In most cases, charge transport in organic molecular materials is bound to
the frontier molecular orbitals (MO), i.e. for electron transport the lowest
unoccupied molecular orbitals (LUMO) and for hole transport the highest
occupied molecular orbitals (HOMO), which is somewhat analogous to
conventional inorganic semiconductors (Si, GaAs, etc.) involving valence and
conduction bands. However, the conduction processes differ strongly and
carrier mobilities are typically a few orders of magnitude lower even for
ultrapure organic crystals. In addition, electron mobilities are often much
below hole mobilities. Neither of these observations can be explained by the
small electronic coupling between molecular building blocks alone al-
though, undoubtedly, it is an important difference to inorganic compounds.
The stronger susceptibility to structural disorder of organic semiconductors,
and mainly the stronger coupling of the electronic degrees of freedom to the
dynamical (atomic) degrees of freedom, have to be considered as these
materials arrange mostly in weakly-bonded assemblies dominated by van
der Waals and p–p interactions. As a consequence, not only are charge
transport characteristics different, also the theoretical description requires
taking all such effects into account.

One starting point for theoretical approaches is to consider the degree
of charge carrier localization. Indeed, this is a highly relevant concept
that leads in the limiting cases of delocalized (localized) charges to
well characterized concepts of band transport (hopping transport) of car-
riers. As a general trend with increasing temperature, the carriers should
become more localized such that these materials usually do not display
(at room temperature) band transport through delocalized states over long
distances (compared with the average intermolecular separation), but ra-
ther exhibit hopping motion of carriers between spatially localized
states.18–20 The degree of localization, however, is still a matter of strong
debate and depends sensitively on the specific molecular structure and
material morphology, which is often not fully clear. In comparison to
conventional inorganic materials, an entirely different temperature de-
pendence can be observed (larger mobility with increasing temperature)
due to the increase of thermally activated processes similarly to dirty
metals, opening up one possibility for an improved performance of organic
devices.

Besides their technological relevance, organic semiconductors can also be
regarded as a test bed to study fascinating physics of electron–phonon
coupled systems, e.g. when the interaction between electrons and vibrations
(phonons) significantly influences the macroscopic behavior of the material.
The tunability of the electron–phonon coupling by chemical means appears
as an intriguing perspective in this regard.
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Depending on the localization of the charge carriers and the assumed
dominant charge transport mechanism in the considered material, three
different classes of transport simulations are commonly applied. For suf-
ficiently low temperature, charge transport may occur coherently via tun-
neling processes. An analysis of such transport characteristics can be carried
out using either a band transport model or a non-equilibrium Green func-
tion technique.21 Especially, the latter approach can be extended, when weak
energetic disorder is also present. However, stronger dynamic disorder, as
present at higher temperatures, may invalidate such methods.22,23 On the
opposite side, in the limit of incoherent hopping transport, kinetic Monte
Carlo simulations on the basis of hopping rates (e.g. derived from semi-
classical Marcus theory) provide a reasonable description of the charge
carrier transport.24–27 Here, several rate-equation approaches, which also
partly take coherent transport effects into account, aim at extending the
applicability of kinetic Monte Carlo simulations towards lower tempera-
tures.28 In-between both limits, however, in the medium temperature regime
from 250 to 350 K, into which falls the operating temperatures of organic
electronic devices, the transport in organic semiconductors depends sensi-
tively upon an interplay of band-like and hopping transport calling for the
application of methods that work without any assumptions on the under-
lying charge transport mechanism. Although approximation-free theories do
not exist for the intermediate regime, polaron transport approaches can give
deep insight into the prevailing physics and can be extended towards the
description including the presence of static disorder within numerical
propagation techniques.4

Correspondingly, this chapter is structured as follows. In Section 8.2, the
Kubo formalism is introduced as a basic and very general approach to de-
termine the electrical conductivity and the charge carrier mobility. In
Section 8.3, the Holstein–Peierls Hamiltonian describing a system with
strong electron–phonon interactions and numerical methods to determine
the material parameters in this Hamiltonian are discussed and disorder
models are briefly introduced. Sections 8.4 and 8.5 are dedicated to charge
transport simulation techniques, i.e. polaron transport approaches and
quantum dynamic propagation techniques, respectively, used for an evalu-
ation of the charge carrier mobility according to the Kubo formula. The
chapter closes with a résumé in Section 8.6.

8.2 Kubo Formalism
A central physical quantity describing charge transport properties of a
material is the carrier conductivity, which can be described within the
Kubo transport framework,29 where the Kubo formula relates the conduct-
ivity to the current–current correlation function. This formula is a result of
an expansion of the current response Jx of a system (the x direction is as-
sumed to be the transport direction) to the applied electric field (in general
in the y direction), for which the term linear response theory has been
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introduced.30 The resulting value for Jx is then given by the expectation value
of the current operator Ĵx:

Jx ¼ Ĵx

� �
¼ Tr r̂ tð Þ̂Jx

� �
(8:1)

where r̂ tð Þ is the density matrix of the system including the electric field at
time t and Tr[. . .] means the usual trace operation over a complete basis. As a
result of the expansion, one can finally write for the dc conductivity at
temperature T:

sxy ¼
1
O

ð1

0
dt
ð1=kBT

0
dlTr r̂ 0ð Þ Ĵy Ĵx tþ i�hlð Þ

h i
(8:2)

where O is the system volume. The indices x,y in Eq. (8.2) denote the Car-
tesian components of the tensor sxy and kB is the Boltzmann constant. For
the specific cases considered here, we can further assume a simplified form
for the diagonal conductivity (x¼ y):

s ¼ sxx ¼
1

2kBTO

ð1

�1
dt Tr r̂ 0ð Þ Ĵx Ĵx tð Þ

� �
(8:3)

By introducing the position operator x̂ with its time dependence given by:

x̂ tð Þ ¼ bUy tð Þx̂bU tð Þ

where bU tð Þ is the time evolution operator, the conductivity s can be explicitly
related to the dynamics of charge carrier wave functions and its spreading in
space. The operator DX̂ tð Þ ¼ x̂ tð Þ � x̂ 0ð Þ½ � characterizes the time dependence
of the wave function spread, and we can write:

s ¼ e2
0

2kBTO
lim
t!1

d
dt

Tr r̂ 0ð ÞD X̂
2

tð Þ
h i

(8:4)

At T¼ 0 K this corresponds to the standard result of the Kubo–Greenwood
approach:

s Eð Þ ¼ e2
0

2
lim
t!1

d
dt

DX2 E; tð Þ (8:5)

where the energy resolved wave function spread:

DX2 E; tð Þ ¼ Tr d E � bH
� �

D X̂
2

tð Þ
h i

with d E � bH
� �

the Dirac delta distribution is used. Finally, the charge carrier
mobility m can be easily accessed by using the definition m¼ (s/e0Nc) where
Nc is the number of charge carriers. The above formula holds quite generally.
To come to the more specific cases of interest here, we will specify the
Hamiltonian used for organic semiconductors in the next section.

We will see that the evaluation of expressions (8.3) and (8.4) that are de-
rived in the framework of the Kubo formalism is particularly difficult since
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no clear small parameter can be identified in the system Hamiltonian bH
which could justify perturbative approaches. Instead, different crossovers of
various energies occur and only limiting cases are easily accessible such as
the high temperature limit for example.

8.3 Ab Initio Material Parameters and Disorder
Models

In Section 8.3.1, we derive the Holstein–Peierls Hamiltonian as a possible
model to describe systems with strong electron–phonon interactions. In
Section 8.3.2, we describe different ab initio methods to determine the ma-
terial parameters present in the Holstein–Peierls Hamiltonian which are also
indicative in guiding further modeling or approximations involved in the
calculation of charge transport characteristics. In Section 8.3.3, different
models for static disorder (which is present in realistic materials) are briefly
discussed.

8.3.1 Hamiltonian for Coupled Electrons and Phonons

An important feature of organic semiconductors that is relevant for charge
transport is that some vibrational frequencies in organic materials are
relatively low. Weak intermolecular forces, which are of the van der Waals
type or due to weak hydrogen bonds, and large molecular masses lead to
intermolecular modes with wavenumbers below 300 cm�1. This corresponds
to an energy scale that is easily accessible at room temperature. These low-
frequency modes have a strong impact on the electronic structure of the
molecular system as they trigger dynamical changes in the orbital coupling
due to changes in the mutual orientation and distance of molecular orbitals
sensitively affecting the charge transport characteristics. In other words, the
softness of organic materials leads to a continuously fluctuating potential
landscape for the travelling electrons (or electron holes), an effect that can be
captured conceptually by interaction terms between electrons and phonons.
On the other hand, although high-frequency modes can couple strongly to
the charges as well, only zero-point vibrational contributions may be of
significant influence on electronic transport as the thermal energy is too
small to trigger an influence on the temperature dependence of transport.

A common model for electron–phonon interaction goes back to
Holstein18,31 and is described in the following. For a given Hamiltonian
that describes a completely frozen lattice Rks 0ð Þg

�
, one writes in second-

quantization notation for the electronic part:

bH ¼
X

MN

e 0ð Þ
MN âyM âN (8:6)

where the indices M and N run over the molecules of the system, âyM and âN

denote the electron creation and annihilation operators, respectively, and
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e 0ð Þ
MN are the electronic parameters, i.e. the orbital energies (on-site energies)

for M¼N and the transfer integrals for M a N. If only the electronic
coupling as in Eq. (8.6) was present and disorder was weak, delocalized
states and a band-like transport behavior would result from the electronic
structure. Owing to the softness of the material, however, possible geometric

changes in the ground state geometry R 0ð Þ
ks ! Rks ¼ R 0ð Þ

ks þ uks (k labels the
unit cell and s the atom from the atomic basis) have to be considered, which
may induce changes in the on-site energies and transfer integrals. These
fluctuations are captured by a Taylor series expansion:

bH ¼
X

MN

e 0ð Þ
MN þ e 1ð Þ

MN

	 

âyM âN (8:7)

where first-order changes e 1ð Þ
MN are given as follows:

e 1ð Þ
MN ¼

X

ks

uks � rRkseMN Rksf gð Þj
Rks¼R 0ð Þ

ks
(8:8)

After quantization of the vibrational degrees of freedom in the harmonic
approximation, Eq. (8.7) leads to the Holstein–Peierls Hamiltonian
(including the phonon energy as the last term):32

bH ¼
X

MN

e 0ð Þ
MN þ

X

Q

�hoQgQ
MN b̂yQ þ b̂�Q

	 

 !

âyM âN þ
X

Q

�hoQ b̂yQb̂Q þ
1
2

� �
(8:9)

where gQ
MN is the electron–phonon coupling matrix associated to the mode Q

and to the electronic parameter eMN. The term oQ denotes the phonon fre-
quency and b̂yQ and b̂Q are the phonon creation and annihilation operators,
respectively. The index Q represents both the wave vector q and the phonon
branch j. The last term in Eq. (8.9) characterizes the phonon degrees of
freedom with the phonon frequencies oQ and the second term is the
coupling term, which represents changes in the ground state geometry due
to phonons and their impact on the electronic structure. It accounts for
transfer processes from site N to site M mediated by the emisson (b̂yQ) or

absorption (b̂�Q) of phonons even in the absence of transfer integrals
(eMN¼ 0).

To derive a more practical expression for evaluating the electron–phonon
coupling matrix, we rewrite expression (8.8) as:

e 1ð Þ
MN ¼

X

j;q

�h
2oj qð ÞNO

� �1=2
@eMN

@Xj qð Þ b̂yj qð Þ þ b̂j �qð Þ
h i

(8:10)

where NO is the number of unit cells. By comparison with the coupling term
of the Holstein–Peierls Hamiltonian in Eq. (8.9), we find:

gj
MN qð Þ ¼ 1

�hoj qð Þ
�h

2oj qð ÞNO

� �1=2 @eMN

@Xj qð Þ (8:11)
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In a primitive unit cell, this expression reduces for G point modes to:

g j
MN ¼

1

�hoj
� �3=2

�h
ffiffiffi
2
p @eMN

@Xj
(8:12)

which is the basis for the first-principles calculation of the local and non-
local electron–phonon coupling elements discussed below in Section 8.3.2.2.

8.3.2 Ab Initio Material Parameters

In this section, we first focus on how to determine the material parameters
of the Holstein–Peierls Hamiltonian. Clearly, the necessary specificity and
accuracy can only be provided by appropriate ab initio methods. Thus, in
the following, we present two density functional theory (DFT) based ap-
proaches, i.e. one in real space which is based on the orbitals of individual
molecules and one in k-space which is based on the analysis of the DFT
band structure. The real-space method has the advantage that it enables
one to evaluate the electronic structure in systems, where static and dy-
namic disorder are present. However, dimer calculations, although
being straightforward and fast, neglect mostly the influence of the mo-
lecular environment (or crystal field) on the material parameters. Attempts
to correct these effects in the framework of semi-empirical approaches
such as the Thole model have been published (see also Chapter 9 in this
book).33

In the reciprocal-space methods, in contrast, the effects of surrounding
molecules are included when calculating the parameters from the
band structure of the molecular crystal. The disadvantage here is that this
approach is not suitable for the analysis of disordered structures. Not-
withstanding this, the influence of such structural disorder on the
macroscopic transport properties of a material can be analyzed by in-
cluding additional disorder models in the simulations as discussed in
Section 8.3.3.

8.3.2.1 Electronic Material Parameters

First, we analyze the electronic part of the Hamiltonian in Eq. (8.9). For hole
(electron) transport only the states derived from the molecular HOMOs
(LUMOs) are necessary to consider when all other states are energetically
well separated from these. It is then convenient to focus exclusively on the
HOMO (LUMO)-derived states in the transport description.

In the real-space approach, the orbital energies eMM are defined by:

eMM ¼ cM jbHeff jcM

� �
(8:13)

where cMj i is a frontier molecular orbital of molecule M in the gas phase.
Accordingly, the orbital energies can be obtained for isolated molecules
by calculating the MOs and approximating the electronic Hamiltonian bHeff
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by the Kohn–Sham Hamiltonian (in dependence on the exchange-correlation
functional used). The transfer integrals eMN are defined as follows:

eMN ¼ cM jbHeff jcN

� �
(8:14)

Together with the orbital energies this defines a complete tight-binding
description of the electronic Hamiltonian. We note, however, that the used
basis, consisting of MOs, is not orthogonal in the condensed structure. It
would be desirable to use an orthogonal basis instead. A solution to this
problem is given by Löwdin’s symmetric transformation that corrects the
non-orthogonality while maintaining as much as possible the initial local
character of the monomer orbitals.34 In the limit of small values for the
elements of the overlap matrix given by SMN ¼ cM jcNh i, the corrected
transfer integrals are given by:

e0ð ÞMN � eMN �
1
2

SMN eMM þ eNNð Þ (8:15)

In this expression, eMM and eNN are calculated for the Kohn–Sham matrix
of the isolated molecular dimer. If the elements of the overlap matrix SMN are
not small, the transfer integrals can be determined iteratively.

The reciprocal-space method for the evaluation of the electronic system
parameters is based on an analysis of the ab initio band structure. Firstly, the
average orbital energy can be obtained from the average band energy. While
this average is not of physical relevance, the difference in the orbital energies
(if present) is. Secondly, the difference in the orbital energies and the
transfer integrals (e0)MN is obtained by means of a fit procedure in the
Brillouin zone with a tight binding expression that contains the important
nearest neighbor terms.35 In this way, the ab initio band structure is mapped
onto a set of parameters with effective transfer integrals and orthogonali-
zation is not necessary. For a unit cell including two molecules, the corres-
ponding expression reads e0ð Þk ¼ pk �

ffiffiffiffiffi
sk
p

, where the two different
combinations of signs lead to the two bands derived from the two molecules.
The mean energy of the two branches is given by pk ¼

P
R eR

MMeikR, where eR
MM

connects equivalent molecules in neighboring unit cells (with R being a lattice
vector). The transfer integrals between inequivalent molecules of neighboring
cells are calculated by fitting the difference ek � pk. Without any interactions
between molecules of the same cell or inequivalent molecules of neighboring
unit cells, the two branches can be degenerate, which would give one mean
value pk. However, this is usually not the case and the bands can be repre-
sented by the resulting Davydov splitting for each value of k. An example of
such fits, which is performed on a regular k-point grid, is given in ref. 36.

We note that it is also possible to extend this procedure to larger unit cells,
e.g. containing four molecules such as in the case of guanine where
four bands have to be fitted at the same time.37 Convergence of this procedure
can be achieved by including transfer integrals between more distant orbitals.
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8.3.2.2 Electron–Phonon Coupling

In the subsection above, we discussed a purely electronic Hamiltonian of the
system in absence of vibrations. If the latter are taken into account, modu-
lations of the orbital energies eMM are given by the local electron–phonon
couplings gQ

MM arising from both intramolecular vibrations and vibrations
involving molecules in its vicinity, i.e. intermolecular vibrations. The
Hamiltonian with exclusively local interactions is also referred to as the
Holstein molecular crystal model. In the full Holstein–Peierls model, also
the variation of the transfer integrals eMM by vibrations, resulting in a fluc-
tuation of the spacing between molecules and/or the relative orientations of
adjacent molecules, is considered through the non-local coupling constants
gQ

MN. In the following, we focus on the determination of coupling parameters
based on ab initio calculations using Eq. (8.12).

In the case of local electron–phonon coupling, the molecular geometry is
distorted from the ground state according to the vibrational patterns of the
normal modes, and the values gj

MM are determined from linear fits of re-
sulting changes in the electronic energies with the phonon amplitude Xj. For
the real-space method this can be approximated by monomer calculations.
However, especially low energy modes are significantly influenced or driven
by the presence of adjacent molecules. This makes it necessary to perform
such analysis for larger assemblies of molecules in a supercell that is larger
than the unit cell by displacing the positions of the atoms according to the
obtained eigenvectors of the normal modes. In the reciprocal-space ap-
proach, the lattice is distorted according to the phonon eigenvector and the
modulation of the band structure encodes the local electron–phonon
couplings which again can be extracted from linear fits of resulting changes
in the eMM. Here also the average onsite energy change may be of relevance.

The fluctuations of the transfer integrals eMN are mostly caused by low
energetic intramolecular modes like bending or torsional vibrations as well
as intermolecular vibrations or librations resulting in relatively large non-
local electron–phonon coupling elements gQ

MN for these modes. Calculation
of the couplings for the intramolecular modes as well as the optical inter-
molecular modes can be performed analogously to the determination of the
local electron–phonon couplings by analyzing the variation in the transfer
integrals (e0)MN with respect to the phonon amplitude. This can be realized
either based on dimer calculations neglecting the impact of the surrounding
molecules or by evaluating the band structure with respect to a certain
normal mode (frozen phonon approach).

In recent years, the non-local electron–phonon couplings for acoustic
modes have also attracted more and more interest and have been shown to
be as essential as the couplings to optical and intramolecular modes for
pentacene and related molecular systems.38,39 Here, the dimer approach is
expanded beyond the G-point approximation by evaluating the non-local
electron–phonon coupling for supercells several times larger than the unit
cell taking into account phonon dispersion effects.
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Finally, as an alternative approach we mention that the deformation of the
molecular structure upon charging the neutral molecule toward the relaxed
cationic and anionic state can be determined followed by a projection of
these cationic and anionic deformation patterns onto the complete set of
vibrational eigenvectors of the neutral molecule. This gives also access to the
local coupling parameters.

8.3.3 Disorder Models

Already, the above-discussed Hamiltonians (for purely local coupling or both
local and nonlocal coupling) are formidable challenges for the evaluation of
transport quantities such as the dc conductivity s in Eq. (8.4). Even more
challenging, additional terms mimicking static disorder have to be con-
sidered for the description of common systems. A simple and generic model
for this is the Anderson model, which introduces uncorrelated on-site en-

ergies, which are chosen at random from an interval �W
2

;
W
2

� �
according to a

box-distribution. The width W of this uniform distribution represents the
disorder strength. When such disorder is turned on, states at the band edge
become first localized while states are most robust to disorder in the band
center. Beyond such uncorrelated disorder, correlations in the onsite energy
profile are likely to exist due to electrostatic effects and should be properly
taken into account.

An alternative to the Anderson model are Gaussian40 or exponential dis-
order models (or combinations) which are widely used to describe specific
trap state distributions. A comprehensive comparison between these, how-
ever, is beyond the scope of the present chapter.

8.4 Polaron Transport Approaches
In Section 8.2, the Kubo formula to describe the charge carrier mobility was
introduced. The involved current–current correlation function, however, is
complicated to evaluate because particles and phonons are strongly coupled
in the Hamiltonian as discussed in Section 8.3. Different methods to ap-
proach the correlation function exist in the literature.20,41–44 As an alter-
native, numerical integration approaches decoupling electronic and atomic
degrees of freedom and studying the evolution of wave packets have been
presented.45,46 Since such approaches seem restricted computationally to
one-dimensional systems so far and the predictability of the carrier mobility
is debated,46,47 we focus in the following on analytical (though approximate)
solutions within the framework of the Kubo formalism. In Section 8.4.1, an
analytical representation of the full three-dimensional mobility will be de-
rived, which allows us to describe the direction dependence of transport. Such
an approach also allows us to explore the effect of finite electronic bandwidth
(finite carrier localization) on the charge transport characteristics, which are
often assumed to be vanishing although nearest neighbor transfer integrals
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can exceed 100 meV,48 as well as to derive certain limiting cases. In general,
finite bandwidth effects have been discussed by Kenkre,49 and a theoretical
derivation has been carried out with an analytical evaluation of the Kubo
formula in ref. 20. To focus on the basic physics, the nonlocal Peierls-type
electron–phonon coupling is dropped for clarity in the following.

8.4.1 Three-Dimensional Anisotropic Mobility

It is insightful to start with some considerations about numbers.
The charge carrier mobilities of organic molecular materials rarely exceed
10 cm2 V�1 s�1 and, thus, the average velocity (for electric fields of 1 kV cm�1)
amounts to about 1 Å ps�1. For systems where larger fields have to be applied,
the mobilities are usually lower by orders of magnitude. So for a typical nearest
neighbor distance of 1 nm, an average transfer time between molecular sites of
t E 10 ps is required and marks a lower limit. A corresponding energy value
can be calculated to h�/t¼ 0.2 meV. This transfer energy is almost three orders
of magnitude smaller than the bare electronic transfer integrals. Not sur-
prisingly, one can conclude that the charges do not move on the time scale of
the electronic transfer integrals, which would correspond to a ballistic trans-
port situation. In contrast, motion of carriers is strongly correlated with their
polarization cloud, i.e. polarons can form and move on the above-derived
smaller time scale. Consequently, it may be assumed that the charge carriers
are almost fully dressed by phonons, which is at the heart of the polaron
concept, which turns out to be highly successful in describing transport.

Taking this into account, one can use this polaron concept by introducing
polaronic states instead of electronic ones in order to evaluate the Kubo
formula (8.3). In fact an exact expression can be obtained by a polaron
transformation for all operators bO by means of the unitary replacement
bO! ~̂O ¼ ŜÔŜy as:

Tr r̂ð0Þ ĵ ĵðtÞ
h i

¼Tr ~̂rð0Þ~̂j ~̂jðtÞ
h i

(8:16)

This further suggests the definition of an effectively reduced polaron
transfer integral ~eMN . Note that this quantity is smaller than eMM but not zero.
Moreover, it depends on temperature through the numbers of phonons
determined by the Bose function.

In contrast to the fully localized polaron limit, which neglects the band-
width effect completely (e-0), one can describe the phonon averaged
polaron Hamiltonian in k space still with finite bandwidth according to:

beH ¼
X

k

~e(k)âykâk þ
X

Q

�hoQ b̂yQb̂Q þ
1
2

� �
(8:17)

which is used to evaluate the quantum statistics through ~̂r, i.e. the thermal
averaging in the Kubo formula (8.16).
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At this point it is important to mention that the particular form of Eq. (8.17)
is derived from its equivalent form in real space through a simple Fourier
transform and does not imply that polarons show solely band transport. It will
become clear that hopping contributions are equally included.

Introducing the short-hand notation ~e0N � ~eN , one finally obtains for the
mobility in its full tensorial form:20

mab ¼�
e0

2NCNO�h2kBT

X

LMN

RLaRNb~eL~eN

X

k1k2

e�ik1 RMþRNð Þeik2 RM�RLð Þnk1 1� nk2ð Þ

ðþ1

�1
dte

it
�h ~e k1ð Þ�~e(k2)½ � exp �

X

Q

NQeioQt þ 1þ NQ
� �

e�ioQt
� �

GQ
0L0Ne�iQRM

( )

(8:18)

This generalized mobility expression includes the effect of finite polaron
bands and is discussed below. It should be highlighted that the band en-
ergies ~e kð Þ of the polaron states ki directly enter expression (8.18) and
nk1� n~e(k1) is the Fermi function for polarons. NQ is the phonon occupation
number and the quantity GQ

0L0N an effective electron–phonon coupling con-
stant. Owing to the extension to finite bandwidth, the polaron densities
nki

are no longer constant but describe a temperature-dependent band oc-
cupation. This will be important for the generalization to systems with static
disorder that is discussed later in this chapter.

Equation (8.18) contains coherent and incoherent (hopping) transport
contributions, which may be separated according to m ¼ m(coh) þ m(inc). The
coherent contribution can be inferred from Eq. (8.18) by setting the effective
electron–phonon coupling GQ

0L0N to 0, which yields:

mab ¼�
e0

2NCNO�h2kBT

X

LMN

RLaRNb~eL~eN

X

k1k2

e�ik1 RMþRNð Þeik2 RM�RLð Þnk1 1� nk2ð Þ

ðþ1

�1
dte

it
�h ~e k1ð Þ�~e(k2)½ � (8:19)

After introducing a finite polaron lifetime t from static disorder (as in the
small-polaron theory), one finds for the coherent contribution:20

m(coh)
ab ¼

ffiffiffi
p
p

e0

2NCkBT

X

k

nk 1� nkð Þ~na kð Þ~nb kð Þt kð Þ (8:20)

Hereby, the polaron band velocity is given as:

~na ¼
1
�h
@~e kð Þ
@ka

:

The appearance of the band velocity in the expression is caused by the
inclusion of finite electronic bandwidth in the theory. The coherent
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contribution to the mobility may also be regarded as the low-temperature
limit of the total mobility since phonon-induced incoherent contributions
vanish. In this low-T limit the coherent contribution is similar to the well-
known expression obtained from band theory and Boltzmann equation
treatment for constant relaxation time (t). Without polaron effects, ex-
pression (8.20) describes the mobility in the framework of the relaxation
time approximation.50,51 Here, t can for instance be calculated with the
Fermi golden rule. For disordered systems discussed below, finite t naturally
arises from the presence of scatterers and can be captured in a time
propagation scheme (Section 8.5.2) such that it does not have to be used as
empirical parameter there. The essential improvement of the polaronic ap-
proach with respect to classical band theory can be characterized by the
replacement of electronic bands by temperature-dependent polaronic bands
(e! ~e). We finally note that the above-discussed band-transport term (8.20)
does not appear in the limit of strictly localized charge carriers in Holstein’s
small-polaron theory where the band picture breaks down (zero
bandwidths).

A simplified expression for the remaining incoherent mobility contri-
bution m(inc) can be found elsewhere20 and will not be discussed here.
However, it should be mentioned that this incoherent contribution vanishes
completely for zero electron–phonon interaction. On the other hand, for
finite electron–phonon coupling it is the dominating part for high tem-
peratures for which all phonon modes are increasingly occupied. This high-T
limit of Eq. (8.18) is analyzed further below.

Here we focus on an illustration of the approach and plot in Figure 8.1 the
hole mobilities of naphthalene in comparison to the experimental data.

Figure 8.1 Anisotropy and temperature dependence of hole mobilities in naphtha-
lene crystals. (left) Theory as presented in the text (ref. 52). (middle)
Experimental data taken from ref. 53. (right) Theory with narrow-band
approximation (ref. 54).
Reproduced after ref. 52 with permission. Copyright 2009 American
Physical Society.

Concepts and Modeling for Charge Transport in Organic Electronic Materials 285

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

02
73

View Online

http://dx.doi.org/10.1039/9781782626947-00273


The contributions m(coh) and m(inc) are separated in the left-hand panel of this
figure. Results within the narrow-band approximation are plotted in the
right-hand panel. It is seen from the comparison to experiment that all
qualitative features of the measured mobility can indeed be described by Eq.
(8.18). This includes the mobility anisotropy, which is weak in the a� b
plane (herring-bone plane of the crystal) but shows strongly reduced values
in the perpendicular c* direction (green curves in Figure 8.1), and it also
includes the temperature dependence, which can be described reliably in
contrast to the narrow-band theory.

8.4.2 Limiting Cases

The carrier mobility obtained above will be discussed here in limiting cases.
Equation (8.18) is a generalization of Holstein’s small-polaron model be-
cause the narrow-band approximation was avoided and, instead, the full
bandwidth was taken into account by means of a mixed real-space and re-
ciprocal-space representation. We further illustrate the relation of both ap-
proaches by considering the limit of zero bandwidth in Section 8.4.2.1. In
Sections 8.4.2.2 and 8.4.2.3, the charge carrier mobility is discussed in the
limit of high and low temperatures, respectively.

8.4.2.1 Narrow-Band Limit

An important limiting case of the polaron model is when the transfer inte-
grals in the Hamiltonian are very small. While this might not be the case for
some high mobility organic semiconductors like rubrene or durene,55,56 it is
instructive to study this limit because the above results become exact. The
so-called narrow-band limit is approached by setting ~e k1ð Þ ¼ ~e k2ð Þ for all
wave vectors in Eq. (8.18), which implies that the Fermi distribution can be
replaced by a constant carrier density c with nk - c � Nc/NO. Consequently,
Eq. (8.18) reduces to:

m(NBA)
ab ¼ e0 1� cð Þ

2kBT
~V pol
ab

ðþ1

�1
dte2SjFj (t)g2

j e�
t
tð Þ

2

(8:21)

This result is the narrow-band result as derived previously for the case of
local electron–phonon coupling.30,43 In ref. 43, the generalization to non-
local electron–phonon interaction has also been successfully derived in the
narrow band limit, which will not be discussed here. Discussion of the
mobility concentrates here on the case of local electron–phonon coupling
only. Equation (8.21) may also be split into a coherent and incoherent part
using the separation:18

e2SjFj (t) g2
j ¼ 1þ e2SjFj (t) g2

j � 1
	 


In general, there are two main differences between the general theory and
the narrow-band approximation. First, in the general case, there are
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additional scattering channels (for inelastic scattering, i.e., ~e k1ð Þa~e k2ð Þ)
compared to the narrow-band theory, which only take elastic scattering into
account, where the energy difference for initial and final polaron states is
always zero, ~e k1ð Þ ¼ ~e k2ð Þ. Second, the transport channels that were already
included in the narrow-band theory are much better described in Eq. (8.18)
since the state energy e is incorporated properly and influences significantly
the transport properties, while the narrow-band approximation partially
neglects the energy dispersion, which immediately leads to an incorrect
matching of initial and final state energies for elementary scattering
processes.

Clearly, for high enough temperatures the above replacements, which
have been introduced to arrive at the narrow-band result, become exact, and
the full theory coincides with the narrow-band theory. In contrast, for low
and medium temperatures one observes strong improvements over the
narrow-band approximation by using Eq. (8.18). This will be further
discussed below.

8.4.2.2 High Temperatures

With rising temperature, the effective polaron mass increases, which is a
direct consequence of the band narrowing. As a result, in the T-N limit,
the coherent mobility behaves like m(coh)-0. For the remaining incoherent
contribution, the distribution function nk for polarons becomes constant
(nk-c) if the temperature is high enough that the bandwidth becomes
smaller than kBT. If the bandwidth is also smaller than all relevant phonon
energies, the narrow-band limit applies and one can set ~e k1ð Þ ¼ ~e k2ð Þ in
Eq. (8.18) and obtain:

m(inc)
ab ! e0 1� cð Þ

2kBT
~V pol
ab

ðþ1

�1
dt e2SjFj tð Þg2

j � 1
	 


e�
t
tð Þ

2

(8:22)

For sufficiently large temperatures (2Njg2
j 41), the �1 term in the paren-

thesis is negligibly small and the left-hand side of Eq. (8.22) equals the
narrow-band result from Eq. (8.21). In fact, Eq. (8.22) corresponds to the
hopping term in Holstein’s original narrow-band theory. The high-T limit of
Eq. (8.22) reads:

m(inc) / T�
3
2e�

Ep
kBT (8:23)

where Ep ¼ 1
2 g2

j �hoj is the polaron binding energy in case of a single
effective mode j.43 Since the coherent contribution m(coh) vanishes for high
temperatures, m(inc) dominates and it follows that this activation law holds
for the total mobility m in Eq. (8.18).

Additionally, it should be highlighted that the temperature dependence
found in Eq. (8.23) is the same as in the classical Marcus theory for electron
transfer.57,58 In the Marcus theory, the polaron binding energy Ep is regarded
as a barrier for the charge carrier between two states of localization on
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different sites (initial and final states for the charge transfer process). Note
that beyond the maximum of m(T) in Eq. (8.23) (kBT > 2

3 Ep), the mobility is a
decreasing function of T, while for lower temperatures (kBTo 2

3 Ep), one finds
an activation behavior giving larger m for larger T.

8.4.2.3 Low Temperatures

To calculate the T-0 limit of the coherent contribution (8.20) in the full
theory, we make use of the low-temperature limit of the product nk(1 � nk)
which can be expressed as the energy derivative of the Fermi–Dirac distri-
bution according to:

nk 1� nkð Þ ¼ kBT
@n~e(k)

@~e(k)

The energy derivative at zero temperature (step function) leads to the
limit:

lim
T!0

@n~e(k)

@~e(k)
¼ d ~e kð Þ � z½ �

From a physical point of view, this means that only the polarons from
within a thermal layer of width p kBT at the chemical potential z contribute
to transport. As a consequence, this kBT term exactly cancels the prefactor
1/kBT in Eq. (8.20) resulting in a finite carrier mobility for T¼ 0 K, which only
depends on t. Importantly, this is a major improvement over the narrow-
band theory, which involves a replacement nk(1 � nk) - c(1 � c) and results
in a 1/kBT divergence. Therefore, the correct inclusion of the Fermi–Dirac
statistics in the present theory is essential for removal of this unphysical
singularity. Figure 8.1 illustrates this by comparing both cases with a low-T
saturation of the mobility (left-hand panel) and a 1/T divergence for the
narrow-band theory (right-hand panel).

In the special case of an isotropic system with a parabolic band structure,
one obtains the low-T limit as:

m(coh) ¼
ffiffiffi
p
p

e0t
2m�pol

(8:24)

which resembles the Drude expression for the mobility but generalized to
polarons as charge carriers. The polaron effective mass is given by:

m�pol ¼ m�el=holeeSjg
2
j (8:25)

This mass is increased compared to the bare electron/hole mass due to the
coupling to the phonons, i.e. the polarization cloud adds some extra mass.
Note that the expression (8.24) including the scattering time t, although
compact, is certainly an oversimplified form for the general case as such a
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scattering time must include the description of all the physical processes
including momentum and energy conservation of the underlying scattering
processes in a single parameter.

The low-T regime of the incoherent mobility m(inc)¼ m � m(coh) is analyzed
for a single scatterer j of frequency oj in the limit of a small phonon occu-
pation number (Nj{1). Assuming ultrapure crystals where static disorder is
much smaller than phonon induced dynamic disorder, i.e. 1/t{oj, one
finds the largest term:

m(inc) / g2
j

Nj

T
�

g2
j

T
e�

�hoj
kBT (8:26)

Basically, this result describes an activation law with the phonon energy as
a relevant energy barrier. The process behind this leading term is a phonon
absorption process, which elevates the polaron above the Fermi energy. The
frequency of occurrence of such an event is proportional to Nj, the number of
available phonons. Additionally, the activation law should rather be re-
garded as a probability than a real barrier. Finally, the T-0 limit of
Eq. (8.26) is obtained as m(inc)-0, i.e. the incoherent mobility vanishes.

We also note that, although the reciprocal space has been used above to
derive a convenient expression for the coherent mobility, it is not necessary
to restrict to translation symmetric (i.e. periodic) systems. By transforming to
a real-space representation it becomes clear how to generalize this approach
to disordered systems. In such systems, analytical approaches become in-
convenient and numerical schemes are preferred. In the next section we will
demonstrate the working principles of time-propagation methods that can
be employed in systems with disorder.

8.5 Quantum Dynamic Charge Propagation
Techniques

8.5.1 Introduction

Until now, we explained the analysis of charge transport based on the Kubo
formalism by evaluating Eq. (8.3) using the polaron model. However, it is
also possible to determine the conductivity s according to Eq. (8.5) by cal-
culating explicitly the spatiotemporal behavior of the wave function
spreading DX. Accordingly it is necessary to simulate the propagation of the
wave function analogous to solving the time-dependent Schrödinger equa-
tion. Here, several approaches have been developed and applied successfully
in recent years. On the one hand, the dynamic behavior of the molecular
system and its effect on the electronic structure can be represented within
the framework of the polaron model by investigating the spatiotemporal
evolution of the polaron state.59 Consequently, these methods consider the
full quantum nature and dynamics of electrons and phonons. On the other
hand, the thermal fluctuations of the electronic parameters can be treated
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explicitly by performing a propagation of the charge carrier wave function on
a vibrating lattice.60 Here, only the electrons are treated quantum mechan-
ically, while the phonons are described classically within the framework of
molecular dynamics (MD) simulations.

In the following, we will present one example for each approach. First, let
us derive a basic method to solve the time-dependent Schrödinger equation
numerically, which is essential to propagate the wave function of the charge
carrier C in real time and real space. The corresponding equation of motion
to be solved leads to the formal solution:

C tj
� �
i ¼ bU tj; ti

� ��� ��C tið Þi ¼ e�ibH(tj�ti)jC tið Þi (8:27)

where bU t; t0ð Þ is the propagator of the time-independent Hamiltonian bH
(for time dependent bH this is valid for a sufficiently small time interval
Dt¼ tj � tj) and h� is set to 1 in this subsection for simplicity. Here, the wave
function Cj i can either be represented in the eigenstate basis jCnf g with the
corresponding eigenenergies En being the diagonal elements of the Hamil-
tonian matrix H or can be formulated by a grid-based method, e.g. in the
discrete variable representation.61 The necessary diagonalization can be
prohibitive for the former and thus, in the following, we will use a grid-based
method representing the wave function by a n-dimensional vector c(t). Its
complex, time-dependent elements cn(t) are defined by the projection:

cn tj
� �
¼ hCnjC(tj)i (8:28)

Its temporal evolution in the eigenstate representation then reads:

c tj
� �
¼ U tj; ti

� �
c tið Þ ¼ e�iH(tj�ti)c tið Þ (8:29)

There exist several numerical approaches to evaluate the propagation
steps described by this expression. One efficient technique is given by the
Chebychev polynomial expansion following the idea to approach the prop-
agator U tj; ti

� �
by a Chebychev series taking the form:

U tj; ti
� �

¼
XN

k¼0

ak tj � ti
� �

Fk Hð Þ (8:30)

where the complex Chebychev polynomials depend on the Hamiltonian and
obey the recursion relation:

Fkþ1 Hð Þ ¼ �2iHFk Hð Þ þ Fk�1 Hð Þ (8:31)

Correspondingly, for the numerical implementation, the argument of Fk

has to be mapped onto the interval [� i; i]. Consequently, the spectrum of
H is shifted and scaled to the range [� 1; 1]. Then, the propagation is
performed with the normalized Hamiltonian, and a shift parameter is
introduced to compensate for the normalization. The time-dependent
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expansion coefficients ak(tj� ti) in Eq. (8.30) are related to the Bessel func-
tions Jk(tj� ti) as follows:

a0 tj � ti
� �

¼ J0 tj � ti
� �

and ak tj � ti
� �

¼ 2Jk tj � ti
� �

(8:32)

The order of the Chebychev expansion N has to be chosen large enough to
ensure the convergence of the series, which usually is easy to achieve due to
the properties of the Bessel functions.

8.5.2 Polaron Theory Based Charge Propagation

Here we combine the analytical expression of Eq. (8.20) with the above-de-
scribed propagation methods using the polaron Hamiltonian (8.17) in the
evolution operator. In fact, one observes that Eq. (8.20) is the diffusion co-

efficient for polarons ~n2t ¼ 1
2

D, which can be equally defined in ordered and

disordered systems and is related to the mean square spreading of polaronic
wave packets analogous to Eq. (8.5), with which one can write:

m(coh)
a ¼ O

e0ckBT

ð
dEs(E,t)nE 1� nEð Þ (8:33)

Hereby the relation s(E; t) ¼ e2
0

2
D(E)r(E) with r(E) the density of states for

disordered systems has been used. The finite temperature in this approach
enters through the prefactor (1/kBT) and the term nE(1 � nE).

The behavior of the coherent mobility is analyzed for a model organic crystal
as defined in Figure 8.2(a) which consists of a three-dimensional (ortho-
rhombic) crystal of anisotropic aspect ratio and with different transfer integrals
in different directions. Orthorhombic symmetry is used for simplicity and
implies vanishing off-diagonal tensor components for the mobility. The model
for electron–phonon coupling is restricted to a single dispersion-less phonon

Figure 8.2 (a) Crystal geometry and transfer integrals for the model used for trans-
port simulations. (b) Mobility m(coh)

x (Eq. 8.33) and (c) mobility m(coh)
x þ m(inc)

x
(Eq. 8.34) for the model crystal in (a) with a single coupling phonon mode
(h�o¼ 12 meV) and effective electron–phonon coupling (gl¼ 0.7). Disorder
strength W in the Anderson model is used as indicated.
Adapted after ref. 59, with permission. Copyright 2011 American Physical
Society.
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mode for simplicity (for specific values, see figure caption), while the full
phonon-spectrum can be included in principle as is clear from Eqs. (8.33) and
(8.34). Disorder is introduced through an Anderson model with varying dis-
order strength W and the carrier concentration is fixed to c¼ 10�3.

For this model, Figure 8.2(b) shows the influence of the disorder on
transport and in particular on its temperature dependence. Disorder tends
to localize the charge carriers most at low temperatures. A mobility drop by
three orders of magnitude is obtained when increasing W by a factor of 4.
The effect is much weaker at high temperatures. In addition, at high tem-
peratures the second (incoherent) part has to be taken into account. It can be
written for elevated temperatures as:

m incð Þ
a ¼ e0O

2

2c�h2kBT

X

M

R2
M~e2

M

ð
dE1dE2r E1ð Þr E2ð ÞnE1 1� nE2½ �

ð
dteit E1�E2ð Þ=�h exp 2Fl(t) g2

l

� �
� 1

� �
(8:34)

Figure 8.2(c) shows the total mobility by summing Eqs. (8.34) and (8.33).
A notable difference to the curves in (b) is visible at high temperatures where
such phonon-assisted transport is the dominating contribution. In this re-
gime, band-narrowing effects and phonon activation are in competition and,
for the chosen model, yield a mobility decay with increasing T. The influence
of disorder is clearly much weaker at high T although it is still present. As a
result of increasing disorder the overall temperature dependence changes
from a band-like behavior to dominating activation-like behavior.

8.5.3 Mixed Quantum–Classical Propagation

In recent years, much effort has been made to calculate the electronic par-
ameters, i.e. the orbital energies and the transfer integrals, for various sys-
tems at different levels of theory. As presented in the previous sections, most
of the calculations performed so far rely on the implicit assumption that the
presence of moving charge carriers does not strongly modify the values of
electronic coupling and molecular orbital energies; however, this assump-
tion seems to break down in some situations. For example, one can expect
that in the case of hole transport the coupling between two neutral organic
molecules may differ from the coupling between cationic and neutral mo-
lecular species. Additionally, it is observed experimentally that the charge
carrier mobility is significantly influenced by the charge carrier density in
the material, indicating that the presence of charge carriers should be taken
into account explicitly in improved charge transport simulations.

In this section, we present a computational methodology that is free from
adjustable parameters and allows us to include in a consistent way the in-
fluence of a propagating charge onto the dynamics as well as the electronic
parameters of the system through which it is moving. Using this approach,
we demonstrate that the explicit inclusion of a moving charge can have a
strong effect on the values of these parameters and hence on the qualitative
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behavior of the transport characteristics of the system. The section is
structured as follows: In Section 8.5.3.1 the self-consistent propagation
scheme used is described, in Section 8.5.3.2 the impact of the charge carrier
on the electronic structure is discussed, and in Section 8.5.3.3 the charge
transport characteristics in coronene and pentacene are analyzed.

8.5.3.1 Self-Consistent Propagation Scheme

The structure of the propagation scheme follows the descriptions given in
refs 60 and 62, which is also depicted schematically in Figure 8.3. Based on
an equilibrated geometry, which serves as initial structure, the migration of
a charge carrier, which is initially localized on a single molecular site, is
simulated in real time and real space under joint consideration of electronic
and atomic dynamics. Each cycle of the propagation scheme consists of an
electronic system-parameterization step with respect to charge effects fol-
lowed by determination of the dynamics of the charge carrier, and a simu-
lation of the atomic dynamics with included additional electrostatic
potentials for the simulation of the charge carrier. In the following, the
particular steps are explained in detail.

Initialization. The first step is to pick a structural initial guess consisting
of the preparation of the model system. This includes the equilibration
of the neutral molecular system with periodic boundary conditions by
using a suitable level of theory for the MD simulation. Here, ab initio ap-
proaches provide a realistic representation of the electronic structure and
the molecular dynamics, but reduce strongly the possible system sizes due
to the high computational effort (typical supercells can be seen in
Figure 8.4 for coronene and pentacene). After the equilibration, the charge

Figure 8.3 Schematic representation of the ab initio real space and time propa-
gation scheme for charge carriers through organic molecular systems
consisting of three parts: The calculation of the eigenvalues and transfer
integrals (parameterization), the quantum dynamical propagation of the
charge carrier wave function (QD), and a molecular dynamics step (MD).
Adapted from ref. 60 with permission. Copyright 2012 Wiley-VCH Verlag
GmbH, Weinheim.
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carrier (in this section a hole) is assumed to be completely localized on a
certain molecule, i.e. molecule 1 displayed in Figure 8.4. According to the
shape of the charged orbital of the molecule, the charge can be replaced
by a distribution of point charges over the molecule to represent its elec-
trostatic potential as shown in Figure 8.4 for coronene and pentacene. To
extract the charge carrier after crossing the system, traps are attached on
the opposite side of the molecular system (molecule 10 for coronene and
molecules 15 and 16 for pentacene) because of the limited system size.
They absorb the charge carrier when reaching the end of the system.

Parameterization. For the initial structure as well as after each MD step,
the ADF package63–65 is used to determine the orbital energies eMM and the
nearest neighbor transfer integrals eMN since this code allows for the analy-
sis of fractionally charged molecules. As charge affects on the electronic
structure of the molecular system shall be taken into account, according to
a coarse-grained representation of the system in the MO basis, a fractional
charge nMe0 is assigned to each molecular site M based on the calculated
wave function of the charge carrier obtained from the QD step. Here nM is a
number between zero and one and e0 is the elementary charge. Initially,
molecule 1 is charged with e0 (n1¼ 1), whereas all other molecules are neu-
tral (nl¼ 0). However, cycle after cycle, the wave function is more and more
delocalized over the molecular stack represented by the fractional

Figure 8.4 Preparation of a coronene and a pentacene system for the propagation
scheme. (a) The simulated one-dimensional coronene model system
with numbered molecules. Initially, the point charge is completely
localized on molecule 1, which is marked by the blue spot. On the
opposite side of the molecular stack, a trap, symbolized by the red bars,
is connected via the Lindblad formula to the molecular system at
molecule 10. (b) The simulated two-dimensional pentacene model
system with numbered molecules. Initially, the point charge is com-
pletely localized on molecule 1, which is marked by the blue spot. On the
opposite side of the molecular stack, two traps, symbolized by the red
bars, are connected to the molecular system at molecules 15 and 16.

294 Chapter 8

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

02
73

View Online

http://dx.doi.org/10.1039/9781782626947-00273


occupation in the HOMO that is reduced to nM. In addition to the effect
of the fractional charge nMe0 on the electronic structure of this molecule
M, also the fractional charges (distributed over molecules in a point-
charge approach as displayed in Figure 8.4) of the neighboring molecules
defining an electric field are taken into account for the calculation of the
orbital energies. Analogously, the transfer integrals eMN are directly ob-
tained from the interactions of the fragments M and N by using the frag-
ment orbital approach implemented in ADF.66 Correspondingly, the
dimer of the two neighboring molecular sites M and N exhibits the frac-
tional net charge nMNe0¼ (nM + nN)e0. Also here, the electric field defined
by the surrounding fractionally charged molecules is taken into account.
Owing to the changes in the electronic structure affected by the presence
of the charge carrier, the MOs from the HOMO down to the HOMO-5 as
well as the corresponding transfer integrals between all combinations of
these orbitals have to be included in the calculations. The sets of system
parameters, orbital energies and transfer integrals, are calculated for
every molecule and every combination including the actual charge distri-
bution for time steps of 1 fs, which proved to be sufficient to describe
the time evolution accurately.

Quantum Dynamics. Based on the determined system parameters H(t) of
the actual time step, the time evolution of the hole wave function is calcu-
lated by a quantum dynamical propagation scheme. The basic structure of
the propagation scheme used is similar to the one presented in the previ-
ous section. However, the consideration of lower lying MOs with respect to
the HOMO demands the implementation of transitions of the fractional
hole population from the HOMO-x levels to the HOMO that is expected to
occur on short time scales. Additionally, the trap steps catching irrevers-
ibly the charge carrier wave function when reaching the end of the mo-
lecular stack have to be included. As such quantum systems cannot be
represented by isolated ones, dissipative effects have to be included in
the simulation. Therefore, the wave function description is transferred
to the density matrix representation r̂ tð Þ ¼ jC tð ÞihC tð Þj, which allows us to
incorporate effects such as energy relaxation in the quantum dynamical
calculation. Then, the temporal evolution of the density matrix can be
represented by the Liouville–von Neumann equation:

_q tð Þ ¼Lq tð Þ ¼ Lsys þLD
� �

q tð Þ ¼ �i H; q½ � þLDq tð Þ (8:35)

Here, L is the Liouvillian superoperator of the whole system consisting of
a non-dissipative term Lsys and a dissipative term LD. A reliable ansatz to
describe LD is given by the Lindblad approach67–69 treating the relaxation in
the framework of the system only. Although it is a semi-phenomenological
mathematical approach, the Lindblad equation gives the correct math-
ematical and physical properties to the dynamics of the system by preserving
complete positivity of the density matrix during the non-unitary time
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evolution. It enables one to include information on the system-bath coupling
in this model. LD can be written as follows:

LDr̂ tð Þ ¼
X

a

Ĉar̂Ĉya �
1
2

ĈyaĈa; r̂
� �

þ

� �
(8:36)

where Ĉa are the Lindblad operators corresponding to raising and lowering
operators of the a-th two-level system jb1i; jb2i:

Ĉa ¼
ffiffiffi
g
p jb1ihb2j and Ĉya ¼

ffiffiffi
g
p

b2i hb1j j (8:37)

In the simulations, a characteristic transition rate of g¼ 0.1 fs�1 is used,
which is a reliable time scale for the charge transitions from lower MOs to
the HOMO as well as from the molecules to the traps. The Liouville–von
Neumann equation (Eq. (8.35)) is then solved to determine the migration of
the hole in the density matrix approach according to:

q tj
� �
¼ eL tj�tið Þq tið Þ (8:38)

Numerically, this equation of motion can be solved by applying the Faber
polynomial method.70 The Faber polynomials are similar to the Chebychev
polynomials but work not only for matrices with real eigenvalues but also if
the eigenvalues occur in the complex plane. Basically, the family of Faber
polynomials Fkf gk2N associated with a conformal mapping z(o) can be de-
fined via the recursion relation:

Fkþ1 ¼ zFk zð Þ �
Xk

j¼0

cjFk�j zð Þ � kck (8:39)

where {ck} are the coefficients of the conformal mapping z(z). It can be shown
that an adequate conformal mapping z(o) to integrate the dissipative
Liouville–von Neumann equation is given by:

z oð Þ ¼ oþmþ d
o

(8:40)

where the complex parameters d and m depend on the relative strength of
the Hamiltonian and the dissipative contributions. The associated Faber
polynomials in matrix representation now read:

Fkþ1 Lð Þq tið Þ ¼ L�mIð ÞFk Lð Þq tið Þ � dFk�1 Lð Þq tið Þ (8:41)

with k Z2 and the initial values:

F0 Lð Þq tið Þ ¼ q tið Þ (8:42)

F1 Lð Þq tið Þ ¼ L�mIð Þq tið Þ (8:43)

F2 Lð Þq tið Þ ¼ L�mIð ÞF1 Lð Þq tið Þ � 2dq tið Þ (8:44)
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The exponential function eL tj�tið Þ in Eq. (8.38) is analytic inside the do-
main GðLAGÞ and can be expanded in terms of the Faber polynomials as-
sociated with z. This yields:

eL tj�tið Þ ¼
X1

k¼0

1
2pi

ð

oj j¼1
do

ez oð Þ tj�tið Þ
okþ1 Fk Lð Þ ¼

X1

k¼0

ak(tj; ti)Fk Lð Þ (8:45)

Finally, the density matrix q can be determined by:

q tj
� �
� P

tj ;ti
n Lð Þq tið Þ ¼

X1

k¼0

ak tj; ti
� �

Fk Lð Þq tið Þ (8:46)

where one can calculate analytically the coefficients ak tj; ti
� �

by using the
Bessel functions of first kind Jk:

ak tj; ti
� �

¼ � i
ffiffiffiffiffiffiffi
�d
p

� �k

em tj�tið ÞJk 2
ffiffiffiffiffiffiffi
�d
p

tj � ti
� �	 


(8:47)

Application of this method to model charge transfer in molecular systems
is based on a successive calculation of the time evolution of the charge
carrier wave function in the case where nuclear and electronic degrees of
freedom are coupled. As discussed above, small transfer integrals together
with a coupling to the dynamical degrees of freedom lead to relatively long
average transfer times between sites in organic materials, which allows for a
propagation step of 0.1 fs. As the parameterization is done every fs to con-
struct the electronic system Hamiltonian, a linear interpolation is performed
to obtain the electronic parameters for every 0.1 fs.

Molecular Dynamics. After having obtained a new charge distribution
from the precedent quantum dynamical step, the MD simulation of the
molecular system is performed for 1 fs containing the information of the
hole density matrix represented by point charges defining an electric field.
Consequently, the presence of the fractional charges distributed over the
molecules does not only change the system parameters as explained for
the parameterization step but can also affect the structural dynamics.
Each MD step is based on the geometry and velocities from the previous
MD simulation and the new distribution of the fractional charges from
the previous QD step. The calculations are performed in the canonical en-
semble. It has to be mentioned that the initial localization of the charge
carrier on a single molecule can generate problems in the simulation
since due to the additional forces the velocities and correspondingly the
kinetic energy of the system of the atoms increase.

8.5.3.2 Influence of the Charge Carrier on the Electronic Structure and the
Molecular Dynamics. In this subsection we discuss how explicit treat-
ment of the charge carrier wave function influences the system dynamics
as well as the electronic system parameters and accordingly the transport
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properties for pentacene. The parameterization is performed using a semi-
local GGA-type PBE exchange-correlation functional71,72 and the DZP basis
set.73 For the MD simulation, the GTH-PADE functional74–76 and the
TZV2P-GTH basis set77 are combined with the CHARMM force field.78

First, we discuss the time series of the orbital energies in dependence of
the moving charge. The dynamic behavior of the orbital energies from
HOMO to HOMO-5 for molecule 1, which is the initially charged molecule,
and molecule 16, being connected to a trap and hosting a negligible
charge, is presented in Figure 8.5(a). Owing to the presence of the charge
carrier, the whole orbital energy spectrum of molecule 1 is drastically low-
ered in comparison to the energy spectrum of molecule 16, on which
hardly any charge is localized during the simulation time due to the
neighboring trap state. It has to be highlighted that charge effects can
shift the orbital energies by more than 1 eV, which strongly exceeds the ef-
fect of thermal fluctuations (0.1 eV). The orbital energies of molecule 1
quickly rise with decreasing population numbers (Figure 8.5c) moving
towards to the neutral values. The dynamic behavior of the orbital ener-
gies displays weakly oscillatory characteristics in the presence of a small
charge population as well as for the neutral molecule and a discontinuous
time dependence otherwise, coinciding with the rapid charge redistri-
bution (Figure 8.5c) in the first 100 fs. This could, however, also be an ef-
fect of convergence problems of ADF. In Figure 8.5(b), the time series of
the orbital energies from HOMO to HOMO-2 of the molecules 1, 3 and 4

Figure 8.5 Charge effects on the orbital energies. (a) Time series of the MOs from
HOMO to HOMO-5 for molecules 1 and 16. (b) Time series of the MOs
from HOMO to HOMO-2 for molecules 1, 3, and 4. (c) Time series of the
charge population of molecules 1, 3, and 4. The numbering of the
molecules is according to Figure 8.4(b).
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are presented, which are not only influenced by the additional fractional
occupation but also by polarization effects due to the excess charges of
neighboring molecules. For the first 50 fs, when the charge carrier wave
function is relatively strongly localized on these three molecules, the
HOMO energy of molecule 1 is closer to the HOMO-1 levels of the mol-
ecules 3 and 4 than to the HOMO levels of these sites, enlarging the prob-
ability for a charge transfer from the HOMO of molecule 1 to the HOMO-1
of the neighboring molecules. More MOs than the HOMO levels can be in-
volved in the conduction process because of the lowering of the orbital en-
ergies due to the presence of the charge carrier. Consequently, the
propagation scheme should also consider these intermolecular charge
transitions from the HOMO to HOMO-x, requiring the determination of
the corresponding transfer integrals.

For an analysis of the explicit influence of the charge carrier on the
transfer integrals, we compare two structurally equivalent HOMO–HOMO
transfer integrals, e.g. the clearly charge influenced transfer integral between
molecule 1 and the neighboring molecule 3 as well as the relatively charge-
unaffected one between the molecules 14 and 16. The time series of both
considered combinations is depicted in Figure 8.6(a) over 700 fs, the re-
spective histograms in Figure 8.6(b), and for the corresponding populations
see Figure 8.6(c). Although the time series are relatively short and not fully
statistically representative, first trends can be formulated. It can be traced

Figure 8.6 Charge effects on the transfer integrals. (a) Time series of the HOMO–
HOMO transfers integrals between molecules 1 and 3 (red), and between
molecules 14 and 16 (blue). (b) Corresponding statistics of the time
series. (c) Charge populations of molecules 1 and 3 (both red), and
molecule 14 (black). The charge of molecule 16 is negligible because of
the connection to the trap.
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that for the analyzed time series the transfer integral is considerably higher
in the presence of a charge, especially if both molecules possess a similar
fractional charge, than the transfer integral between nearly neutral mol-
ecules, which is also indicated by the average values of the absolute transfer
integrals deduced from the corresponding statistics presented in
Figure 8.6(b). However, a difference in the fluctuations of the transfer inte-
grals of both dimers cannot be found for the data. It seems that the dynamic
behavior is dominated by thermal effects instead of a charge effect. The
broad histogram of the charge-influenced transfer integral displayed in
Figure 8.6(b) follows from the strong decay of the charge population on both
molecules 1 and 3.

8.5.3.3 Charge Transport Characteristics under Consideration
of Charge Effects

The potential of the ab initio quantum dynamical charge propagation
scheme described in the previous subsection is demonstrated by applying
this scheme to the calculation of the mobility of a hole along a one-di-
mensional stack of coronene molecules analogous to those studied experi-
mentally by Feng et al.79 and a two-dimensional herringbone stacked
pentacene system according to the theoretical studies by Shuai et al.80

One-Dimensional Coronene System. As displayed in Figure 8.4(a), the
chosen one-dimensional model system involves ten coronene molecules,
which prove to be sufficient to obtain a reliable insight into the charge
transport characteristics. The parameterization is again performed at the
PBE/DZP level, and the SCC-DFTB method81,82 is applied for the MD simu-
lation. The propagation of the charge carrier wave function for tempera-
tures ranging from 300 to 500 K is depicted in Figure 8.7. In general, we
see that the wave packet can propagate more rapidly across the stack at
higher temperatures, which is accompanied by a rapid broadening of the
charge distribution. However, the charge carrier is relatively localized
over five molecules after 600 fs at room temperature, which indicates
that the dynamical disorder is not strong enough to overcome the

Figure 8.7 Hole dynamics in a one-dimensional coronene stack at different tem-
peratures. The wave function is visualized as a function of time and of
the populated molecular sites. Adapted from ref. 60.
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collective stabilization of the wave function caused by the interaction with
nearest-neighboring and next-to-nearest-neighboring sites. Up to around
400 K, the situation changes since dynamical disorder increases, which
leads to a rapid broadening of the charge distribution. At even higher tem-
peratures (500 K), the charge carrier is nearly delocalized over the whole
stack after 600 fs.

Next, let us analyze the time-dependent diffusion coefficient D, which can
be obtained from the time series of the propagating wave packet using:

Di tð Þ ¼
X

M

nM(t)x2
iM

2t
(8:48)

where the molecular site M is charged by nMe0 and has a distance of xiM in xi

direction with respect to molecule 1. In Figure 8.8(a), the time-dependent
diffusion coefficient D(t) is depicted for a temperature of 300 K based on two
different simulations, i.e. one taking charge effects explicitly into account
(grey solid line) and one performed without including charge effects in the
calculations of the dynamics as well as the electronic parameters (black
dashed line). Basically, by comparing both time series, it has to be pointed
out that the presence of the charge carrier does not only influence the charge
propagation in a quantitative way, but it also affects significantly the charge
transport process. While, for the simulation without charge effects, only a
quasi-ballistic transport regime is observed within the time scale investi-
gated, which would cause a considerable overestimation of the charge
carrier mobility m, the explicit inclusion of charge effects in a self-consist-
ent fashion leads to the appearance of different transport regimes. After
an initial quasi-ballistic delocalization during the first few femtoseconds

Figure 8.8 Hole transport characteristics in a one-dimensional coronene stack.
(a) Time-dependent diffusion coefficient calculated for the coronene
stack at a temperature of 300 K. The grey line corresponds to a simu-
lation, where explicit effects of the charge carrier wave function on the
molecular dynamics and the electronic structure are included giving a
diffusive-like transport regime (shaded box from 170 to 600 fs). In
contrast, a simulation without these charge effects leads to a ballistic-
like behavior of the diffusion coefficient as shown by the black dashed
line. (b) Temperature-dependent hole mobility calculated from the
nearly time-independent diffusion coefficient.
Adapted from ref. 60.
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giving a steep linear increase of the diffusion coefficient, the motion of the
charge carrier becomes diffusive, which enables one to determine a nearly
time-independent diffusion coefficient between 170 and 600 fs (see shaded
region in Figure 8.8a). The following slight decrease of the diffusion
constant can be associated with the irreversible trapping process at
molecule 10.

Based on the nearly time-independent diffusion coefficient the charge
carrier mobility m(T) can also be determined for different temperatures by
using the Einstein relation:

m Tð Þ ¼ D
kBT

(8:49)

The corresponding results are shown in Figure 8.8(b). Basically, we find a
maximum of the mobility for temperatures around 400 K, which is in
agreement with experiments reporting a similar temperature dependence of
the mobility for similar systems.83 The increase of mobility for temperatures
from 300 to 400 K can be explained by a more effective coupling along the
stack caused by thermal fluctuations. For even higher temperatures, the
further increased dynamical disorder weakens the p–p coupling and, thus,
results in a reduction of the mobility, which is consistent with the experi-
mentally observed sublimation region.84

Two-Dimensional Pentacene System. Now, we focus on the character-
ization of the diffusive motion of the charge carriers in the pentacene sys-
tem depicted in Figure 8.4(b). The simulations are performed at the same
level of theory as used for coronene. The time series of the populations of
each molecular site is displayed in Figure 8.9 for a temperature of 300 K.
Initially, the hole is completely localized on molecule 1 but becomes

Figure 8.9 Hole dynamics in a two-dimensional pentacene system at 300 K. The
wave function is visualized as a function of time and of the populated
molecular sites.
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rapidly delocalized. Already after 50 fs, the charge carrier wave function is
considerably distributed over nine molecular sites and has already reached
the traps indicated by a decreasing total population of the system
(Figure 8.10b), and after 150 fs the hole is completely delocalized over the
whole model system. This strong delocalization is in clear contrast to the
observations made for the one-dimensional coronene stack and can be as-
signed to the higher dimensionality of the system.

The time-dependent diffusion coefficient Di(t) in xi direction is calculated
with Eq. (8.48). The time series of the diffusion coefficients in the y and z
directions (for the definition of the axes see Figure 8.4b) as well as the total
diffusion coefficient are presented in Figure 8.10a). The diffusion coefficient
in the z direction is higher than in y direction because of a clearly limited
model system in the y direction and a higher number of conduction chan-
nels in the z direction. One can divide the displayed data into three intervals
showing a different time behavior. Corresponding to the highly localized
starting conditions, the diffusion coefficient is initially high according to a
pseudo-ballistic transport leading to a fast delocalization process. After-
wards, the diffusion coefficient decays rapidly with an increasing delocal-
ization of the charge carrier wave function. Owing to the very fast motion in
the first 100 fs, the first fractions of the charge carrier wave function are
trapped as shown in Figure 8.10(b). Between 100 fs and 200 fs, the charge
carrier experiences a short diffusion process mostly in the z direction with a
relatively constant diffusion constant Dz enabling one to determine the re-
lated charge carrier mobility mz. By averaging over the time period t A [100 fs;
200 fs], one obtains Dz¼ 0.016 cm2 s�1 and mz¼ 0.6 cm2 V�1 s�1, which is a
realistic, but small, value compared to experimentally observed total mobi-
lities between 1 and 10 cm2 V�1 s�1 for ultrapure pentacene-based field-ef-
fect transistors.85 This discrepancy might be caused by static effects because
we performed our investigations on a slightly disordered supercell. The
subsequent decay of the time series of the diffusion coefficient is affected by
an increasing population of the traps. Basically, by choosing a larger model

Figure 8.10 Analysis of the diffusion constant for a two-dimensional pentacene
system at 300 K. (a) Time series of the total diffusion constant as well as
the diffusion constants in the y and z direction. (b) Total charge
population of the system with respect to time.
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system, the results for the charge mobility could be improved. Additionally,
determination of the mobility in the y direction and accordingly an analysis
of the transport anisotropy would become possible, but the application of
the propagation scheme is limited by the required computational effort to
the investigated system size. Nevertheless, we could successfully show that
this charge transport model is indeed applicable for higher-dimensional
charge transport materials and it is able to reproduce experimental values
for the charge carrier mobility.

8.6 Résumé
In this chapter we have tried to give an overview of various frameworks to
simulate charge transport in organic semiconductors. The literature is full of
different transport approaches and often it is difficult to make a comparison
as different assumptions in these approaches are made that are not closely
related to one another, or the methods are targeting different situations and
regimes.

Here we focused on techniques that are based on a full quantum de-
scription or on mixed classical–quantum propagation schemes. Unfortu-
nately, space is not sufficient here to deepen these further or to include more
approaches. Fortunately, in the accompanying Chapter 9 presents comple-
mentary techniques based on kinetic Monte Carlo simulations. We also had
to leave out approaches based on different kinds of disorder models. In
addition, we would have liked to show the performance of the presented
approaches in more detail than was possible above but have chosen to focus
more on the fundamentals and basic concepts which should be of high value
to the reader. Therefore, we have discussed only a few illustrative examples
which are directly related to experimental systems and have compared them
to available transport measurements. A comparative study would be desir-
able to get an idea of the possible relative performances of the various ap-
proaches and their computational costs, which is left for future research.

On the other hand, we believe that future research might not converge to a
silver-bullet type of approach for all possible situations but that the co-
existence of different methodologies can be useful to target different ques-
tions in such complex materials (which are the subject of this volume) on
various levels such that effort and insight is in reasonable balance.

Very important goals towards understanding molecular materials are high
specificity of the modeling and predictability of the theoretical description.
Concerning specificity it is commonly accepted that ab initio simulations are
necessary to obtain reliable material parameters for electronic properties
and electron–phonon couplings. We have shown in this chapter different
routes to obtain these. Concerning predictability, we believe that there is still
some way to go as today the simulation of quantitative values for carrier
mobilities has still not been demonstrated convincingly. This remains
therefore a general objective for future research.
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16. S. Steudel, V. A. K. Myny, C. Deibel, S. de Vusser, J. Genoe and

P. Heremans, Nat. Mat., 2005, 4, 597.
17. H. Kleemann, S. Schumann, U. Jörges, F. Ellinger, K. Leo and B. Lüssem,
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CHAPTER 9

Simulations of Morphology
and Charge Transport in
Supramolecular Organic
Materials

DENIS ANDRIENKO

Max Planck Institute for Polymer Research, Ackermannweg 10,
55128 Mainz, Germany
Email: denis.andrienko@mpip-mainz.mpg.de

9.1 Introduction
Conjugated polymers and cyclic p-systems have been studied for almost a
decade in order to develop various optoelectronic devices, such as light-
emitting diodes, field effect transistors, optically pumped lasers, and organic
solar cells. Progress in the field has been remarkable, with the recently
announced 12% efficient organic solar cells and light emitting diodes
(OLEDs), having already entered the market of flat panel displays and
lighting applications. Despite these advancements, there is still a lack of
understanding of the fundamental processes taking place in the active layers
of such devices, hindering further development. This is, however, hardly
surprising considering the complexity of the processes involved, where one
needs to have a thorough understanding of a system’s behavior on multiple
time- and length-scales.
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In an organic solar cell, for example, light absorption leads to the
generation of excited, strongly-bound electron–hole pairs (excitons)
(Figure 9.1a). To achieve substantial energy conversion efficiencies, these
need to be dissociated into free charge carriers with a high yield. Free charge
carriers, in turn, should be able to diffuse towards the electrodes such that
they can be injected into an external circuit. Hence, to increase the efficiency
of a solar cell, one should reduce the bandgap of the absorbing molecule
(e.g. by using the donor–acceptor molecular architecture), engineer the level
alignment at the heterojunction to have efficient splitting of Frenkel excitons
into charge transfer states, and increase the charge mobility in the meso-
phases to reduce the non-geminate recombination. All of these processes are
sensitive to the morphology of the blend (examples shown in Figure 9.1b,c).

Similarly, in a phosphorescent OLED, electrons and holes are injected into
the transport layers via the electrodes, which ensures their balanced delivery
to the emission layer (EML). To allow for triplet-harvesting, the EML consists
of an organic semiconductor (host) doped by an organo-metallic emitter
(guest). Excitation of the emitter can be achieved either by an energy transfer
process, i.e. by the formation of an exciton on a host molecule and a sub-
sequent energy transfer to the dopant, or by a direct charge transfer process.
In the latter case, one of the charge carriers is trapped on the emitter and
attracts a charge of the opposite sign, forming a neutral exciton on-site. This
is argued to lead to more efficient OLEDs as compared to cases where
excitation occurs by energy transfer. The goal is therefore to achieve a
sufficiently fast charge/energy transport dynamics within the EML, while
taking into account the interplay between the molecular electronic structure,
the morphological order, and the relative alignment of the transport/excited
state energy levels of the host and the guest.

Thus, it seems that a roadmap for the computer-based optimization of
organic semiconductors is well-defined: One needs to predict the material’s

Figure 9.1 (a) Basic mechanisms of a solar cell function: exciton creation, diffusion,
dissociation at the donor–acceptor interface; charge separation and
diffusion towards the electrodes. (b) Morphology with a large surface/
volume ratio and efficient charge separation. (c) Morphology with effi-
cient charge transport towards electrodes in addition to efficient charge
separation.
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morphology, calculate the energetic landscape for elementary excitations
(i.e. charges and excitons), evaluate rates of various processes (i.e. charge/
exciton transfer, geminate/non-geminate recombination), solve the time-
dependent master equation, and analyze distributions of currents and
occupation probabilities to extract/optimize measurable properties such as
open-circuit voltage, short circuit current for solar cells, and color, efficiency,
and lifetime for OLEDs. This would comprise a solution to the so-called
‘‘forward’’ (structure to property) problem. Repeating this procedure for a set
of computer-generated compounds, these could then be pre-screened prior
to their actual synthesis. One might even imagine the possibility of inverting
the structure–property relationships by using machine-learning techniques
and appropriate molecular descriptors.

In reality, however, the computer design of organic semiconductors has
yet to reach this level of competence. In most cases, direct synthesis and
characterization of a particular compound is still faster, easier and in most
cases more reliable than computer-based predictions of its properties. The
question is – Why? There are, in fact, several reasons for this. First of all,
solving the forward problem is a non-trivial, interdisciplinary task
(Figure 9.2), which requires the combined knowledge of quantum chemistry
(molecular electronic structure, couplings, rates), statistical physics (self-
assembly, drift-diffusion dynamics, optics), and engineering (device geo-
metry, light in- and out-coupling).

Second, it is also a multiscale problem: On a molecular scale, every
molecule has its own unique environment created by its neighbors with local

Figure 9.2 Multiscale nature of processes in organic materials. (a)–(c) Properties of
isolated molecules used for accurate descriptions of electrostatic and
polarization effects. (d) Simulations of large-scale atomistic morpholo-
gies using coarse-grained and force-field based models. Efficient solvers
for the master equation with configuration-dependent rates. (e) Accurate
parameterization of macroscopic descriptions.
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electric fields leading to level shifts, broadening, and spatial correlations of
charge/exciton energies. On a mesoscopic scale, the size of phase-separated
domains of the donor and acceptor governs the efficiency of exciton splitting
and charge percolation in a solar cell; the connectivity of the guest molecules
in a host matrix determines the efficiency with which charges are delivered
to the phosphorescent guest. In addition, on a macroscopic scale, light
in–out-coupling needs to be accounted for to maximize absorption and
emission. Likewise, the typical time scales of dynamic processes such as
charge and energy transfer span several orders of magnitude. Hence, charge/
exciton kinetics cannot be treated via numerical methods with a fixed time
step, but rate-based descriptions must be employed instead.

Finally, to be predictive, the methods need to be quantitative. That is, not
only each particular method is required to provide accurate values for the
quantities of interest but the entire procedure of ‘‘bottom-up scaling’’ from
the micro- to the macroscopic world should be robust. To illustrate this, let
us focus on exciton and charge transport in a solar cell. Here, the energetic
landscape is crucial for the excitation mobility. The main contributions to
this landscape are from the (long-range) electrostatic interactions between
the charged molecule and its environment, as well as excitation stabilization
due to the polarization of its surroundings. To describe long-range inter-
actions, cutoffs as large as 5–10 nm are required to accurately predict site
energies. Systems of these sizes simply cannot be treated using first
principles and an adequate classical representation needs to be employed.
For excited states (e.g. Frenkel excitons), classical treatments alone are
infeasible and QM/MM techniques are required. With the site energies at
hand, one can evaluate the rates, which in general exponentially depend on
site energy differences. This implies that all errors made when evaluating the
energetic landscape will propagate into, for example, the charge mobility,
exponentially. Therefore, an error propagation assessment at every level of
parameter transfer is essential.

To this end, three distinct directions of modeling organic semiconductors
have been pursued. At the most coarse level, continuum drift-diffusion
equations have been employed to interpret experimental data, e.g. current–
voltage characteristics.1–3 This type of modeling is based on generic physical
principles: only a few material-specific parameters, such as dielectric
constants, charge carrier and exciton mobilities, diffusion constants, and
creation/recombination rates, enter the equations. The continuum approach
helps to analyze and optimize complex multilayered devices, but it by no
means is limited to the device-engineering tasks. It can also be used to
establish universal relationships between device parameters, for example the
relation between the open-circuit voltage of a solar cell, the difference
between the electron affinity and ionization potential of the acceptor and the
donor materials, and the value of the short circuit current.4,5

The use of the continuum approach would not be possible without prior
knowledge of charge/exciton diffusion constants, mobilities, injection
barriers, etc. In organic semiconductors, these quantities have a non-trivial
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dependence on the external field, the charge density, as well as the
material’s parameters. The generic expressions of these dependencies are
often obtained by employing mesoscale-level descriptions. At the mesoscale,
the electronic properties of single molecules and molecular pairs are coarse-
grained into a few essential parameters, such as the hop attempt frequency,
the hopping range, and the distributions and spatial correlations of the site
energies. The morphological details are also ignored and regular lattices,
potentially with a positional disorder, are used. The Gaussian-disorder
family of models6–12 has been particularly successful in providing analytical
forms of these dependencies, helping to unveil the role of spatial correl-
ations of the site energies on the field dependence of the charge mobility, as
well as providing a unified description for mobility versus charge-carrier
density for high and medium charge densities, achieved either in a field-
effect transistor or a diode measurement.13

By construction, mesoscale models do not provide a direct link to the
underlying chemical structure or material morphology. Moreover, model
parameters must be extracted from experimental data, making material
design and compound pre-screening virtually impossible. To remedy the
situation, microscopic descriptions attempt to incorporate the molecular
electronic structure and material’s morphology into the charge/exciton
transport models. A missing link between the micro- and mesoscales is
normally introduced by employing more realistic charge/exciton transfer
theories and by parameterizing the corresponding rates using first-principles
calculations. This parametrization has to combine atomistic-level details of
the material morphology with the information about the molecular electronic
structure, and include accurate predictions of electrostatic and induction
energies. Last but not least, efficient off-lattice master equation solvers with
explicit Coulomb interactions must be used to study transport dynamics.

The aforementioned tasks are both computationally and methodologically
challenging but definitely worth pursuing, as they help to establish the
missing links between chemical structure, processing conditions, and the
relevant macroscopic quantities of a device, e.g. open-circuit voltage in a
solar cell or charge carrier distribution in an organic light emitting diode.
Such links, or structure–property-processing relationships, help us to design
new chemicals, optimize their processing, and enable compound pre-
screening prior to their actual synthesis.

In what follows, we review the latest developments in microscale modeling
of organic materials. This includes predictions of morphologies at an atomic
level of detail (Section 9.2), charge/exciton transfer theories (Section 9.3.2),
evaluation of electronic coupling elements (Section 9.3.3), site energies
(Section 9.3.5), as well as methods required to solve the off-lattice master
equation. Since the computational cost of microscopic approaches sets
limits to accessible system sizes, special attention is paid to artifacts arising
due to finite-size effects (Section 9.4), the truncation of long-range inter-
actions (Section 9.6), and stochastic models which bridge the gap between
the microscopic and mesoscopic worlds (Section 9.5).

Simulations of Morphology and Charge Transport 313

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

03
09

View Online

http://dx.doi.org/10.1039/9781782626947-00309


9.2 Morphology Simulations
Let us first address the subject of the morphology. Molecular ordering in an
organic semiconducting film can vary from completely amorphous to highly
crystalline. The degree of ordering is often tunable by varying the chemical
structure or processing conditions. In organic light emitting diodes, for
example, where well-controlled homogeneous morphologies are required
and high charge carrier mobilities are not essential, amorphous solids are
used. As high charge carrier mobilities are needed in field effect transistors,
single crystals or highly ordered polycrystalline films are employed. Simi-
larly, in solar cells, high charge carrier mobilities in the donor and acceptor
are required for efficient charge extraction. Excessive crystallinity can,
however, be detrimental for the formation of a phase-separated morphology
in a bulk heterojunction cell. In many cases, even ‘‘highly crystalline’’
organic semiconductors are only partially ordered in the active layer of a
device. The morphological disorder can occur on different length scales,
from local defects and grain boundaries to mixed amorphous/crystalline
islands. Such morphological disorder can lead to energetic disorder (ener-
getic traps) and large variations of electronic couplings (topological traps),
hampering the transport of mobile charge carriers. To account for such ef-
fects, realistic models of molecular ordering must be capable of predicting
the degree of molecular ordering, including the trap concentration. This is
certainly one of the main challenges when it comes to modeling of
morphologies at an atomistic level of detail. Another challenge is the
supramolecular assembly of organic semiconductors: local molecular
ordering coexists with large-scale heterogeneities, both equally important for
efficient functionality. Thus, multiscale simulation techniques should be
developed, capable of covering both length-scales, from ångströms to
micrometers, as well as time-scales from femtoseconds to hours.

The theoretical and computational toolbox currently used to study self-
assembling properties of organic materials is very versatile: On the highest
level of resolution, it includes accurate quantum chemical calculations
capable of predicting properties of isolated molecules. Less computationally
demanding density functional methods can deal with much larger mol-
ecules and oligomers, including side chains, and are often used to compare
ground state energies of experimentally proposed arrangements of atoms in
a unit cell. To assess crystalline packing modes at ambient conditions and
during annealing, as well as to study amorphous melts and longer chain
lengths, classical force-fields are parametrized. To access even longer length-
and time-scales (i.e. micrometers and microseconds) coarse-grained models
are developed. The ultimate goal of these simulations is to self-assemble the
compound in silico, i.e. to predict its polymorphs as well as the degree of
disorder in the kinetically trapped molecular arrangements. The honest
assessment, however, is that we are fairly far from achieving this goal. The
main obstacles are the insufficient accuracy of the methods employed at
a specific level of resolution, the long simulation times required to study
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self-assembly, and the uncontrolled error propagation from one level to
another, e.g. when parameterizing force-fields based on quantum chemical
calculations or when developing coarse-grained models using force-field-
generated reference data. In what follows, we summarize the available
simulation techniques and point out which properties of single molecules
and of molecular arrangements they are capable of providing.

9.2.1 First-Principles Calculations

Computationally demanding first principles calculations are mostly used to
gain insight into the electronic structure, the ground state geometry of
isolated molecules, and the properties of neutral periodic crystalline
molecular arrangements. These calculations can, to some extent, serve as a
guide for a qualitative understanding of properties of molecular assemblies.
In the general case, however, processes in organic materials are extremely
sensitive to the local molecular environment, the degree of long-range
ordering, and the presence of defects and disorder. The results of first
principles calculations should therefore be complemented by the environ-
mental contributions. For computational efficiency, the latter are normally
accounted for perturbatively, using classical force-fields. The parameters of
these force-fields, e.g. distributed multipoles and polarizabilities, bonded
and non-bonded interaction potentials, can also be obtained from first
principles.14–18

However, first principles methods cannot be routinely applied in all cases,
even for isolated organic molecules. A typical example here is the conjugated
polymers (oligomers),19–25 where the extended p-conjugation flattens the
backbone, whereas the non-bonded interactions between consecutive repeat
units (steric repulsions, Coulomb, and van der Waals interactions) often
tend to distort the planarity. Typical energy differences between planar and
non-planar conformations are of the order of 10 meV, which is the accuracy
threshold of density functional methods. Hence, one is forced to use more
accurate but computationally demanding quantum-chemical methods,19

especially when parametrizing bonded interactions. At the same time, in
conjugated polymers, the ground-state torsional angle between repeat units
depends on the oligomer length and torsional potentials can be correlated
up to a few nearest-neighbors.25,26 This makes geometry predictions a
formidable task, even for the case of isolated oligomers.

Another niche of research where first principles methods are employed is
in studies of crystalline molecular arrangements. Here, density functional
theory has been used to establish whether experimentally reported crystal
structures correspond to well-defined energy minima.23,27–29 Since the van
der Waals interaction provides one of the major contributions to the
cohesive energy of a crystal, density-functional approaches have to be
complemented by either ad hoc terms30,31 or using semi-classical ap-
proaches.16,32,33 Similar to the situation with a single isolated chain, typical
energy differences between diverse packing motives are of the order of
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10 meV per unit cell and, hence, theoretical methods are at their accuracy
limits, making it difficult to rank the different molecular arrangements.
Note, that unit-cell optimizations and free energy estimates are often
performed at 0 K, and so entropic effects are ignored.

Apart from force-field parameterizations, formation energies, and
densities of states of crystalline arrangements, first principles methods can
also be used to evaluate some of the ingredients of charge and exciton
transfer rates and, in general, to study chemical reactions occurring upon
the oxidation, reduction, and excitation of organic molecules. Representative
examples are evaluations of electronic coupling elements between diabatic
states (discussed in more detail in Section 9.3.3), reorganization energies
(Section 9.3.4), and electron affinities and ionization potentials of isolated
molecules. They are also imperative for identifying localized states in
polymeric systems, where both strong and weak electronic couplings coexist
in the same molecule and simple criteria for conjugation segments cannot
be identified (Section 9.3.1). Finally, first principles methods can be used to
parametrize model Hamiltonians, which are solved when charge transfer
and nuclear dynamics occur on a similar timescale, or when nuclear
dynamics are not harmonic and the analytical expression for the transfer
rate is not available.34–39 These approaches are discussed in more detail in
the contribution of Ortmann, Radke, and Cuniberti in this book (Chapter 8).

9.2.2 Atomistic Models

To study larger systems and longer time-scales, various types of force fields
are developed. These integrate out electronic degrees of freedom and operate
with the (many-body) interaction potential between nuclei. The potential is
used to propagate classical equations of motion, sample the phase space of
the system in a specified ensemble, and evaluate averages of macroscopic
observables. The basis functions used to represent the potential energy
surface are often chosen according to chemical intuition and split into
bonded (bonds, angles, torsions) and non-bonded (van der Waals, Coulomb)
contributions, for which simple analytical expressions or tabulated func-
tions can be used. A detailed overview of this classical approach can be
found in several original works as well as textbooks.16,40–42

For the sake of computational efficiency, induction effects (molecular
polarizabilities) are implicitly incorporated by adjusting partial charges and
van der Waals interactions. Parametrizations of effective charges and Len-
nard-Jones parameters require experimental input such as transition tem-
peratures, density, and other thermodynamic properties, and are often
performed for a specific state point and a mesophase. Transferability to
other compounds (e.g. from biological systems to organic semiconductors) is
not guaranteed. The most common re-parametrization includes the adjust-
ment of the equilibrium values for bond lengths and angles, the fitting
torsional potentials to ab initio calculations, and the reparametrization of
partial charges using the electrostatic potential fits of an isolated molecule.

316 Chapter 9

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

03
09

View Online

http://dx.doi.org/10.1039/9781782626947-00309


A representative example is the gradual refinement of the P3HT force-field,
where parameters of an existing force-field have first been refined in order to
reproduce the torsional potential between thiophene units and electrostatic
potential around an isolated oligomer43,44 and, subsequently, to account for
the change in the backbone potential with increasing oligomer
length.20,22,24,44–46

A more computationally demanding, polarizable force-field incorporates
induction effects via distributed polarizabilities and includes higher multi-
poles in the description of electrostatics. As such, it rigorously accounts (in a
perturbative way) for electrostatic, induction,14 and van der Waals16 inter-
actions on the same footing. Since all parameterizations can be performed
from first principles, it is the only method that can be used for systematic
pre-screening of new compounds. In large systems, however, the evaluation
of induced dipoles requires a self-consistent solution of coupled non-linear
equations, which is computationally demanding. Thus, in practice, such
large-scale morphologies are simulated using standard (or adjusted) force-
fields while site energies required for the evaluation of rates are computed
using polarizable force-fields.47–49

Three typical examples of employing classical force-field simulations to
analyze or even predict molecular alignment of organic semiconductors are
shown in Figure 9.3: Figure 9.3(a) depicts lamellar arrangement of the
conjugated polymer, regioregular P3HT,44,50 obtained by equilibrating the
experimentally known crystal structure of the P3HT polymorph I. Notably,
even with these, classical descriptions, only highly crystalline morphologies
and high-temperature amorphous melts can be studied. Figure 9.3(b) shows
the vacuum-deposited layer of a small-molecule organic dye (DCV5T) on top
of crystalline C60, which assembles into a glassy phase with nematic order-
ing. Finally, Figure 9.3(c) shows an amorphous host/guest system generated
by thermal annealing of a binary mixture of two organic compounds used in
the active layer of an OLED.51,52

Figure 9.3 (a) Lamellar molecular arrangement of regioregular P3HT; (b) bulk
heterojunction solar cell (C

60
: DCV5T) simulated by depositing single

molecules of C60 and DCV5T on top of a C60 crystal; (c) amorphous host–
guest system of an active layer of an OLED.
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9.2.3 Coarse-Grained Models

In many cases, not only local but also large-scale material ordering is es-
sential for a functional device. Single grains in field-effect transistors or
domain sizes of the donor and acceptor materials in a solar cell can, for
example, be as large as several hundreds of nanometers. At the same time,
the time-scales involved in some of the stages of material processing (solvent
evaporation, annealing) can range anywhere from seconds up to hours. Such
length- and time-scales cannot feasibly be reached by atomistic molecular
dynamics simulations. One can, however, explore the fact that certain parts
of the system evolve on much slower times and larger length-scales (e.g. a
thiophene ring rotation in a polythiophene occurs on a much slower time-
scale than a characteristic bond vibration). One can therefore combine
several coherently moving atoms, connected via fast degrees of freedom (e.g.
bonds), into a single interaction site. By doing this, we reduce the number of
degrees of freedom to be propagated and, more importantly, obtain a much
smoother potential energy landscape in terms of the coarse-grained degrees
of freedom (softer interaction potentials, less friction), allowing one to
simulate ten to hundred longer times and system sizes.

The coarse-graining procedure in itself involves three steps: choice of the
coarse-grained degrees of freedom, identification of a merit function (norm),
which quantifies the difference between the fine- and coarse-grained rep-
resentations, and determination of the coarse-grained potential energy
surface (PES). The entire procedure can be thought of as a projection of the
fine- onto the coarse-grained PES and is therefore sensitive to the number
and types of basis-functions employed in the CG representation. In practice,
these are limited by the functional forms included in the coarse-grained
force field, which usually exclude many-body contributions. To perform
correct statistical sampling of the coarse-grained degrees of freedom, the
potential of mean force should be used as their interaction potential,54

which is inherently a many-body potential. The accuracy of the coarse-
grained model thus becomes sensitive to the way the projection is performed
as well as the number of basis functions that are used to represent
the coarse-grained force-field.55 Existing projection schemes either try
reproducing various pair distribution functions (structure-based coarse-
graining56–59), matching the forces,54,60,61 minimizing the information loss
in terms of relative entropy,62 or using liquid state theory.63 An extensive
overview of such coarse-graining techniques is provided in ref. 64.

In the field of organic semiconductors, one of the most challenging tasks
is to quantify the self-organizing abilities of a material solely based on its
chemical structure. Relevant self-assembled structures in this field are
lamellar arrangements of conjugated polymers, partially crystalline phases
of a small-molecule donor/acceptor material, or molecular alignments at the
interface between the organic layers. Since these require systems on the
order of (hundreds of) thousands of molecules, various coarse-grained
models have been developed.65–69
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A typical example of a coarse-grained model is the three-site model
developed for P3HT. Here, the P3HT monomers are coarse-grained into
three interaction sites placed at the center-of-mass of each of the thiophene
rings and on every three methyl groups of the hexyl side-chain. This model is
capable of reproducing the lamellar molecular arrangements of P3HT, as
well as the phase separation observed in P3HT/PCBM blends.68,70

Often, the accuracy of the coarse-grained model can be improved by
explicitly incorporating information about macroscopic properties of the
system, i.e. its equation of state or the symmetry of its mesophase.71,72

Moreover, one can further reduce the number of degrees of freedom by
introducing anisotropic interaction potentials. An example of such a model
with soft interaction potentials is shown in Figure 9.4. Here, all of the non-
bonded interactions are chosen such that the system has a desired phase
behavior (biaxial nematic to nematic to isotropic phase transition) while all of
the torsion and dihedral angle distributions reproduce those of the under-
lying isolated atomistic chain in y-solvent conditions.53 Using this model,
one can equilibrate systems as large as 50�50�50 nm3, containing 5�105

chains with 32 monomers per chain. The model predicts reasonable values
for the persistence length and Frank elastic constants and also provides some
insight into how the collective orientation of backbones affects the energetic
landscape for drift-diffusion of charges, which turns out to be spatially cor-
related even without taking long-range Coulomb interactions into account.

Finally, the most coarse models for morphology simulations employ
field-theoretical descriptions, e.g. the self-consistent field theory method
with the Flory–Huggins Cahn–Hillard functional. The bulk heterojunction
morphologies,73–77 generated by this method, can be used as input for either
a self-consistent solution of the continuity-transport equations for electrons,
holes, and excitons in conjunction with Poisson’s equation73,76–79 or they
can be coupled to a suitable kinetic Monte Carlo algorithm.74,75,80

These approaches help us to study the effect of boundary conditions on

Figure 9.4 (a) Atomistic and coarse-grained representation of a P3HT side chain.
(b) Biaxial nematic alignment in a melt of P3HT chains. (c) Spatially-
correlated distribution of conjugation segments, leading to a correlated
energetic landscape.
Adapted with permission from ref. 53. Copyright (2013) American
Chemical Society.
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self-assembly and orientation of lamellar phases, as well as the influence of
the degree of phase separation and ordering on the photovoltaic device
characteristics.

9.3 Charge Transport
We will now discuss the simulation techniques used to assess semi-
conducting properties of organic materials, in particular the charge carrier
mobility. Since a first-principles-based analysis of non-equilibrium electron
transport in these materials is computationally infeasible, one has to decide
upon an appropriate model for charge transport, or a model Hamiltonian.
For perfectly ordered crystalline organic semiconductors, the Drude model
based on band theory is often used, where the charge mobility is determined
from the mean relaxation time of the band states and the effective mass of
the charge carrier.81–83 Such band-based models can be further extended to
account for electron–phonon coupling.34,39,84 At ambient conditions, how-
ever, the thermal fluctuations of the non-local electron–phonon coupling or
the transfer integral can become of the same order of magnitude as its
average value, such that charge transport becomes diffusion-limited by
thermal disorder. The corresponding description (semiclassical dynamics)
can be achieved by using a Hamiltonian with interacting electronic and
nuclear degrees of freedom.38 If the nuclear dynamics are much slower than
the dynamics of the charge carrier while the electronic coupling is weak, a
Hamiltonian with a static disorder is assumed with an electronic density of
localized states and hopping rates between them. The latter approach is
often used to study amorphous and partially ordered small-molecule-based
organic semiconductors. Hopping rates can be postulated empirically as in
the Gaussian disorder models8 or evaluated from quantum-chemical
calculations and combined with various charge transfer theories as
discussed in Section 9.3.2.

The appropriate description for a particular material model is often
predetermined by experiment. For example, an increase in the mobility with
rising temperature is often interpreted as a sign of temperature-activated
hopping transport, with localized charges (charged states) and thermally
activated (sometimes tunneling-assisted) charge transfer reactions. Charge
localization allows one to cast charge transport as a series of charge transfer
reactions. If the charge transfer rates of these reactions are known, the
resulting master equation for the occupation probabilities of localized states
can be used to study charge dynamics in the system. The solution to the
master equation provides information about the charge distribution and
currents, and eventually the mobility, all as a function of temperature,
the external field, the charge density, and, importantly, the underlying
morphology. In what follows, we first introduce the quantities necessary for
describing charge transfer reactions, then discuss the simulation techniques
required for their evaluation, and finally illustrate how to solve the master
equation to obtain the charge carrier mobility.
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9.3.1 Diabatic States

The first-principles description of a charge transfer, or an oxidation–
reduction reaction, of type A�B - AB� can be obtained by analyzing
solutions to the Schrödinger equation with a dimer Hamiltonian:

Ĥ¼ �h2

2me

X

i

r2
i �

X

i;I

ZI e2

j~ri �~RI j
þ 1

2

X

ia j

e2

j~ri �~rj j
�
X

I

�h2

2MI
r2

I

þ 1
2

X

I a J

ZI ZJ e2

j~RI �~RJ j
;

(9:1)

where the nuclei of a dimer AB with charges ZIe and masses MI are located at
positions R

-

I and electronic coordinates are denoted as r
-

i. A practical way of
solving this equation is to introduce the Born–Oppenheimer approximation,
which assumes that electronic motion in a specific state of a system occurs
on significantly faster time-scales than the motion of the nuclei. This allows
one to separate the electronic and nuclear degrees of freedom and to solve
the electronic Hamiltonian, assuming a parametric dependence on the
nuclear degrees of freedom. The solution of the electronic Hamiltonian, that
is, a set of orthogonal adiabatic states fv(r

-

; R
-

), can be used to expand the
molecular wavefunction:

c(~r;~R) ¼
X

v

wv(~R)jv(~r;~R) (9:2)

After substituting this expansion into the Schrödinger equation, we obtain a
set of coupled equations for wv(R

-

). The (non-adiabatic) coupling between the
adiabatic states, which is mediated by the nuclear kinetic energy operator, is
referred to as dynamic coupling. Its calculation requires knowledge of the first
and second derivatives of the electronic wavefunction. In addition, the
electronic wavefunction can change rapidly during the charge transfer re-
action, implying that this coupling can be singular within a narrow range of
nuclear configuration space, leading to numerical complications. To sum-
marize, adiabatic functions are useful as long as non-adiabatic couplings
can be neglected, i.e. when charge transfer occurs within a single electronic
state driven by a slow nuclear reaction coordinate.

In practice, it is, however, convenient to use diabatic basis functions jv,
which are eigenstates of the electronic Hamiltonian, evaluated at some fixed
nuclear configuration R

-

0. Expanding the wavefunction in this basis, we again
obtain a set of coupled linear equations but now the couplings are not
mediated by the non-adiabaticity operator. This is because diabatic basis
functions do not depend on R

-

but are shifted from the kinetic to the
potential energy operator. In general, any complete basis set that solves the
stationary Schrödinger equation and yields negligible small matrix elements
of the nonadibaticity operator can be used. An example of this is a so-called
‘‘frozen-core’’ approximation, where the diabatic states of a dimer are
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constructed from the frontier orbitals of (neutral) isolated monomers85–88

and it is assumed that the reduction/oxidation of a monomer does not alter
the rest of the orbitals. Another option is to use the constrained density-
functional theory, where a density constraint is applied, forcing the charge to
localize on the individual monomers of the dimer.89 Note that more
computationally demanding approaches have also been proposed.90–101

Determining the diabatic states in polymeric systems is another important
area of computational studies that deserves special attention. Indeed, in the
case of small molecules or relatively short oligomers, one can often assume
that the charge is localized on the entire molecule. In polymers, however, it
has been proposed that the charge localizes on molecular (conjugated) seg-
ments or regions between conjugation breaking, where strong deviation from
planarity occurs.47,102 This idea has been used to interpret spectroscopic data,
but is difficult to justify when wanting to rigorously define a sharp threshold
that separates complete conjugation breaking from full conjugation between
oligomers. Moreover, many polymers form crystalline domains that are so
extended that no conjugation breaks occur for nanometers103 but the charge
is certainly more localized than that, either due to the disorder present in the
semicrystalline phase or the electron–phonon coupling.104,105

Hence, to determine the charge localization, there is no other alternative
than computing the electronic wavefunction of a large model system that is
generated by classical simulations. The excited state of the charged simu-
lation box cannot be computed with modern computational methods and
therefore it becomes impossible to even evaluate the nuclear relaxation
(reorganization energy) for the hopping between two states. For these rea-
sons, all attempts to evaluate the wavefunction of a large model of polymers
have focused on neutral systems and have so far interpreted only the one-
electron states (molecular orbitals) as possible sites where the excess charge
can be localized.36,106 Results are normally presented in terms of the density
of states (DOS) and localization length, although it should be noted that the
two quantities should only be used for systems with orbitals fully filled and
empty above and below the band gap. Such descriptions are also not directly
comparable with the models in Section 9.3.2, which take into account
electron and nuclear polarization, but have to make assumptions for the
localization length.

For the one-electron states to be representative of the actual localization of
the charge carrier, a further condition needs to be satisfied. The charge
needs to be localized predominantly by the conformational disorder of the
polymer and not by the electron–phonon coupling. If the electron coupling
is particularly strong, the frontier orbitals may be delocalized over many
monomers. However, when an excess charge is added, the nuclear
polarization will localize the charge, completely modifying the electronic
wavefunction with respect to the neutral calculation. Calculations for, e.g.
P3HT, support this approximation36,107 but it should be noted that polaron
sizes are heavily dependent on the DFT methodology108 and that the same
assumption might not hold for new families of semiconducting polymers109
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in which large conjugated units are more weakly coupled by smaller con-
jugated linkers. In general, if the polaron size of a perfectly ordered system is
much larger than the orbital in the disordered model, it is acceptable to
determine the charge localization from calculations that neglect the
electron–phonon coupling as a first approximation. Again, for P3HT, there is
a consensus that the localization of the wavefunction largely originates from
the disorder and not the electron–phonon coupling, since there is a correl-
ation between the increased order of P3HT and increased mobility.110–112

Assuming that the calculation of a ground state wavefunction of a polymer
model yields information about the charge localization for the carrier states,
it is still not trivial to carry out such calculations. It is not obvious to know in
advance how large should a model of bulk polymer be to reproduce the DOS
and localization length without the results being affected by finite size ef-
fects. The experience of available calculations with P3HT and PPV suggests
that a model containing several chains of 20 to 40 monomers displays
electronic properties that do not depend appreciably on the chain length113

(it should not be forgotten though that the morphology depends on the
chain length until much larger molecular weight.114) Such models will
contain tens of thousands of atoms, a number still one order of magnitude
larger than what is normally achievable by the current software specialized
in linear scaling ab initio calculations.

However, many ideas of linear scaling methodology can be used to develop
ad hoc methods that are able to compute in more approximate fashion the
wavefunction for large systems by using a very localized basis set that re-
duces the number of matrix elements to be evaluated.115–117 Different
schemes have been proposed to evaluate the diagonal and off-diagonal
elements of such reduced Hamiltonian, including a fragment molecular
orbital approach118 and a charge patching method.106,119,120 General for-
malism for such methods have been developed by the quantum chemistry
community.115,121–123

The various partitioning schemes proposed for polymer systems are very
often complemented by further approximations that take into account the
chemical structure of the investigated system. As the frontier orbitals are
invariably localized on the conjugated fragment of the monomer, while a
large fraction of the molecular weight is taken up by the polymer side chains
that do not contribute to the charge transport states, it is customary to re-
move the side chains in the calculation, sometimes substituting them with
effective point charges that simulate the missing electrostatic effects.113 For
lamellar systems (such as P3HT and PBTTT) it is a good approximation to
neglect the electronic coupling between lamellae, thereby describing a sys-
tem that is essentially two-dimensional.36,124 An alternative approach to full
or ad hoc linear scaling DFT methods is the calculation through approximate
DFT methods such as the tight binding DFT.125 This family of methods
has been developed over the years and the most convenient version of
the methodology is the self-consistent charge-density functional tight
binding.126 One–two order of magnitudes acceleration of the electronic
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structure calculation can be achieved by an approximate evaluation of the
Kohn–Sham–Fock matrix elements in the atomic orbital basis. A very broad
range of applications apart from organic semiconductors have been
proposed123 but relatively few have been reported for semiconducting
polymers.127 Finally, an obvious choice for the calculation of electronic
structure on large scale systems would be by semi-empirical methods. These
have been the method of choice for many years to explore charge- and
exciton-dynamics128,129 in single chain polymers containing carbon atoms
but there are very few systematic studies on their reliability for polymers
containing heteroatoms.

Once the one-electron states of a large system have been evaluated, it is
still challenging to derive a master equation (Section 9.3.6) that describes the
transitions between these states. Vukmirović and Wang have proposed a
perturbative expression assuming that these states are coupled by non-
adiabatic coupling terms that can be evaluated explicitly106 or approximated
using the overlap between the absolute value of the wavefunction.130 The
proposed expression does not contain the effect of nuclear reorganization in
the presence of an additional charge and is valid only in the limit of van-
ishing reorganization energies, like in the Miller–Abrahams rates.131 Using
this approach, it has been highlighted that the DOS does not contain all of
the information needed to evaluate the mobility and that it is possible to
have reduced broadening of the DOS due to increased order but still have
low mobility because of the coupling between the states is reduced.132 Al-
ternative methods to combine nuclear polarization and disorder effects have
been proposed, but these could so far only be applied to simple model
systems.133,134 An extended discussion of charge delocalization in polymeric
systems is provided in ref. 135.

9.3.2 Charge Transfer Rates

The simplest rate expression for a charge transfer reaction can be derived
for a system with classical harmonic vibrational degrees of freedom or the
high-temperature limit.136,137 The diabatic and adiabatic potential energy
surfaces of a dimer are shown in Figure 9.5. The corresponding rate
expression reads:

kA!B ¼
2p
�h

J2
ABffiffiffiffiffiffiffiffiffiffiffiffiffi

4plkT
p exp � (DUAB � l)2

4lkT

� �
(9:3)

This so-called Marcus-rate depends only on three microscopic parameters,
namely, the reorganization energy l, the electronic coupling JAB, and the
driving force DUAB¼UA � UB, all of which can be evaluated using quantum-
chemical methods, classical polarizable force-fields, or quantum-classical
hybrid methods, as discussed in the following sections.

Note that both classical and semi-classical expressions for charge transfer
rates are often criticized as being not applicable for studying charge
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transport in well ordered organic semiconductors. Having said this, one has
to also acknowledge that, so far, it is the only way of linking a large-scale
morphology to the charge dynamics in partially disordered materials. Of
course, this should not serve as an excuse for not validating the Marcus
expression (or its quantum equivalent) for the charge transfer rates. In fact,
various generalizations of this expression to quantum-mechanical modes
have been derived.138–140 Moreover, indications that these expressions are
better suited for describing charge transport, especially at low temperatures
and high fields, have recently been reported.141

9.3.3 Electronic Coupling Elements

Electronic coupling elements, or transfer integrals, between molecules i and
j are given by the off-diagonal matrix elements99,137:

Jij ¼ fijĤjfj

D E
(9:4)

where fi,j are the diabatic states often approximated by the frontier orbitals
of the molecules, and Ĥ is the dimer Hamiltonian. These quantities are
normally evaluated using electronic structure theory. Expanding the
adiabatic states of the dimer into monomer states produces the following
secular equation:

(H� ES)C¼ 0 (9.5)

where H and S are the Hamiltonian and overlap matrices of the system:

H¼
ei Hij

H*
ij ej

:

� �
; S¼

1 Sij

S*
ij 1 :

� �
(9:6)

Figure 9.5 (a) Diabatic states constructed using the molecular orbitals
participating in a charge transfer reaction (frozen core approximation).
(b) Diabatic (solid black line) and adiabatic (dashed red line) potential
energy surfaces of two electronic dimer states |jABi and |jaBi, partici-
pating in the charge transfer reaction A�B-AB� along the reaction
coordinate x.
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and the eigenfunctions:

ei¼ fi j Ĥ j fj

D E
; ej ¼ fj j Ĥ j fi

D E
; Hij ¼ fi j Ĥ j fj

D E
; Sij ¼ fi j fj

D E

In the basis of its eigenfunctions, the Hamiltonian operator is diagonal,
jD

n jĤjjD
m

� �
¼ Endnm. Hence, eq. (9.5) can be rewritten as:

Hij ¼
X

n

fijfD
j

D E
En fD

ni
jfj

D E
(9:7)

Expanding the monomer and dimer functions into a basis set of atom-
centered orbitals:

jfki ¼
X

a

M(k)
a jjai; jfD

n

�
¼
X

a

D(n)
a jjai

the projections read as:

jijjD
n

� �
¼
X

n

M (k)
a aj

X

b

D(n)
b jb

* +
¼ My

(k)SD(n) (9:8)

where S is the overlap matrix of the atomic basis functions. The Hamilto-
nian and overlap then take the form:

Hij ¼ My
(i)SDEDySyM(j) (9:9)

Sij ¼ My
(i)SDDySyM(j) (9:10)

The final required transformation is the diagonalization of the diabatic
states imposed by the charge-transfer Hamiltonian.142 An orthonormal basis
set that retains the local character of the monomer orbitals can be obtained
by using the Lödwin transformation, Heff ¼ S�1=2HS�1=2, yielding an effec-
tive Hamiltonian with its entries directly related to the site energies ei and
transfer integrals Jij:

Heff ¼
ei Jij

J*
ij ej

:

� �
(9:11)

The projection method can be significantly simplified if semiempirical
methods are employed for the dimer Hamiltonian85–87 as well as made
computationally more efficient by avoiding self-consistent dimer calcula-
tions.88 Notably, the density functional and semiempirical methods can
introduce a systematic error when used to evaluate electronic
couplings.140,142

As the electronic coupling and, correspondingly, charge carrier mobility is
intimately related to molecular overlap, it is very sensitive to relative pos-
itions and orientations of neighboring molecules. To illustrate this,
Figure 9.6 (left-hand side) shows the absolute value of the electronic coup-
ling element as a function of the azimuthal rotation angle for several
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polyaromatic hydrocarbons. Here, the most favorable molecular arrange-
ment is either co-facial or twisted by 601 (except triphenylene). For efficient
charge transport, it is therefore preferable to lock the relative molecular
orientations at the positions of the maxima of the transfer integral, which
can be achieved by adjusting the density and type of side chains.143

This example shows that it is in principle possible to predict the optimal
molecular arrangement for charge transport. This description, however, re-
lies on a static picture, whereas in reality electronic couplings are time-
dependent. To understand whether a static picture can be employed, one has
to compare the distributions of the relaxation times of the electronic
coupling elements and site energies to the distributions of the escape times
of a charge carrier. For instance, for P3HT, even the slowest escape times for
holes do not extend into the decorrelation regime of the electronic coup-
lings. Charge-carrier dynamics are therefore limited by the static disorder of
the electronic couplings, since their relaxation times exceed typical time-
scales of hopping transport. Hence, it is possible to resort to a single charge-
transfer rate without time-averaging of electronic couplings of a pair of
molecules.44 The reason for the slow relaxation times of electronic couplings
is the chemical structure of P3HT: every thiophene unit is linked to an alkyl
side-chain with slow dynamics, both in the crystalline and amorphous
phases. This overdamps the backbone dynamics, in particular the torsional
motions of the thiophene units, and results in slow variations of the elec-
tronic couplings. Interestingly, in a very similar conjugated polymer PBTTT,

Figure 9.6 (Left-hand side) Absolute values of the electronic coupling element as a
function of the azimuthal rotation angle for several symmetric polyaro-
matic hydrocarbon cores. The separation was fixed to 0.36 nm. (Right-
hand side) Charge mobilities as a function of temperature as measured
by the PR-TRMC technique. Inset: direct comparison to simulation.
Adapted with permission from ref. 143. Copyright (2009) Macmillan
Publishers Limited.
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where the thienothiophene units are not linked to the side-chains (implying
a lower side-chain density and higher crystallinity), electronic couplings
have significantly faster dynamics, which is beneficial for charge
transport.44,144,145

9.3.4 Reorganization Energies

The internal reorganization energy is a measure for how much the geometry
of the charge transfer complex adapts while the charge is transferred. The
reorganization energy can be estimated based on four points on the diabatic
potential energy surfaces (PES) (Figure 9.5):

lA!B ¼ Ua(xA)� Ua(xa)þ UB(xb)� UB(xB);

lB!A ¼ Ub(xB)� Ub(xb)þ UA(xa)� UA(xA)
(9:12)

Here, Ua,b and UA,B refer to the diabatic states of molecule A,B in their neutral
and charged state, respectively. Treatments that do not approximate the PES
in terms of a single shared normal mode are also available,47,137,146

An additional contribution to the overall l results from the reorganization
of the environment in which the charge transfer takes place, giving rise to
lout. In a classical case, this outer-sphere reorganization energy contributes
to the exponent in the rate expression in the same way as its internal
counterpart. Assuming that charge transfer is significantly slower than
electronic polarization but much faster than nuclear the rearrangement of
the environment, lout, can be evaluated from the electric displacement fields
created by the charge transfer complex,137 provided that the Pekar factor is
known. It also turns out that the classical Marcus expression for the outer-
sphere reorganization energy (inversely proportional to the molecular
separation) can predict negative values of lout for small intramolecular
separations, which is unphysical and hence shall be used with care.140

For a P3HT chain of 20 monomers, the reorganization energy of 0.1 eV is
relatively small compared to the 0.2–0.4 eV observed in many small-molecule
based organic semiconductors due to the better delocalization of the charge.
Additionally, steric hindrance prevents conformational changes of the
polymer chain upon charging if embedded in a p-stacked crystal, since the
resulting constraint on the backbone planarity lowers the reorganization
energy.147

9.3.5 Driving Forces

The energetic landscape, that is, the change in the system’s energy when a
charge or exciton is drift-diffusing in an organic material, is one of the most
crucial quantities affecting a device’s functionality. In solar cells, for ex-
ample, it assists the splitting of the Frenkel excitons into charge transfer
states (and consequently into free charges), as well as influences the charge
and exciton mobility and diffusion constants. In OLEDs, it is possible to
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force charge carriers to form an exciton on a specific molecule (phosphor-
escent guest) by adjusting the energetic landscape.

For every molecular pair, the free energy difference (or driving force DUAB)
is given by the difference in site energies UA � UB, that is, the energy
separation between the diabatic PES minima as shown in Figure 9.5.
The latter include an internal contribution Uint, namely, the electron
affinities for electrons and ionization potentials for holes of isolated
molecules. Uint can vary from one molecular pair to another because of
different energy levels for different types of molecules, or different con-
formers of the same molecule. The external contribution is due to the
electrostatic, Uest, and the induction, Uind, interactions of a charged/excited
state with the environment:

UA¼UAb(xAb)� Uab(xab)¼ U int
Ab � U int

ab

	 

þ Uest

Ab � Uest
ab

	 

þ U ind

Ab � U ind
ab

	 


UB¼UaB(xaB)� Uab(xab)¼ U int
aB � U int

ab

	 

þ Uest

aB � Uest
ab

	 

þ U ind

aB � U ind
ab

	 


(9:13)

Here, the subscript ab denotes the reference (neutral) state of the system,
with all molecules being in their ground states.

It is the interaction with the environment that is the most difficult to
evaluate: since the underlying interactions are long-ranged, large system
sizes are needed to converge the values of site energies. To self-consistently
account for both the electrostatic and the polarization effects, classical
models are normally employed such as the polarizable force-fields. These
models are computationally demanding (despite being classical) and are
often not accurate enough when used ‘‘out of the box’’. For example, the
Thole model, which performs extremely well for biomolecular systems, can
easily underestimate the anisotropy of a molecular polarizability tensor for
an extended p-conjugated system.

9.3.5.1 Electrostatic Contribution

The electrostatic interaction energy in the site-energy calculation can be
evaluated as the first-order energy correction term, which stems from
treating an external field as a perturbing term in the molecular Hamiltonian.
This term is normally evaluated using atomic distributed multipoles, where
the interaction energy UAB of two molecules A and B, located at positions X

-

and ~Y , reads:

UAB ¼
1

4pe0

ð ð
d3xd3y

rA(~x)rB(~y)

j~Y þ~y�~X �~xj
(9:14)

Here rA and rB are charge densities of molecules A and B, respectively.

Simulations of Morphology and Charge Transport 329

 . Pu
bl

is
he

d 
on

 0
7 

N
ov

em
be

r 
20

14
 o

n 
ht

tp
://

pu
bs

.r
sc

.o
rg

 | 
do

i:1
0.

10
39

/9
78

17
82

62
69

47
-0

03
09

View Online

http://dx.doi.org/10.1039/9781782626947-00309


Using the spherical-harmonic addition theorem,14 this energy can be re-
written in terms of the molecular multipole moments, defined with respect
to the molecule’s local frame:

UAB ¼
1

4pe0

X

l1;l2

X

k1;k2

l1 þ l2

l1

� �
Q̂A

l1k1
Q̂B

l2k2
� Sk1k2

l1l2l1þl2
j~X �~Y j�l1�l2�1 (9:15)

These moments, Q̂A
lm ¼

Ð
d3xrA(~x)Rlm(~x), interact with each other via a tensor

that contains the distance and orientation dependence. Note that here we
have used the fact that |x

-

� y
-

|o|X
-

� Y
-

|, namely, that the molecular charge
densities must not interpenetrate. Rl,m, Il,m are the regular and irregular
spherical harmonics, respectively.148

The molecular multipole moments can be converted between two co-
ordinate frames, S1 and S2, according to:

Q(S1)
lk ¼

X
m

Q(S2)
lm Dl

mk(j; y;c)

Here, f, y, c are the Euler angles, and [Dl
mk] is a Wigner rotation matrix.

This allows one to perform the electrostatic parametrization of a molecule in
a conveniently chosen local frame as well as include the transformation from
the local to the global interaction frame in a tensor that takes care of both
the distance and orientation dependence:

TA;B
l1k1l2k2

¼ 1
4pe0

l1 þ l2

l1

� �
Sk1k2

l1l2l1þl2
j~X �~Y j�l1�l2�1 (9:16)

The interaction energy thus reduces to an expression consisting of
only molecular multipole moments defined with respect to the molecular
local frame and the generic interaction tensors TA;B

l1k1l2k2
(tabulated up to

l1þ l3¼ 5 in ref. 149):

UAB ¼ Q̂A
l1k1

TA;B
l1k1l2k2

Q̂B
l2k2

(9:17)

where we have used the Einstein sum convention for the multipole-moment
components liki. The electrostatic part of the site-energy, which enters
exponentially in the Marcus rate expression for a charge localized on
molecule A, then reads:

DUcn
A ¼

X

BaA

(Q̂A;c
l1k1
� Q̂A;n

l1k1
)TA;B

l1k1l2k2
Q̂B;n

l2k2
(9:18)

where the superscripts c and n denote the molecular multipole moments in
the neutral and charged state, respectively, and the sum extends over all
external molecules B.

9.3.5.2 Distributed Multipoles

In eq. (9.17), we have provided an expression for the electrostatic interaction
energy in terms of molecule-centered multipole moments. To arrive at this
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expression, the separation between the molecular centers, |X
-

� Y
-

|, was as-
sumed to be larger than that of any of the respective charge-carrying volume
elements of the two molecules, |x

-

� y
-

|. In a molecular solid, this demand
can hardly be satisfied, considering the dense packing and strongly aniso-
tropic charge density. This inevitably leads to the breakdown of the single-
point expansion at small separations. It is possible to avoid this breakdown
by choosing multiple expansion sites per molecule in such a way as to ac-
curately represent the molecular electrostatic potential, with a set of suitably
chosen multipole moments {Qa

lk} allocated to each site. We then simply ex-
tend the expression for the interaction energy between two molecules A and
B in the single-point expansion, eq. (9.17), and include the sum over all
expansion sites a A A and b A B:

UAB ¼
X

a2A

X

b2B

Q̂a
l1k1

Ta;b
l1k1l2k2

Q̂b
l2k2
� Q̂a

l1k1
Ta;b

l1k1l2k2
Q̂b

l2k2
(9:19)

Here, we have used the Einstein sum convention for the site indices a and b
on the right-hand side of the equation, in addition to the same sum con-
vention which is already in place for the multipole-moment components.

There are several strategies on how to arrive at such a collection of dis-
tributed multipoles,14,15,150–153 which can be classified according to whether
the multipoles are derived from the electrostatic potential, generated by the
SCF charge density, or from a decomposition of the wavefunction itself.
The CHELPG (CHarges from ELectrostatic Potentials, Grid-based)
method, for example, relies on performing a least-squares fit of atom-placed
charges to reproduce the electrostatic potential, as evaluated from the
SCF density on a regularly spaced grid,151,154 while the distributed multipole
analysis (DMA)152,153 operates directly on the quantum-mechanical
density matrix, expanded in terms of atom- and bond-centered Gaussian
functions.

9.3.5.3 Induction Interaction

Similar to the distributed multipole expansion of molecular electrostatic
fields, one can derive a distributed polarizability expansion of the molecular
field response by including the multipole-expansion in the perturbing
Hamiltonian term Ŵ ¼ Q̂a

t f
a
t , where the Einstein sum convention is used

for both superscripts a (referencing an expansion site) and subscripts
t (summarizing the multipole components (l, k) in a single index). Thus, the
second-order energy correction reads14:

W (2) ¼ �
X

na0

jh0jQ̂a
t j

a
t jnij

2

Wn �W0
(9:20)

We then absorb the quantum-mechanical response into a set of intra-
molecular site-site polarizabilites, where �aaa0

tt0 f
a0
t0 yields the induced
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multipole moment Qa
t at site a, which results from a field component fa0

t0

at site a014:

aaa0
tt0 ¼

X

na0

h0jQ̂a
t jnihnjQ̂a0

t0 j0i
Wn �W0

þ h:c: (9:21)

With this set of higher-order polarizabilities at hand, we obtain the
induction stabilization in a distributed formulation as W (2) ¼ �1

2j
a
t a

aa0
tt0 j

a0
t0 .

The derivatives of W(2) with respect to the components of the field fa
t at a

polar site a then yield the correction to the permanent multipole moment Qa
t

at that site, DQa
t ¼ @W (2)=@fa

t ¼ �aaa0
tt0 f

a0
t0 .

Using the multipole corrections DQa
t , we can now extend the

electrostatic interaction energy (eq. 9.19) to include the induction contri-
bution to the field energy Uext, while accounting for the induction work
Uint:

U ext ¼
1
2

X

A

X

BaA

(Qa
t þ DQa

t )Tab
tu (Qb

u þ DQb
u) (9:22)

U int ¼
1
2

X

A

DQa
t Z

aa0
tt0 DQa0

t0 (9:23)

Here, the inverse of the positive-definite tensor Zaa0
tt0 is simply given by the

distributed polarizabilities tensor aaa0
tt0 , where we have included explicit sums

over all molecules A and B.
We then use a variational approach to calculate the multipole corrections

DQa
t :

d(U ext þ U int) ¼ dQa
t

X

BaA

Tab
tu (Qb

u þ DQb
u)þ Zaa0

tt0 DQa0
t0

" #
(9:24)

which leads to a set of self-consistent equations for the induced moments,
which for large systems are solved iteratively:

DQa
t ¼ �

X

BaA

aaa0
tt0 Ta0b

t0u (Qb
u þ DQb

u) (9:25)

The total energy can now be decomposed into two energy terms:

Upp ¼
X

A

X

B>A

Qa
t Tab

tu Qb
u

Upu ¼
1
2

X

A

X

B>A

DQa
t Tab

tu Qb
u þ DQb

t Tab
tu Qa

u

� � (9:26)

Here, Upp2W(1) is the electrostatic interaction energy, that is, the first-order
correction due to the interaction of the permanent multipole moments.
Upu2W(2) is the induction energy associated with the interaction of the
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induced moments on a single molecule with the permanent moments in-
duced on surrounding molecules.

9.3.5.4 Thole’s Model

Equations (9.25) and (9.26) allow us to compute the electrostatic and in-
duction energy contributions to the site energies in a self-consistent manner
based on a set of molecular distributed multipoles {Qa

t } and polarizabilities
faaa0

tt0 g, which can be obtained from wavefunction decomposition or fitting
schemes, as discussed in Section 9.3.5.2. The faaa0

tt0 g are formally given by eq.
(9.21). This expression is somewhat impractical, though possible to evaluate
(see ref. 152), such that various empirical methods have been developed. The
Thole model,155,156 for example, treats polarizabilities aa in the local dipole
approximation. It is based on a modified dipole–dipole interaction, which
can be reformulated in terms of the interactions of smeared charge dens-
ities. This eliminates the divergence of the head-to-tail dipole–dipole inter-
action at small separations (Å scale).155–157 Smearing out the charge
distribution mimics the nature of the QM wavefunction, which effectively
prevents the polarization catastrophe.

The smearing of the nuclei-centered multipole moments is obtained via a
fractional charge density rf (u

-

), which should be normalized to unity and fall
off rapidly as of a certain radius u

-

¼ u
-

(R
-

). The latter is related to the physical
distance vector R

-

, connecting two interacting sites via a linear scaling
factor that takes into account the magnitude of the isotropic site polariz-
abilities aa. This isotropic fractional charge density gives rise to a modified
potential:

j(u) ¼ � 1
4pe0

ðu

0
4pu0r(u0)du0 (9:27)

The multipole interaction tensor Tij. . . (this time in Cartesian coordinates)
can be related to the fractional charge density in two steps: First, it is re-
written in terms of the scaled distance vector u

-

:

Tij...(~R) ¼ f (aaab) tij... ~u(~R; aaab)
� �

(9:28)

where the specific form of f (aaab) results from the choice of u(R
-

,aaab).
Second, the smeared interaction tensor tij. . . is given by the appropriate de-
rivative of the potential in eq. (9.27):

tij...(~u) ¼ �@ui@uj . . .j(~u) (9:29)

It turns out that for a suitable choice of rf (u
-

), the modified interaction
tensors can be rewritten in such a way that powers n of the distance R¼ |R

-

|
are damped via a damping function ln ~u(~R)

� �
.158

Several fractional charge densities rf (u
-

) have been tested for the purpose
of yielding best results for the molecular polarizability as well as the interaction
energies. For most organic molecules, a fixed set of atomic polarizabilities
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(aC¼ 1.334, aH¼ 0.496, aN¼ 1.073, aO¼ 0.873, aS¼ 2.926 Å3) based on atomic
elements gives satisfactory results,156 though reparametrizations are advised
for ions and molecules with extended conjugated p-systems.

One of the common approaches, e.g., in the AMOEBA force-field,158 uses
an exponentially-decaying fractional charge density:

r(u) ¼ 3a
4p

exp(� au3) (9:30)

where ~u(~R; aaab) ¼ ~R=(aaab)1=6 and a¼ 0.39 is the smearing exponent. The
distance at which the charge–dipole interaction is reduced by a factor g is
then given by:

Rg ¼
1
a

ln
1

1� g

� �� �1=3

(aiaj)
1=6 (9:31)

The interaction damping radius, associated with g¼ 1
2

, revolves around an

interaction distance of 2 Å. A half-interaction distance on this range indi-
cates how damping is primarily important for the intramolecular field
interaction of induced dipoles.

9.3.5.5 Case Studies

The expansion of the molecular field and field response in terms of dis-
tributed multipoles and polarizabilities is an efficient approach to solve for
the first- and second-order corrections to the molecular Hamiltonian, which
result from a perturbation by the molecular environment. This approach
has been used to evaluate energetic landscapes in amorphous organic
semiconductors,47,51,52,159 where the width of the site energy distribution is
often very large and can be attributed to randomly oriented molecular
dipoles.160,161 Owing to long-range electrostatic interactions, the resulting
energetic disorder is always spatially correlated (Figure 9.7a). Spatial
correlations lead to current filaments, as shown in Figure 9.7(a,b), and a
Poole–Frenkel dependence of the charge carrier mobility on the externally
applied electric field.162

Using this perturbative approach, it has also been shown that thermal
fluctuations can lead to large variations in local electric fields and, hence,
large energetic disorder (even in crystalline systems).44,144,147 Finally, the
method has also been employed to study energetics at organic inter-
faces.49,163–169 Additional complications associated with the dimensionality
reduction at interfaces and long-ranginess of Coulomb interactions are
discussed in Section 9.6.

For crystalline polymers, it has been shown that the width of the distri-
bution of the site energies (energetic disorder) depends on the side-chain
packing and polymer regioregularity: 100% regioregular P3HT always has
narrower site energy distributions than the 90% P3HT,44,144 The magnitude
of the disorder compares well with the width of the DOS, as extracted from
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time-of-flight experiments,170,171 where values for s of 56 and 71 meV, re-
spectively, have been proposed from a fit of the field-dependence of the
mobility as obtained within the Gaussian disorder model.8 On the level of
chain ordering, the increase in energetic disorder can also be related to the
increase in paracrystallinity along the p-stacking direction,44 with the ener-
getic disorder being linearly related to the amplitude of backbone–backbone
distance fluctuations.

9.3.6 Charge Mobility

With the site energies and electronic couplings at hand, one is now able to
calculate charge transfer rates (Section 9.3.2) for the set of electronically
coupled pairs of conjugated segments. The directed graph which describes
charge transport in the system is then fully parametrized and charge
dynamics can be described via a master equation of the form:

@Pa

@t
¼
X

b

PbKb!a � PaKa!b
� �

(9:32)

where Pa is the probability to find the systems in state a. The rates Ka-b are
the transition rates from state a to state b. For single-carrier dynamics, the
number of available states a is the number of conjugated segments in the

Figure 9.7 (a) Current filament and energetic landscape visualized in a slice of a
disordered (amorphous) morphology of DCV4T. (b) Local currents con-
tributing to 90% of the total current in the system. The dots are the
molecular centers of mass, while the arrows depict the local currents
(their thickness and color are proportional to the logarithm of the
current’s amplitude). Adapted with permission from ref. 159. Copyright
(2012) The Royal Society of Chemistry. (c) Poole–Frenkel plots for a
system of 4096 Alq3 molecules. To illustrate the role of disorder and
correlations, we show the field dependence for a system without ener-
getic disorder (top panel) and without spatial correlations, that is after
randomly shuffling site energies.
Adapted with permission from ref. 140. Copyright (2011) The American
Chemical Society.
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system, with each state associated with molecule A being singly occupied.
Using the single-site occupation probability PA and transfer rates KA-B, eq.
(9.32) simplifies to:

@pA

@t
¼
X

B

pBkB!A � pAkA!B½ � (9:33)

This equation, valid in the limit of low charge densities, has the form @t~p ¼
~k~p and can be solved using linear solvers. In the more general cases (i.e.
more than one carrier), expressing eq. (9.32) in terms of site occupation
probabilities can be done using a mean-field approximation.172 For this, the
analogue of eq. (9.33) becomes, however, nonlinear and requires special
solvers. If, in addition, several different types of carriers (holes, electrons,
excitons) are present in the system, with their creation/annihilation pro-
cesses taking place, it is practically impossible to link state and site occu-
pation probabilities to the corresponding rates.

Instead, the solution of eq. (9.32) can be obtained by means of kinetic
Monte Carlo (KMC) methods. KMC explicitly simulates the dynamics of
charge carriers by constructing a Markov chain in state space and is suitable
for both transient and stationary solutions of the master equation. A variable
time-step size implementation of KMC is often employed due to the broad
distribution of rates KA-B, which easily spans many orders of magnitude.

The stationary solution of eq. (9.33) can be used to evaluate several
macroscopic observables.47 For comparison with TOF, impedance spec-
troscopy, or similar measurements, the charge-carrier mobility tensor ~m in
the electric field E

-

can be calculated as:

~m~E ¼
X

A;B

pAkA!B(~RA �~RB) (9:34)

Alternatively, the charge-carrier mobility along the direction of the external
field E

-

can be obtained from a trajectory:

m ¼o
D~R �~E
Dtj~Ej2

> (9:35)

whereo. . .4denotes averaging over all trajectories, Dt is the total run time
of a trajectory and DR

-

denotes the net displacement of the charge.
Charge dynamics are therefore guided by an interplay of topological

connectivity of the directed graph, determined by the electronic coupling
elements, and the ratios of forward to backward rates, prescribed by the
energetic landscape. In discotic liquid crystals, for example, the graph
is practically one-dimensional, i.e. even a few defects can block charge
transport along p-conjugated columns.143,173,174 In crystalline organic
semiconductors, the presence of a strong well-defined p-stacking direction
can turn out to be disadvantageous for efficient charge transport, since it
might inhibit other transport directions and is prone to charge trapping if
energetic disorder is present in the system.147,159 In amorphous
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semiconductors, the directed graph is always three-dimensional and the
transport is mostly determined by energetic disorder and correlations, as
illustrated in Figure 9.7(c) for a system of 4096 Alq3 molecules. Here, the
energetic disorder reduces the value of mobility by six orders of magnitude.
The Poole–Frenkel behavior for small fields can only be observed if
correlated disorder is taken into account. Note that for systems with large
energetic disorder, simulations systematically overestimate the absolute
values of non-dispersive mobilities due to significant finite size effects
(see also Section 9.4).

Transport studies on different levels of complexity have been performed to
investigate hole transport along the p-stacking direction of conjugated
polymers.36,44,144,175 Since the transport has a one-dimensional character, it
can already be anticipated that a broad distribution of electronic couplings
limits the charge mobility along the lamellae.147,159,173,174,176–179 Indeed,
mobility values are typically broadly distributed (from lamellae to lamelae),
with small mobilities as low as 10�7 cm2 V�1 s�1 for P3HT.44 It has also been
observed that the regioregularity effect occurs exclusively due to increased
energetic disorder and that the higher mobility in the more regioregular
material is entirely attributable to the narrowing of the density of states that
arises from an increased order in hole–quadrupole interaction distances.
This reduction can be traced back to the amplified fluctuations in
backbone–backbone distances, i.e. the material’s paracrystallinity.

9.4 Finite-Size Effects
Microscopic charge transport simulations are computationally demanding:
First, electronic coupling elements need to be evaluated for all neighboring
molecules. Second, evaluation of the electrostatic and induction contri-
butions to the site energy requires large cutoffs or even special summation
techniques (Section 9.6). This sets the limit on system sizes, which currently
is on the order of hundreds of thousands of molecules. It is thus important
to make sure that there are no finite size effects present when evaluating
macroscopic properties of the system.

In fact, these effects are observed even experimentally in systems with
large energetic disorder. Indeed, time-of-flight measurements of mobility
can become unreliable: in thin organic films charge transport is dispersive
and transients do not have a characteristic plateau used to determine the
transient time.6,180–182 Using thicker samples normally remedies the situ-
ation. It might seem that one can perform the same trick in computer
simulations and replicate the (periodic) simulation box in the direction of
the applied field. It turns out that the straightforward increase in the system
size will still give incorrect (higher) values of charge carrier mobility. The
reason for this is that all duplicated boxes have exactly the same (and small)
number of independent site energies. Hence, statistical averages will always
be performed over this small set of site energies, and charge carriers will
traverse the sample at a different (higher) temperature than in an infinitely
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large system. An additional averaging over different (statistically un-
correlated) repeated snapshots is required, since the origin of the problem is
in the limited number of sites available for every distinct Monte Carlo
simulation.

This type of finite size effects becomes much smaller at higher tempera-
tures, since the relevant dimensionless parameter (at least in the Gaussian
disorder model) is the width of the site energy distribution s divided by kBT.
In fact, an empirical expression:

(s=kBTND)2 ¼ �5:7þ 1:05 ln N

can be used to estimate at what temperature the ‘‘transition’’ between the
dispersive and non-dispersive transport occurs, where N is the number of the
hopping sites (molecules) in the system. This observation has been used to
perform an ad hoc correction of finite-size effects183: Nondispersive mobi-
lities were calculated for a set of temperatures above TND. Then, an explicit
temperature dependence was used to extrapolate the value of mobility to
room temperature.

A clear drawback of this method is that is relies on an explicit knowledge
of the temperature-dependence of mobility. While the exact analytical ex-
pression of this dependence is available only for one-dimensional
systems184,185:

m(T) ¼ m0

T3=2
exp � a

T


 �2
� b

T

� �� �
(9:36)

it can still be used in a three-dimensional case in a rather broad temperature
range (this has been verified by performing simulations for systems of dif-
ferent sizes and at different temperatures).

To illustrate the relevance of such extrapolation, charge transport in the
amorphous mesophase of Alq3 has been simulated in systems of different
sizes.183 In a system of 512 molecules simulated mobility was of the order of
10�6 cm2 V�1 s�1, while in a box of 4096 molecules an order of magnitude
lower value has been measured. An extrapolation procedure resulted in a
mobility of 10�9 cm2 V�1 s�1, which is three orders of magnitude lower than
the one simulated in a small system. Note that the magnitude of the
correction is very sensitive to the value of energetic disorder s. While in Alq3

s¼ 0.14 eV, in an amorphous DCV4T s¼ 0.25 eV and one can overestimate
the value of mobility by seven(!) orders of magnitude.186

9.5 Stochastic Models
A separate issue of organic materials is their stability. This is especially
important for OLEDs, where the efficiency roll-off and life-time of a device
are intimately connected. Device degradation modeling poses, however,
statistical challenges, since we are dealing with rare events that require large
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simulation boxes, in particular in the lateral dimension (which in OLED is of
the order of square mm). A pragmatic solution to this problem is to par-
ametrize a mesoscopic lattice model (e.g. Gaussian disorder model, GDM) on
the results of microscopic simulations and use this model to study charge/
exciton distributions and dynamics in larger systems.186

The convenience of GDM originates from their simplicity: material
morphology is represented by a regular lattice, while charge transfer rates
decay exponentially with the intermolecular separation and energy differ-
ences are incorporated via the Boltzmann prefactor. This approach, initiated
by Bässler, has been successfully used by several groups to understand the
role of traps, finite charge carrier density, energetic disorder, and other
mesoscopic parameters on charge mobility.8,13,161,187–190

At the same time, the necessity of extending the existing discrete
mesoscopic models has also become clear: first, the parametrization based
on microscopic simulations is not straightforward.186 Second, either sta-
tionary or transient quantities are quantitatively reproduced, while for the
description of transient (degradation) processes both should agree with
experimental data. A potential solution to this problem is to introduce an
off-lattice model, which can be directly linked to the microscopic model and
would thus offer a much closer description of physical processes in the
system.

One of the ways to achieve this is to provide a stochastic way of generating
the material morphology and charge transfer rates.191–193 For morphologies,
for example, a stochastic process should reproduce given correlation func-
tions, densities, and coordination numbers. For the charge transfer rates, a
simple procedure can be developed by analyzing the distributions of
parameters entering the charge transfer rate. In an amorphous mesophase
of Alq3, for example, the distribution of electronic couplings at every
particular intermolecular separation is Gaussian. The dependence of the
width and the mean of this Gaussian on intermolecular separation can be
determined from microscopic simulations. Regarding the site energies,
spatial correlations can be introduced by using a moving-average procedure,
where site energies of the neighbors within a certain cutoff are mixed into
initially independent Gaussian site-energy distribution.

Stochastic models developed for amorphous mesophases of Alq3 and
DCV4T could reproduce the mobility-field and mobility-density depend-
encies.186,191,193 This indicates that they indeed can serve as an intermediate
step between the completely microscopic descriptions and macroscopic,
drift-diffusion-equations based models. The current challenge is to extend
such models to anisotropic and heterogeneous systems.

9.6 Interfaces and Long-Range Interactions
As discussed in Section 9.3.5, the contribution of the environment to the
energy of a localized charged state is taken into account in a perturbative
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way, by evaluating the corresponding electrostatic and induction terms. Van
der Waals interactions are normally ignored, since only the site energy dif-
ferences enter the charge transfer rate, i.e. if the molecular polarization
tensor does not change upon charging a molecule, this contribution is
negligible. Evaluation of the electrostatic contribution includes, among
others, Coulomb interactions of partial charges or higher distributed mul-
tipoles. These interactions are inherently long-range and require special
summation techniques, e.g. Ewald summation, which is widely used in
atomistic molecular dynamics simulations.194 In this approach, the
Coulomb interaction potential is split into two terms, one of which is con-
verging rapidly in real and the other in reciprocal space. Induction contri-
bution can also be incorporated in such a scheme.158 While this method is
well developed, it is designed for neutral systems, whereas for charge
transport we would be interested in energies of a localized charge interacting
with the neutral environment. The presence of a charged excitation (and its
polarization cloud) violates periodicity of the system, which is essential for
calculations in the reciprocal space.

A solution to this problem has been proposed by Poelking et al.195: the
non-periodic (foreground) part of the system, which incorporates the
charged excitation and its induction cloud, is superimposed onto a periodic,
neutral background, which is computed using the Ewald summation
method. The real-space interaction between these two regions is mediated by
fields created by the background charge distribution, including induced
moments. A modified shape term196 is added to account for the net charge
and quadrupole of the simulations cell. This term takes into account surface
effects and depends on the summation geometry.

By applying this technique to organic/organic interfaces it has been shown
that a cutoff of 4–8 nm is sufficient to converge the energy of a periodic three-
dimensional system. For heterogeneous ordered systems (e.g. interfaces) the
convergence turns out to be significantly slower, for example for a 12 nm
thick slab the energy is far from converged even for the cutoff of 22 nm (see
ref. 195 and Figure 9.8). Hence, this method is imperative to use in two-
dimensional periodic systems or, in general, heterogeneous systems with a
long-range molecular ordering. The differences between using simulations
with a cutoff and without it are remarkable: the additional electrostatic/
induction contribution can change from 0.5 eV (10 nm cutoff) to –0.7 eV
(infinite system). The correct treatment of electrostatic contribution can
therefore reverse the role of donor and acceptor as conditioned by gas-phase
energy levels and energy levels calculated with a seemingly ample cutoff. It
also predicts that the energy profiles for electrons and holes are flat at the
organic–organic interfaces, while cutoff based calculations lead to a sig-
nificant level bending. Finally, it allows to establish a relationship between
structural coherence and state energetics: the structural coherence is probed
up to a mm scale, hence emphasizing the role of extended crystallites (and
their alignment) at interfaces.
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9.7 Excited States
Excited and charge transfer states are at the heart of the functionality of solar
cells and OLEDs. Through them, photons dissociate into free charges and
free charges recombine radiatively. In both situations, however, processes
related to these excitations are still poorly understood. Efficient exciton
dissociation, for example, has been attributed to the assistance of charge
separation by a gradient in the free-energy landscape,197,198 structural het-
erogeneity as a function of distance to the interface,199 doping and charged
defects,200 increase in entropy as the electron and hole move away from the
interface,201 formation of hot charge transfer states,202 or long-range tun-
neling.203 To gain more microscopic insight into the role of excited and
charge transfer states is not only of fundamental interest, but is also directly
relevant for a better understanding of, for example, the shape of the current–
voltage curves of photovoltaic devices. For solar cells, in particular, this
should help to understand the origin of the fill factor, which largely deter-
mines the device efficiency and can vary dramatically between different
blends.

We therefore must aim at quantitative descriptions of excited states, their
rates of geminate and non-geminate recombination, mobilities and dif-
fusion coefficients. Such quantitative studies, however, require an accurate
description of nonlocal electron–hole interactions. To this end, there is no
optimal method for taking them into account and the scientific community
has attempted various approaches. Among the available methods, the use of
time-dependent density-functional theory (TDDFT)204 is appealing because
of its moderate computational demands. TDDFT calculations based on local
exchange-correlation kernels yield reasonable excitation energies for small-
and medium-sized molecules, provided that the excited states are formed
from local transitions, are mainly composed of a single transition, and no
extended p-systems are involved.205,206

Figure 9.8 Variation of the electrostatic interaction energy with interaction range
(rc) for a positively charged (h) and neutral (n) DCV4T molecule in a
nematically ordered thin film of thickness 12 nm. The crossover from a
bulk-like to a slab-like convergence occurs as rc exceeds film thickness.
The converged value for a positively charge molecule is –0.7 eV (not
shown on the graph).
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Such assumptions are, however, problematic for charge-transfer ex-
citons,207,208 for which the interactions of spatially separated electrons (on
acceptor) and holes (on donor) are not correctly described. Range-separated
exchange-correlation kernels209,210 can be used to overcome this deficiency
but often need compound-specific adjustments.211,212 Quantum-chemical
approaches, such as coupled-cluster methods, on the other hand, allow for
an accurate treatment of electron–electron and electron–hole interactions,
but are computationally too demanding.213–215

Recently, it has been shown that the limitations of these methods can be
overcome by using many-body Green’s functions theory within the GW
approximation and the Bethe–Salpeter equation (GW-BSE).216–218 It has been
successfully applied to determine optical excitations in crystals,219–221

polymers,222,223 and small inorganic224,225 and organic223,226 molecules.
To this end, the many-body Green’s functions theory within the GW ap-

proximation and the Bethe–Salpeter equation have been benchmarked for a
series of prototypical small-molecule based pairs.227–229 This method has
predicted energies of local Frenkel and intermolecular charge-transfer ex-
citations with an accuracy of tens of meV.230 Analysis of energy levels and
binding energies of excitons in dimers of dicyanovinyl-substituted quarter-
thiophene and fullerene231 as well as zinc-tetraphenylporphyrin and C70-
fullerene232 has shown that the transition from Frenkel to charge transfer
excitons is endothermic and the binding energy of charge transfer excitons is
still of the order of 1.5–2 eV. Hence, even such an accurate dimer-in-vacuum-
based description does not yield internal energetics favorable for the gen-
eration of free charges either by thermal energy or by an external electric
field. These results indicate that accounting for the explicit molecular
environment is as important as an accurate knowledge of internal dimer
energies and should clearly be the focus of research aiming at quantitative
descriptions of excitations in organic materials.

9.8 Software
An extensive list of standard simulations packages can be found else-
where.48,233 Here, we only provide a brief overview of the package that was
especially designed for coarse-grained simulations of morphologies and
microscopic calculations of charge mobility, the Versatile Object-oriented
Toolkit for Coarse-graining and Charge Transport Applications (VOTCA,
www.votca.org). Most of the aforementioned methods are implemented in
this package (Figure 9.9).

VOTCA consists of several modules: systematic coarse-graining (VOTCA-
CSG), charge/exciton transport (VOTCA-CTP, VOTCA-MOO), and the kinetic
Monte Carlo (VOTCA-KMC). The coarse-graining (VOTCA-CSG) package55

implements several coarse-graining techniques, among them force-match-
ing, inverse Monte Carlo, and iterative Boltzmann inversion. It is a platform
for method development of new approaches for obtaining well-defined
coarse-grained models. The purpose of the charge transport (VOTCA-CTP)
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package140 is to simplify the work-flow for charge and energy transport
simulations, provide a uniform error control for these methods, a flexible
platform for their development, and to eventually also allow for in silico pre-
screening of organic semiconductors for specific applications.

A typical work-flow of charge transport simulations is depicted in
Figure 9.9. The first step is the simulation of the atomistic morphology
(VOTCA-CSG), which is then partitioned into hopping sites. Subsequently,
the coordinates of the hopping sites are used to construct a list of pairs of
molecules, known as the neighbor list. For each pair, an electronic coupling
element (VOTCA-MOO), the reorganization energy, the driving force, and
eventually the hopping rate are evaluated. The neighbor list, combined with
the hopping rates, defines a directed graph. The corresponding master
equation can then be solved using the kinetic Monte Carlo method (VOTCA-
KMC), which allows one to explicitly monitor the charge dynamics in a
system, as well as calculate time- or ensemble-averages of occupation
probabilities, charge fluxes, correlation functions, and field-dependent
mobilities.

The package is written in modular Cþþ while the workflow is imple-
mented using scripting languages and controlled by several extensible

Figure 9.9 Modules of the VOTCA package, www.votca.org: Ground-state geom-
etries, partial charges, refined force-fields, and coarse-grained models
are used to simulate atomistically-resolved morphologies. After parti-
tioning on conjugated segments and rigid fragments, a list of pairs of
molecules (neighbor list) can be constructed. Transfer integrals, reorgan-
ization and site energies, and eventually hopping rates are then calcu-
lated for all pairs from this list. From this, a directed graph is generated
and the corresponding master equation is solved using the kinetic
Monte Carlo method.
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markup language (XML) input files, which make it a robust yet easily
modifiable toolkit for new developers. The code is available as a complete
package in various Linux distributions and is partitioned into five libraries
(tools, csg, ctp, kmc, moo), with each library providing a distinct function-
ality. Data transfer between individual programs is implemented via a
relational (SQLite) database. CMake is used to build, test, and package the
toolkit.

9.9 Outlook
To conclude, substantial method development is still necessary to achieve
parameter-free modeling of organic semiconductors. Although the list is far
from complete, several methodological issues to resolve are:

� Prediction of partially-ordered, non-equilibrium morphologies
influenced by the material’s processing, especially for polymeric
semiconductors. This includes force-field parametrization from first-
principles and the development of accurate coarse-grained models, as
well as advanced sampling techniques.

� Definition of diabatic states, in particular if they are delocalized over
parts of the molecule or over several molecules.

� Development of more accurate and efficient methods for the evaluation
of electrostatic and induction effects when evaluating site energy
differences, especially for charged systems with aperiodic charge
distributions in a periodic neutral environment.

� Embedding of (computationally demanding) treatment of explicit long-
range Coulomb interactions (including induction) when solving the
master equation, i.e. re-evaluation of state-dependent rates at every
Monte Carlo step.

� Developing computationally efficient off-lattice models for morpholo-
gies and rates, as well as the parametrization techniques for specific
compounds.

� Quantitative treatment of excited states embedded in a heterogeneous
polarizable molecular environment.

Note, that advancements in all of the above-mentioned directions are
absolutely vital before one can even start to think about devising accurate
structure–property relationships for organic semiconductors.
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117. José M. Soler, Emilio Artacho, Julian D. Gale, Alberto Garcı́a,
Javier Junquera, Pablo Ordejón and Daniel Sánchez-Portal, The SIESTA
method for ab initio order-n materials simulation, J. Phys-Condens.
Mat., 2002, 14(11), 2745.

118. David P. McMahon and Alessandro Troisi, An ad hoc tight binding
method to study the electronic structure of semiconducting polymers,
Chem. Phys. Lett., 2009, 480(4–6), 210–214.
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169. Julien Idé, Sébastien Mothy, Adrien Savoyant, Alain Fritsch,
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tronically excited states using the conductor-like screening model and
the second-order correlated method ADC(2), J. Chem. Theory. Comput.,
2013, 9(2), 977–994.

216. L. Hedin and S. Lundqvist, Effects of electron-electron and electron–
phonon interactions on the one-electron states of solids. In Solid State
Physics: Advances in Research and Application, volume 23, pages 1–181.
Academix Press, New York, 1969.

217. Michael Rohlfing and Steven G. Louie, Electron-hole excitations and
optical spectra from first principles, Phys. Rev. B, 2000, 62(8), 4927.

218. Giovanni Onida, Lucia Reining and Angel Rubio, Electronic excitations:
density-functional versus many-body Green’s-function approaches, Rev.
Mod. Phys., 2002, 74(2), 601.

219. Stefan Albrecht, Lucia Reining, Rodolfo Del Sole and Giovanni Onida,
Ab initio calculation of excitonic effects in the optical spectra of
semiconductors, Phys. Rev. Lett., 1998, 80(20), 4510.

220. Yuchen Ma and Michael Rohlfing, Optical excitation of deep defect
levels in insulators within many-body perturbation theory: The f center
in calcium fluoride, Phys. Rev. B, 2008, 77(11), 115118.

221. Eric L. Shirley, Ab initio inclusion of electron–hole attraction: Appli-
cation to x-ray absorption and resonant inelastic x-ray scattering, Phys.
Rev. Lett., 1998, 80(4), 794.

222. Michael Rohlfing and Steven G. Louie, Optical excitations in conju-
gated polymers, Phys. Rev. Lett., 1999, 82(9), 1959.

223. Emilio Artacho, M. Rohlfing, M. Côté, P. D. Haynes, R. J. Needs and
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