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Preface

n the first edition of this text, published in 1981, I remarked,

“I almost wish I could get parts of this text . .. printed in

disappearing ink, programmed to fade within ten years of
publication, so that I will not be embarrassed by statements
that will look primitive from some future perspective.” I would
say the same thing today, except that I would like for the ink to
fade faster. Biological psychology progresses rapidly, and many
statements become out-of-date quickly.

The most challenging aspect of writing a text is selecting
what to include and what to omit. It is possible to err on the
side of too little information or too much. This field is full
of facts, and it is unfortunately easy to get so bogged down
in memorizing them that one loses the big picture. The big
picture here is fascinating and profound: Your brain activity
is your mind. I hope that readers of this book will remember
that message even after they forget some of the details.

Each chapter is divided into modules; each module begins
with an introduction and finishes with a summary. This orga-
nization makes it easy for instructors to assign part of a chap-
ter per day instead of a whole chapter per week. Modules can
also be covered in a different order. Indeed, of course, whole
chapters can be taken in different orders.

I assume that the reader has a basic background in psychol-
ogy and biology and understands such basic terms as classical
conditioning reinforcement, vertebrate, mammal, gene, chromo-
some, cell, and mitochondrion. 1 also assume familiarity with a
high school chemistry course. Those with a weak background
in chemistry or a fading memory of it may consult Appendix A.

I The Electronic Edition

Will electronic editions replace printed books? Should they?
Maybe or maybe not, but electronic editions have some impot-
tant advantages. The electronic edition of this text includes ani-
mations, videos, sounds, and many new and enhanced interac-
tive try-it-yourself activities that a printed text cannot include.
At various points, the student encounters Concept Checks in
multiple-choice format. After the student clicks one of the an-
swers, the electronic text reports whether the answer was right or
wrong, If it was wrong, the text states the correct answer and ex-
plains why it is right and the other answer wrong. The electronic
edition also offers the opportunity to access valuable websites.
Also, the electronic edition is significantly less expensive than the
printed text. Many students do opt for the electronic edition, if
they know about it. Go to www.cengagebrain.com to obtain it.

1 Changes in This Edition

The 11% edition of this textbook includes many changes in
content to reflect the rapid progress in biological psychology.
Here are a few noteworthy items:

Overall

= The latest research in biological psychology. This
edition includes more than 500 new references—more
than 80% of them from 2008 or later. New studies are
presented on topics such as fMRI; tasters, supertasters,
and nontasters; sensitivity of touch by gender; synesthe-
sia; and oxytocin.

= Many new and improved illustrations. There are
numerous new, updated, and revised figures, often-
times in three dimensions, that further strengthen this
text’s ability to help students learn visually.

= New topics and discussions. The 11% edition
includes the latest issues and controversies in the field,
such as:

= Epigenetics. This emerging field focuses on
changes in gene expression without modification of
the DNA sequence. Epigenetics may help explain
differences between monozygotic twins, effects of
prenatal environments, and more.

» Sleep as neuronal inhibition. During sleep,
spontaneous and evoked activities decline only
slightly, but increased synaptic inhibition blocks
spread to other areas. Because inhibition can be
stronger in one area than in another, one brain
area may be more awake than another. Sleep-
walking is one example. Another is the experience
of awakening but being temporarily unable to
move.

» The emerging controversy about effectiveness of
antidepressant drugs. Antidepressant drugs
appear to be no more effective than placebos for
most patients, showing significant benefits only for
those with severe depression. When they are
effective, they probably work by releasing the
neurotrophin BDNF, rather than by the more
familiar mechanism of altering serotonin and
dopamine release at the synapses.

1 Chapter-by-Chapter

Chapter 1: The Major Issues

» Added introductory section in Module 1.1 that puts
the mind—brain problem in a larger context of the
mysteries of the universe.

= Most of the discussion of the mind—brain problem
relocated to Chapter 14.

» Added new section about epigenetics to Module 1.2.

= Expanded information on the genetics of aging.

XV


www.cengagebrain.com

Preface

Chapter 2: Nerve Cells and Nerve Impulses

Clearer explanation of the biochemical basis of the
action potential.

Modified Figures 2.14, 2.15, 2.17 and 2.19 in Module
2.2: The Nerve Impulse to more clearly show what is
happening within the membrane.

Chapter 3: Synapses

New Figure 3.5 shows how summation effects can
depend on the order of stimuli.

New Figures 3.9, 3.10, and 3.11 indicate how the
synaptic wiring diagram controls responses.

New Figure 3.22 illustrates a gap junction.

Modified Figures 3.7, 3.13, 3.16, 3.17, 3.23 for clarity.
Revised description of addiction, including discussion
of tolerance and withdrawal and an expanded treat-
ment of brain reorganization.

Chapter 4: Anatomy of the Nervous System

Several revisions in the discussion about fMRI. An
fMRI measurement showing increased activity in a
certain area during a certain activity does not
necessarily identify that area as specific to the
activity. The best way to test our understanding is to
see whether someone can use the fMRI results to
guess what the person was doing, thinking, or
seeing. Two studies successfully demonstrated that
possibility.

Reorganized, updated, and shortened description of
research on brain size and intelligence.

Chapter 5: Development and Plasticity of the Brain

Added new research that indicates new neurons form
in adult primate cerebral cortex after brain damage
(although we don't know how long they survive).

Updated and revised discussion of musician’s cramp.
Added section covering how brain research possibly

relates to behavioral changes in adolescence and old

age.

Many updates in the module on recovery from brain
damage.

Chapter 6: Vision

Revised section in Module 6.1: “Would the Brain
Know What to do with Extra Color Information?”

Reorganized Modules 6.2 and 6.3, so Module 6.2 now
includes most of the material about development of
the visual cortex, thus keeping all of the Hubel and
Wiesel work together. Module 6.3 discusses the
separate paths for processing in the visual cortex, with
emphasis on human brain damage cases.

Revised discussions on facial recognition and motion
blindness.

Chapter 7: Other Sensory Systems

Added interesting study that explains why women
have more touch sensitivity than men (primarily due
to having smaller fingers).

New section on social pain, including the finding that
Tylenol can relieve hurt feelings.

Stronger evidence that temporal patterns of response
in brain neurons code for different kinds of taste.

New studies show that the difference between tasters
and supertasters relates to the number of fungiform
papillae on the tongue but not to the gene that
differentiates tasters from nontasters.

New study shows how synesthesia can result from
cross-connections between axons of different sensory
systems.

Chapter 8: Movement

New study shows that people move more quickly
when reacting to a stimulus than when making the
same movement spontaneously. This result relates to
the old Western movies in which the hero drew his
gun second but still outgunned the bad guy who drew
first. It says that outcome is at least plausible.
Expanded and moved discussion of the antisaccade
task (now defined) from first to second module.
Updated and reorganized description of the cortical
areas that plan movements before sending their output
to the primary motor cortex.

Chapter 9: Wakefulness and Sleep

Added figure showing circadian rhythms in people’s

mood.

Revised discussion and revised figure concerning the
role of the PER and TIM proteins in producing

circadian rhythms.

New section on sleep and the inhibition of brain
activity makes the point that sleep can occur locally
within the brain, such as during sleepwalking,
Module 9.3 on functions of sleep and dreams has
several points of reorganization and reordering of
material.

Chapter 10: Internal Regulation

New examples of behavioral relevance of body
temperature.

Added illustration showing seasonal variation in eating.

Added mother’s diet in pregnancy as a predisposing
factor in obesity.

Deleted the section on anorexia nervosa.

Chapter 11: Reproductive Behaviors

Expanded and revised discussion of sex differences
based on X and Y chromosomes that do not depend
on sex hormones.



» Expanded and revised discussion of effects of prenatal
hormones on children’s play.

» Added research on the relationship between testoster-
one and seeking new sexual partners.

= More research added on oxytocin.

Chapter 12: Emotional Behaviors
» Added the “triple imbalance” hypothesis of aggressive

behavior, which links aggression to high testosterone
relative to cortisol and serotonin.

» Added section on individual differences in amygdala
response and anxiety.

» Enhanced description of patient SM with bilateral
amygdala damage. She shows no fear of snakes,
spiders, or horror movies. Unfortunately, she wanders
into dangerous situations without due caution.

= New section on anxiety disorders, especially panic
disorder, and methods of coping with severe anxiety.

Chapter 13: The Biology of Learning and Memory
» Substituted the term instrumental conditioning for
operant conditioning.

= Reorganized and expanded treatment of consolida-
tion. Added the concept of reconsolidation.

» Updated the fact that patient H. M. has died.

» Substituted new figure to illustrate the Morris water
maze.

= New section about the role of the basal ganglia.

» Updated discussion of Alzheimer’s disease, particu-
larly about the interactions between amyloid and tau.

» Added figure to illustrate long-term potentiation.

= New section “Improving Memory” concludes that, from
a biological standpoint, there’s not much we can do.

Chapter 14: Cognitive Functions

» Added information on a gene important for language
learning.

» Revised and reorganized discussion about brain
representation of language in bilingual people.

= Moved and condensed most of the material about the
mind-brain problem from Chapter 1 to Module 14.3.

= Revised discussion of consciousness, incorporating much
of what used to be in Chapter 1. It also includes the
study using brain measurements to infer possible
consciousness in a patient in a persistent vegetative state.

= Added section about attention.

Chapter 15: Mood Disorders and Schizophrenia

» Added distinction between eatly-onset and late-onset
depression, evidently influenced by different genes.

» Included many failures to replicate Caspi’s report of an
interaction between a gene and stressful experiences.
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» Increased emphasis on the role of BDNF and new
learning in explaining antidepressant effects.

= Updated discussion and new research on the limited
effectiveness of antidepressant drugs.

= Expanded discussion of the relative effectiveness of
psychotherapy versus antidepressant drugs.

» Revised description of the diagnosis of schizophrenia.

A Comprehensive Teaching
and Learning Package

Biological Psychology, 11th Edition, is accompanied by an ar-
ray of supplements developed to facilitate both instructors’and
students’ best experience inside as well as outside the class-
room. All of the supplements continuing from the 10th edition
have been thoroughly revised and updated; other supplements
are new to this edition. Cengage Learning invites you to take
full advantage of the teaching and learning tools available to
you and has prepared the following descriptions of each.

I Print Resources
Instructor’s Resource Manual

This manual, updated and expanded for the 11th edition, is
designed to help streamline and maximize the effectiveness of
your course preparation. It provides chapter outlines and
learning objectives; class demonstrations and projects, includ-
ing lecture tips and activities, with handouts; a list of video
resources, additional suggested readings and related websites,
discussion questions designed to work both in class and on
message boards for online classes; key terms from the text;
and James Kalat's answers to the “Thought Questions” that
conclude each module.

Test Bank for Biological Psychology,
11th Edition

Simplify testing and assessment using this printed selection of
more than 3,500 multiple-choice, true/false, short answer,
and essay questions, which have been thoroughly revised in
this edition. All new questions are flagged as “New” to help
instructors update their existing tests. This teaching resource
includes separate questions for both a midterm and a compre-
hensive final exam.

I Media Resources
PowerLecture™

The fastest, easiest way to build powerful, customized, media-
rich lectures, PowerLecture provides a collection of book-
specific PowerPoint lectures, and class tools to enhance the
educational experience.
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Psychology CourseMate

Biological Psychology, 11th Edition, includes Psychology Course-
Mate, a complement to your textbook. Psychology CourseMate
includes:

= An interactive eBook
= Interactive teaching and learning tools including:
= quizzes
» flashcards
= videos
= and more

» Engagement Tracker, a first-of-its-kind tool that moni-
tors student engagement in the course

Go to login.cengage.com to access these resources, and
look for this icon cencacenow:, which denotes a resource available
within CourseMate.

WebTutor on Blackboard and WebCT

Jump-start your course with customizable, rich, text-specific
content within your Course Management System:

» Jump-start—Simply load a WebTutor cartridge into
your Course Management System.
» Customizable—Easily blend, add, edit, reorganize, or
delete content.
= Content—Rich, text-specific content, media assets,
quizzing, weblinks, discussion topics, interactive
games and exercises, and more
Whether you want to web-enable your class or put an en-
tire course online, WebTutor delivers. Visit webtutor.cengage
.com to learn more.

CengageNOW with Interactive,
Media-Enhanced eBook
CengageNOW offers all of your teaching and learning re-

sources in one intuitive program organized around the essen-
tial activities you perform for class—lecturing, creating as-
signments, grading, quizzing, and tracking student progress
and performance. CengageNOW's intuitive “tabbed” design
allows you to navigate to all key functions with a single click,
and a unique homepage tells you just what needs to be done
and when. CengageNOW provides students access to an inte-
grated eBook, interactive tutorials, videos, animations, games,
and other multimedia tools that help students get the most
out of your course.

eBook for Biological Psychology,
11th Edition

Available at cengagebrain.com, the PDF version of this book
looks just like the printed text but also provides animations,
videos, sounds, and interactive try-it-yourself activities. The
Concept Checks offer multiple-choice questions with feed-
back about why incorrect answers were incorrect. It also has
links to websites and a convenient menu of links to each chap-
ter's main headings so that students can easily navigate from
section to section. Using Acrobats search feature, students
may also search for key terms or other specific information in
this version of the text.
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‘The Major Issues

CHAPTER OUTLINE

MODULE 1.1 The Biological Approach to Behavior
Biological Explanations of Behavior

Career Opportunities

In Closing: Your Brain and Your Experience

MODULE 1.2 Genetics and Behavior
Mendelian Genetics

Heredity and Environment

The Evolution of Behavior

In Closing: Genes and Behavior

MoDULE 1.3 The Use of Animals in Research
Reasons for Animal Research

The Ethical Debate

In Closing: Humans and Animals

Interactive Exploration and Study

OPPOSITE: It is tempting to try to “get inside the mind” of
people and other animals, to imagine what they are thinking

or feeling. In contrast, biological psychologists try to explain
behavior in terms of its physiology, development, evolution, and
function. (Source: C. D. L. Wynne, 2004)

MAIN IDEAS

1. Biological explanations of behavior fall into several
categories, including physiology, development, evolution,
and function.

2. Nearly all current philosophers and neuroscientists reject
the idea that the mind exists independently of the brain.
Still, the question remains as to how and why brain
activity is connected to consciousness.

3. The expression of a given gene depends on the
environment and on interactions with other genes.

4. Research with nonhuman animals yields important
information, but it sometimes inflicts distress or pain on
the animals. Whether to proceed with a given experiment
can be a difficult ethical issue.

It is often said that Man is unique among animals. It is worth looking at this
term “unique” before we discuss our subject proper. The word may in this
context have two slightly different meanings. It may mean: Man is strikingly
different—he is not identical with any animal. This is of course true. It is true
also of all other animals: Each species, even each individual is unique in this
sense. But the term is also often used in a more absolute sense: Man is so dif-
ferent, so “essentially different” (whatever that means) that the gap between
him and animals cannot possibly be bridged—he is something altogether
new. Used in this absolute sense the term is scientifically meaningless. Its
use also reveals and may reinforce conceit, and it leads to complacency and
defeatism because it assumes that it will be futile even to search for animal
roots. It is prejudging the issue.

Niko Tinbergen (1973, p. 161)

iological psychologists study the animal roots of
behavior, relating actions and experiences to genetics
and physiology. In this chapter, we consider three
major issues: the relationship between mind and brain, the
roles of nature and nurture, and the ethics of research. We also
briefly consider career opportunities in this and related fields.

1



MODULE 1.1

The Biological Approach

to Behavior

fall the questions that people ask, two stand out as the

most profound and the most difficult. One of those

questions deals with physics. The other pertains to the
relationship between physics and psychology.

Philosopher Gottfried Leibniz (1714) posed the first
question: “Why is there something rather than nothing?” It
would seem that nothingness would be the default state. Evi-
dently, the universe—or whoever or whatever created the uni-
verse—had to be self-created.

So... how did that happen?

That question is supremely baffling, but a subordinate
question is more amenable to discussion: Given the existence
of a universe, why this particular kind of universe? Could the
universe have been fundamentally different? Our universe has
protons, neutrons, and electrons with particular dimensions
of mass and charge. It also contains less familiar types of par-
ticles, plus certain quantities of energy and pootly understood
“dark matter” and “dark energy.” The universe has four funda-
mental forces—gravity, electromagnetism, the strong nuclear
force, and the weak nuclear force. What if any of these proper-
ties had been different?

Beginning in the 1980s, specialists in a branch of physics
known as string theory set out to prove mathematically that
this is the only possible way the universe could be. Succeeding
in that effort would have been theoretically satisfying, but alas,
as string theorists worked through their equations, they con-
cluded that this is not the only possible universe. The universe
could have taken a vast number of forms with different laws of
physics. How vast a number? Imagine the number 1 followed
by about 500 zeros. And that's the low estimate.

Of all those possible universes, how many could have sup-

ported life? Very few. Consider the following (Davies, 2006):

n If gravity were weaker, matter would not condense into
stars and planets. If it were stronger, stars would burn
brighter and use up their fuel too quickly for life to
evolve.

n If the electromagnetic force were stronger, the protons
within an atom would repel one another so strongly
that atoms would burst apart.

= In the beginning was hydrogen. The other elements
formed by fusion within stars. The only way to get

those elements out of stars and into planets (like
Earth) is for a star to explode as a supernova and
send its contents out into the galaxy. If the weak nu-
clear force were either a bit stronger or a bit weaker,
a star could not explode. Also, during the first frac-
tion of a second after the Big Bang that started the
universe, if the weak force had been a bit stronger,
the universe would consist of almost nothing but
hydrogen. If the weak force had been a bit weaker,
the universe would consist of almost nothing but
helium.

= Because of the exact ratio of the electromagnetic force
to the strong nuclear force, helium (element 2 on the
periodic table) and beryllium (element 4) go into reso-
nance within a star, enabling them to fuse easily into
carbon, which is essential to life as we know it. (It’s
hard to talk about life as we don’t know it.) If either
the electromagnetic force or the strong nuclear force
changed slightly (less than 1%), the universe would
have almost no carbon.

s The electromagnetic force is 10*° times stronger than
gravity, If gravity were a bit stronger than this, relative
to the electromagnetic force, planets would not form.
If it were a bit weaker, planets would consist of only
gases, without any of the heavier elements that form
surfaces... and bones and bodies.

= Have you ever wondered why water (H,O) is a lig-
uid? Other light molecules, such as carbon dioxide,
nitric oxide, ozone, and methane are gases except at
extremely low temperatures. In a water molecule,
the two hydrogen ions form a 104.5° angle (Figure
1.1). As a result, one end of the water molecule
has a slight positive charge and the other a slight
negative charge. The difference is enough for water
molecules to attract one another electrically. If they
attracted one another a bit less, all water would be
a gas (steam). But if water molecules attracted one
another a bit more strongly, water would always be a

solid (ice).

In short, the universe could have been different in many
ways, and in neatly all of them, life as we know it would be
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FIGURE 1.1 A water molecule

Because of the angle between hydrogen, oxygen, and hydrogen,
one end of the molecule is more positive and the other is more
negative. The exact amount of difference in charge causes one
water molecule to attract another—just strongly enough to be a
liquid, but not strongly enough to be a solid.

impossible. Why is the universe the way it is? Maybe it’s just a
coincidence. (Lucky for us, huh?) Or maybe intelligence of
some sort guided the formation of the universe. That hypoth-
esis obviously goes way beyond the reach of empirical science.
A third possibility, popular among many physicists, is that a
huge number of other universes (perhaps an infinite number)
really do exist, and we of course know about only the kind of
universe in which we could evolve. That hypothesis, too, goes
way beyond the reach of empirical science, as we can't know
about other universes.

Will we ever know why the universe is the way it is?
Maybe not, but the question is so fascinating that thinking
about it becomes irresistible.

At the start, I mentioned two profound but difficult ques-
tions. The second one is what philosopher David Chalmers
(1995) calls the hard problem: Given this universe composed
of matter and energy, why is there such a thing as conscious-
ness? We can imagine how matter came together to form mol-
ecules, and how certain kinds of carbon compounds came to-
gether to form a primitive type of life, which then evolved into
animals, and then animals with brains and complex behaviors.
But why and how did brain activity become conscious? What
is the relationship between mental experience and brain activ-
ity? This question is called the mind—brain problem or the
mind-body problem.

That question is as baffling, and as fascinating, as the one
about why there is something rather than nothing. So far, no
one has offered a convincing explanation of consciousness. A
few scholars have suggested that we do away with the con-
cept of consciousness or mind altogether (Churchland,
1986; Dennett, 1991). That proposal seems to avoid the
question, not answer it. Chalmers (2007) and Rensch (1977)
proposed, instead, that we regard consciousness as a funda-
mental property of matter. A fundamental property is one
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that cannot be reduced to something else. For example, mass
is a fundamental property. We can't explain why matter has
mass; it just does. Similarly, we can't explain why protons
and electrons have charge. They just do. Maybe conscious-
ness is like that.

Well, maybe, but it's an unsatisfying answer. First, con-
sciousness isn't like other fundamental properties. Matter has
mass all the time, and protons and electrons have charge all
the time. As far as we can tell, consciousness occurs only in
certain parts of certain kinds of nervous systems, and just
some of the time—not when you are in a dreamless sleep, and
not when you are in a coma. Besides, it's unsatisfying to call
anything a fundamental property, even mass or charge. To say
that mass is a fundamental property doesn't mean that there is
no reason. It means that we have given up on finding a reason.
And, in fact, string theorists have not given up. They are trying
to explain mass and charge in terms of sub-sub-subatomic
string-like items that compose everything. To say that con-
sciousness is a fundamental property would mean that we
have given up on explaining it. Perhaps we never will explain
it, but it is too soon to give up. After we learn as much as pos-
sible about the nervous system, maybe someone will come up
with a brilliant insight and understand what consciousness is
all about. Even if not, the research teaches us much that is use-
ful and interesting for other reasons. We will come to under-
stand ourselves better, even if we don't fully understand our
place in the cosmos.

Biological psychology is the study of the physiological,
evolutionary, and developmental mechanisms of behavior
and experience. It is approximately synonymous with the
terms biopsychology, psychobiology, physiological psychology,
and bebhavioral neuroscience. The term biological psychology
emphasizes that the goal is to relate biology to issues of psy-
chology. Neuroscience includes much that is relevant to be-
havior but also includes more detail about anatomy and
chemistry.

Biological psychology is more than a field of study. It is
also a point of view. It holds that we think and act as we do
because of certain brain mechanisms, which we evolved be-
cause ancient animals with these mechanisms survived and
reproduced better than animals with other mechanisms.

Much of biological psychology concerns brain function-
ing. Figure 1.2 offers a view of the human brain from the top
(what anatomists call a dorsal view) and from the bottom (a
ventral view). The labels point to a few important areas that
will become more familiar as you proceed through this text.
An inspection of a brain reveals distinct subareas. At the mi-
croscopic level, we find two kinds of cells: the neurons (Figure
1.3) and the glia. Neurons, which convey messages to one an-
other and to muscles and glands, vary enormously in size,
shape, and functions. The glia, generally smaller than neu-
rons, have many functions but do not convey information
over great distances. The activities of neurons and glia some-
how produce an enormous wealth of behavior and experi-
ence. This book is about researchers’ attempts to elaborate on
that word “somehow.”
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Dorsal view (from above)

Frontal lobe
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FIGURE 1.2 Two views of the human brain
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The brain has an enormous number of divisions and subareas; the labels point to a few of the main ones on the surface of the brain.

© Dan McCoy/Rainbow

FIGURE 1.3 Neurons, magnified
The brain is composed of individual cells called neurons and glia.

Biological Explanations
of Behavior

Common-sense explanations of behavior often refer to inten-
tional goals such as,“He did this because he was trying to .. ”
or “She did that because she wanted to .. .. But often, we have
no reason to assume intentions. A 4-month-old bird migrat-

ing south for the first time presumably does not know why.
The next spring, when she lays an egg, sits on it, and defends
it from predators, again she doesn't know why. Even humans
don't always know the reasons for their own behaviors. Yawn-
ing and laughter are two examples. You do them, but can you
explain what they accomplish?

In contrast to common-sense explanations, biological ex-
planations of behavior fall into four categories: physiological,
ontogenetic, evolutionary, and functional (Tinbergen, 1951).
A physiological explanation relates a behavior to the activity
of the brain and other organs. It deals with the machinery of
the body—for example, the chemical reactions that enable
hormones to influence brain activity and the routes by which
brain activity controls muscle contractions.

The term ontogenetic comes from Greek roots meaning the
origin (or genesis) of being. An ontogenetic explanation de-
scribes how a structure or behavior develops, including the
influences of genes, nutrition, experiences, and their interac-
tions. For example, the ability to inhibit impulses develops
gradually from infancy through the teenage years, reflecting
gradual maturation of the frontal parts of the brain.

An evolutionary explanation reconstructs the evolution-
ary history of a structure or behavior, The characteristic fea-
tures of an animal are almost always modifications of some-
thing found in ancestral species (Shubin, Tabin, & Carroll,
2009). For example, monkeys use tools occasionally, and hu-
mans evolved elaborations on those abilities that enable us to
use tools even better (Peeters et al., 2009). Evolutionary expla-
nations also call attention to features left over from ancestors
that serve little or no function in the descendants. For example,
frightened people get “goose bumps’—erections of the hairs—
especially on their arms and shoulders. Goose bumps are use-
less to humans because our shoulder and arm hairs are so short
and usually covered by clothing. In most other mammals, how-
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Researchers continue to debate exactly what good yawning does.

Yawning is a behavior that even people do without knowing its
purpose.
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FIGURE 1.4 A frightened cat with erect hairs

A functional explanation for the tendency for fear to erect the
hairs is that it makes the animal look larger and more intimidat-
ing. An evolutionary explanation for human goose bumps is that
we inherited the tendency from ancestors who had enough hair for
the behavior to be useful.

ever, hair erection makes a frightened animal look larger and
more intimidating (Figure 1.4). An evolutionary explanation
of human goose bumps is that the behavior evolved in our re-
mote ancestors and we inherited the mechanism.

A functional explanation describes why a structure or be-
havior evolved as it did. Within a small, isolated population, a
gene can spread by accident through a process called genetic
drift. For example, a dominant male with many offspring spreads
all his genes, including some that helped him become dominant
and other genes that were neutral or possibly disadvantageous.
However, a gene that is prevalent in a large population presum-
ably provided some advantage—at least in the past, though not
necessarily today. A functional explanation identifies that ad-
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Unlike all other birds, doves and pigeons can drink with their
heads down. (Others fill their mouths and then raise their heads.)
A physiological explanation would describe these birds’ unusual
pattern of nerves and throat muscles. An evolutionary explanation
states that all doves and pigeons share this behavioral capacity
because they inherited their genes from a common ancestor.

© Gary Bell/SeaPics.com

FIGURE 1.5 A sea dragon, an Australian fish related to the
seahorse, lives among kelp plants, looks like kelp, and
usually drifts slowly and aimlessly, acting like kelp.

A functional explanation is that potential predators overlook a fish
that resembles inedible plants. An evolutionary explanation is that
genetic modifications expanded smaller appendages that were
present in these fish’s ancestors.

vantage. For example, many species have an appearance that
matches their background (Figure 1.5). A functional explana-
tion is that camouflaged appearance makes the animal incon-
spicuous to predators. Some species use their behavior as part
of the camouflage. For example, zone-tailed hawks, native to
Mexico and the southwestern United States, fly among vultures
and hold their wings in the same posture as vultures. Small
mammals and birds run for cover when they see a hawk, but
they learn to ignore vultures, which pose no threat to a healthy
animal. Because the zone-tailed hawks resemble vultures in
both appearance and flight behavior, their prey disregard them,
enabling the hawks to pick up easy meals (W. S. Clark, 2004).

To contrast the four types of biological explanation, con-
sider how they all apply to one example, birdsong (Catchpole
& Slater, 1995):

Type of

Explanation

Example from Birdsong

A particular area of a songbird brain
grows under the influence of testosterone;
hence, it is larger in breeding males than
in females or immature birds. That brain
area enables a mature male to sing.

Physiological

Ontogenetic In many species, a young male bird learns
its song by listening to adult males.
Development of the song requires a
certain set of genes and the opportunity
to hear the appropriate song during a

sensitive period early in life.

Certain pairs of species have similar
songs. For example, dunlins and Baird’s
sandpipers, two shorebird species, give
their calls in distinct pulses, unlike other
shorebirds. The similarity suggests that
the two evolved from a single ancestor.

Evolutionary

In most bird species, only the male sings.
He sings only during the reproductive
season and only in his territory. The
functions of the song are to attract females
and warn away other males. As a rule, a
bird sings loudly enough to be heard only
in the territory he can defend. In short,
birds evolved tendencies to sing in ways
that improve their chances for mating.

1. How does an evolutionary explanation differ from a func-
tional explanation?

Functional
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1 Career Opportunities

If you want to consider a career related to biological psychol-
ogy, you have a range of options relating to research and ther-
apy. Table 1.1 describes some of the major fields.

A research position ordinarily requires a PhD in psy-
chology, biology, neuroscience, or other related field. People
with a master’s or bachelor’s degree might work in a research
laboratory but would not direct it. Many people with a PhD
hold college or university positions, where they perform
some combination of teaching and research. Other individu-
als have pure research positions in laboratories sponsored by
the government, drug companies, or other industries.
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m Fields of Specialization

Specialization

Description

Research Fields

Neuroscientist

Behavioral neuroscientist (almost synonyms:

psychobiologist, biopsychologist, or
physiological psychologist)

Cognitive neuroscientist

Neuropsychologist

Psychophysiologist

Neurochemist

Comparative psychologist (almost synonyms:

ethologist, animal behaviorist)

Evolutionary psychologist (almost synonym:
sociobiologist)

Practitioner Fields of Psychology
Clinical psychologist

Counseling psychologist

School psychologist

Medical Fields

Neurologist

Neurosurgeon

Psychiatrist
Allied Medical Field
Physical therapist

Occupational therapist

Social worker

Research positions ordinarily require a PhD. Researchers are employed by universities,
hospitals, pharmaceutical firms, and research institutes.

Studies the anatomy, biochemistry, or physiology of the nervous system. (This broad term
includes any of the next five, as well as other specialties not listed.)

Investigates how functioning of the brain and other organs influences behavior.

Uses brain research, such as scans of brain anatomy or activity, to analyze and explore people’s

knowledge, thinking, and problem solving.

Conducts behavioral tests to determine the abilities and disabilities of people with various kinds
of brain damage and changes in their condition over time. Most neuropsychologists have a
mixture of psychological and medical training; they work in hospitals and clinics.

Measures heart rate, breathing rate, brain waves, and other body processes and how they vary
from one person to another or one situation to another.

Investigates the chemical reactions in the brain.

Compares the behaviors of different species and tries to relate them to their habitats and ways of

life.

Relates behaviors, especially social behaviors, including those of humans, to the functions they
have served and, therefore, the presumed selective pressures that caused them to evolve.

In most cases, their work is not directly related to neuroscience. However, practitioners often
need to understand it enough to communicate with a client’s physician.

Requires PhD or PsyD. Employed by hospital, clinic, private practice, or college. Helps people

with emotional problems.

Requires PhD or PsyD. Employed by hospital, clinic, private practice, or college. Helps people

make educational, vocational, and other decisions.

Requires master’s degree or PhD. Most are employed by a school system. Identifies educational
needs of schoolchildren, devises a plan to meet the needs, and then helps teachers implement it.

Practicing medicine requires an MD plus about 4 years of additional study and practice in a
specialization. Physicians are employed by hospitals, clinics, medical schools, and in private
practice. Some conduct research in addition to seeing patients.

Treats people with brain damage or diseases of the brain.
Performs brain surgery.

Helps people with emotional distress or troublesome behaviors, sometimes using drugs or other
medical procedures.

These fields ordinarily require a master’s degree or more. Practitioners are employed by
hospitals, clinics, private practice, and medical schools.

Provides exercise and other treatments to help people with muscle or nerve problems, pain, or
anything else that impairs movement.

Helps people improve their ability to perform functions of daily life, for example, after a stroke.

Helps people deal with personal and family problems. The activities of a social worker overlap
those of a clinical psychologist.

© Cengage Learning 2013

Fields of therapy include clinical psychology, counseling
psychology, school psychology, medicine, and allied medical
practice such as physical therapy. These fields range from neu-
rologists (who deal exclusively with brain disorders) to social
workers and clinical psychologists (who need to recognize
possible signs of brain disorder so they can refer a client to a
proper specialist).

Anyone who pursues a career in research needs to stay up to
date on new developments by attending conventions, consulting
with colleagues, and reading research journals, such as Journal of

Neuroscience, Neurology, Behavioral Neuroscience, Brain Research,
Nature Neuroscience, and Archives of General Psychiatry. But
what if you are entering a field on the outskirts of neuroscience,
such as clinical psychology, school psychology, social work, or
physical therapy? In that case, you probably don't want to wade
through technical journal articles, but you do want to stay cut-
rent on major developments—at least enough to converse intel-
ligently with medical colleagues. You can find much information
in the magazine Scientific American Mind or at websites such as

The Dana Foundation (http://www.dana.org).
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MODULE 1.1 m IN CLOSING

Your Brain and Your Experience

The goal in this module has been to preview the kinds of ques-
tions biological psychologists hope to answer. In the next sev-
eral chapters, we shall go through a great deal of technical infor-
mation of the type you need to know before we can start
applying it to interesting questions about why people do what
they do and experience what they experience.

Biological psychologists are ambitious, hoping to explain as
much as possible about psychology in terms of brain processes,

SUMMARY

1. Two profound, difficult questions are why the universe is
as it is (indeed why it exists at all), and why and how
consciousness occurs. Regardless of whether these
questions are answerable, they motivate research on
related topics. 2

2. Biological psychologists try to answer four types of
questions about any given behavior. Physiological: How
does it relate to the physiology of the brain and other
organs? Ontogenetic: How does it develop within the
individual? Evolutionary: How did the capacity for the

KEY TERMS

genes, and the like. The guiding assumption is that the pattern
of activity that occurs in your brain when you see a rabbit is
your perception of a rabbit. The pattern that occurs when you
feel fear is your fear. This is not to say, “your brain physiology
controls you” any more than, “you control your brain.” Rather,
your brain is you! The rest of this book explores how far we can
go with this guiding assumption.

behavior evolve? Functional: Why did the capacity for
this behavior evolve? (That is, what function does it
serve?) 4

3. Biological explanations of behavior do not necessarily
assume that the individual understands the purpose or
function of the behavior. 4

4. Many careers relate to biological psychology, including
various research fields, certain medical specialties, and

counseling and psychotherapy. 6

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book’s Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

biological psychology 3 hard problem 3

evolutionary explanation 4
functional explanation 5

THOUGHT QUESTIONS

physiological explanation 4

mind-body or mind—brain problem 3
ontogenetic explanation 4

Thought questions are intended to spark thought and discussion. In most cases, there is no clearly right answer but several fruit-

ful ways to think about the question.

1. Is consciousness useful? That is, what (if anything)
can we do because of consciousness that we couldn’t
do otherwise?

2. What are the special difficulties of studying the
evolution of behavior, given that behavior doesn't leave
fossils (with a few exceptions such as footprints
showing an animal’s gait)?



MODULE 1.2

Genetics and Behavior

verything you do depends on both your genes and your

environment. Consider facial expressions. A contribution

of the environment is obvious: You smile more when
the world is treating you well and frown when things are going
badly. Does heredity influence your facial expressions?
Researchers examined facial expressions of people who were
born blind and therefore could not have learned to imitate
facial expressions. The facial expressions of the people born
blind were remarkably similar to those of their sighted
relatives, as shown in Figure 1.6 (Peleg et al., 2006). These
results suggest a major role for genetics in controlling facial
expressions.

Controversies arise when we move beyond the generaliza-
tion that both heredity and environment are important. For
example, do differences in human intelligence depend mostly
on genetic differences, environmental influences, or both
about equally? Similar questions arise for sexual orientation,
alcoholism, weight gain, and almost everything else that inter-
ests psychologists. This module should help you understand
these controversies as they arise later in this text or elsewhere.
We begin with a review of genetics, a field that has become
more and more complicated as research has progressed.

I Mendelian Genetics

Before the work of Gregor Mendel, a late-19th-century monk,
scientists thought that inheritance was a blending process in
which the properties of the sperm and the egg simply mixed,
like two colors of paint.

Mendel demonstrated that inheritance occurs through
genes, units of heredity that maintain their structural iden-
tity from one generation to another. As a rule, genes come in
pairs because they are aligned along chromosomes (strands
of genes) that also come in pairs. (As an exception to this
rule, 2 male mammal has unpaired X and Y chromosomes
with different genes.) Classically, a gene has been defined as a
portion of a chromosome, which is composed of the double-
stranded molecule deoxyribonucleic acid (DNA). However,
many genes do not have the discrete locations we once imag- and their sighted relatives (right)
ined (Bird, 2007). Sometimes several genes overlap on a The marked similarities imply a genetic contribution to facial
stretch of chromosome. Sometimes a genetic outcome de-  expressions.
pends on parts of two or more chromosomes. In many cases,
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FIGURE 1.6 Facial expressions by people born blind (left)
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part of a chromosome alters the expression of other genes
without coding for any protein of its own.

A strand of DNA serves as a template (model) for the
synthesis of ribonucleic acid (RNA) molecules, a single-
strand chemical. One type of RNA molecule—messenger
RINA—serves as a template for the synthesis of protein mol-
ecules. DNA contains four “bases’—adenine, guanine, cyto-
sine, and thymine—in any order. The order of those bases
determines the order of corresponding bases along an RNA
molecule—adenine, guanine, cytosine, and uracil. The order
of bases along an RNA molecule in turn determines the order
of amino acids that compose a protein. For example, if three
RINA bases are, in order, cytosine, adenine, and guanine, then
the protein adds the amino acid glutamine. If the next three
RINA bases are uracil, guanine, and guanine, the next amino
acid on the protein is tryptophan. In total, proteins consist of
20 amino acids, and the order of those amino acids depends
on the order of DNA and RNA bases. It's an amazingly sim-
ple code, considering the complexity of body structures and
functions that result from it.

Figure 1.7 summarizes the main steps in translating infor-
mation from DNA through RNA into proteins. Some pro-
teins form part of the structure of the body. Others serve as
enzymes, biological catalysts that regulate chemical reactions
in the body.

Anyone with an identical pair of genes on the two chro-
mosomes is homozygous for that gene. An individual with an
unmatched pair of genes is heterozygous for that gene. For
example, you might have a gene for blue eyes on one chromo-
some and a gene for brown eyes on the other.

Genes are dominant, recessive, or intermediate. A domi-
nant gene shows a strong effect in either the homozygous or
heterozygous condition. A recessive gene shows its effects
only in the homozygous condition. For example, a gene for

brown eyes is dominant and a gene for blue eyes is recessive. If
you have one gene for brown eyes and one for blue, the result
is brown eyes. The gene for high sensitivity to the taste of
phenylthiocarbamide (PTC) is dominant, and the gene for
low sensitivity is recessive. Only someone with two recessive
genes has trouble tasting it (Wooding et al., 2004). Figure 1.8
illustrates the possible results of a mating between people who
are both heterozygous for the PTC-tasting gene. Because each
has one high taste sensitivity gene—let’s abbreviate it “T"—
the parents can taste PTC. However, each parent transmits
either a high taste sensitivity gene (T') or a low taste sensitiv-
ity gene (t) to a given child. Therefore, a child in this family
has a 25% chance of two T genes, a 50% chance of the hetero-
zygous Tt condition, and a 25% chance of being homozygous
for the t gene.

2. Suppose you have high sensitivity to tasting PTC. If your
mother can also taste it easily, what (if anything) can you
predict about your father’s ability to taste it?

3. Suppose you have high sensitivity to the taste of PTC. If
your mother has low sensitivity, what (if anything) can you
predict about your father’s taste sensitivity?
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FIGURE 1.7 How DNA
controls development of
the organism

The sequence of bases
along a strand of DNA
determines the order of
bases along a strand of
RNA; RNA in turn controls
the sequence of amino acids
in a protein molecule.

(© Cengage Learning 2013)
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Protein

Some proteins become
part of the body’s structure.
Others are enzymes that
control the rate of chemical
reactions.
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FIGURE 1.8 Four equally likely outcomes of a mating
between parents who are heterozygous for a given gene (Tt)
A child in this family has a 25% chance of being homozygous for
the dominant gene (TT), a 25% chance of being homozygous for the
recessive gene (tt), and a 50% chance of being heterozygous (Tt).

However, an example like PTC or eye color can be mis-
leading, because it implies that if you have a gene, it produces
its outcome, period. It also implies that a single gene com-
pletely controls a characteristic. Even in the case of eye color
that is not true. Researchers have identified at least ten genes
that contribute to variations in eye color (Liu et al., 2010). At
least 180 genes contribute to differences in people’s height
(Allen et al., 2010). Furthermore, it is also possible to have a
gene and express it only partly—in some cells and not others,
or under some circumstances and not others. Genes affecting
behavior are particularly subject to multiple influences.

Sex-Linked and Sex-Limited Genes

The genes on the sex chromosomes (designated X and Y) are
known as sex-linked genes. All other chromosomes are auto-
somal chromosomes, and their genes are known as autosomal
genes.

In mammals, a female has two X chromosomes, whereas a
male has an X and a Y. During reproduction, the female nec-
essarily contributes an X chromosome, and the male contrib-
utes either an X or a Y. If he contributes an X, the offspring is
female; if he contributes a Y, the offspring is male.

The Y chromosome is small. In humans, it has genes for only
27 proteins, far fewer than other chromosomes. However, the Y
chromosome also has many sites that influence the functioning
of genes on other chromosomes. The X chromosome has genes
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for about 1,500 proteins (Arnold, 2004). Thus, when biologists
speak of sex-linked genes, they usually mean X-linked genes.

An example of a human sex-linked gene is the recessive gene
for red-green color vision deficiency. Any man with this gene on
his X chromosome is red-green color deficient because he has no
other X chromosome. A woman is color deficient only if she has
that recessive gene on both of her X chromosomes. So, for ex-
ample, if 8% of human X chromosomes contain the gene for
color vision deficiency, then 8% of men will be color deficient,
but less than 1% of women will be (.08 X .08).

Distinct from sex-linked genes are the sex-limited genes,
which are present in both sexes, generally on autosomal chro-
mosomes, but active mainly in one sex. Examples include the
genes that control the amount of chest hair in men, breast size
in women, amount of crowing in roosters, and rate of egg pro-
duction in hens. Both sexes have those genes, but sex hor-
mones activate them in one sex or the other.

4. How does a sex-linked gene differ from a sex-limited
gene?

5. Suppose someone identifies a “gene” for certain aspects
of sexual development. In what ways might that state-
ment be misleading?
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Genetic Changes

Genes change in several ways, One way is by mutation, a heri-
table change in a DNA molecule. Changing just one base in
DNA to any of the other three types means that the mutant
gene will code for a protein with a different amino acid at one
location in the molecule. Given that evolution has already had
eons to select the best makeup of each gene, a new mutation is
rarely advantageous. Still, those rare exceptions are important.
The human FOXP2 gene differs from the chimpanzee version
of that gene in just two bases, but those two mutations modi-
fied the human brain and vocal apparatus in several ways that
facilitate language development (Konopka et al., 2009).
Another kind of mutation is a duplication or deletion.
During the process of reproduction, part of a chromosome
that should appear once might instead appear twice or not at
all. When this process happens to just a tiny portion of a chro-
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mosome, we call it a microduplication or microdeletion. Many
researchers believe that microduplications and microdeletions
of brain-relevant genes are a possible explanation for schizo-
phrenia (International Schizophrenia Consortium, 2008;
Stefansson et al., 2008).

In addition to these permanent changes in genes, the field
of epigenetics deals with changes in gene expression without
modification of the DNA sequence. Although any gene is pres-
ent in every cell of the body, it might be active only in certain
types of cells, or only at a particular time of life, such as early in
embryonic development. Some genes become more active dur-
ing puberty, some become less active in old age, and some are
more active at one time of day than another. Various experi-
ences also can turn a gene on or off. For example, if a mother rat
is malnourished during pregnancy, her offspring alter the ex-
pression of certain genes to conserve energy and adjust to a
world in which food will presumably be hard to find. If in fact
rich food becomes abundant later in life, those offspring are
predisposed, because of their gene expression, to a high prob-
ability of obesity and heart disease (Godfrey, Lillycrop, Burdge,
Gluckman, & Hanson, 2007). Rat pups with a low degree of
maternal care early in life alter the expression of certain genes
in a brain area called the hippocampus, resulting in high vul-
nerability to emotional stress reactions later in life (Harper,
2005; Weaver et al,, 2004; Zhang et al,, 2010). Changes in
gene expression are also central to learning and memory (Feng,
Fouse, & Fan, 2007) and to brain changes resulting from drug
addiction (Sadri-Vakili et al, 2010; Tsankova, Renthal,
Kumar, & Nestler, 2007). Although most of the research deals

with rats or mice, similar mechanisms almost certainly apply to

humans as well, although human brains are less available for
research (McGowan et al., 2009). Epigenetics is a new, growing
field that will almost certainly play an increasingly important
role in our understanding of behavior. For example, when
monozygotic (“identical”) twins differ in their psychiatric or
other medical conditions, epigenetic differences are a likely ex-
planation (Poulsen, Esteller, Vaag, & Fraga, 2007).

How could an experience modify gene expression? First,
let’s look at how gene expression is regulated, and then see
how environmental factors can influence that regulation.
Standard illustrations of the DNA molecule, as in Figure 1.7,
show it as a straight line, which is an oversimplification. In
fact, proteins called histones bind DNA into a shape that is
more like string wound around a ball (Figure 1.9). The his-
tone molecules in the ball have loose ends to which certain
chemical groups can attach. To activate a gene, the DNA must
be partially unwound from the histones.

The result of an experience—maternal deprivation, co-
caine exposure, new learning, or whatever—brings new pro-
teins into a cell or in other ways alters the chemical environ-
ment. In some cases the outcome adds acetyl groups (COCH3)
to the histone tails near a gene, causing the histones to loosen
their grip on the DNA, and facilitating the expression of that
gene. Removal of the acetyl group causes the histones to tighten
their grip on the DNA, and turns the gene off. Another possi-
ble outcome is to add or remove methyl groups from DNA,
usually at the promoter regions at the beginning of a gene.
Adding methyl groups (CHj;) to promoters turns genes off,
and removing them turns on a gene (Tsankova, Renthal,
Kumar, & Nestler, 2007). Actually, the result is more compli-

Histone tail
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histone molecules

FIGURE 1.9 DNA bound into a ball shape by a histone protein

TV
Histone

Chemicals that attach to a loose end of a histone molecule tighten or loosen its grip on DNA, exposing fewer or more genes to the pos-

sibility of being active. (© Cengage Learning 2013)




cated, as attaching a methyl or acetyl group affects different
genes in different ways (Alter et al., 2008). The general point is
that what you do at any moment not only affects you now, but
also produces epigenetic effects that alter gene expression for
longer periods of time. Furthermore, the line between “genetic”
effects and “experiential” effects becomes blurrier than ever. Ex-
periences act by altering the activity of genes.

—_—

6. How does an epigenetic change differ from a mutation?

7. How does adding a methyl or acetyl group to a histone
protein alter gene activity?
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1 Heredity and Environment

Suppose someone asks whether singing ability depends on he-
redity or environment. That question as stated is meaningless.
Unless you had both heredity and environment, you couldn't
sing at all. However, we can rephrase the question meaning-
fully: Do the observed differences among individuals depend
more on differences in heredity or differences in environment?
For example, if you sing better than someone else, the reason
could be different genes, better training, or both.

To determine the contributions of heredity and environ-
ment, researchers rely mainly on two kinds of evidence. First,
they compare monozygotic (“from one egg”) twins and dizy-
gotic (“from two eggs”) twins. People usually call monozygotic
twins “identical” twins, but that term is misleading, because
identical twins often differ in important ways. Some are mir-
ror images of each other. Also, for epigenetic reasons, certain
genes may be activated more in one twin than the other (Raj,
Rifkin, Andersen, & van Oudenaarden, 2010). Still, they have
the same genes, whereas dizygotic twins do not. A stronger
resemblance between monozygotic than dizygotic twins sug-
gests a genetic contribution.

A second kind of evidence is studies of adopted children.
Any tendency for adopted children to resemble their biologi-
cal parents suggests a hereditary influence. If the variations in
some characteristic depend largely on genetic differences, the
characteristic has high heritability, Researchers sometimes
also examine “virtual twins”—children of the same age, ad-
opted at the same time into a single family. They grow up in
the same environment from infancy, but without any genetic
similarity. Any similarities in behavior can be attributed to en-
vironmental influences. However, the behavioral differ-
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ences—which are in many cases substantial—suggest genetic
influences (Segal, 2000).

New biochemical methods make possible a third kind of
evidence: In some cases, researchers identify specific genes
linked to a behavior. For example, certain genes are more com-
mon than average among people with depression. Identifying
genes leads to further questions: How much is the gene associ-
ated with a condition? How does it produce its effect? Which
environmental conditions moderate its effect? Can we find
ways to undo the effects of an undesirable gene?

Researchers have found evidence for a significant herita-
bility of almost every behavior they have tested (Bouchard
& McGue, 2003). Examples include loneliness (McGuire &
Clifford, 2000), neuroticism (Lake, Eaves, Maes, Heath, &
Martin, 2000), television watching (Plomin, Cotley, De-
Fries, & Fulker, 1990), social attitudes (Posner, Baker,
Heath, & Martin, 1996), and speed of learning a second
language (Dale, Harlaar, Haworth, & Plomin, 2010). About
the only behavior anyone has tested that has not shown a
significant heritability is religious affiliation—such as Prot-
estant or Catholic (Eaves, Martin, & Heath, 1990).

Any estimate of the heritability of a particular trait is spe-
cific to a given population. Consider alcohol abuse, which has
moderate heritability in the United States. Imagine a popula-
tion somewhere in which some families teach very strict pro-
hibitions on alcohol use, perhaps for religious reasons, and
other families are more permissive, With such strong environ-
mental differences, the genetic influences exert less effect, and
heritability will be relatively low. Then consider another pop-
ulation where all families have the same rules, but people hap-
pen to differ substantially in genes that affect their reactions to
alcohol. In that population, heritability will be higher. In
short, estimates of heritability are never absolute, They apply
to a particular population at a particular time.

8. What are the main types of evidence to estimate the heri-
tability of some behavior?

9. Suppose someone determines the heritability of 1Q scores
for a given population. Then society changes in a way that
provides the best possible opportunity for everyone within
that population. Will heritability increase, decrease, or
stay the same?
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Environmental Modification

Even a trait with high heritability can be modified by environ-
mental interventions. In a later chapter, we examine evidence
that a certain gene increases the probability of violent behavior
in people who were seriously maltreated during childhood. That
is, the effect of a gene depends on the person's environment.

Consider also phenylketonuria (FEE-nil-KEET-uhn-
YOOR-ee-uh), or PKU, a genetic inability to metabolize the
amino acid phenylalanine. If PKU is not treated, phenylala-
nine accumulates to toxic levels, impairing brain development
and leaving children mentally retarded, restless, and irritable.
Approximately 1% of Europeans carry a recessive gene for
PKU. Fewer Asians and almost no Africans have the gene (T.
Wang et al., 1989).

Although PKU is a hereditary condition, environmental
interventions can modify it, Physicians in many countries rou-
tinely measure the level of phenylalanine or its metabolites in
babies’ blood or urine. If a baby has high levels, indicating
PKU, physicians advise the parents to put the baby on a strict
low-phenylalanine diet to minimize brain damage (Waisbren,
Brown, de Sonneville, & Levy, 1994). Our ability to prevent
PKU provides particulatly strong evidence that heritable does
not mean unmodifiable.

A couple of notes about PKU: The required diet is diffi-
cult. People have to avoid meats, eggs, dairy products, grains,
and especially aspartame (NutraSweet), which is 50% phe-
nylalanine. Instead, they eat an expensive formula containing
all the other amino acids. Physicians long believed that chil-
dren with PKU could quit the diet after a few years. Later
experience has shown that high phenylalanine levels damage
teenage and adult brains, too. A woman with PKU should be
especially careful during pregnancy and when nursing. Even a
genetically normal baby cannot handle the enormous
amounts of phenylalanine that an affected mother might pass
through the placenta.

—_—

10. What example illustrates the point that even if some
characteristic is highly heritable, a change in the environ-
ment can alter it?
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How Genes Affect Behavior

A biologist who speaks of a “gene for brown eyes” does not
mean that the gene directly produces brown eyes. The gene
produces a protein that makes the eyes brown, assuming nor-
mal health and nutrition. If we speak of a“gene for alcoholism,”

we should not imagine that the gene itself causes alcoholism.
Rather, it produces a protein that under certain circumstances
increases the probability of alcoholism. It is important to
specify these circumstances as well as we can.

Exactly how a gene increases the probability of a given be-
havior is a complex issue. Some genes control brain chemicals,
but others affect behavior indirectly (Kendler, 2001). Suppose
your genes make you unusually attractive. As a result, strang-
ers smile at you and many people want to get to know you.
Their reactions to your appearance may change your person-
ality, and if so, the genes altered your behavior by altering your
environment!

For another example, imagine a child born with genes pro-
moting greater than average height, running speed, and coordi-
nation. The child shows early success at basketball, and soon
spends more and more time playing basketball. Soon the child
spends less time on other pursuits—including television, play-
ing chess, collecting stamps, or anything else you might imag-
ine. Thus the measured heritability of many behaviors might
depend partly on genes that affect leg muscles. This is a hypo-
thetical example, but it illustrates the point: Genes influence
behavior in roundabout ways. We should not be amazed by
reports that nearly every human behavior has some heritability.

1 The Evolution of Behavior

Evolution is a change over generations in the frequencies of
various genes in a population. Note that, by this definition,
evolution includes any change in gene frequencies, regardless
of whether it helps or harms the species in the long run.

We distinguish two questions about evolution: How did
some species evolve, and how do species evolve? To ask how
a species did evolve is to ask what evolved from what, bas-
ing our answers on inferences from fossils and comparisons
of living species. For example, biologists find that humans
are more similar to chimpanzees than to other species, and
they infer a common ancestor. Biologists have constructed
“evolutionary trees” that show the relationships among vari-
ous species (Figure 1.10). As new evidence becomes avail-
able, biologists change their opinions of how closely any two
species are related.

The question of how species do evolve is a question of how
the process works, and that process is, in its basic outlines, a
necessary outcome. Given what we know about reproduction,
evolution must occur. The reasoning goes as follows:

= Offspring generally resemble their parents for genetic
reasons. That is, “like begets like.”

= Mutations, recombinations, and microduplications of
genes introduce new heritable variations that help or
harm an individual’s chance of surviving and reproducing.

» Certain individuals successfully reproduce more than
others do, thus passing on their genes to the next genera-
tion. Any gene that is associated with greater reproductive
success will become more prevalent in later generations.



Millions of years ago

195

135

1.2 Genetics and Behavior 15

Early mammal-like reptiles

w
(o]
|

| Sgmen
Cattle and
sheep

Platypus Elephants

FIGURE 1.10 An evolutionary tree
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Various groups of mammals branched off from common ancestors over millions of years. Evolutionary trees like this are inferences from
fossils and detailed comparisons of living species. (© Cengage Learning 2013)

That is, the current generation of any species
resembles the individuals that successfully

reproduced in the past. You can witness and
explore this principle with the interactive Try
It Yourself activity “Genetic Generations.”

Because plant and animal breeders have long known this
principle, they choose individuals with a desired trait and
make them the parents of the next generation. This process is
called artificial selection, and over many generations, breed-
ers have produced exceptional racehorses, hundreds of kinds
of dogs, chickens that lay huge numbers of eggs, and so forth.
Chatles Darwin’s (1859) insight was that nature also selects.
If certain individuals are more successful than others in find-
ing food, escaping enemies, attracting mates, or protecting
their offspring, then their genes will become more prevalent in
later generations. Given a huge amount of time, this process
can produce the wide variety of life that we in fact encounter.

Common Misunderstandings
About Evolution

Let’s clarify the principles of evolution by addressing a few
misconceptions.

m Does the use or disuse of some structure or behavior cause
an evolutionary increase or decrease in that feature? You

may have heard people say something like,“Because

we hardly ever use our little toes, they get smaller and
smaller in each succeeding generation.” This idea is a
carry-over of biologist Jean LamarcKk’s theory of evolu-
tion through the inheritance of acquired characteristics,
known as Lamarckian evolution. According to this idea,
if you exercise your arm muscles, your children will be
born with bigger arm muscles, and if you fail to use your
little toes, your children’s little toes will be smaller than
yours. However, biologists have found no mechanism for
Lamarckian evolution to occur and no evidence that it
does. Using or failing to use some body structure does
not change the genes.

(It is possible that people’s little toes might shrink in future
evolution but only if people with genes for smaller little
toes manage to reproduce more than other people do.)

» Have humans stopped evolving? Because modern medi-
cine can keep almost anyone alive, and because welfare
programs in prosperous countries provide the neces-
sities of life for almost everyone, some people assert
that humans are no longer subject to the principle of
“survival of the fittest.” Therefore, the argument goes,
human evolution has slowed or stopped.

The flaw in this argument is that evolution depends on
reproduction, not just survival, If people with certain genes
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It is possible to slow the rate of evolution but not just by keeping
everyone alive. China has enacted a policy that attempts to limit
each family to one child. Successful enforcement of this policy
would certainly limit the possibility of genetic changes between
generations.

have more than the average number of children, their genes
will spread in the population.

» Does “evolution” mean “improvement”? It depends on
what you mean by “improvement.” By definition, evolu-
tion improves fitness, which is operationally defined
as the number of copies of one’s genes that endure in later
generations. If you have more children than average
(and they survive long enough to also reproduce), you
are evolutionarily fit, regardless of whether you are suc-
cessful in any other way. You also increase your fitness
by supporting your relatives, who share many of your
genes and may spread them by their own reproduction.
Any gene that spreads is, by definition, fit. However,
genes that increase fitness at one time and place might
be disadvantageous after a change in the environment.
For example, the colorful tail feathers of the male
peacock enable it to attract females but might become
disadvantageous in the presence of a new predator that
responds to bright colors. In other words, the genes of
the current generation evolved because they were fit for
previoys generations. They may or may not be adaptive
in the future.

m Does evolution benefit the individual or the species?
Neither: It benefits the genes! In a sense, you don't use
your genes to reproduce yourself. Rather, your genes

© FJ. Hierschel/Okapia/Photo Researchers

Sometimes, a sexual display, such as a peacock’s spread of its
tail feathers, improves reproductive success and spreads the
associated genes. In a changed environment, this gene could
become maladaptive. For example, if an aggressive predator with
good color vision enters the range of the peacock, the bird’s color-
ful feathers could seal its doom.

use you to reproduce themselves (Dawkins, 1989).
Imagine a gene that causes you to risk your life to
protect your children. If that gene enables you to leave
behind more surviving children than you would have
otherwise, then that gene will increase in prevalence
within your population.

11. Many people believe the human appendix is useless. Will
it become smaller and smaller with each generation?
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Evolutionary Psychology

Evolutionary psychology concerns how behaviors evolved.
The empbhasis is on evolutionary and functional explanations—
that is, the presumed genes of our ancestors and why natu-
ral selection might have favored genes that promote certain
behaviors. The assumption is that any behavior characteristic
of a species arose through natural selection and presumably



provided some advantage, at least in ancestral times. Consider
these examples:

= Some animal species have better color vision than others,
and some have better peripheral vision. Presumably, spe-
cies evolve the kind of vision they need for their way of

life (see Chapter 6).

= Mammals and birds devote more energy to maintaining
body temperature than to all other activities combined.
We would not have evolved such an expensive mecha-
nism unless it gave us major advantages (see Chapter 10).

m Bears eat all the food they can find, and small birds eat
only enough to satisfy their immediate needs. Eating
habits relate to different needs by different species (see

Chapter 10).

On the other hand, some characteristics of a species have
a less certain relationship to natural selection. Consider two
examples:

= More men than women enjoy the prospect of casual
sex with multiple partners. Theorists have related this
tendency to the fact that a man can spread his genes by
impregnating many women, whereas a woman cannot
multiply her children by having more sexual partners
(Buss, 1994). Are men and women prewired to have dif-
ferent sexual behaviors? We shall explore this controver-
sial and uncertain topic in Chapter 11.

» People grow old and die, with an average survival
time of 70 to 80 years under favorable circumstances.
However, people vary in how rapidly they deteriorate
in old age, and part of that variation is under genetic
control. Researchers have identified several genes
that are significantly more common among people
who remain healthy and alert at ages 85 and beyond
(Halaschek-Wiener et al., 2009; Poduslo, Huang, &
Spiro, 2009; Puca et al.,, 2001). Why don't we all have
those genes? Perhaps living many years after the end
of your reproductive years is evolutionarily disadvan-
tageous. Did we evolve a tendency to grow old and
die in order to get out of the way and stop compet-
ing with our children and grandchildren? Curiously,
a few species of turtles and deep-ocean fish continue
reproducing throughout their lives, and they do not
seem to “grow old.” That is, so far as we can tell from
limited samples, they are no more likely to die when
they are 100 years old than when they are 50 or 20.
One rockfish is known to have lived more than 200
years (Finch, 2009). Again, the idea is that old-age
deterioration might be an evolved mechanism, and its
presence or absence could be under genetic control.

To further illustrate evolutionary psychology, let’s con-
sider the theoretically interesting example of altruistic behav-
ior, an action that benefits someone other than the actor. A
gene that encourages altruistic behavior would help other indi-
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viduals survive and spread their genes. Could a gene for altru-
ism spread, and if so, how?

How common is altruism? It certainly occurs in humans
(sometimes): We contribute to charities. We try to help peo-
ple in distress. A student may explain something to a class-
mate who is competing for a good grade in a course. Some
people donate a kidney to save the life of someone they didn't
even know (MacFarquhar, 2009).

Among nonhumans, altruism is harder to find. Coopera-
tion occurs, certainly. A pack of animals may hunt together or
forage together. A flock of small birds may “mob” an owl or
hawk to drive it away. But these examples are different from
helping without any gain in return (Clutton-Brock, 2009). In
one study, a chimpanzee could pull one rope to bring food into
its own cage or a second rope that would bring food to itself
and additional food to a familiar but unrelated chimpanzee in
a neighboring cage. Most often, chimps pulled whichever rope
happened to be on the right at the time—suggesting right-
handedness—apparently indifferent to the welfare of the
other chimpanzee, even when the other made begging ges-
tures (Silk et al., 2005).

Even when animals do appear altruistic, they often have a
selfish motive. When a crow finds food on the ground, it caws
loudly, attracting other crows that will share the food. Altru-
ism? Not really. A bird on the ground is vulnerable to attack
by cats and other enemies. Having other crows around means
more eyes to watch for dangers.

Also consider meerkats (a kind of mongoose). Periodi-
cally, one or another member of a meerkat colony stands and,
if it sees danger, emits an alarm call that warns the others (Fig-
ure 1.11). Its alarm call helps the others (including its rela-
tives), but the one who sees the danger first and emits the
alarm call is the one most likely to escape (Clutton-Brock et
al,, 1999).

For the sake of illustration, lets suppose—without evi-
dence—that some gene increases altruistic behavior. Could it
spread within a population? One common reply is that most
altruistic behaviors cost very little. True, but costing little is not
good enough. A gene spreads only if the individuals with it re-
produce more than those without it. Another common reply is
that the altruistic behavior benefits the species. True again, but
the rebuttal is the same. A gene that benefits the species but fails
to help the individual dies out with that individual.

A more controversial hypothesis is group selection. Accord-
ing to this idea, altruistic groups survive better than less coop-
erative ones (Bowles, 2006; Kohn, 2008). Although this idea
is certainly true, group selection would seem to be unstable.
Imagine a highly successful altruistic group with one individ-
ual whose mutated gene leads to competitive, “cheating” be-
havior. If the uncooperative individual survives and repro-
duces more than others within the group, the uncooperative
gene will spread, unless the group has a way to punish or expel
an uncooperative member.

A better explanation is kin selection—selection for a gene
that benefits the individual’s relatives. A gene spreads if it
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FIGURE 1.11 Sentinel behavior: altruistic or not?

As in many other prey species, meerkats sometimes show
sentinel behavior in watching for danger and warning the others.
However, the meerkat that emits the alarm is the one most likely
to escape the danger.

causes you to risk your life to protect your children, who share
many of your genes, including perhaps a gene for this kind of
altruism. Natural selection can also favor altruism toward
other relatives—such as brothers and sisters, cousins, neph-
ews, and nieces (Dawkins, 1989; Hamilton, 1964; Trivers,
1985). In both humans and nonhumans, helpful behavior is

more common toward relatives than toward unrelated indi-
viduals (Bowles & Posel, 2005; Krakauer, 2005).

Another explanation is reciprocal altruism, the idea that
individuals help those who will return the favor. Researchers
find that people are prone to help not only those who helped
them but also people whom they observed helping someone
else (Nowak & Sigmund, 2005). The idea is not just “you
scratched my back, so I'll scratch yours,” but “you scratched
someone else’s back, so I'll scratch yours.” By helping others,
you build a reputation for helpfulness, and others are willing
to cooperate with you. This system works only if individuals
recognize one another. Otherwise, an uncooperative individ-
ual can accept favors, prosper, and never repay the favors. In
other words, reciprocal altruism requires an ability to identify
individuals and remember them later. Perhaps we now see
why altruism is more common in humans than in most other
species.

At its best, evolutionary psychology leads to research
that helps us understand a behavior. The search for a func-
tional explanation directs researchers to explore species’ dif-
ferent habitats and ways of life until we understand why
they behave differently. However, this approach is criticized
when its practitioners propose explanations without testing

them (Schlinger, 1996).

12. What are two plausible ways for possible altruistic genes
to spread in a population?
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MODULE 1.2 m IN CLOSING

Genes and Behavior

1.2 Genetics and Behavior

In the control of behavior, genes are neither all-important nor
irrelevant, Certain behaviors have a high heritability, such as the
ability to taste PTC. Many other behaviors are influenced by
genes but also subject to strong influence by experience. Our
genes and our evolution make it possible for humans to be what
we are today, but they also give us the flexibility to change our
behavior as circumstances warrant.

Understanding the genetics of human behavior is important
but also especially difficult, because researchers have such lim-

SUMMARY

1. Genes are chemicals that maintain their integrity from one
generation to the next and influence the development of
the individual. A dominant gene affects development
regardless of whether a person has pairs of that gene or
only a single copy per cell. A recessive gene affects develop-
ment only in the absence of the dominant gene. 9

2. Genes can change by mutations, microduplications, and
microdeletions. Gene expression can also change in a
process called epigenetics, as chemicals activate or
deactivate parts of chromosomes, 11

3. Most behavioral variations reflect the combined influences
of genes and environmental factors. Heritability is an
estimate of the amount of variation that is due to genetic
variation as opposed to environmental variation. 13

4. Researchers estimate heritability of a human condition
by comparing monozygotic and dizygotic twins and by
comparing adopted children to their biological and
adoptive parents. In some cases, they identify specific
genes that are more common in people with one type of
behavior than another. 13

KEY TERMS

ited control over environmental influences and no control over
who mates with whom. Inferring human evolution is also diffi-
cult, partly because we do not know enough about the lives of
our ancient ancestors.

Finally, we should remember that the way things are is not
necessarily the same as the way they should be. For example,
even if our genes predispose us to behave in a particular way, we
can still decide to try to overcome those predispositions if they
do not suit the needs of modern life.

5. Even if some behavior shows high heritability for a given
population, a change in the environment might signifi-
cantly alter the behavioral outcome. 14

6. Genes influence behavior directly by altering brain
chemicals and indirectly by affecting other aspects of the
body and therefore the way other people react to us. 14

7. The process of evolution through natural selection is a
necessary outcome, given what we know about reproduc-
tion: Mutations sometimes occur in genes, and individu-
als with certain sets of genes reproduce more successfully

than others do. 14

8. Evolution spreads the genes of the individuals who
have reproduced the most. Therefore, if some charac-
teristic is widespread within a population, it is reason-
able to look for ways in which that characteristic is or
has been adaptive. However, we cannot take it for
granted that all common behaviors are the product of
our genes. We need to distinguish genetic influences
from learning., 16

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book’s Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

altruistic behavior 17
artificial selection 15
autosomal genes 11
chromosomes 9
deoxyribonucleic acid
(DNA) 9
dizygotic 13
dominant 10
enzymes 10

epigenetics 12
evolution 14

fitness 16
genes 9
heritability 13
heterozygous 10
homozygous 10
kin selection 17

evolutionary psychology 16

Lamarckian evolution 15
monozygotic 13
mutation 11
phenylketonuria (PKU) 14
recessive 10

reciprocal altruism 18
ribonucleic acid (RNA) 10
sex-limited genes 11
sex-linked genes 11
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THOUGHT QUESTIONS

For what human behaviors, if any, are you sure that heritabil-  others who grow old more rapidly and die younger. Given
ity would be extremely low? that the genes controlling old age have their onset long after

Genetic differences probably account for part of the dif-  people have stopped having children, how could evolution
ference between people who age slowly and gracefully and ~ have any effect on such genes?
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MODULE 1.3

The Use of Animals in

Research

ertain ethical disputes resist agreement. One is

abortion. Another is the use of animals in research. In

both cases, well-meaning people on each side of the
issue insist that their position is proper and ethical. The
dispute is not a matter of the good guys against the bad guys.
It is between two views of what is good.

Research on laboratory animals is responsible for a great
deal of what we know about the brain and behavior, as you
will see throughout this book. That research ranges from mere
observation of behavior to studies in which it is clear that no
animal would volunteer, if it had a choice. How shall we deal
with the fact that, on the one hand, we want more knowledge,
and on the other hand, we want to minimize animal distress?

I Reasons for Animal Research

Given that most biological psychologists and neuroscientists
are primarily interested in the human brain and human be-
havior, why do they study nonhumans? Here are four reasons.

1. The underlying mechanisms of behavior are similar across
species and sometimes easier to study in a nonhuman species.
If you want to understand a complex machine, you might
begin by examining a simpler machine. We also learn
about brain—behavior relationships by starting with

© Oxygen Group/David M. Barron
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simpler cases. The brains and behavior of nonhuman
vertebrates resemble those of humans in their chemistry
and anatomy (Figure 1.12). Even invertebrate nerves
follow the same basic principles as our own. Much
research has been conducted on squid nerves, which are
thicker than human nerves and therefore easier to study.

We are interested in animals for their own sake. Humans
are naturally curious. We would love to know about life,
if any, elsewhere in the universe. Similarly, we would like
to understand how bats chase insects in the dark, how
migratory birds find their way over unfamiliar territory,
and how schools of fish manage to swim in unison.
Whereas psychological researchers once concentrated
heavily on rats, today they focus on a wider variety of
species, relating the behaviors to each animal’s habitat
and way of life (Shettleworth, 2009).

What we learn about animals sheds light on human
evolution. How did we come to be the way we are? What
makes us different from chimpanzees and other
primates? Why and how did primates evolve larger brains
than other species? Researchers approach such questions
by comparing species.

Legal or ethical restrictions prevent certain kinds of research
on humans. For example, investigators insert electrodes

Animals are used in many kinds of research studies, some dealing with behavior and others with the functions of the nervous system.

21
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FIGURE 1.12 Brains of several species
The general plan and organization of the brain are similar for all
mammals, even though the size varies from species to species.

into the brain cells of rats and other animals to determine
the relationship between brain activity and behavior.
They also inject chemicals, extract brain chemicals, and
study the effects of brain damage. Such experiments
answer questions that investigators cannot address in any
other way, including some questions that are critical for
medical progress. They also raise an ethical issue: If the
research is unacceptable with humans, is it also
unacceptable with other species?

13. Describe reasons biological psychologists conduct much
of their research on nonhuman animals.
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1 The Ethical Debate

In some cases, researchers simply observe animals in nature as a
function of different times of day, different seasons of the year,
changes in diet, and so forth. These procedures raise no ethical
problems. In other studies, however, including many discussed
in this book, animals have been subjected to brain damage, elec-
trode implantation, injections of drugs or hormones, and other
procedures that are clearly not for their own benefit. Anyone
with a conscience (including scientists) is bothered by this fact.
Nevertheless, experimentation with animals has been critical to
the medical research that led to methods for the prevention or
treatment of polio, diabetes, measles, smallpox, massive burns,
heart disease, and other serious conditions. Most Nobel prizes
in physiology or medicine have been awarded for research con-
ducted on nonhuman animals. The hope of finding methods to
treat or prevent AIDS, Alzheimer’s disease, stroke, and many
other disorders depends largely on animal research. In many
areas of medicine and biological psychology, research would
progress slowly or not at all without animals.

Degrees of Opposition

Opposition to animal research ranges considerably in degree.
“Minimalists” tolerate certain kinds of animal research but wish
to prohibit others depending on the probable value of the re-
search, the amount of distress to the animal, and the type of ani-
mal. (Few people have serious qualms about hurting an insect,
for example.) They favor firm regulations on research. Research-
ers agree in principle, although they might differ in where they
draw the line between acceptable and unacceptable research.
The legal standard emphasizes “the three Rs”: reduction of
animal numbers (using fewer animals), replacement (using
computer models or other substitutes for animals, when pos-
sible), and refinement (modifying the procedures to reduce
pain and discomfort). In the United States, every college or
other institution that receives government research funds is
required to have an Institutional Animal Care and Use Com-
mittee, composed of veterinarians, community representa-
tives, and scientists, that evaluates proposed experiments,
decides whether they are acceptable, and specifies procedures
to minimize pain and discomfort. Similar regulations and
committees govern research on human subjects. In addition,
all research laboratories must abide by national laws requir-



ing standards of cleanliness and animal care. Similar laws ap-
ply in other countries, and scientific journals accept publica-
tions only after researchers state that they followed all the
laws and regulations. Professional organizations such as the
Society for Neuroscience publish guidelines for the use of
animals in research (see Appendix B). The following website
of the National Institutes of Health’'s Office of Animal Care
and Use describes U.S. regulations and advice on animal care:
http://oacu.od.nih.gov/index.htm

In contrast to “minimalists,” the “abolitionists” see no room
for compromise. Abolitionists maintain that all animals have the
same rights as humans. They regard killing an animal as murder,
whether the intention is to eat it, use its fur, or gain scientific
knowledge. Keeping an animal in a cage (presumably even a pet)
is, in their view, slavery. Because animals cannot give informed
consent to research, abolitionists insist it is wrong to use them in
any way, regardless of the circumstances. According to one op-
ponent of animal research, “We have no moral option but to
bring this research to a halt. Completely. .. . We will not be satis-
fied until every cage is empty” (Regan, 1986, pp. 39-40). Advo-
cates of this position sometimes claim that most animal research
is painful and that it never leads to important results. However,
for a true abolitionist, neither of those points really matters.
Their moral imperative is that people have no right to use ani-
mals at all, even for highly useful, totally painless research.

The disagreement between abolitionists and animal re-
searchers is a dispute between two ethical positions: “Never
knowingly harm an innocent” and “Sometimes a little harm
leads to a greater good.” On the one hand, permitting research
has the undeniable consequence of inflicting pain or distress.
On the other hand, banning the use of animals for human
purposes means a great setback in medical research as well as
the end of animal-to-human transplants (e.g,, transplanting
pig heart valves to prolong lives of people with heart diseases).

It would be nice to say that this ethical debate has always
proceeded in an intelligent and mutually respectful way. Unfor-
tunately, it has not. Over the years, the abolitionists have some-
times advanced their cause through intimidation. Examples
include vandalizing laboratories (causing millions of dollars of
damage), placing a bomb under a professor’s car, placing a
bomb on a porch (intended for a researcher but accidentally
placed on the neighbor’s porch), banging on a researcher’s chil-
dren’s windows at night, and inserting a garden hose through a
researcher’s window to flood the house (G. Miller, 2007a). Mi-
chael Conn and James Parker (2008, p. 186) quote a spokes-
person for the Animal Defense League as follows: “I don't
think youd have to kill—assassinate—too many [doctors in-
volved with animal testing]... I think for 5 lives, 10 lives, 15
human lives, we could save a million, 2 million, 10 million non-
human lives.” One researcher, Dario Ringach, finally agreed to
stop his research on monkeys, if animal-rights extremists
would stop harassing and threatening his children, He emailed
them,“You win.” In addition to researchers who quit in the face
of attacks, many colleges and other institutions have declined
to open animal research laboratories because of their fear of
violence. Researchers have replied to attacks with campaigns
such as the one illustrated in Figure 1.13.
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FIGURE 1.13 In defense of animal research

For many years, opponents of animal research have been protest-
ing against experimentation with animals. This ad represents a
reply by supporters of such research.

The often fervent and extreme nature of the argument
makes it difficult for researchers to express intermediate or
nuanced views. Many remark that they really do care about
animals, despite using them for research. Some neuroscien-
tists are even vegetarians (Marris, 2006). But even admitting
to doubts seems almost like giving in to intimidation. The re-
sult is extreme polarization that interferes with open-minded
contemplation of the difficult issues.

—_—

14. How does the “minimalist” position differ from the “aboli-
tionist” position?
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CHAPTER 1 The Major Issues

MODULE 1.3 ®m IN CLOSING

Humans and Animals

We began this chapter with a quote from Nobel Prize—winning
biologist Niko Tinbergen, who argued that no fundamental
gulf separates humans from other animal species. Because we
are similar in many ways to other species, we learn much about
ourselves from animal studies. Also because of that similarity,
we identify with animals and we wish not to hurt them. Neuro-

SUMMARY

1. Researchers study animals because the mechanisms are
sometimes easier to study in nonhumans, because they
are interested in animal behavior for its own sake,
because they want to understand the evolution of
behavior, and because certain kinds of experiments are
difficult or impossible with humans. 21

2. 'The ethics of using animals in research is controversial.
Some research does inflict stress or pain on animals;

science researchers who decide to conduct animal research do
not, as a rule, take this decision lightly. They want to minimize
harm to animals, but they also want to increase knowledge.
They believe it is better to inflict distress under controlled con-
ditions than to permit ignorance and disease to inflict greater
distress. In some cases, however, it is a difficult decision.

however, many research questions can be investigated
only through animal research. 22

3. Animal research today is conducted under legal and
ethical controls that attempt to minimize animal
distress. 22

4. Use of intimidation and violence by certain animal-rights
extremists interferes with open discussion of some

difficult ethical issues. 23
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Books

de Waal, F. (2005). Our inner ape. New York: Riverhead. An exploration of evolutionary psychol-

ogy, especially with regard to how human behavior compares to that of related species.
Morrison, A. R. (2009). An odyssey with animals: A veterinarian’s reflections on the animal rights &
welfare debate. New York: Oxford University Press. A defense of animal research that acknowl-
edges the difficulties of the issue and the competing values at stake.
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The Psychology CourseMate for this text provides regularly updated links to relevant online re-
sources for this chapter, such as the Timeline of Animal Research Progress and the Dana Foun-
dation for Brain Information.
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Nerve Cells

and Nerve Impulses

CHAPTER OUTLINE

MODULE 2.1 The Cells of the Nervous System
Anatomy of Neurons and Glia

The Blood—Brain Barrier

Nourishment in Vertebrate Neurons

In Closing: Neurons

MODULE 2.2 The Nerve Impulse

The Resting Potential of the Neuron

The Action Potential

Propagation of the Action Potential

The Myelin Sheath and Saltatory Conduction
Local Neurons

In Closing: Neural Messages

Interactive Exploration and Study

OPPOSITE: An electron micrograph of neurons, magnified tens
of thousands of times. The color is added artificially. For objects
this small, it is impossible to focus light to obtain an image. It
is possible to focus an electron beam, but electrons do not
show color.

MAIN IDEAS

1. The nervous system is composed of two kinds of cells:
neurons and glia. Only the neurons transmit impulses
from one location to another.

2. The larger neurons have branches, known as axons and
dendrites, that can change their branching pattern as a
function of experience, age, and chemical influences.

3. Many molecules in the bloodstream that can enter other
body organs cannot enter the brain.

4. The action potential, an all-or-none change in the
electrical potential across the membrane of a neuron, is
caused by the sudden flow of sodium ions into the
neuron and is followed by a flow of potassium ions out of
the neuron.

5. Local neurons are small and do not have axons or action

potentials. Instead, they convey information to nearby
neurons by graded potentials.

f you lived entirely alone, how long could you survive? If

you are like most people, you have never hunted your own

meat. Maybe you have occasionally caught your own fish.
You have probably never grown enough fruits or vegetables to
meet your needs. Could you build your own house? Have you
ever made your own clothing? Of all the activities necessary
for your survival, are there any that you could do entirely on
your own, other than breathe? People can do an enormous
amount together, but very little by themselves.

The cells of your nervous system are like that, too. To-
gether they accomplish amazing things, but one cell by itself
is helpless. We begin our study of the nervous system by ex-
amining single cells, Later, we examine how they act together.

Adpvice: Parts of this chapter and the next assume that
you understand the basic principles of chemistry. If you have
never studied chemistry, or if you have forgotten what you did

study, read Appendix A.
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MODULE 2.1

\ The Cells of the

Nervous System

ou think of yourself—I assume—as a single individual.

You don't think of your mental experience as being

composed of pieces... but it is. Your experiences
depend on the activity of a huge number of separate cells. The
activity of one cell, by itself, accomplishes almost nothing and
means almost nothing, but this vast array of cells working
together constitutes you. Researchers are far from fully
understanding how that happens, but the place to begin is by
trying to understand what each cell does.

1 Anatomy of Neurons and Glia

The nervous system consists of two kinds of cells: neurons and
glia. Neurons receive information and transmit it to other cells.
Glia serve many functions that are difficult to summarize, and
we shall defer that discussion until later in the chapter. Accord-
ing to one estimate, the adult human brain contains approxi-
mately 100 billion neurons (R. W. Williams & Herrup, 1988)
(Figure 2.1). An accurate count would be more difficult than it
is worth, and the exact number varies from person to person.
The idea that the brain is composed of individual cells is
now so well established that we take it for granted. However,
the idea was in doubt as recently as the early 1900s. Until
then, the best microscopic views revealed little detail about
the brain. Observers noted long, thin fibers between one neu-
ron’s cell body and another, but they could not see whether
each fiber merged into the next cell or stopped before it (Al-
bright, Jessell, Kandel, & Posner, 2001). Then, in the late
1800s, Santiago Ramén y Cajal used newly developed stain-
ing techniques to show that a small gap separates the tips of
one neuron’s fibers from the surface of the next neuron. The
brain, like the rest of the body, consists of individual cells.

APPLICATIONS AND EXTENSIONS

Santiago Ramon y Cajal,

a Pioneer of Neuroscience

Two scientists are widely recognized as the main found-
ers of neuroscience: Charles Sherrington, whom we
shall discuss in Chapter 3, and the Spanish investigator
Santiago Ramoén y Cajal (1852-1934). Cajal’s early ca-
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Cerebral cortex
and associated
areas:12to 15
billion neurons

Cerebellum:
70 billion neurons

Spinal cord:
1 billion neurons

FIGURE 2.1 Estimated numbers of neurons in humans
Because of the small size of many neurons and the variation in
cell density from one spot to another, obtaining an accurate count
is difficult. (Source: R. W. Williams & Herrup, 1988)

reer did not progress altogether smoothly. At one point,
he was imprisoned in a solitary cell, limited to one meal
a day, and taken out daily for public floggings—at the age
of 10—for the crime of not paying attention during his
Latin class (Cajal, 1901-1917/1937). (And you com-
plained about your teachers!)

Cajal wanted to become an artist, but his father in-
sisted that he study medicine as a safer way to make a



living. He managed to combine the two fields, becoming
an outstanding anatomical researcher and illustrator. His
detailed drawings of the nervous system are still consid-
ered definitive today.

Before the late 1800s, microscopy revealed few de-
tails about the nervous system. Then the Italian investiga-
tor Camillo Golgi found a way to stain nerve cells with sil-
ver salts. This method, which completely stained some
cells without affecting others at all, enabled researchers
to examine the structure of a single cell. Cajal used Golgi’s
methods but applied them to infant brains, in which the
cells are smaller and therefore easier to examine on a
single slide. Cajal's research demonstrated that nerve
cells remain separate instead of merging into one another.

Philosophically, we see the appeal of the old idea that
neurons merge. We describe our experience as undivided,
not the sum of separate parts, so it seems right that all
the cells in the brain might be joined together as one unit.
How the separate cells combine their influences is a com-
plex and still mysterious process. |

Santiago Ramon y Cajal
(1852-1934)

How many interesting facts fail to be con-
verted into fertile discoveries because their
first observers regard them as natural and
ordinary things! . .. It is strange to see how
the populace, which nourishes its imagina-
tion with tales of witches or saints, mysteri-
ous events and extraordinary occurrences,
disdains the world around it as common-
place, monotonous and prosaic, without suspecting that at bottom it
is all secret, mystery, and marvel. (Cajal, 1937, pp. 46-47).

Bettmann/CORBIS
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The Structures of an Animal Cell

Figure 2.2 illustrates a neuron from the cerebellum of a
mouse (magnified enormously, of course). Neurons have
much in common with the rest of the body’s cells. The sur-
face of a cell is its membrane (or plasma membrane), a struc-
ture that separates the inside of the cell from the outside
environment. It is composed of two layers of fat molecules
that are free to flow around one another, as illustrated in
Figure 2.3. Most chemicals cannot cross the membrane, but
specific protein channels in the membrane permit a con-
trolled flow of water, oxygen, sodium, potassium, calcium,
chloride, and other important chemicals.

Except for mammalian red blood cells, all animal cells
have a nucleus, the structure that contains the chromo-
somes. A mitochondrion (pl.: mitochondria) is the struc-
ture that performs metabolic activities, providing the energy
that the cell requires for all other activities. Mitochondria
require fuel and oxygen to function. Ribosomes are the sites
at which the cell synthesizes new protein molecules. Pro-
teins provide building materials for the cell and facilitate
various chemical reactions. Some ribosomes float freely
within the cell. Others are attached to the endoplasmic re-
ticulum, a network of thin tubes that transport newly syn-
thesized proteins to other locations.

The Structure of a Neuron

The most distinctive feature of neurons is their shape, which
varies enormously from one neuron to another (Figure 2.4).
Unlike most other body cells, neurons have long branching
extensions. The larger neurons have these components: den-
drites, a soma (cell body), an axon, and presynaptic terminals.

- Endoplasmic reticulum
(isolation, modification, transport
of proteins and other substances)

FIGURE 2.2 An electron
micrograph of parts

of a neuron from the
cerebellum of a mouse
The nucleus, membrane,
and other structures are
characteristic of most
animal cells. The plasma
membrane is the border of
the neuron. Magnification
approximately x 20,000.
(Source: Micrograph

Mitochondrion courtesy of Dennis M. D.
(aerobic energy i
metabolism) Landis)
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Protein
molecules

Phospholipid
molecules

FIGURE 2.3 The membrane of a neuron
Embedded in the membrane are protein channels that permit
certain ions to cross through the membrane at a controlled rate.

(The tiniest neurons lack axons, and some lack well-defined
denderites.) Contrast the motor neuron in Figure 2.5 and the
sensory neuron in Figure 2.6. A motor neuron has its soma
in the spinal cord. It receives excitation from other neurons
through its dendrites and conducts impulses along its axon
to a muscle. A sensory neuron is specialized at one end to
be highly sensitive to a particular type of stimulation, such as
light, sound, or touch. The sensory neuron shown in Figure
2.6 is a neuron conducting touch information from the skin to
the spinal cord. Tiny branches lead directly from the receptors
into the axon, and the cell’s soma is located on a little stalk off
the main trunk.

Dendrites are branching fibers that get narrower near
their ends. (The term dendrite comes from a Greek root
word meaning “tree”” A dendrite branches like a tree.) The
dendrite’s surface is lined with specialized synaptic receptors,
at which the dendrite receives information from other neu-
rons. (Chapter 3 concerns synapses.) The greater the surface
area of a dendrite, the more information it can receive. Some
dendrites branch widely and therefore have a large surface
area. Many also contain dendritic spines, the short out-
growths that increase the surface area available for synapses
(Figure 2.7).

The cell body, or soma (Greek for “body”; pl.: somata),
contains the nucleus, ribosomes, and mitochondria. Most of
the metabolic work of the neuron occurs here. Cell bodies of
neurons range in diameter from 0.005 mm to 0.1 mm in
mammals and up to a full millimeter in certain invertebrates.
Like the dendrites, the cell body is covered with synapses on
its surface in many neurons.

The axon is a thin fiber of constant diameter, in most
cases longer than the dendrites. (The term axon comes from

Courtesy of Bob Jacobs, Colorado College

FIGURE 2.4 Neurons, stained to appear dark
Note the small fuzzy-looking spines on the dendrites.

a Greek word meaning “axis”) The axon is the neuron’s in-
formation sender, conveying an impulse toward other neu-
rons or an organ or muscle. Many vertebrate axons are cov-
ered with an insulating material called a myelin sheath
with interruptions known as nodes of Ranvier (RAHN-
vee-ay). Invertebrate axons do not have myelin sheaths. An
axon has many branches, each of which swells at its tip,
forming a presynaptic terminal, also known as an end bulb
or bouton (French for “button”). This is the point from
which the axon releases chemicals that cross through the
junction between one neuron and the next.

A neuron can have any number of dendrites. It has only
one axon, but that axon may have branches far from the
soma. Axons can be a meter or more in length, as in the case
of axons from your spinal cord to your feet. That is, in many
cases the length of an axon is enormous in comparison to its
width—like that of a narrow highway that stretches across
a continent.

Other terms associated with neurons are afferent, effer-
ent, and intrinsic. An afferent axon brings information into
a structure; an efferent axon carries information away from
a structure. Every sensory neuron is an afferent to the rest
of the nervous system, and every motor neuron is an effer-
ent from the nervous system. Within the nervous system, a
given neuron is an efferent from one structure and an afferent
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Dendrite

FIGURE 2.5 The components
of a vertebrate motor neuron Presynaptic
The cell body of a motor Axon terminals
neuron is located in the spinal
cord. The various parts are
not drawn to scale; in particu-
lar, a real axon is much longer
in proportion to the soma.
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FIGURE 2.6 A vertebrate sensory neuron
Note that the soma is located on a stalk off the main trunk of the axon. (As in Figure 2.5, the various structures are not drawn to scale.)

FIGURE 2.7 Dendritic spines

The dendrites of certain neurons are lined with spines, short out-
growths that receive specialized incoming information. That informa-
tion apparently plays a key role in long-term changes in the neuron
that mediate learning and memory. (Source: From K. M. Harris and J.
K. Stevens, Society for Neuroscience, “Dendritic Spines of CA1 Pyra-
midal Cells in the Rat Hippocampus: Serial Electron Microscopy With
Reference to Their Biophysical Characteristics.” Journal of Neurosci-
ence, 9, 1989, 2982-2997. Copyright © 1989 Society for Neurosci-
ence. Reprinted by permission.)
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(from A)

FIGURE 2.8 Cell structures and axons

It all depends on the point of view. An axon from A to B is an efferent
axon from A and an afferent axon to B, just as a train from Washing-
ton to New York is exiting Washington and approaching New York.

to another. (You can remember that efferent starts with e as
in exit; afferent starts with a as in admit.) For example, an
axon might be efferent from the thalamus and afferent to
the cerebral cortex (Figure 2.8). If a cell’s dendrites and
axon are entirely contained within a single structure, the
cell is an interneuron or intrinsic neuron of that structure.
For example, an intrinsic neuron of the thalamus has its
axon and all its dendrites within the thalamus.

o
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FIGURE 2.9 The diverse shapes of neurons

Apical
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Basilar
dendrites
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1. What are the widely branching structures of a neuron
called? And what is the long thin structure that carries
information to another cell called?

2. Which animal species would have the longest axons?
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Variations Among Neurons

Neurons vary enormously in size, shape, and function. The shape
of a given neuron determines its connections with other neurons
and thereby determines its contribution to the nervous system.
Neurons with wider branching connect with more targets.

The function of a neuron relates to its shape (Figure 2.9).
For example, the widely branching dendrites of the Purkinje
cell of the cerebellum (Figure 2.9a) enable it to receive a huge
number of inputs—up to 200,000 in some cases. By contrast,
certain cells in the retina (Figure 2.9d) have only short

(e)

(a) Purkinje cell, a cell type found only in the cerebellum; (b) sensory neurons from skin to spinal cord; (c) pyramidal cell of the motor area
of the cerebral cortex; (d) bipolar cell of retina of the eye; (e) Kenyon cell, from a honeybee. (Source: Part e courtesy of R. G. Goss)




branches on their dendrites and therefore pool input from
only a few sources.

Glia

Glia (or neuroglia), the other major components of the ner-
vous system, do not transmit information over long distances
as neurons do, although they perform many other functions.
The term glia, derived from a Greek word meaning “glue,’
reflects early investigators” idea that glia were like glue that
held the neurons together (Somjen, 1988). Although that
concept is obsolete, the term remains. Glia are smaller but
more numerous than neurons (Figure 2.10).

The brain has several types of glia with different functions
(Haydon, 2001). The star-shaped astrocytes wrap around the
presynaptic terminals of a group of functionally related axons,
as shown in Figure 2.11. By taking up ions released by axons
and then releasing them back to axons, an astrocyte helps syn-
chronize the activity of the axons, enabling them to send mes-
sages in waves (Angulo, Kozlov, Charpak, & Audinat, 2004;
Antanitus, 1998). Astrocytes also remove waste material cre-
ated when neurons die and control the amount of blood flow
to each brain area (Mulligan & MacVicar, 2004). An addi-
tional function is that during periods of heightened activity in
some brain areas, astrocytes dilate the blood vessels to bring

Astrocyte

Capillary
(small blood vessel) %
i d

/

Astrocyte

—Radial glia

Myelin sheath\
Axon \

——Migrating neuron

FIGURE 2.10 Shapes of some glia cells

/Oligodendrocyte
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more nutrients into that area (Filosa et al., 2006; Takano et al.,
2006). Uncertainty surrounds another possible function:
Neurons communicate by releasing certain transmitters, such
as glutamate. After a neuron releases much glutamate, nearby
glia cells absorb some of the excess. We know that the glia
convert most of this glutamate into a related chemical, gluta-
mine, and then pass it back to the neurons, which convert it
back to glutamate, which they get ready for further release.
(Its a recycling system.) The uncertain question is whether
glia cells also release glutamate and other chemicals them-
selves. If so, they could be part of the brain’s signaling system
(Hamilton & Attwell, 2010).

Microglia, very small cells, also remove waste material
as well as viruses, fungi, and other microorganisms. In ef-
fect, they function like part of the immune system (Davalos
et al., 2005). Oligodendrocytes (OL-i-go-DEN-druh-
sites) in the brain and spinal cord and Schwann cells in the
periphery of the body are specialized types of glia that
build the myelin sheaths that surround and insulate certain
vertebrate axons. Radial glia guide the migration of neu-
rons and their axons and dendrites during embryonic de-
velopment. When embryological development finishes,
most radial glia differentiate into neurons, and a smaller
number differentiate into astrocytes and oligodendrocytes

(Pinto & Gétz, 2007).
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Oligodendrocytes produce myelin sheaths that insulate certain vertebrate axons in the central nervous system; Schwann cells have a
similar function in the periphery. The oligodendrocyte is shown here forming a segment of myelin sheath for two axons; in fact, each oligo-
dendrocyte forms such segments for 30 to 50 axons. Astrocytes pass chemicals back and forth between neurons and blood and among
neighboring neurons. Microglia proliferate in areas of brain damage and remove toxic materials. Radial glia (not shown here) guide the
migration of neurons during embryological development. Glia have other functions as well. (© Cengage Learning 2013)
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Neuron

Astrocyte

‘\\

FIGURE 2.11 How an astrocyte synchronizes associated
axons

Branches of the astrocyte (in the center) surround the presynaptic
terminals of related axons. If a few of them are active at once,
the astrocyte absorbs some of the chemicals they release. It then
temporarily inhibits all the axons to which it is connected. When
the inhibition ceases, all of the axons are primed to respond again
in synchrony. (Source: Based on Antanitus, 1998)

Synapse enveloped
by astrocyte

—_—

3. Identify the four major structures that compose a neuron.

4. Which kind of glia cell wraps around the synaptic terminals
of axons?
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I The Blood-Brain Barrier

Although the brain, like any other organ, needs to receive nu-
trients from the blood, many chemicals cannot cross from the
blood to the brain (Hagenbuch, Gao, & Meier, 2002). The
mechanism that excludes most chemicals from the vertebrate
brain is known as the blood—brain barrier. Before we exam-
ine how it works, let’s consider why we need it.

Why We Need a Blood-Brain Barrier

When a virus invades a cell, mechanisms within the cell extrude
virus particles through the membrane so that the immune sys-
tem can find them. When the immune system cells identify a
virus, they kill it and the cell that contains it. In effect, a cell
exposing a virus through its membrane says, “Look, immune
system, I'm infected with this virus. Kill me and save the others.”

This plan works fine if the virus-infected cell is, say, a skin
cell or a blood cell, which the body replaces easily. However,
with few exceptions, the vertebrate brain does not replace
damaged neurons. To minimize the risk of irreparable brain
damage, the body builds a wall along the sides of the brain’s
blood vessels. This wall keeps out most viruses, bacteria, and
harmful chemicals.

“What happens if a virus does enter the nervous sys-
tem?” you might ask. Certain viruses, such as the rabies vi-
rus, evade the blood—brain barrier, infect the brain, and lead
to death. For several other viruses that enter the nervous sys-
tem, microglia and other mechanisms attack the viruses or
slow their reproduction without killing the neurons they in-
vaded (Binder & Griffin, 2001). However, a virus that enters
your netvous system probably remains with you for life. For
example, the virus responsible for chicken pox and shingles
enters spinal cord cells. No matter how effectively the im-
mune system attacks that virus outside the nervous system,
virus particles remain in the spinal cord, from which they
can emerge decades later. The same is true for the virus that
causes genital herpes.

How the Blood-Brain Barrier Works

The blood—brain barrier (Figure 2.12) depends on the endo-
thelial cells that form the walls of the capillaries (Bundgaard,
1986; Rapoport & Robinson, 1986). Outside the brain, such
cells are separated by small gaps, but in the brain, they are
joined so tightly that virtually nothing passes between them.

“If the blood—brain barrier is such a good defense,” you
might ask, “why don't we have similar walls around our other
organs?” The answer is that the barrier keeps out useful chem-
icals as well as harmful ones. Those useful chemicals include
all fuels and amino acids, the building blocks for proteins. For
the brain to function, it needs special mechanisms to get these
chemicals across the blood—brain barrier.

The brain has several such mechanisms. First, small un-
charged molecules, including oxygen and carbon dioxide, cross
freely. Water crosses through special protein channels in the
wall of the endothelial cells (Amiry-Moghaddam & Ottersen,
2003). Second, molecules that dissolve in the fats of the mem-
brane also cross passively. Examples include vitamins A and D
and all the drugs that affect the brain—from antidepressants
and other psychiatric drugs to illegal drugs such as heroin.

For a few other chemicals, the brain uses active trans-
port, a protein-mediated process that expends energy to
pump chemicals from the blood into the brain. Chemicals
that are actively transported into the brain include glucose
(the brain’s main fuel), amino acids (the building blocks of
proteins), purines, choline, a few vitamins, iron, and certain
hormones (Abbott, Rénnback, & Hansson, 2006; A. R.
Jones & Shusta, 2007).

The blood—brain barrier is essential to health. In people
with Alzheimer’s disease or similar conditions, the endothe-
lial cells lining the brain’s blood vessels shrink, and harmful
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FIGURE 2.12 The blood-brain barrier

Most large molecules and electrically charged molecules cannot
cross from the blood to the brain. A few small, uncharged mol-
ecules such as O, and CO, cross easily; so can certain fat-soluble
molecules. Active transport systems pump glucose and certain
amino acids across the membrane. (© Cengage Learning 2013)

chemicals enter the brain (Zipser et al., 2006). However, the
barrier also poses a difficulty in medicine because it keeps out
many medications. Brain cancers are difficult to treat because
nearly all the drugs used for chemotherapy fail to cross the
blood—brain barrier.
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5. |dentify one major advantage and one disadvantage of hav-
ing a blood-brain barrier.

6. Which chemicals cross the blood-brain barrier passively?

7. Which chemicals cross the blood-brain barrier by active
transport?
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Nourishment in Vertebrate
Neurons

Most cells use a variety of carbohydrates and fats for nutrition,
but vertebrate neurons depend almost entirely on glucose, a
sugar. (Cancer cells and the testis cells that make sperm also
rely overwhelmingly on glucose.) Because the metabolic path-
way that uses glucose requires oxygen, neurons need a steady
supply of oxygen (Wong-Riley, 1989). The brain uses about
20% of all the oxygen consumed in the body.

Why do neurons depend so heavily on glucose? Although
neurons have the enzymes necessary to metabolize other fu-
els, glucose is practically the only nutrient that crosses the
blood-brain barrier after infancy, except for ketones (a kind of
fat), and ketones are seldom available in large amounts (Duelli
& Kuschinsky, 2001).

Although neurons require glucose, glucose shortage is
rarely a problem. The liver makes glucose from many kinds of
carbohydrates and amino acids, as well as from glycerol, a
breakdown product from fats. The only likely problem is an
inability to use glucose. To use glucose, the body needs vitamin
B;, thiamine. Prolonged thiamine deficiency, common in
chronic alcoholism, leads to death of neurons and a condition
called Korsakoff's syndrome, marked by severe memory impair-
ments (Chapter 13).
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MODULE 2.1 m IN CLOSING

Neurons

What does the study of individual neurons tell us about be-
havior? One important principle is that our experience and
behavior do not follow from the properties of any one neuron.
Just as a chemist must know about atoms to make sense of
compounds, a biological psychologist or neuroscientist must

SUMMARY

1. Neurons receive information and convey it to other cells.
The nervous system also contains glia. 28

In the late 1800s, Santiago Ramoén y Cajal used newly
discovered staining techniques to establish that the
nervous system is composed of separate cells, now known

28

Neurons contain the same internal structures as other

29

Neurons have four major parts: a cell body, dendrites, an
axon, and presynaptic terminals. Their shapes vary
greatly depending on their functions and their connec-
tions with other cells. 29

2

as neurons.

animal cells.

4.

KEY TERMS

know about cells to understand the nervous system. However,
the nervous system is more than the sum of the individual
cells, just as water is more than the sum of oxygen and hydro-
gen. Our behavior emerges from the communication among
neurons.

5. Because of the blood—brain barrier, many molecules
cannot enter the brain, The barrier protects the nervous
system from viruses and many dangerous chemicals.

The blood—brain barrier consists of an unbroken wall
of cells that surround the blood vessels of the brain and
spinal cord. A few small uncharged molecules, such as
water, oxygen, and carbon dioxide, cross the barrier freely.
So do molecules that dissolve in fats. 34

6. Active transport proteins pump glucose, amino acids, and
a few other chemicals into the brain and spinal cord. 34

7. Adult neurons rely heavily on glucose, the only nutrient
that can cross the blood—brain barrier. They need

thiamine (vitamin B;) to use glucose. 35

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book's Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

active transport 34 glia 33

afferent axon 30 glucose 35
astrocytes 33 interneuron 32
axon 30 intrinsic neuron 32
blood—brain barrier 34 membrane 29
cell body (soma) 30 microglia 33
dendrites 30 mitochondrion 29

30 motor neuron 30

myelin sheath 30

neurons 28

dendpritic spines
efferent axon 32
endoplasmic reticulum 30

THOUGHT QUESTION

Although heroin and morphine are similar in many ways,
heroin exerts faster effects on the brain. What can we infer
about those drugs with regard to the blood—brain barrier?

nodes of Ranvier 30
nucleus 29
oligodendrocytes 33
presynaptic terminal 30
radial glia 33
ribosomes 30
Schwann cells 33
sensory neuron 30

35

thiamine



MODULE 2.2

The Nerve Impulse

hink about the axons that convey information from

your feet’s touch receptors toward your spinal cord and

brain. If the axons used electrical conduction, they
could transfer information at a velocity approaching the speed
of light. However, given that your body is made of water and
carbon compounds instead of copper wire, the strength of the
impulse would decay rapidly as it traveled. A touch on your
shoulder would feel stronger than a touch on your abdomen.
Short people would feel their toes more strongly than tall
people could—if either could feel their toes at all!

The way your axons actually function avoids these prob-
lems. Instead of conducting an electrical impulse, the axon
regenerates an impulse at each point. Imagine a long line of
people holding hands. The first person squeezes the second
person’s hand, who then squeezes the third person’s hand, and
so forth. The impulse travels along the line without weakening
because each person generates it anew.

Although the axon’s method of transmitting an impulse
prevents a touch on your shoulder from feeling stronger than
one on your toes, it introduces a different problem: Because
axons transmit information at only moderate speeds (varying
from less than 1 meter/second to about 100 m/s), a touch on
your shoulder will reach your brain sooner than will a touch
on your toes. If you get someone to touch you simultaneously
on your shoulder and your toe, you will not notice that your
brain received one stimulus before the other, because the differ-
ence is small. In fact, if someone touches you on one hand and
then the other, you won't be sure which hand you felt first, un-
less the delay between touches exceeds 70 milliseconds (ms)
(S. Yamamoto & Kitazawa, 2001). Your brain is not set up to
register small differences in the time of arrival of
touch messages. After all, why should it be? You
almost never need to know whether a touch on
one part of your body occurred slightly before
or after a touch somewhere else.

In vision, however, your brain does need to know whether
one stimulus began slightly before or after another one. If two
adjacent spots on your retina—let’s call them A and B—send
impulses at almost the same time, an extremely small differ-
ence in timing indicates whether light moved from A to B or
from B to A. To detect movement as accurately as possible,
your visual system compensates for the fact that some parts of

the retina are slightly closer to your brain than other parts are.
Without some sort of compensation, simultaneous flashes ar-
riving at two spots on your retina would reach your brain at
different times, and you might perceive movement inaccu-
rately. What prevents this illusion is the fact that axons from
more distant parts of your retina transmit impulses slightly
faster than those closer to the brain (Stanford, 1987)!

In short, the properties of impulse conduction in an axon
are well adapted to the exact needs for information transfer in
the nervous system. Let’s examine the mechanics of impulse
transmission.

The Resting Potential
of the Neuron

essages in a neuron develop from disturbances of
the resting potential. Let’s begin by understanding
the resting potential.

All parts of a neuron are covered by a membrane about 8
nanometers (nm) thick (just less than 0.00001 mm), com-
posed of two layers (an inner layer and an outer layer) of
phospholipid molecules (containing chains of fatty acids and
a phosphate group). Embedded among the phospholipids are
cylindrical protein molecules through which various chemi-
cals can pass (see Figure 2.3 on page 30). The structure of the
membrane provides it with a combination of flexibility and
firmness and controls the flow of chemicals between the in-
side and outside of the cell.

In the absence of any outside disturbance, the membrane
maintains an electrical gradient, also known as polariza-
tion—a difference in electrical charge between the inside and
outside of the cell. The neuron inside the membrane has a
slightly negative electrical potential with respect to the out-
side, mainly because of negatively charged proteins inside the
cell. This difference in voltage in a resting neuron is called the
resting potential.

Researchers measure the resting potential by inserting a
very thin microelectrode into the cell body, as Figure 2.13
shows. The diameter of the electrode must be as small as pos-
sible so that it enters the cell without causing damage. The
most common electrode is a fine glass tube filled with a con-
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FIGURE 2.13 Methods for recording activity of a neuron
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(b)

(a) Diagram of the apparatus and a sample recording. (b) A microelectrode and stained neurons magnified hundreds of times by a light

microscope.

centrated salt solution and tapering to a tip diameter of 0.0005
mm or less. A reference electrode outside the cell completes
the circuit. Connecting the electrodes to a voltmeter, we find
that the neuron’s interior has a negative potential relative to its
exterior. A typical level is —70 millivolts (mV), but it varies
from one neuron to another.

Forces Acting on Sodium
and Potassium lons

If charged ions could flow freely across the membrane, the
membrane would depolarize. However, the membrane is se-
lectively permeable. That is, some chemicals pass through it
more freely than others do. Oxygen, carbon dioxide, urea, and
water cross freely through channels that are always open. Most
large or electrically charged ions and molecules do not cross
the membrane at all. A few biologically important ions, such as
sodium, potassium, calcium, and chloride, cross through mem-
brane channels (or gates) that are sometimes open and some-
times closed. When the membrane is at rest, the sodium chan-
nels are closed, preventing almost all sodium flow, as shown
on the right side of Figure 2.14. Certain kinds of stimulation
can open the sodium channels, as in the center of that figure.
When the membrane is at rest, potassium channels are nearly
but not entirely closed, so potassium flows slowly. Stimulation
opens them more widely also, as it does for sodium channels.
The sodium—potassium pump, a protein complex, re-
peatedly transports three sodium ions out of the cell while
drawing two potassium ions into it. The sodium—potassium
pump is an active transport that requires energy. As a result of
the sodium—potassium pump, sodium ions are more than 10
times more concentrated outside the membrane than inside,

© Argosy Publishing Inc.
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FIGURE 2.14 lon channels in the membrane of a neuron
When a channel opens, it permits one kind of ion to cross the
membrane. When it closes, it prevents passage of that ion.

and potassium ions are similarly more concentrated inside
than outside.

The sodium—potassium pump is effective only because of
the selective permeability of the membrane, which prevents
the sodium ions that were pumped out of the neuron from
leaking right back in again. When sodium ions are pumped
out, they stay out. However, some of the potassium ions
pumped into the neuron slowly leak out, carrying a positive
charge with them. That leakage increases the electrical gradi-
ent across the membrane, as shown in Figure 2.15.
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When the neuron is at rest, two forces act on sodium,
both tending to push it into the cell. First, consider the elec-
trical gradient. Sodium is positively charged and the inside of
the cell is negatively charged. Opposite electrical charges at-
tract, so the electrical gradient tends to pull sodium into the
cell. Second, consider the concentration gradient, the differ-
ence in distribution of ions across the membrane. Sodium is
more concentrated outside than inside, so just by the laws of
probability, sodium is more likely to enter the cell than to
leave it. (By analogy, imagine two rooms connected by a door.
There are 100 cats in room A and only 10 in room B. Cats are
more likely to move from A to B than from B to A. The same
principle applies to the movement of ions across a mem-
brane.) Given that both the electrical gradient and the con-
centration gradient tend to move sodium ions into the cell,
sodium would move rapidly if it could. However, the sodium
channels are closed when the membrane is at rest, and almost
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no sodium flows except for the sodium pushed out of the cell
by the sodium—potassium pump.

Potassium is subject to competing forces. Potassium is
positively charged and the inside of the cell is negatively
charged, so the electrical gradient tends to pull potassium in.
However, potassium is more concentrated inside the cell than
outside, so the concentration gradient tends to drive it out.
(Back to our cat analogy: Imagine some female cats tethered
inside a room. Male cats can enter the room or leave through
a narrow door. They are attracted to the female cats, but when
the males get too crowded, some of them leave.)

If the potassium channels were wide open, potassium
would have a small net flow out of the cell. That is, the electri-
cal gradient and concentration gradient for potassium are al-
most in balance, but not quite. The sodium—potassium pump
pulls more potassium into the cell as fast as it flows out of the
cell, so the two gradients cannot get completely in balance.

Movement of lons

Sodium-potassium pump

K* leaves cell
because of
concentration gradient

K* enters cell
because of
electrical gradient

FIGURE 2.15 The sodium and potassium gradients for a resting membrane

Sodium ions are more concentrated outside the neuron. Potassium ions are more concentrated inside. Protein and chloride ions (not
shown) bear negative charges inside the cell. At rest, very few sodium ions cross the membrane except by the sodium-potassium pump.
Potassium tends to flow into the cell because of an electrical gradient but tends to flow out because of the concentration gradient. How-
ever, potassium gates retard the flow of potassium when the membrane is at rest.
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The cell has negative ions, too. Negatively charged pro-
teins inside the cell are responsible for the membrane’s polar-
ization. Chloride ions, being negatively charged, are mainly
outside the cell. When the membrane is at rest, the concentra-
tion gradient and electrical gradient balance, so opening chlo-
ride channels produces little effect. However, chloride does
have a net flow when the membrane’s polarization changes.

—_—

8. When the membrane is at rest, are the sodium ions more
concentrated inside the cell or outside? Where are the
potassium ions more concentrated?

9. When the membrane is at rest, what tends to drive the
potassium ions out of the cell? What tends to draw them
into the cell?
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Why a Resting Potential?

The body invests much energy to operate the sodium—po-
tassium pump, which maintains the resting potential. Why
is it worth so much energy? The resting potential prepares
the neuron to respond rapidly’ As we shall see in the next
section, excitation of the neuron opens channels that allow
sodium to enter the cell rapidly. Because the membrane did
its work in advance by maintaining the concentration gradi—
ent for sodium, the cell is prepared to respond vigorously to
a stimulus.

Compare the resting potential of a neuron to a poised bow
and arrow: An archer who pulls the bow in advance and then
waits is ready to fire at the appropriate moment. The neuron
uses the same strategy. The resting potential remains stable
until the neuron is stimulated. Ordinarily, stimulation of the
neuron takes place at synapses, which we consider in Chapter
3. In the laboratory, it is also possible to stimulate a neuron by
inserting an electrode into it and applying current.

1 The Action Potential

Messages sent by axons are called action potentials. To un-
derstand action potentials, let's begin by considering what
happens when the resting potential is disturbed. We can mea-
sure a neuron’s potential with a microelectrode, as shown in
Figure 2.13b. When an axon’s membrane is at rest, the record-
ings show a negative potential inside the axon. If we now use
another electrode to apply a negative charge, we can further
increase the negative charge inside the neuron. The change is
called hyperpolarization, which means increased polariza-

tion. When the stimulation ends, the charge returns to its
original resting level. The recording looks like this:
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Now let’s apply a current to depolarize the neuron—that
is, reduce its polarization toward zero. If we apply a small de-
polarizing current, we get a result like this:

Time

With a slightly stronger depolarizing cutrent, the poten-
tial rises slightly higher but again returns to the resting level as
soon as the stimulation ceases:
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Now let’s apply a still stronger current: Stimulation be-
yond the threshold of excitation produces a massive depolar-
ization of the membrane. When the potential reaches the
threshold, the membrane opens its sodium channels and pet-
mits sodium ions to flow into the cell. The potential shoots up
far beyond the strength of the stimulus:
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Any subthreshold stimulation produces a small response
proportional to the amount of current. Any stimulation be-
yond the threshold, regardless of how far beyond, produces a
big response like the one shown. That response, a rapid depo-
larization and then reversal of the usual polarization, is the
action potential. The peak of the action potential, shown as
+30 mV in this illustration, varies from one axon to another,
but it is consistent for a given axon.
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10. What is the difference between a hyperpolarization and a
depolarization?

11. What is the relationship between the threshold and an
action potential?
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The Molecular Basis of the
Action Potential

The chemical events behind the action potential make sense if
you remember these principles:

1. At the start, sodium ions are mostly outside the neuron
and potassium ions are mostly inside.

2. When the membrane is depolarized, sodium and
potassium channels in the membrane open.

3. At the peak of the action potential, the sodium channels
close.

A neuron’s membrane contains several types of cylindri-
cal proteins, like the one in Figure 2.3, that can open or close.
When one of these proteins is open, it allows a particular
type of ion to cross the membrane. (Which ion crosses de-
pends on the exact size and shape of the opening.) A protein
that allows sodium to cross is called a sodium channel, one
that allows potassium to cross is a potassium channel, and so
forth. The ones regulating sodium and potassium are volt-
age-gated channels. That is, their permeability depends on
the voltage difference across the membrane. At the resting
potential, the sodium channels are closed (permitting no so-
dium to cross) and the potassium channels are almost closed
(allowing only a little flow of potassium). As the membrane
becomes depolarized, both the sodium and the potassium
channels begin to open, allowing freer flow. At first, opening
the potassium channels makes little difference, because the
concentration gradient and electrical gradient are almost in
balance anyway. However, opening the sodium channels
makes a big difference, because both the electrical gradient
and the concentration gradient tend to drive sodium ions
into the neuron. When the depolarization reaches the
threshold of the membrane, the sodium channels open wide
enough for sodium to flow freely. Driven by both the concen-
tration gradient and the electrical gradient, the sodium ions
enter the cell rapidly, until the electrical potential across the
membrane passes beyond zero to a reversed polarity, as
shown in the following diagram:
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Compared to the total number of sodium ions in and
around the axon, less than 1% of them cross the membrane dur-
ing an action potential. Even at the peak of the action potential,
sodium ions continue to be far more concentrated outside the
neuron than inside. Because of the persisting concentration gra-
dient, sodium ions should still tend to diffuse into the cell.
However, at the peak of the action potential, the sodium gates
snap shut and resist reopening for the next millisecond.

Then what happens? Remember that depolarizing the mem-
brane also opens potassium channels. At first, opening those
channels made little difference. However, after so many sodium
ions have crossed the membrane, the inside of the cell has a slight
positive charge instead of its usual negative charge. At this point
both the concentration gradient and the electrical gradient drive
potassium ions out of the cell. As they flow out of the axon, they
carry with them a positive charge. Because the potassium chan-
nels remain open after the sodium channels close, enough potas-
sium ions leave to drive the membrane beyond its usual resting
level to a temporary hyperpolarization. Figure 2.16 summarizes
the key movements of ions during an action potential.

At the end of this process, the membrane has returned to its
resting potential, but the inside of the neuron has slightly more
sodium ions and slightly fewer potassium ions than before.
Eventually, the sodium—potassium pump restores the original
distribution of ions, but that process takes time. After an un-
usually rapid series of action potentials, the pump cannot keep
up with the action, and sodium accumulates within the axon.
Excessive buildup of sodium can be toxic to a cell. (Excessive
stimulation occurs only under abnormal conditions, however,
such as during a stroke or after the use of certain drugs. Don't
worry that thinking too hard will explode your brain cells!)

Action potentials require the flow of sodium and potassium.
Local anesthetic drugs, such as Novocain and Xylocaine, attach
to the sodium channels of the membrane, preventing sodium
ions from entering, and thereby stopping action potentials
(Ragsdale, McPhee, Scheuer, & Catterall, 1994). When a den-
tist administers Novocain before drilling into one of your teeth,
your receptors are screaming, “pain, pain, pain!” but the axons
can't transmit the message to your brain, and so you don't feel it.

To explore the action potential further and try some virtual
experiments on the membrane, use the online MetaNeuron
program available through the Department of Neuroscience at
the University of Minnesota: http://www2.neuroscience.umn.
edu/eanwebsite/metaneuron.htm


http://www2.neuroscience.umn.edu/eanwebsite/metaneuron.htm
http://www2.neuroscience.umn.edu/eanwebsite/metaneuron.htm
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FIGURE 2.16 The movement of sodium and potassium ions
during an action potential

Sodium ions cross during the peak of the action potential and
potassium ions cross later in the opposite direction, returning the
membrane to its original polarization. (© Cengage Learning 2013)

—_—

12. During the rise of the action potential, do sodium ions
move into the cell or out of it? Why?

13. As the membrane reaches the peak of the action poten-
tial, what brings the membrane down to the original rest-
ing potential?
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The All-or-None Law

An action potential always starts in an axon and propagates
without loss along the axon. However, once it starts, in many
cases it “back-propagates” into the cell body and dendrites
(Lorincz & Nusser, 2010). The cell body and dendrites do
not conduct action potentials in the same way that axons do,
but they passively register the electrical event happening in the
nearby axon. This back-propagation is important in some neu-
rons, as we shall see in Chapter 13: When an action potential
back-propagates into a dendrite, the dendrite becomes more
susceptible to the structural changes responsible for learning,

Here, we concentrate on the axon: When the voltage
across an axon membrane reaches the threshold, voltage-gated
sodium channels open wide enough to let sodium ions enter,
and the incoming sodium depolarizes the membrane enough
to produce an action potential. For a given neuron, all action
potentials are approximately equal in amplitude (intensity)
and velocity. More properly stated, the all-or-none law is that
the amplitude and velocity of an action potential are indepen-
dent of the intensity of the stimulus that initiated it, provided
that the stimulus reaches the threshold. By analogy, imagine
flushing a toilet: You have to make a press of at least a certain
strength (the threshold), but pressing harder does not make
the toilet flush faster or more vigorously.

Although the amplitude, velocity, and shape of action po-
tentials are consistent over time for a given axon, they vary
from one neuron to another. The earliest studies dealt with
squid axons because squid have very thick axons that are easy
to study. More recent studies of mammalian axons have found
much variation in the types of protein channels and therefore
in the characteristics of the action potentials (Bean, 2007).

The all-or-none law puts constraints on how an axon can
send a message. To signal the difference between a weak stimulus
and a strong stimulus, the axon can't send bigger or faster action
potentials. All it can change is the timing, By analogy, suppose
you agree to exchange coded messages with someone who can
see your window when you flick the lights on and off. The two of
you might agree, for example, to indicate some kind of danger by
the frequency of flashes. (The more flashes, the more danger.)
Much of the brain’s signaling follows the principle that more fre-
quent action potentials signal a greater intensity of stimulus.

You could also convey information by a rhythm.

Flash-flash ... [long pause] ...  flash-flash

might mean something different from

Flash ... [pause] ... flash ... [pause] ... flash ... [pause] ...
flash.

In some cases, the nervous system uses this kind of coding,
For example, a taste axon shows one rhythm of responses for
sweet tastes and a different rhythm for bitter tastes (Di
Lorenzo, Leshchinskiy, Moroney, & Ozdoba, 2009).

The Refractory Period

While the electrical potential across the membrane is return-
ing from its peak toward the resting point, it is still above the
threshold. Why doesn't the cell produce another action po-



tential during this period? (If it did, of course, it would go
into a permanent repetition of one action potential after an-
other.) Immediately after an action potential, the cell is in a
refractory period during which it resists the production of
further action potentials. In the first part of this period, the
absolute refractory period, the membrane cannot produce
an action potential, regardless of the stimulation. During the
second part, the relative refractory period, a stronger than
usual stimulus is necessary to initiate an action potential. The
refractory period has two mechanisms: The sodium channels
are closed, and potassium is flowing out of the cell at a faster
than usual rate.

In most of the neurons that researchers have tested, the
absolute refractory period is about 1 ms and the relative re-
fractory period is another 2-4 ms. (To return to the toilet
analogy, there is a short time right after you flush a toilet when
you cannot make it flush again—an absolute refractory pe-
riod. Then follows a period when it is possible but difficult to
flush it again—a relative refractory period—before it returns
to normal.)

—_—

14. State the all-or-none law.

15. Does the all-or-none law apply to dendrites? Why or why
not?

16. Suppose researchers find that axon A can produce up to
1,000 action potentials per second (at least briefly, with
maximum stimulation), but axon B can never produce
more than 100 per second (regardless of the strength of
the stimulus). What could we conclude about the refrac-
tory periods of the two axons?
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Propagation of the Action
Potential

Up to this point, we have considered how the action potential
occurs at one point on the axon. Now let us consider how it
moves down the axon. Remember, it is important for axons to
convey impulses without any loss of strength over distance.
In a motor neuron, an action potential begins on the
axon hillock, a swelling where the axon exits the soma (Fig-
ure 2.5). During the action potential, sodium ions enter a
point on the axon. Temporarily, that spot is positively
charged in comparison with neighboring areas along the
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axon. The positive ions flow within the axon to neighboring
regions. The positive charges slightly depolarize the next
area of the membrane, causing it to reach its threshold and
open its voltage-gated sodium channels. Therefore, the
membrane regenerates the action potential at that point. In
this manner, the action potential travels along the axon, as
in Figure 2.17.

The term propagation of the action potential describes
the transmission of an action potential down an axon. The
propagation of an animal species is the production of off-
spring. In a sense, the action potential gives birth to a new ac-
tion potential at each point along the axon. As a result, the
action potential is just as strong at the end of the axon as it
was at the beginning,

Let’s reexamine Figure 2.17 for a moment. What is to
prevent the electrical charge from flowing in the direction
opposite that in which the action potential is traveling?
Nothing. In fact, the electrical charge does flow in both di-
rections. Then what prevents an action potential near the
center of an axon from reinvading the areas that it has just
passed? The answer is that the areas just passed are still in
their refractory period.

Let’s review the action potential:

= When an area of the axon membrane reaches its thresh-
old of excitation, sodium channels and potassium chan-
nels open.

» At first, the opening of potassium channels produces
little effect.

= Opening sodium channels lets sodium ions rush into the
axon.

= Positive charge flows down the axon and opens voltage-
gated sodium channels at the next point.

» At the peak of the action potential, the sodium gates
snap shut. They remain closed for the next millisecond or
so, despite the depolarization of the membrane.

= Because the membrane is depolarized, voltage-gated
potassium channels are open.

= Potassium ions flow out of the axon, returning the
membrane toward its original depolarization.

» A few milliseconds later, the voltage-dependent potas-
sium channels close.

All of this may seem like a lot to memorize, but it is not.
Everything follows logically from the facts that voltage-gated
sodium and potassium channels open when the membrane is
depolarized and that sodium channels snap shut at the peak
of the action potential.

The Myelin Sheath and Saltatory
Conduction

In the thinnest axons, action potentials travel at a velocity of
less than 1 m/s. Increasing the diameter brings conduction
velocity up to about 10 m/s. At that speed, an impulse along
an axon to or from a giraffe’s foot takes about half a second.
To increase the speed still more, vertebrate axons evolved a
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Stimulus

© Argosy Publishing Inc.

FIGURE 2.17 Propagation of an action potential

Direction of action potential

As an action potential occurs at one point on the axon, enough sodium enters to depolarize the next point to its threshold, producing an
action potential at that point. In this manner the action potential flows along the axon. Behind each area of sodium entry, potassium ions

exit, restoring the resting potential.

special mechanism: sheaths of myelin, an insulating material
composed of fats and proteins.

Consider the following analogy. Suppose your job is to
take written messages over a long distance without using any
mechanical device. Taking each message and running with it
would be reliable but slow, like the propagation of an action
potential along an unmyelinated axon. If you tied each mes-
sage to a ball and threw it, you could increase the speed, but

your throws would not travel far enough. The best solution is
to station people at moderate distances along the route and
throw the message-bearing ball from person to person until it
reaches its destination.

The same principle applies to myelinated axons, those
covered with a myelin sheath. Myelinated axons, found only in
vertebrates, are covered with layers of fats and proteins. The
myelin sheath is interrupted periodically by short sections of



axon called nodes of Ranvier, each one about 1 micrometer
wide, as shown in Figure 2.18. In most cases, the action poten-
tial starts at the axon hillock, but in some cases it starts at the
first node of Ranvier (Kuba, Ishii, & Ohmari, 2006).

Suppose an action potential starts at the axon hillock and
propagates along the axon until it reaches the first myelin seg-
ment. The action potential cannot regenerate along the mem-
brane between nodes because sodium channels are virtually
absent between nodes (Catterall, 1984). After an action po-
tential occurs at a node, sodium ions enter the axon and dif-
fuse within the axon, pushing a chain of positive ions along
the axon to the next node, where they regenerate the action
potential (Figure 2.19). This flow of ions is considerably faster
than the regeneration of an action potential at each point
along the axon. The jumping of action potentials from node to
node is referred to as saltatory conduction, from the Latin
word saltare, meaning “to jump.” (The same root shows up in
the word somersault.) In addition to providing rapid conduc-
tion of impulses, saltatory conduction conserves energy: In-
stead of admitting sodium ions at every point along the axon
and then having to pump them out via the sodium—potassium
pump, a myelinated axon admits sodium only at its nodes.

In multiple sclerosis, the immune system attacks myelin
sheaths. An axon that never had a myelin sheath conducts im-
pulses slowly but steadily. An axon that has lost its myelin is
not the same. After myelin forms along an axon, the axon loses
its sodium channels under the myelin (Waxman & Ritchie,

Axon

Myelin
sheath

Axon

Node of
Ranvier

S

Cutaway view of axon wrapped in myelin

FIGURE 2.18 An axon surrounded by a myelin sheath and
interrupted by nodes of Ranvier

The inset shows a cross-section through both the axon and

the myelin sheath. Magnification approximately x 30,000. The
anatomy is distorted here to show several nodes; in fact, the
distance between nodes is generally at least 100 times as long
as the nodes themselves. (© Cengage Learning 2013)

© Argosy Publishing Inc.
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1985). If the axon later loses its myelin, it still lacks sodium
channels in the areas previously covered with myelin, and most
action potentials die out between one node and the next. Peo-
ple with multiple sclerosis suffer a variety of impairments,
ranging from visual impairments to poor muscle coordination.

17. In a myelinated axon, how would the action potential
be affected if the nodes were much closer together?
How might it be affected if the nodes were much farther
apart?
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I Local Neurons

Axons produce action potentials. However, many small neu-
rons have no axon. Neurons without an axon exchange infor-
mation with only their closest neighbors. We therefore call
them local neurons. Because they do not have an axon, they do
not follow the all-or-none law. When a local neuron receives
information from other neurons, it has a graded potential, a

Node of Ranvier Myelin Axon

+ + |+

+ T+

(a)

—/— + o+

+ o+ - -

+ + - -

- \7 + +

(b)

FIGURE 2.19 Saltatory conduction in a myelinated axon

An action potential at the node triggers flow of current to the next
node, where the membrane regenerates the action potential. In re-
ality, a myelin sheath is much longer than shown here, relative to
the size of the nodes of Ranvier and to the diameter of the axon.
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membrane potential that varies in magnitude in proportion to
the intensity of the stimulus. The change in membrane poten-
tial is conducted to adjacent areas of the cell, in all directions,
gradually decaying as it travels. Those various areas of the cell
contact other neurons, which they excite or inhibit through
synapses (which we consider in the next chapter).

Local neurons are difficult to study because it is almost im-
possible to insert an electrode into a tiny cell without damaging
it. Most of our knowledge, therefore, has come from large neu-
rons, and that bias in our research methods may have led to a
misconception. Many years ago, all that neuroscientists knew
about local neurons was that they were small. Given their focus
on larger neurons, many scientists assumed that the small neu-
rons were immature. As one textbook author put it, “Many of
these [neurons] are small and apparently undeveloped, as if they

constituted a reserve stock not yet utilized in the individual’s ce-
rebral activity” (Woodworth, 1934, p. 194). In other words, the
small cells would contribute to behavior only if they grew.

Perhaps this misunderstanding was the origin of that
widespread, nonsensical belief that “they say we use only 10%
of our brain” (Who are “they,” incidentally?) Other origins
have also been suggested for this belief. Regardless of how it
started, it has been remarkably persistent, given its total lack
of justification. Surely, it can't be true that someone could lose
90% of the brain and still behave normally. Nor is it true that
only 10% of neurons are active at any given moment. The be-
lief that we use only a small part of the brain became popular,
presumably because people wanted to believe it. Eventually,
people were simply quoting one another long after everyone
forgot where the idea originated.

MODULE 2.2 m IN CLOSING

Neural Messages

In this chapter, we have examined what happens within a
single neuron, as if each neuron acted independently. It does
not, of course. All of its functions depend on communica-
tion with other neurons, which we will consider in the next
chapter. We may as well admit from the start, however, that
neural communication is amazing. Unlike human communi-
cation, in which a speaker sometimes presents a complicated

SUMMARY

1. The action potential transmits information without loss
of intensity over distance. The cost is a delay between the
stimulus and its arrival in the brain. 37

2. The inside of a resting neuron has a negative charge with
respect to the outside. Sodium ions are actively pumped
out of the neuron, and potassium ions are pumped

in. 37

3. When the membrane is at rest, the electrical gradient and
concentration gradient act in competing directions for
potassium, almost balancing out. Potassium ions have a
slow net flow out of the cell. Both gradients tend to push
sodium into the cell, but sodium ions do not cross while
the membrane is at rest. 39

4. When the charge across the membrane is reduced,
sodium and potassium channels begin to open. When
the membrane potential reaches the threshold of the
neuron, sodium ions enter explosively, suddenly reducing
and reversing the charge across the membrane. This event
is known as the action potential. 41

message to an enormous audience, a neuron delivers only an
action potential—a mere on/off message—to only that
modest number of other neurons that receive branches of its
axon. At various receiving neurons, an ‘on” message can be
converted into either excitation or inhibition (yes or no).
From this limited system, all of our behavior and experience
emerge.

5. After the peak of the action potential, the membrane
returns to its original level of polarization because of the
outflow of potassium ions. 41

6. The all-or-none law: For any stimulus greater than the
threshold, the amplitude and velocity of the action
potential are independent of the size of the stimulus that
initiated it. 42

7. Immediately after an action potential, the membrane
enters a refractory period during which it is resistant to
starting another action potential. 42

8. The action potential is regenerated at successive points
along the axon as sodium ions flow through the core of
the axon and stimulate the next point along the axon to
its threshold. The action potential maintains a constant
magnitude as it passes along the axon. 43

9. In axons that are covered with myelin, action potentials
form only in the nodes that separate myelinated seg-
ments. Transmission in myelinated axons is faster than in
unmyelinated axons. 43
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KEY TERMS

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book’s Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

absolute refractory period 43 hyperpolarization 40 relative refractory period 43
action potential 40 local anesthetic 41 resting potential 37
all-or-none law 42 local neurons 45 saltatory conduction 45
axon hillock 43 myelin 44 selectively permeable 38
concentration gradient 39 myelinated axons 44 sodium—potassium pump 38
depolarize 40 polarization 37 threshold 40

electrical gradient 37 propagation of the action potential 43 voltage-gated channels 41
graded potentials 45 refractory period 43

THOUGHT QUESTIONS

1. Suppose the threshold of a neuron were the same as potential traveling toward the axon hillock is
its resting potential. What would happen? At what traveling in the antidromic direction. If we started an
frequency would the cell produce action potentials? orthodromic action potential at the axon hillock and

an antidromic action potential at the opposite end of

2. In the laboratory, researchers can apply an electrical
the axon, what would happen when they met at the

stimulus at any point along the axon, making action

. . o= . P P
potentials travel in both directions from the point of center? Why:
stimulation. An action potential moving in the usual 3. Ifa drug partly blocks a membrane’s potassium
direction, away from the axon hillock, is said to be channels, how does it affect the action potential?

traveling in the orthodromic direction. An action
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Suggestions for Further Exploration
Websites

The Psychology CourseMate for this text provides regulatly
updated links to relevant online resources for this chapter,
such as the University of Minnesota’s MetaNeuron Pro-
gram.
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Synapses

CHAPTER OUTLINE MAIN IDEAS

MODULE 3.1 The Concept of the Synapse 1. Atasynapse, a neuron releases chemicals called

The Properties of Synapses neurotransmitters that excite or inhibit another cell.
Relationship Among EPSP, IPSP, and Action Potentials

In Closing: The Neuron as Decision Maker

2. In most cases, a single release of neurotransmitter
g
produces only a subthreshold response in the receiving

MODULE 3.2 Chemical Events at the Synapse cell. This response summates with other subthreshold
The Discovery of Chemical Transmission at Synapses responses to determine whether or not the cell produces
The Sequence of Chemical Events at a Synapse an action potential.

In Closing: Neurotransmitters and Behavior 3. Transmission at synapses goes through many steps, and

interference at any of them can alter the outcome.
MODULE 3.3 Synapses, Drugs, and Addictions

Drug Mechanisms 4. bNearIY all drugs that affect behavior or experience do so
A Survey of Abused Drugs y acting at synapses.

Alcohol and Alcoholism 5. Nearly all abused drugs increase the release of dopamine
Addiction in certain brain areas.

Medications to Combat Substance Abuse 6. Addiction changes certain brain areas, increasing the

In Closing: Drugs and Behavior tendency to seek the addictive substance and decreasing
Interactive Exploration and Study the response to other kinds of reinforcement.

f you had to communicate with someone without sight or

sound, what would you do? Chances are, your first choice

would be a touch code or a system of electrical impulses.
You might not even think of passing chemicals back and forth.
Chemicals are, however, the main way your neurons commu-
nicate. Neurons communicate by transmitting chemicals at
specialized junctions called synapses.

OPPOSITE: This electron micrograph, with color added artificially,
shows that the surface of a neuron is practically covered with
synapses, the connections it receives from other neurons.
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MODULE 3.1

The Concept of the Synapse

n the late 1800s, Ramén y Cajal anatomically demonstrat-

ed a narrow gap separating one neuron from another. In

1906, Charles Scott Sherrington physiologically demon-
strated that communication between one neuron and the next
differs from communication along a single axon. He inferred a
specialized gap between neurons and introduced the term
synapse to describe it. Cajal and Sherrington are regarded as
the great pioneers of modern neuroscience, and their neatly
simultaneous discoveries supported each other: If communi-
cation between one neuron and another was special in some
way, then there could be no doubt that neurons were anatom-

Sensory
neuron

FIGURE 3.1 A reflex arc for leg flexion

Anatomy has been simplified to show the relationship among
sensory neuron, intrinsic neuron, and motor neuron. (© Argosy
Publishing Inc.)
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ically separate from one another. Sherrington’s discovery was
an amazing feat of scientific reasoning, as he used behavioral
observations to infer the major properties of synapses half a
century before researchers had the technology to measure
those properties directly.

1 The Properties of Synapses

Sherrington studied reflexes—automatic muscular responses
to stimuli. In a leg flexion reflex, a sensory neuron excites a
second neuron, which in turn excites a
motor neuron, which excites a muscle,
as in Figure 3.1, The circuit from sen-
sory neuron to muscle response is called

Brain neuron

. a reflex arc. If one neuron is separate
Intrinsic neuron

from another, as Cajal had demon-
Axon branch

to other neurons strated, a reflex must require communi-

cation between neurons, and therefore,
measurements of reflexes might reveal
some of the special properties of that
communication.

Sherrington strapped a dog into a
harness above the ground and pinched
one of the dog’s feet. After a fraction of a
second, the dog flexed (raised) the
pmched leg and extended the other legs. Sherrington found the

same reflexive movements after he made a cut that disconnected

Charles Scott Sherrington
(1857-1952)

A rainbow every morning who would
pause to look at? The wonderful which
comes often or is plentifully about us is
soon taken for granted. That is practical
enough. It allows us to get on with life. But
it may stultify if it cannot on occasion be
thrown off. To recapture now and then
childhood’s wonder is to secure a driving force for occasional
grown-up thoughts. (Sherrington, 1941, p. 104.)




the spinal cord from the brain. Evidently, the spinal cord con-
trolled the flexion and extension reflexes. In fact, the move-
ments were more consistent after he separated the spinal cord
from the brain. (In an intact animal, messages descending
from the brain modify the reflexes, making them stronger at
some times and weaker at others.)

Sherrington observed several properties of reflexes sug-
gesting special processes at the junctions between neurons:
(a) Reflexes are slower than conduction along an axon.
(b) Several weak stimuli presented at slightly different times
or locations produce a stronger reflex than a single stimulus
does. (c) When one set of muscles becomes excited, a different
set becomes relaxed. Let’s consider each of these points and
their implications.

Speed of a Reflex and Delayed
Transmission at the Synapse

When Sherrington pinched a dog’s foot, the dog flexed that
leg after a short delay. During that delay, an impulse had
to travel up an axon from the skin receptor to the spinal
cord, and then an impulse had to travel from the spinal cord
back down the leg to a muscle. Sherrington measured the
total distance that the impulse traveled from skin receptor
to spinal cord to muscle and calculated the speed at which
the impulse must have traveled to produce the response. He
found that the speed of conduction through the reflex arc
varied but was never more than about 15 meters per second
(m/s). In contrast, previous research had measured action
potential velocities along sensory or motor nerves at about
40 m/s. Sherrington concluded that some process was
slowing conduction through the reflex, and he inferred that
the delay must occur where one neuron communicates with
another (Figure 3.2). This idea is critical, as it established
the existence of synapses. Sherrington, in fact, introduced
the term synapse.

@ <@

The speed of conduction along an axon is about 40 m/s.

V4 V4
@ N\ @ N\ @_
The speed of conduction through a reflex arc is slower and

more variable, sometimes 15 m/s or less. Presumably, the
delay occurs at the synapse.

FIGURE 3.2 Sherrington’s evidence for synaptic delay
An impulse traveling through a synapse in the spinal cord is
slower than one traveling a similar distance along an uninter-
rupted axon. (© Cengage Learning 2013)
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1. What evidence led Sherrington to conclude that transmis-
sion at a synapse is different from transmission along an
axon?
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Temporal Summation

Sherrington found that repeated stimuli within a brief time
have a cumulative effect. He referred to this phenomenon as
temporal summation (summation over time). A light pinch
of the dog’s foot did not evoke a reflex, but a few rapidly re-
peated pinches did. Sherrington surmised that a single pinch
did not reach the threshold of excitation for the next neuron.
The neuron that delivers transmission is the presynaptic neu-
ron. The neuron that receives it is the postsynaptic neuron.
Sherrington proposed that this subthreshold excitation in the
postsynaptic neuron decays over time, but it can combine with
a second excitation that follows it quickly. With a rapid suc-
cession of pinches, each adds its effect to what remained from
the previous ones, until the combination exceeds the thresh-
old of the postsynaptic neuron, producing an action potential.

Decades later, John Eccles (1964) attached microelec-
trodes to stimulate axons of presynaptic neurons while he re-
corded from the postsynaptic neuron. For example, after he
had briefly stimulated an axon, Eccles recorded a slight depo-
larization of the membrane of the postsynaptic cell (point 1 in
Figure 3.3).

Note that this partial depolarization is a graded potential.
Unlike action potentials, which are always depolarizations,
graded potentials may be either depolarizations (excitatory)
or hyperpolarizations (inhibitory). A graded depolarization is
known as an excitatory postsynaptic potential (EPSP). It
results from a flow of sodium ions into the neuron. If an EPSP
does not cause the cell to reach its threshold, the depolariza-
tion decays quickly.

When Eccles stimulated an axon twice, he recorded two
EPSPs. If the delay between EPSPs was short enough, the
second EPSP added to what was left of the first one (point 2
in Figure 3.3), producing temporal summation. At point 3 in
Figure 3.3, a quick sequence of EPSPs combines to exceed the
threshold and produce an action potential.

Spatial Summation

Sherrington also found that synapses have the property of
spatial summation—that is, summation over space. Synap-
tic inputs from separate locations combine their effects on a
neuron. Sherrington again began with a pinch too weak to
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FIGURE 3.3 Recordings from
a postsynaptic neuron during
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elicit a reflex. This time, instead of pinching one point twice,
he pinched two points at once. Although neither pinch alone
produced a reflex, together they did. Sherrington concluded
that pinching two points activated separate sensory neurons,
whose axons converged onto a neuron in the spinal cord. Exci-
tation from either sensory axon excited that spinal neuron, but
not enough to reach the threshold. A combination of excita-
tions exceeded the threshold and produced an action potential
(point 4 in Figure 3.3). Again, Eccles confirmed Sherrington’s
inference, demonstrating that EPSPs from several axons sum-
mate their effects on a postsynaptic cell (Figure 3.4).

Temporal summation
(several impulses from
one neuron over time)

y
N

Action potential
travels along axon

synaptic activation
(© Cengage Learning 2013)

Spatial summation is critical to brain functioning. Sen-
sory input to the brain arrives at synapses that individually
produce weak effects. However, each neuron receives many
incoming axons that frequently produce synchronized re-
sponses (Bruno & Sakmann, 2006). Spatial summation en-
sures that a sensory stimulus stimulates neurons enough to
activate them.

Temporal summation and spatial summation ordinarily
occur together. That is, a neuron might receive input from
several axons at approximately, but not exactly, the same time.
Integrating these inputs provides complexity. As Figure 3.5

) ¢

\ °

r N
7/

Spatial summation (impulses from
several neurons at the same time)

FIGURE 3.4 Temporal and spatial
summation (© Cengage Learning
2013)
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Summation in this direction
produces greater depolarization.

shows, a series of axons active in one order can have a differ-
ent result from the same axons in a different order. For ex-
ample, a neuron in the visual system could respond to light
moving in one direction and not another (Branco, Clark, &

Hiusser, 2010).

2. What is the difference between temporal summation and
spatial summation?

ANSWER ‘'u0JNdU BUO 0JUO
sosdeuAs |BJaAas 1B suoneINWIIS SnosueyNwIs AlJeau
|BJOASS JO 109440 PauIquIod 8y} SI uoljewwns |eneds
‘asdeuAs 9[3uls e 1e uonenwins paleadal Apoinb
10 1099 pauIqwiod ay} S| uopewwns jejodwsa) g
Inhibitory Synapses

When Sherrington vigorously pinched a dog’s foot, the flexor
muscles of that leg contracted, and so did the extensor mus-
cles of the other three legs (Figure 3.6). Also, the dog relaxed
the extensor muscles of the stimulated leg and the flexor
muscles of the other legs. Sherrington’s explanation assumed
certain connections in the spinal cord: A pinch on the foot
sends a message along a sensory neuron to an interneyron (an
intermediate neuron) in the spinal cord, which in turn excites
the motor neurons connected to the flexor muscles of that leg
(Figure 3.7). Sherrington surmised that the interneuron also
sends a message to block activity of motor neurons to the ex-
tensor muscles in the same leg and the flexor muscles of the
three other legs.

Later researchers physiologically demonstrated the in-
hibitory synapses that Sherrington had inferred. At these

synapses, input from an axon hyperpolarizes the postsynap-

Summation in this direction
produces less depolarization.
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FIGURE 3.5 Summation effects can depend
on the order of stimuli. (© Argosy Publishing Inc.)

Flexor muscles contract ~ Extensor muscles contract

FIGURE 3.6 Antagonistic muscles

Flexor muscles draw an extremity toward the trunk of the body,
whereas extensor muscles move an extremity away from the body.
(© Cengage Learning 2013)

tic cell. That is, it increases the negative charge within the
cell, moving it further from the threshold and decreasing the
probability of an action potential (point 5 in Figure 3.3).
This temporary hyperpolarization of a membrane—called
an inhibitory postsynaptic potential, or IPSP—resembles
an EPSP. An IPSP occurs when synaptic input selectively
opens the gates for potassium ions to leave the cell (carrying
a positive charge with them) or for chloride ions to enter the
cell (carrying a negative charge).

Today, we take for granted the concept of inhibition, but
at Sherrington’s time, the idea was controversial, as no one
could imagine a mechanism to accomplish it. Establishing the
idea of inhibition was critical not just for neuroscience but for

psychology as well.
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Excitatory
synapse

Inhibitory
synapse

Sensory
neuron

Muscle

FIGURE 3.7 Sherrington’s inference of inhibitory synapses

Brain neuron

Excitatory synapse

Intrinsic neuron

Excitatory
synapse

Motor neuron axon

to flexor muscle
Motor neuron axon

to extensor muscle

When a flexor muscle is excited, the probability of excitation decreases in the paired extensor muscle. Sherrington inferred that the
interneuron that excited a motor neuron to the flexor muscle also inhibited a motor neuron connected to the extensor muscle. (© Argosy

Publishing Inc.)

3. What was Sherrington’s evidence for inhibition in the ner-
vous system?

4. What ion gates in the membrane open during an EPSP?
What gates open during an IPSP?

5. Can an inhibitory message flow along an axon?
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Relationship Among EPSP, IPSP,
and Action Potentials

Sherrington’s work opened the way to exploring the wiring
diagram of the nervous system. Consider the neurons shown
in Figure 3.8. When neuron 1 excites neuron 3, it also ex-
cites neuron 2, which inhibits neuron 3. The excitatory mes-
sage reaches neuron 3 faster because it goes through just one
synapse instead of two. The result is brief excitation (EPSP)
in neuron 3, which stops quickly. You see how the inhibitory
neurons, which are typically very small, can regulate the tim-
ing of activity.

The nervous system is full of complex patterns of con-
nections, which produce an unending variety of responses.
To see how the synaptic wiring diagram controls responses,
consider Figures 3.9 through 3.11. In Figure 3.9, either the
axon from cell A or the axon from cell B stimulates cell X
enough to reach its threshold. Therefore cell X responds to
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FIGURE 3.8 One of many possible wiring diagrams for
synapses

Excitatory synapses are in green, and inhibitory synapses in red.
In the circuit shown here, excitation would reach the dendrite
before inhibition. (Remember, any transmission through a synapse
produces a delay.) Therefore, the result would be brief excitation
of the dendrite and then a stop. Inhibitory synapses serve many
other functions, too. (Based on Kullmann & Lamsa, 2007)

“A or B In Figure 3.10, neither A nor B stimulates cell X
enough to reach its threshold, but the two can summate to
reach the threshold. (Remember spatial summation.) There-
fore in this case cell X responds to“A and B.” In Figure 3.11,
cell X responds to “A and B if not C” With a little imagina-
tion, you can construct other possibilities. In reality, the pos-
sibilities are vast. Sherrington assumed—as did many peo-
ple who have proposed mathematical models of the nervous
system since then—that synapses simply produce on and off
responses. In fact, synapses vary enormously in their dura-
tion of effects. Furthermore, many inputs interact in ways
that are not quite additive. The effect of two synapses at the
same time can be more than double the effect of either one,
or less than double (Silver, 2010).

Most neurons have a spontaneous firing rate, a periodic
production of action potentials even without synaptic input.
In such cases, the EPSPs increase the frequency of action po-
tentials above the spontaneous rate, whereas IPSPs decrease
it. For example, if the neuron’s spontaneous firing rate is 10
action potentials per second, a stream of EPSPs might in-
crease the rate to 15 or more, whereas a preponderance of
IPSPs might decrease it to 5 or fewer.
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+1 +1

Threshold for Cell X =1

FIGURE 3.9 Wiring diagram for an “A or B” response
The axon from either A or B stimulates cell X enough to reach its
threshold. (© Cengage Learning 2013)

+1 +1

Threshold for Cell X = 2

FIGURE 3.10 Wiring diagram for an “A and B” response

The axons from A and B stimulate cell X but neither one by itself
reaches the threshold for X. The combination of both at the same
time reaches the threshold. (© Cengage Learning 2013)

+1 +1

Threshold for Cell X = 2

FIGURE 3.11 Wiring diagram for an “A and B if not C”
response

The axons from A and B can combine to reach the threshold for X,
but the axon from C can inhibit X enough to prevent a response.
(© Cengage Learning 2013)




CHAPTER 3 Synapses

MODULE 3.1 ®m IN CLOSING

The Neuron as Decision Maker

Synapses are where the action is. Transmission along an axon
merely sends information from one place to another. Synapses
determine whether to send the message. The EPSPs and IPSPs
reaching a neuron at a given moment compete with one another,
and the net result is a complicated, not exactly algebraic sum-
mation of their effects. We could regard the summation of

SUMMARY

1. The synapse is the point of communication between two
neurons. Charles S. Sherrington’s observations of reflexes
enabled him to infer the properties of synapses. 52

2. Because transmission through a reflex arc is slower than
transmission through an equivalent length of axon,
Sherrington concluded that some process at the synapses
delays transmission. 53

3. Graded potentials (EPSPs and IPSPs) summate their
effects. The summation of graded potentials from stimuli
at different times is temporal summation. The summa-
tion of graded potentials from different locations is

53

spatial summation.

KEY TERMS

EPSPs and IPSPs as a “decision” because it determines whether
or not the postsynaptic cell fires an action potential. However,
do not imagine that any single neuron decides what to eat for
breakfast. Complex behaviors depend on the contributions
from a huge network of neurons.

4. Inhibition is more than just the absence of excitation; it is
an active “brake” that suppresses excitation. Within the
nervous system, inhibition is just as important as excita-
tion. Stimulation at a synapse produces a brief graded
potential in the postsynaptic cell. An excitatory graded
potential (depolarizing) is an EPSP. An inhibitory graded
potential (hyperpolarizing) is an IPSP. An EPSP occurs
when gates open to allow sodium to enter the neuron's
membrane, An IPSP occurs when gates open to allow
potassium to leave or chloride to enter. 55

5. The EPSPs on a neuron compete with the IPSPs; the
balance between the two increases or decreases the
neuron’s frequency of action potentials. 56

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book’s Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

53
55

excitatory postsynaptic potential (EPSP)

inhibitory postsynaptic potential (IPSP)
53

55

postsynaptic neuron
presynaptic neuron

THOUGHT QUESTIONS

1. When Sherrington measured the reaction time of a
reflex (i.e,, the delay between stimulus and response),
he found that the response occurred faster after a
strong stimulus than after a weak one. Can you explain
this finding? Remember that all action potentials—
whether produced by strong or weak stimuli—travel
at the same speed along a given axon.

2. A pinch on an animal’s right hind foot excites a sensory
neuron that excites an interneuron that excites the motor
neurons to the flexor muscles of that leg, The interneu-
ron also inhibits the motor neurons connected to the
extensor muscles of the leg, In addition, this interneuron
sends impulses that reach the motor neuron connected
to the extensor muscles of the left hind leg, Would you
expect the interneuron to excite or inhibit that motor
neuron? (Hint: The connections are adaptive. When an
animal lifts one leg, it must put additional weight on the
other legs to maintain balance.)

reflex arc
52

spatial summation
spontaneous firing rate

reflexes

52 synapse 52

temporal summation 53
53

57

3. Suppose neuron X has a synapse onto neuron Y, which
has a synapse onto Z. Presume that no other neurons
or synapses are present. An experimenter finds that
stimulating neuron X causes an action potential in
neuron Z after a short delay. However, she determines
that the synapse of X onto Y is inhibitory. Explain how

the stimulation of X might produce excitation of Z.

4. Figure 3.11 shows synaptic connections to produce a
cell that responds to “A and B if not C.” Construct a
wiring diagram so that a cell responds to “A or B if not
C. This is much trickier than it sounds. If you simply
shift the threshold of cell X to 1, it will respond to “A
if not C, or B if not C, or A and B even if C.” Can you
get X to respond to either A or B, but only if C is
inactive? (Hint: You might need to introduce one or
two additional cells on the way to X.)



MODULE 3.2

Chemical Events at the

Synapse

Ithough Charles Sherrington accurately inferred many

properties of the synapse, he was wrong about one im-

portant point: Although he knew that synaptic transmis-
sion was slower than transmission along an axon, he thought it
was still too fast to depend on a chemical process and therefore
concluded that it must be electrical. We now know that the great
majority of synapses rely on chemical processes, which are much
faster and more versatile than Sherrington or anyone else of his
era would have guessed. Over the years, our concept of activity at
synapses has grown in many ways.

The Discovery of Chemical
Transmission at Synapses

A set of nerves called the sympathetic nervous system accel-
erates the heartbeat, relaxes the stomach muscles, dilates the
pupils of the eyes, and regulates other organs. T. R. Elliott,
a young British scientist, reported in 1905 that applying the
hormone adrenaline directly to the surface of the heart, the
stomach, and the pupils produces the same effects as those
of the sympathetic nervous system. Elliott therefore suggested
that the sympathetic nerves stimulate muscles by releasing
adrenaline or a similar chemical.

However, Elliotts evidence was not convincing. Perhaps
adrenaline merely mimicked effects that are ordinarily electri-
cal in nature. At the time, Sherrington’s prestige was so great
that most scientists ignored Elliott’s results and continued to
assume that synapses transmitted electrical impulses. Otto
Loewi, a German physiologist, liked the idea of chemical syn-
apses but did not see how to demonstrate it more decisively.
Then in 1920, he awakened one night with an idea. He wrote
himself a note and went back to sleep. Unfortunately, the next
morning he could not read his note. The following night he
awoke at 3 A.m. with the same idea, rushed to the laboratory,
and performed the experiment.

Loewi repeatedly stimulated a frog's vagus nerve, thereby de-
creasing the heart rate. He then collected fluid from that heart,
transferred it to a second frog’s heart, and found that the second
heart also decreased its rate of beating, as shown in Figure 3.12.
Then Loewi stimulated the accelerator nerve to the first frog’s
heart, increasing the heart rate. When he collected fluid from that
heart and transferred it to the second frogs heart, its heart rate
increased. That is, stimulating one netve released something that

inhibited heart rate, and stimulating a different nerve released
something that increased heart rate. He knew he was collecting
and transferring chemicals, not loose electricity. Therefore, Loewi
concluded, nerves send messages by releasing chemicals.

Loewi later remarked that if he had thought of this ex-
periment in the light of day, he probably would not have tried
it (Loewi, 1960). Even if synapses did release chemicals, his
daytime reasoning went, they probably did not release much.
Fortunately, by the time he realized that the experiment
should not work, he had already completed it, and it did work.
It earned him a Nobel Prize.

Despite Loewi’s work, most researchers over the next three
decades continued to believe that most synapses were electrical
and that chemical synapses were the exception. Finally, in the
1950s, researchers established that chemical transmission pre-
dominates throughout the nervous system. That discovery
revolutionized our understanding and led to research develop-
ing drugs for psychiatric uses (Carlsson, 2001). (A small num-
ber of electrical synapses do exist, however, as discussed at the
end of this module.)

Fluid transfer

Vagus nerve

Stimulator

Heart rate

A Ak A Without
stimulation

A AAAA
stimulation

AAAAAAAAAAAA
Ay A

FIGURE 3.12 Loewi’s experiment demonstrating that nerves
send messages by releasing chemicals

Loewi stimulated the vagus nerve to one frog’s heart, decreasing
the heartbeat. When he transferred fluid from that heart to an-
other frog’s heart, he observed a decrease in its heartbeat. Why
does he insist on doing this to me. (© Cengage Learning 2013)

59
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6. What was Loewi’s evidence that neurotransmission de-
pends on the release of chemicals?
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The Sequence of Chemical
Events at a Synapse

Understanding the chemical events at a synapse is fundamen-
tal to understanding the nervous system. Every yeat, research-
ers discover more and more details about synapses, their
structure, and how those structures relate to function. Here
are the major events:

1. The neuron synthesizes chemicals that serve as
neurotransmitters. It synthesizes the smaller
neurotransmitters in the axon terminals and synthesizes

neuropeptides in the cell body.

Vesicle

e Negative feedback sites
respond to retrograde
transmitter or to presynaptic
cell’s own transmitter.

e Reuptake of

neuro-

tt:artlsmltter ; Postsynaptic cell releases
Y {?”Spor e retrograde transmitters that

protein slow further release from

presynaptic cell

FIGURE 3.13 Some major events in transmission at a synapse (© Argosy Publishing Inc.)

° Synthesis of smaller
neurotransmitters such
as acetylcholine

ertion

2. Action potentials travel down the axon. At the
presynaptic terminal, an action potential enables
calcium to enter the cell. Calcium releases
neurotransmitters from the terminals and into the
synaptic cleft, the space between the presynaptic and
postsynaptic neurons.

3. The released molecules diffuse across the cleft, attach to
receptors, and alter the activity of the postsynaptic neuron.

4. The neurotransmitter molecules separate from their
receptors.

5. The neurotransmitter molecules may be taken back into the
presynaptic neuron for recycling or they may diffuse away.

6. Some postsynaptic cells send reverse messages to control
the further release of neurotransmitter by presynaptic cells.

Figure 3.13 summarizes these steps. Let's now consider
each step in more detail.

Types of Neurotransmitters

At a synapse, a neuron releases chemicals that affect another
neuron. Those chemicals are known as neurotransmitters.
A hundred or so chemicals are believed or suspected to be
neurotransmitters, as shown in Table 3.1 (Borodinsky et al.,
2004). Here are the major categories:

amino acids acids containing an amine

group (NH,)

monoamines chemicals formed by a

change in certain amino acids
Presynaptic

terminal acetylcholine (a one-member “family”)

a chemical similar to an amino acid, ex-
cept that it includes an N(CH3); group
instead of an NH,

neuropeptides chains of amino acids
potential . . .
purines a category of chemicals in-

cluding adenosine and several of its
derivatives

gases nitric oxide and possibly others

The oddest transmitter is nitric ox-
ide (chemical formula NO), a gas re-
leased by many small local neurons. (Do
not confuse nitric oxide, NO, with ni-
trous oxide, N,O, sometimes known as
“laughing gas.”) Nitric oxide is poison-
ous in large quantities and difficult to
make in a laboratory. Yet, many neurons
contain an enzyme that enables them to
make it efficiently. One special function
of nitric oxide relates to blood flow:
When a brain area becomes highly ac-
tive, blood flow to that area increases.
How does the blood “know” which
brain area has become more active? The
message comes from nitric oxide. Many

Glia cell




m Neurotransmitters

Amino Acids glutamate, GABA, glycine,
aspartate, maybe others
A Modified Amino Acid acetylcholine

indoleamines: serotonin
catecholamines: dopamine,
norepinephrine, epinephrine

Monoamines (also modified
from amino acids)

endorphins, substance P,
neuropeptide Y, many others

Neuropeptides (chains of
amino acids)
Purines

ATP, adenosine, maybe others

Gases NO (nitric oxide), maybe others

© Cengage Learning 2013

neurons release nitric oxide when they are stimulated. In addi-
tion to influencing other neurons, nitric oxide dilates the nearby
blood vessels, thereby increasing blood flow to that brain area
(Dawson, Gonzalez-Zulueta, Kusel, & Dawson, 1998).

’ Stop & Check

7. What does a highly active brain area do to increase its
blood supply?
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Synthesis of Transmitters

Neurons synthesize nearly all neurotransmitters from amino
acids, which the body obtains from proteins in the diet. Figure

Acetyl coenzyme A Phenylalanine
(from metabolism) (from diet)

Tryptophan
(from diet)
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3.14 illustrates the chemical steps in the synthesis of acetyl-
choline, serotonin, dopamine, epinephrine, and norepineph-
rine. Note the relationship among epinephrine, norepineph-
rine, and dopamine—compounds known as catecholamines,
because they contain a catechol group and an amine group, as
shown here:

NH,
amin |

C — (other)

C — (other)

catechol
HO
OH

© Cengage Learning 2013

Each pathway in Figure 3.14 begins with substances found
in the diet. Acetylcholine, for example, is synthesized from cho-
line, which is abundant in milk, eggs, and peanuts. The amino
acids phenylalanine and tyrosine, present in proteins, are pre-
cursors of dopamine, norepinephrine, and epinephrine. Re-
member from Chapter 2 that people with phenylketonuria
lack the enzyme that converts phenylalanine to tyrosine. They
can get tyrosine from their diet, but they need to minimize
intake of phenylalanine.

The amino acid tryptophan, the precursor to serotonin,
crosses the blood—brain barrier by a special transport system
that it shares with other large amino acids. The amount of tryp-
tophan in the diet controls the amount of serotonin in the brain
(Fadda, 2000), so your serotonin levels rise after you eat foods

+ !

Choline

(from metabolism or diet) Tyrosiig

5-hydroxytryptophan

'

1 '

ACETYLCHOLINE Dopa SEROTONIN
o (5-hydroxytryptamine)
CH3C — O — CHyCH,N(CH3)3 ‘ HO\GU—CHZCHZNHZ
N
DOPAMINE H

'

Hoj@— CH,CH,NH;
HO
NOREPINEPHRINE
oH
Ho:@— CHCH;NH;
HO

EPINEPHRINE

oH
HOJ@— CHCH,NH — CH;
HO

FIGURE 3.14 Pathways in the synthesis of acetylcholine, dopamine,
norepinephrine, epinephrine, and serotonin
Arrows represent chemical reactions. (© Cengage Learning 2013)
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richer in tryptophan, such as soy, and fall after something low in
tryptophan, such as maize (American corn). However, trypto-
phan has to compete with other, more abundant large amino
acids, such as phenylalanine, that share the same transport sys-
tem. One way to increase tryptophan entry to the brain is to
decrease consumption of phenylalanine. Another is to eat car-
bohydrates. Carbohydrates increase the release of the hormone
insulin, which takes several competing amino acids out of the
bloodstream and into body cells, thus decreasing the competi-

tion against tryptophan (Wurtman, 1985).

8. Name the three catecholamine neurotransmitters.

ANSWER aulwedop pue ‘auuydauidalou ‘eunydsauidy g

Storage of Transmitters

Most neurotransmitters are synthesized in the presynaptic
terminal, near the point of release. The presynaptic terminal
stores high concentrations of neurotransmitter molecules in
vesicles, tiny nearly spherical packets (Figure 3.15). (Nitric
oxide is an exception to this rule. Neurons release nitric oxide
as soon as they form it instead of storing it.) The presynaptic
terminal also maintains many neurotransmitter molecules
outside the vesicles.

It is possible for a neuron to accumulate excess levels of
a neurotransmitter. Neurons that release serotonin, dopa-
mine, or norepinephrine contain an enzyme, MAO (mono-
amine oxidase), that breaks down these transmitters into
inactive chemicals. We shall return to MAO in the discus-
sion on depression, because several antidepressant drugs

inhibit MAO.

Release and Diffusion of Transmitters

At the end of an axon, the action potential itself does not
release the neurotransmitter. Rather, the depolarization
opens voltage-dependent calcium gates in the presynaptic

FIGURE 3.15 Anatomy of a synapse

(a) An electron micrograph showing a syn-
apse from the cerebellum of a mouse.

The small round structures are vesicles.

(b) Electron micrograph showing axon termi-
nals onto the soma of a neuron.

Dr. Dennis M.D. Landis

terminal. Within 1 or 2 milliseconds (ms) after calcium en-
ters the presynaptic terminal, it causes exocytosis—release
of neurotransmitter in bursts from the presynaptic neuron
into the synaptic cleft that separates one neuron from an-
other. An action potential often fails to release any trans-
mitter, and even when it does, the amount varies (Craig &
Boudin, 2001).

After its release from the presynaptic cell, the neurotrans-
mitter diffuses across the synaptic cleft to the postsynaptic
membrane, where it attaches to a receptor. The neurotrans-
mitter takes no more than 0.01 ms to diffuse across the cleft,
which is only 20 to 30 nanometers (nm) wide. Remember,
Sherrington did not believe chemical processes could be fast
enough to account for the activity at synapses. He did not
imagine such a narrow gap through which chemicals could
diffuse so quickly.

Although the brain as a whole uses many neurotransmit-
ters, no single neuron releases them all. For many years, in-
vestigators believed that each neuron released just one neu-
rotransmitter, but later researchers found that many, perhaps
most, neurons release a combination of two or more trans-
mitters (Hokfelt, Johansson, & Goldstein, 1984). Still later
researchers found that at least one kind of neuron releases
different transmitters from different branches of its axon:
Motor neurons in the spinal cord have one branch to the
muscles, where they release acetylcholine, and another
branch to other spinal cord neurons, where they release both
acetylcholine and glutamate (Nishimaru, Restrepo, Ryge,
Yanagawa, & Kiehn, 2005). If one kind of neuron can release
different transmitters at different branches, maybe others
can, too.

Why does a neuron release a combination of transmitters in-
stead of just one? The combination makes the neuron's message
more complex, such as brief excitation followed by slight but pro-
longed inhibition (P. Jonas, Bischofberger, & Sandkiihler, 1998).

Although a neuron releases only a limited number of neu-
rotransmitters, it may receive and respond to many neu-
rotransmitters at different synapses. For example, at various
locations on its membrane, it might have receptors for gluta-
mate, serotonin, acetylcholine, and others.

From "Studying neural organization and aplysia with the scanning
electron micrograph,” by E.R. Lewis, et al., Science 1969, 165:1142

Reprinted with permission from AAAS.
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9. When the action potential reaches the presynaptic ter-
minal, which ion must enter the presynaptic terminal to
evoke release of the neurotransmitter?

ANSWER wnioey "6

Activating Receptors of the
Postsynaptic Cell

Sherrington’s concept of the synapse was simple: Input
produced excitation or inhibition—in other words, on/off.
When Eccles recorded from individual cells, he happened to
choose cells that produced only brief EPSPs and IPSPs—
again, just on/off. The discovery of chemical transmission at
synapses didn't change that, at first. Researchers discovered
more and more neurotransmitters and wondered, “Why
does the nervous system use so many chemicals, if they all
produce the same type of message?” Eventually they found
that the messages are more complicated and more varied.
The effect of a neurotransmitter depends on its receptor
on the postsynaptic cell. When the neurotransmitter attaches
to its receptor, the receptor may open a channel—
exerting an fonotropic effect—or it may produce a
slower but longer effect—a metabotropic effect.

lonotropic Effects
At one type of receptor, neurotransmitters exert
ionotropic effects, corresponding to the brief on/
off effects that Sherrington and Eccles studied.
Imagine a paper bag that is twisted shut at the
top. If you untwist it, the opening grows larger
so that something can go into or come out of the
bag. An ionotropic receptor is like that. When
the neurotransmitter binds to an ionotropic re-
ceptor, it twists the receptor enough to open its
central channel, which is shaped to let a particu-
lar type of ion pass through. In contrast to the
sodium and potassium channels along an axon,
which are voltage-gated, the channels controlled
by a neurotransmitter are transmitter-gated or
ligand-gated channels. (A ligand is a chemical
that binds to another chemical.) That is, when
the neurotransmitter attaches, it opens a channel.
Ionotropic effects begin quickly, sometimes
within less than a millisecond after the transmitter
attaches (Lisman, Raghavachari, & Tsien, 2007).
The effects decay with a halflife of about
5 ms. They are well suited to conveying visual in-
formation, auditory information, and anything else
that needs to be updated as quickly as possible.
Most of the brains excitatory ionotropic syn-
apses use the neurotransmitter glutamate. In fact,
glutamate is the most abundant neurotransmitter
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in the nervous system. Most of the inhibitory ionotropic syn-
apses use the neurotransmitter GABA (gamma-amino-butyric
acid), which opens chloride gates, enabling chloride ions, with
their negative charge, to cross the membrane into the cell more
rapidly than usual. Glycine is another common inhibitory
transmitter, found mostly in the spinal cord (Moss & Smart,
2001). Acetylcholine, another transmitter at many ionotropic
synapses, is excitatory in most cases. Figure 3.16a shows an ace-
tylcholine receptor (hugely magnified, of course), as it would
appear if you were looking down at it from within the synaptic
cleft. Its outer portion (red) is embedded in the neuron’s mem-
brane; its inner portion (purple) surrounds the sodium channel.
When the receptor is at rest, the inner portion coils together
tightly enough to block sodium passage. When acetylcholine at-
taches as in Figure 3.16b, the receptor folds outward, widening
the sodium channel (Miyazawa, Fujiyoshi, & Unwin, 2003).

Metabotropic Effects and

Second Messenger Systems

At other receptors, neurotransmitters exert metabotropic ef-
fects by initiating a sequence of metabolic reactions that are
slower and longer lasting than ionotropic effects (Greengard,
2001). Metabotropic effects emerge 30 ms or more after the
release of the transmitter (North, 1989). Typically, they last

Outer portion, embedded
in the membrane

Inner portion, surrounding
the sodium channel

Outer portion, embedded
in the membrane

Inner portion, surrounding
the sodium channel

FIGURE 3.16 The acetylcholine receptor

(a) A cross-section of the receptor at rest, as viewed from the synaptic cleft. The
membrane surrounds it. (b) A similar view after acetylcholine has attached to the
side of the receptor, opening the central channel wide enough for sodium to pass
through. (Source: From A. Miyazawa, Y. Fujiyoshi, and N. Unwin. “Structure and gat-
ing mechanism of the acetylcholine receptor pore,” Nature, 423, pp. 949-955)

(© Argosy Publishing Inc.)
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up to a few seconds, but sometimes longer. Whereas most
ionotropic effects depend on either glutamate or GABA,
metabotropic synapses use many neurotransmitters, includ-
ing dopamine, norepinephrine, and serotonin. . . and some-
times glutamate and GABA too.

Apologies if you find this analogy silly, but it might help
clarify metabotropic synapses: Imagine a large room. You are
outside the room holding a stick that goes through a hole in
the wall and attaches to the hinge of a cage. If you shake the
stick, you open that cage and release an angry dog. The dog
runs around waking up all the rabbits in the room, which then
scurry around causing all kinds of further action. A metabo-
tropic receptor acts a little like that. When a neurotransmitter
attaches to a metabotropic receptor, it bends the receptor pro-
tein that goes through the membrane of the cell. The other
side of that receptor is attached to a G protein—that is, a
protein coupled to guanosine triphosphate (GTP), an energy-
storing molecule. Bending the receptor protein detaches that
G protein, which is then free to take its energy elsewhere in
the cell, as shown in Figure 3.17 (Levitzki, 1988; O'Dowd,
Lefkowitz, & Caron, 1989). The result of that G protein is
increased concentration of a second messenger, such as cyclic
adenosine monophosphate (cyclic AMP), inside the cell. Just
as the “first messenger” (the neurotransmitter) carries infor-
mation to the postsynaptic cell, the second messenger com-
municates to many areas within the cell. It may open or close
ion channels in the membrane or activate a portion of a chro-
mosome. Note the contrast: An ionotropic synapse has effects
localized to one point on the membrane, whereas a metabo-
tropic synapse, by way of its second messenger, influences ac-
tivity in much or all of the cell and over a longer time.

Tonotropic and metabotropic synapses contribute to differ-
ent aspects of behavior. For vision and hearing, the brain needs
rapid, quickly changing information, the kind that ionotropic
synapses bring. In contrast, metabotropic synapses are better
suited for more enduring effects such as taste (Huang et al.,

Nonstimulated
metabotropic receptor

FIGURE 3.17
Sequence of events
at a metabotropic
synapse, using a
second messenger
within the
postsynaptic neuron
(© Argosy Publishing
Inc.)

G-protein

2005), smell, and pain (Levine, Fields, & Basbaum, 1993),
where the exact timing isn't important anyway. Metabotropic
synapses are also important for many aspects of arousal, atten-
tion, pleasure, and emotion—again, functions that arise more
slowly and last longer than a visual or auditory stimulus.

The brain has a great variety of metabotropic receptors.
Even for just serotonin, the brain has at least seven families of
receptors, and some of those families include several kinds of
receptors. Receptors differ in their chemical properties, re-
sponses to drugs, and roles in behavior. Because of this variation
in properties, it is possible to devise drugs with specialized ef-
fects on behavior. For example, the serotonin receptor type 3
mediates nausea, and the drug ondansetron that blocks this re-
ceptor helps cancer patients undergo treatment without nausea.

Neuropeptides

Researchers often refer to neuropeptides as neuromodulators,
because they have several properties that set them apart from
other transmitters (Ludwig & Leng, 2006). Whereas the neu-
ron synthesizes most other neurotransmitters in the presynaptic
terminal, it synthesizes neuropeptides in the cell body and then
slowly transports them to other parts of the cell. Whereas other
neurotransmitters are released at the axon terminal, neuropep-
tides are released mainly by dendrites, and also by the cell body
and the sides of the axon. Whereas a single action potential can
release other neurotransmitters, neuropeptide release requires
repeated stimulation. However, after a few dendrites release a
neuropeptide, the released chemical primes other nearby den-
drites to release the same neuropeptide also, including dendrites
of other cells. That is, neurons containing neuropeptides do not
release them often, but when they do, they release substantial
amounts. Furthermore, unlike other transmitters that are re-
leased immediately adjacent to their receptors, neuropeptides
diffuse widely, affecting many neurons in their region of the
brain. In that way they resemble hormones. Because many of
them exert their effects by altering gene activity, their effects are

@ Transmitter molecule
attaches to receptor

2) Receptor bends,
releasing G-protein

® G-protein activates a
“second messenger”
such as cyclic AMP, which
alters a metabolic pathway,
turns on a gene in the nucleus,
or opens or closes an ion channel



m Distinctive Features of Neuropeptides

Other

Neuropeptides Neurotransmitters

Place synthesized  Cell body
Mostly from den-
drites, also cell body

and sides of axon

Presynaptic terminal

Place released Axon terminal

Released by Repeated Single action potential
depolarization

Effect on They release the No effect on neighbors

neighboring cells  neuropeptide too

Spread of effects Diffuse to wide Effect mostly on

area receptors of the adjacent
postsynaptic cell
Duration of
effects

Many minutes

Generally less than a
second to a few seconds

© Cengage Learning 2013

long-lasting, in the range of 20 minutes or more. Neuropeptides
are important for hunger, thirst, intense pain, and other long-
term changes in behavior and experience, Table 3.2 summarizes
differences between other neurotransmitters and neuropeptides.

For almost any rule about the nervous system, one can
find exceptions. One general rule is that a neuron delivers
neuropeptides that diffuse to receptors throughout a wide
area, but it delivers other transmitters only in small amounts
directly adjacent to their receptors. Here is an exception: A
neurogliaform cell—a kind of neuron that is shaped more
like a glia cell—releases huge amounts of GABA all at once,
forming a“cloud” that spreads to a large number of neurons in

the area, producing widespread inhibition (Ol4h et al., 2009).

: Stop & Check

10. How do ionotropic and metabotropic synapses differ in
speed and duration of effects?

11.What are second messengers, and which type of synapse
relies on them?

12. How are neuropeptides special compared to other trans-
mitters?
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Hormones

A hormone is a chemical that is secreted by cells in one
part of the body and conveyed by the blood to influence
other cells. A neurotransmitter is like a telephone signal: It
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conveys a message from the sender to the intended receiver.
Hormones function more like a radio station: They con-
vey a message to any receiver tuned in to the right station.
Neuropeptides are intermediate. They are like hormones,
except that they diffuse only within the brain, and the
blood doesn't carry them to other parts of the body. Figure
3.18 presents the major endocrine (hormone-producing)
glands. Table 3.3 lists some important hormones and their
principal effects.

Hormones are particularly useful for coordinating long-
lasting changes in multiple parts of the body. For example,
birds that are preparing for migration secrete hormones that
change their eating and digestion to store extra energy for a
long journey. Among the various types of hormones are pro-
tein hormones and peptide hormones, composed of chains
of amino acids. (Proteins are longer chains and peptides are
shorter.) Protein and peptide hormones attach to membrane
receptors, where they activate a second messenger within the
cell—exactly like a metabotropic synapse. In fact, many chem-
icals serve as both neurotransmitters and hormones.

Just as circulating hormones modify brain activity, hor-
mones secreted by the brain control the secretion of many
other hormones. The pituitary gland, attached to the hypo-

Hypothalamus

Pineal gland

Pituitary gland

1 i

Parathyroid glandSﬂ;\&@! ,‘\____‘

Thyroid glands {R

Thymus L).f L.']
4

Liver

Adrenal gland

Kidney

Pancreas

Ovary (in female)

Placenta (in female —— |
during pregnancy) I8

Testis (in male) (%Y 'i
| | ]

FIGURE 3.18 Location of some major endocrine glands
(Source: Starr & Taggart, 1989)
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thalamus (Figure 3.19), consists of two distinct glands, the
anterior pituitary and the posterior pituitary, which release
different sets of hormones (Table 3.3). The posterior pitu-
itary, composed of neural tissue, can be considered an exten-
sion of the hypothalamus. Neurons in the hypothalamus syn-
thesize the hormones oxytocin and vasopressin (also known
as antidiuretic hormone), which migrate down axons to the
posterior pituitary, as shown in Figure 3.20. Later, the poste-
rior pituitary releases these hormones into the blood.

The anterior pituitary, composed of glandular tissue, syn-
thesizes six hormones, although the hypothalamus controls
their release (Figure 3.20). The hypothalamus secretes releas-
ing hormones, which flow through the blood to the anterior
pituitary. There they stimulate or inhibit the release of the fol-
lowing hormones:

Adrenocorticotropic Controls secretions of
hormone (ACTH) the adrenal cortex

Thyroid-stimulating Controls secretions of
hormone (TSH) the thyroid gland

Prolactin Controls secretions of

the mammary glands
Promotes growth through-
out the body

Somatotropin, also known
as growth hormone
(GH)

Gonadotropins
Follicle-stimulating

hormone (FSH)
Luteinizing hormone

(LH)

Control secretions

of the gonads

The hypothalamus maintains faitly constant circulating lev-
els of certain hormones through a negative feedback system. For
example, when the level of thyroid hormone is low, the hypo-
thalamus releases TSH-releasing hormone, which stimulates the
anterior pituitary to release TSH, which in turn causes the thy-
roid gland to secrete more thyroid hormones (Figure 3.21).

’ Stop & Check

13. Which part of the pituitary—anterior or posterior—is
neural tissue, similar to the hypothalamus? Which part is
glandular tissue and produces hormones that control the
secretions by other endocrine organs?

14.In what way is a neuropeptide intermediate between other
neurotransmitters and hormones?
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Optic chiasm Third ventricle

Hypothalamus

Pituitary
stalk

——Membrane
covering around
brain

Bone at base
of cranial cavity

Posterior lobe
of pituitary

Anterior lobe
of pituitary

FIGURE 3.19 Location of the hypothalamus and pituitary
gland in the human brain (Source: Starr & Taggart, 1989)

Inactivation and Reuptake
of Neurotransmitters

A neurotransmitter does not linger at the postsynaptic mem-
brane. If it did, it might continue exciting or inhibiting the
receptor. Various neurotransmitters are inactivated in differ-
ent ways.

After acetylcholine activates a receptor, it is broken down
by the enzyme acetylcholinesterase (a-SEE-til-ko-lih-
NES-teh-raze) into two fragments: acetate and choline. The
choline diffuses back to the presynaptic neuron, which takes
it up and reconnects it with acetate already in the cell to
form acetylcholine again. Although this recycling process is
highly efhicient, it takes time, and the presynaptic neuron
does not reabsorb every molecule it releases. A sufficiently
rapid series of action potentials at any synapse can deplete
the neurotransmitter faster than the presynaptic cell replen-
ishes it, thus slowing or interrupting transmission (G. Liu &
Tsien, 1995).

Serotonin and the catecholamines (dopamine, norepi-
nephrine, and epinephrine) do not break down into inactive
fragments at the postsynaptic membrane. They simply de-
tach from the receptor. At that point, the next step varies. In



m Partial List of Hormone-Releasing Glands

Organ Hormone
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Hormone Functions

Hypothalamus

Various releasing hormones

Anterior pituitary
Luteinizing hormone (LH)

Follicle-stimulating hormone (FSH)
ACTH

Prolactin

Growth hormone (GH), also known as somatotropin

Posterior pituitary Oxytocin

Vasopressin (also known as antidiuretic hormone)

Pineal Melatonin

Thyroid Thyroxine
Triiodothyronine

Parathyroid Parathyroid hormone

Adrenal cortex Aldosterone

Cortisol, corticosterone

Adrenal medulla Epinephrine, norepinephrine
Pancreas Insulin
Glucagon
Ovary Estrogens
Progesterone
Testis Androgens
Liver Somatomedins
Kidney Renin
Thymus Thymosin (and others)
Fat cells Leptin

Thyroid-stimulating hormone (TSH)

Promote or inhibit release of various hormones by
pituitary
Stimulates thyroid gland

Increases production of progesterone (female),
testosterone (male); stimulates ovulation

Increases production of estrogen and maturation of
ovum (female) and sperm production (male)
Increases secretion of steroid hormones by adrenal
gland

Increases milk production

Increases body growth, including the growth spurt
during puberty

Controls uterine contractions, milk release, certain
aspects of parental behavior, and sexual pleasure

Constricts blood vessels and raises blood pressure,
decreases urine volume

Increases sleepiness, influences sleep—wake cycle,
also has a role in onset of puberty

Increases metabolic rate, growth, and maturation

Increases blood calcium and decreases potassium
Reduces secretion of salts by the kidneys

Stimulates liver to elevate blood sugar, increase
metabolism of proteins and fats

Similar to effects of sympathetic nervous system

Increases entry of glucose to cells and increases
storage as fats

Increases conversion of stored fats to blood glucose
Promote female sexual characteristics
Maintains pregnancy

Promote sperm production, growth of pubic hair,
and male sexual characteristics

Stimulate growth

Converts a blood protein into angiotensin, which
regulates blood pressure and contributes to
hypovolemic thirst

Support immune responses

Decreases appetite, increases activity, necessary for
onset of puberty

© Cengage Learning 2013

certain brain areas, the presynaptic neuron takes up most of
the released neurotransmitter molecules intact and reuses
them. This process, called reuptake, occurs through special
membrane proteins called transporters. Individuals vary in
the activity of certain transporters. Genetic variations in
serotonin transporters relate to individual differences in anx-
iety (Murphy et al., 2008). Transporters also differ in their
abundance from one brain area to another. Dopamine trans-
porters in the caudate nucleus are highly efficient, and reup-
take accounts for nearly all of the released dopamine. In
other brain areas, fewer transporters are present, and reup-

take is slower. If dopamine is released rapidly in those areas,
it accumulates and an enzyme called COMT (catechol-o-
methyltransferase) breaks down the excess into inactive
chemicals that cannot stimulate the dopamine receptors.
Those breakdown products wash away and eventually show
up in the blood and urine. In the prefrontal cortex, COMT
breaks down about half of the released dopamine (Yavich,
Forsberg, Karayiorgou, Gogos, & Minnist, 2007). A con-
sequence is that neurons in that area easily diminish their
supply of dopamine, and they cannot release dopamine rap-

idly for long.
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Hypothalamus secretes releasing hormones and inhibiting hormones
that control anterior pituitary. Also synthesizes vasopressin and
oxytocin, which travel to posterior pituitary.

TSH, FSH, LH,
and prolactin

FIGURE 3.20 Pituitary hormones

Posterior pituitary

— Vasopressin
and oxytocin

(Arterial flow)

The hypothalamus produces vasopressin and oxytocin, which travel to the posterior pituitary (really an extension of the hypothalamus).
The posterior pituitary releases those hormones in response to neural signals. The hypothalamus also produces releasing hormones and
inhibiting hormones, which travel to the anterior pituitary, where they control the release of six hormones synthesized there. (© Cengage

Learning 2013)

Hypothalamus ¢ =< _ -
TSH-releasing o
hormone AN

\\
Anterior pituitary \
)
1
TSH /
/
/
Thyroid gland /,'
Thyroxine and ’,’
triiodothyronine -
Y I o ===l Excitatory effect

== =¥ Inhibitory effect

FIGURE 3.21 Negative feedback in the control of thyroid
hormones

The hypothalamus secretes a releasing hormone that stimulates
the anterior pituitary to release TSH, which stimulates the thyroid
gland to release its hormones. Those hormones in turn act on the
hypothalamus to decrease its secretion of the releasing hormone.
(© Cengage Learning 2013)

The neuropeptides are neither inactivated nor reab-
sorbed. They simply diffuse away. Because these large mole-
cules are resynthesized slowly, a neuron can temporarily ex-

haust its supply.

15. What happens to acetylcholine molecules after they stim-
ulate a postsynaptic receptor?

16. What happens to serotonin and catecholamine molecules
after they stimulate a postsynaptic receptor?
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Negative Feedback from the
Postsynaptic Cell

Suppose someone often sends you an e-mail message and
then, worried that you might not have received it, sends it
again and again. To prevent cluttering your inbox, you might
add a system that provides an automatic answer, “Yes, I got
your message. Don't send it again.”

A couple of mechanisms in the nervous system serve that
function. First, many presynaptic terminals have receptors sensi-
tive to the same transmitter they release. These receptors are
known as autoreceptors—receptors that respond to the released
transmitter by inhibiting further synthesis and release. That is,
they provide negative feedback (Kubista & Boehm, 2006).

Second, some postsynaptic neurons respond to stimula-
tion by releasing special chemicals that travel back to the
presynaptic terminal, where they inhibit further release of
the transmitter. Nitric oxide is one such transmitter. Two
others are anandamide and 2-AG (sn-2 arachidonylglycerol).
We shall discuss them further in the next module, as we con-
sider drug mechanisms. Here, the point is that postsynaptic
neurons have ways to control or limit their own input.

Electrical Synapses

At the start of this module, you learned that Sherrington was
wrong to assume that synapses convey messages electrically. Well,
he wasn't completely wrong, A few special-purpose synapses opet-
ate electrically. Electrical transmission is faster than even the fast-
est chemical transmission, and electrical synapses have evolved in
cases where exact synchrony between two cells is important. For
example, some of the cells that control your thythmic breathing
are synchronized by electrical synapses. (It's important to inhale
on the left side at the same time as on the right side.)

At an electrical synapse, the membrane of one neuron
comes into direct contact with the membrane of another, as
shown in Figure 3.22. This contact is called a gap junction.
Fairly large pores of the membrane of one neuron line up pre-

MODULE 3.2 m IN CLOSING

Neurotransmitters and Behavior
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Presynaptic neuron

Gap junction

o] o) o]

- .

FIGURE 3.22 A gap junction for an electrical synapse
(© Argosy Publishing Inc.)

cisely with similar pores in the membrane of the other cell.
These pores are large enough for sodium and other ions to
pass readily, and unlike the other membrane channels we have
considered, these pores remain open constantly. Therefore,
whenever one of the neurons is depolarized, sodium ions
from that cell can pass quickly into the other neuron and de-
polarize it, too. As a result, the two neurons act almost as if
they were in fact a single neuron. A major point to note here is
that the nervous system has a great variety of types of syn-
apses, serving a similar variety of functions.

Synapses are the building blocks of behavior. They determine
which messages get transmitted, and where, and for how
long. One of the guiding assumptions of biological psychol-
ogy is that much of the difference in behavior between one
person and another relates to activity at the synapses. For ex-
ample, people with greater amounts of dopamine release tend
to be more impulsive and more inclined to seek immediate

pleasure (Buckholtz et al., 2010). The drugs that help control
Parkinson’s disease, anxiety, schizophrenia, and other disor-
ders act at synapses, suggesting that these disorders reflect
excesses or deficits of certain transmitters. Perhaps even nor-
mal personality differences also depend on variations in syn-
apses. From quantitative variations in synapses come many
rich variations in behavior,
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SUMMARY

1.

The great majority of synapses operate by transmitting a
neurotransmitter from the presynaptic cell to the
postsynaptic cell. Otto Loewi demonstrated this point by
stimulating a frog’s heart electrically and then transfer-
ring fluids from that heart to another frogs heart. 59

Many chemicals are used as neurotransmitters, Most are
amino acids or chemicals derived from amino acids. 60

An action potential opens calcium channels in the
axon terminal, and the calcium enables release of

62

At ionotropic synapses, a neurotransmitter attaches to a
receptor that opens the gates to allow a particular ion,
such as sodium, to cross the membrane. Ionotropic
effects are fast and brief. At metabotropic synapses, a
neurotransmitter activates a second messenger inside the
postsynaptic cell, leading to slower but longer lasting

changes. 63

neurotransmitters.

KEY TERMS

8.

Neuropeptides diffuse widely, affecting many neurons for
a period of minutes. Neuropeptides are important for
hunger, thirst, and other slow, long-term processes. 64

Hormones are released into the blood to affect receptors

scattered throughout the body. Their mechanism of effect
65

After a neurotransmitter (other than a neuropeptide) has
activated its receptor, many of the transmitter molecules
reenter the presynaptic cell through transporter mol-
ecules in the membrane. This process, known as
reuptake, enables the presynaptic cell to recycle its
neurotransmitter. 66

Postsynaptic neurons have mechanisms to inhibit further
release of the neurotransmitter from the presynaptic

69

resembles that of a metabotropic synapse.

neuron.

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book's Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

acetylcholine 60 ionotropic effects posterior pituitary 66
acetylcholinesterase 66 ligand-gated channels 63 protein hormones 65
amino acids 60 MAO 62 purines 60

anterior pituitary 66 metabotropic effects 63 releasing hormones 66
autoreceptors 69 monoamines 60 reuptake 67
catecholamines 61 neurogliaform cell 65 second messenger 64
COMT 67 neuromodulators transmitter-gated
endocrine glands 65 neuropeptides 60 channels 63
exocytosis 62 neurotransmitters 60 transporters 67
gap junction 69 nitric oxide 60 vasopressin 66

G protein 64 oxytocin 66 vesicles 62

gases 60 peptide hormones 65

hormone 65 pituitary gland 65

THOUGHT QUESTION

Suppose axon A enters a ganglion (cluster of neurons) and
axon B leaves on the other side. An experimenter who stimu-
lates A shortly thereafter records an impulse traveling down
B. We want to know whether B is just an extension of axon
A or whether A formed an excitatory synapse on some neu-

ron in the ganglion, whose axon is axon B. How could an
experimenter determine the answer? You should be able to
think of more than one good method. Presume that the
anatomy within the ganglion is so complex that you cannot
simply trace the course of an axon through it.



MODULE 3.3

Synapses, Drugs, and
Addictions

id you know that your brain is constantly making

chemicals resembling opiates? It also makes its own

marijuana-like chemicals, and it has receptors that re-
spond to cocaine and LSD. Neatly every drug with psycho-
logical effects acts at the synapses. (The exceptions are
Novocain and related anesthetic drugs that block sodium
channels in the membrane instead of acting at synapses.) By
studying the effects of drugs, we learn more about the drugs
and also about synapses. This module deals mainly with
abused drugs. Later chapters will consider antidepressants,
antipsychotic drugs, and other psychiatric medications.

Most of the commonly abused drugs derive from plants.
For example, nicotine comes from tobacco, caffeine from cof-
fee, opiates from poppies, and cocaine from coca. We might
wonder why our brains respond to plant chemicals. An expla-
nation is more apparent if we put it the other way: Why do
plants produce chemicals that affect our brains? Nearly all
neurotransmitters and hormones are the same in humans as
in other species (Cravchik & Goldman, 2000). So if a plant
evolves a chemical to attract bees, repel caterpillars, or what-
ever, that chemical is likely to affect humans also.

1 Drug Mechanisms

Drugs either facilitate or inhibit transmission at synapses. A
drug that blocks a neurotransmitter is an antagonist, whereas
a drug that mimics or increases the effects is an agonist. (The
term agonist is derived from a Greek word meaning “contes-
tant.” The term agony derives from the same root. An antago-
nist is an “anti-agonist,” or member of the opposing team.) A
mixed agonist—antagonist is an agonist for some effects of the
neurotransmitter and an antagonist for others or an agonist at
some doses and an antagonist at others.

Drugs influence synaptic activity in many ways. As in Fig-
ure 3.23, which illustrates a dopamine synapse, a drug can in-
crease or decrease the synthesis of the neurotransmitter, cause
it to leak from its vesicles, increase its release, decrease its
reuptake, block its breakdown into inactive chemicals, or act
on the postsynaptic receptors.

Investigators say that a drug has an affinity for a receptor
if it binds to it, like a key into a lock. Affinities vary from
strong to weak. A drug’s efficacy is its tendency to activate the

receptor. A drug that binds to a receptor but fails to stimulate
it has a high affinity but low efficacy.

The effectiveness and side effects of drugs vary from one
person to another. Why? Most drugs affect several kinds of
receptors. People vary in their abundance of each kind of re-
ceptor. For example, one person might have a relatively large
number of dopamine type D, receptors and relatively few D,
or D, receptors, whereas someone else has the reverse (Crav-

chik & Goldman, 2000).

17.1s a drug with high affinity and low efficacy an agonist or
an antagonist?
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1 A Survey of Abused Drugs

Let’s consider some commonly abused drugs. In the process,
we learn about synapses as well as drugs.

What Abused Drugs Have in Common

Despite many differences among abused drugs, they share cer-
tain effects on dopamine and norepinephrine synapses. The
story behind the discovery of the brain mechanisms begins
with a pair of young psychologists who were trying to answer
a different question.

James Olds and Peter Milner (1954) wanted to test
whether stimulation of a certain brain area might influence
which direction a rat turns. When they implanted their elec-
trode, they missed the intended target and instead hit an area
called the septum. To their surprise, when the rat received the
brain stimulation, it sat up, looked around, and sniffed, as if
reacting to a favorable stimulus. Olds and Milner later placed
rats in boxes where they could press a lever to produce electri-
cal self-stimulation of the brain (Figure 3.24). With elec-
trodes in the septum and certain other places, rats sometimes

pressed as often as 2,000 times per hour (Olds, 1958).
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FIGURE 3.23 Effects of some drugs at dopamine synapses
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Drugs can alter any stage of synaptic processing, from synthesis of the neurotransmitter through release and reuptake. (© Argosy

Publishing Inc.)

Later researchers found many brain areas that rats would
work to stimulate. All those areas had axons that directly or
indirectly increase the release of dopamine or norepinephrine
in the nucleus accumbens, as illustrated in Figure 3.25 (Wise,
1996).

The nucleus accumbens is central to reinforcing experi-
ences of all types. Sexual excitement also stimulates this area
(Damsma, Pfaus, Wenkstern, Philips, & Fibiger, 1992; Lor-
rain, Riolo, Matuszewich, & Hull, 1999), and so does the
taste of sugar (Roitman, Wheeler, Wightman, & Carelli,
2008). If you simply imagine something pleasant, you activate
your nucleus accumbens (Costa, Lang, Sabatinelli, Versace, &

Bradley, 2010). Gambling activates this area for habitual gam-
blers (Breiter, Aharon, Kahneman, Dale, & Shizgal, 2001),
and video game playing activates it for habitual video game
players (Ko et al., 2009; Koepp et al., 1998). People with ma-
jor depression show much less than normal response in the
nucleus accumbens, corresponding to the fact that they show
little motivation and report getting little joy out of life (Piz-
zagalli et al., 2009).

Reinforcement has two components that psychologists call
“wanting” and “liking” (Berridge & Robinson, 1995, 1998). Or-
dinarily, you want something that you like, but wanting (moti-
vation) is not always the same as liking (pleasure). You might
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FIGURE 3.24 A rat pressing a lever for self-stimulation of its
brain

want medicine but not enjoy it. You might know you would
enjoy an extremely rich, fattening dessert, but you don't want it.
If you narrowly miss out on the opportunity for some prize or
award, you might work extra hard at the next opportunity to
get it, indicating that you want it, even if the prize itself doesn't
bring you great pleasure (Litt, Khan, & Shiv, 2010). Record-
ings from individual cells in rats suggest that small parts of the
nucleus accumbens respond to pleasure (liking), but larger ar-
eas respond to motivation—that is, wanting (Pecifia, 2008).
Like sex, food, and other reinforcing experiences, addic-
tive drugs strongly activate the nucleus accumbens by releas-
ing dopamine or norepinephrine (Caine et al., 2007; Wein-

shenker & Schroeder, 2007). The liking-wanting distinction

Axons from
nucleus
accumbens

Nucleus
accumbens
FIGURE 3.25 Location of the
nucleus accumbens in the human
brain
Nearly all abused drugs, as well as a
variety of other highly reinforcing or
addictive activities, increase dopamine
release in the nucleus accumbens.
(© Cengage Learning 2013)
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is important here, because people addicted to a drug show an
overwhelming, all-consuming drive to obtain the drug, even
though it no longer provides much pleasure. We shall con-
tinue an exploration of addiction later in this module.

18. What do drug use, sex, gambling, and video game playing
have in common?
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Stimulant Drugs

Stimulant drugs increase excitement, alertness, and activity,
while elevating mood and decreasing fatigue. Both amphet-
amine and cocaine stimulate dopamine synapses in the nu-
cleus accumbens and elsewhere by increasing the presence of
dopamine in the presynaptic terminal. Recall reuptake: The
presynaptic terminal ordinarily reabsorbs released dopamine
through a protein called the dopamine transporter. Am-
phetamine and cocaine inhibit the transporter, thus decreas-
ing reuptake and prolonging the effects of released dopamine
(Beuming et al.,, 2008; Schmitt & Reith, 2010; Zhao et al,,
2010). Amphetamine has similar effects on the serotonin and
norepinephrine transporters, Methamphetamine has effects
similar to those of amphetamine, but stronger.

Thus, stimulant drugs increase the accumulation of dopa-
mine in the synaptic cleft. However, the excess dopamine in
the synapse washes away faster than the presynaptic cell
makes more to replace it. A few hours after taking a stimulant
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drug, a user has a deficit of the transmitters and enters a with-
drawal state, marked by reduced energy, reduced motivation,
and mild depression.

Stimulant drugs produce varied behavioral effects. Low
doses enhance attention, and low doses of amphetamine are
sometimes used as a treatment for attention deficit disorder
(ADHD), a condition marked by impulsiveness and poor
control of attention. However, higher doses of stimulant drugs
impair attention and learning (Stalnaker et al., 2007). A study
of pairs of human twins, in which one twin abused cocaine or
amphetamine and the other did not, found that the twin abus-
ing stimulant drugs showed attentional problems that lin-
gered for a year after quitting the drugs (Toomey et al., 2003).
By altering blood flow, cocaine also increases the risk of stroke
and epilepsy (Strickland, Miller, Kowell, & Stein, 1998).

Methylphenidate (Ritalin), another stimulant drug, is
also prescribed for people with attention-deficit hyperactivity
disorder. Methylphenidate and cocaine block the reuptake of
dopamine in the same way at the same brain receptors. The
differences between the drugs relate to dose and time course.
Cocaine users typically sniff it or inject it to produce a rapid
rush of effect on the brain. People taking methylphenidate
pills experience a gradual increase in the drug’s concentration
over an hour or more, followed by a slow decline. Therefore,
methylphenidate does not produce the sudden rush of excite-
ment that is common with cocaine. However, someone who
injects methylphenidate experiences effects similar to co-
caine’s, including the risk of addiction.

You might wonder whether the use of methylphenidate in
childhood makes people more likely to abuse drugs later. This
is not an easy question to investigate. Overall, people with
ADHD are more likely than other people to use and abuse
tobacco, alcohol, and many other drugs. The needed compari-
son is between people with ADHD who have taken methyl-
phenidate and those who have not. However, no one can ran-
domly assign people to these two groups. Those receiving
methylphenidate probably differ from those not receiving it in
several ways. Bearing these difficulties in mind, researchers
have conducted a few studies, and have found inconclusive re-
sults. Some studies suggest that using methylphenidate in-
creases the risk of later drug abuse, and other studies find that
it decreases the risk (Golden, 2009). Evidently the risk does

not change enormously, one way or the other.

—_—

19. How do amphetamine and cocaine influence dopamine
synapses?

20. Why is methylphenidate generally less disruptive to behav-
ior than cocaine is despite the drugs’ similar mechanisms?
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Nicotine

Nicotine, a compound present in tobacco, stimulates a fam-
ily of acetylcholine receptors, conveniently known as nicotinic
receptors. Nicotinic receptors are abundant on neurons that
release dopamine in the nucleus accumbens, so nicotine in-
creases dopamine release there (Levin & Rose, 1995; Pontieri,
Tanda, Orzi, & DiChiara, 1996). Nicotine increases dopa-
mine release in mostly the same cells that cocaine stimulates
(Pich et al., 1997). Animals with larger numbers of nicotine
receptors show enhanced behavioral responses to reward-
ing situations and novel stimuli (Fagen, Mitchum, Vezina, &
McGehee, 2007). That is, nicotine enhances reward.

One consequence of repeated exposure to nicotine is that
receptors in the nucleus accumbens become more sensitive to
nicotine (Changeux, 2010). However, they become less re-
sponsive than usual to other kinds of reinforcement (Epping-
Jordan, Watkins, Koob, & Markou, 1998). The same pattern
emerges with cocaine and other addictions: enhanced re-
sponse to the drug and decreased reward by anything else.

21. How does nicotine affect dopamine synapses?
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Opiates

Opiate drugs are derived from, or chemically similar to those
derived from, the opium poppy. Familiar opiates include mor-
phine, heroin, and methadone. Because heroin enters the brain
faster than morphine, it produces a bigger rush of effects and
is more strongly addictive. Opiates relax people, decrease their
attention to real-world problems, and decrease their sensitiv-
ity to pain. Although opiates are frequently addictive, people
who take them as painkillers under medical supervision al-
most never abuse them. Addiction depends on the person, the
reasons for taking the drug, the dose, and the social setting.
People used morphine and other opiates for centuries
without knowing how the drugs affected the brain. Then Can-
dace Pert and Solomon Snyder found that opiates attach to
specific receptors in the brain (Pert & Snyder, 1973). It was a
safe guess that vertebrates had not evolved such receptors just
to enable us to become drug addicts; the brain must produce
its own chemical that attaches to these receptors. Soon inves-
tigators found that the brain produces certain neuropeptides
now known as endorphins—a contraction of endogenous mor-
phines. This discovery was important because it indicated that
opiates relieve pain by acting on receptors in the brain. This
finding also paved the way for the discovery of other neuro-
peptides that regulate emotions and motivations.
Endorphins indirectly activate dopamine release. En-
dorphin synapses inhibit neurons that release GABA, a
transmitter that inhibits the firing of dopamine neurons



(North, 1992). By inhibiting an inhibitor, the net effect is to
increase dopamine release. However, endorphins also have
reinforcing effects independent of dopamine. Researchers
managed to develop mice with an almost complete lack of
dopamine in the nucleus accumbens. These mice show a
preference for places in which they received morphine
(Hnasko, Sotak, & Palmiter, 2005). Evidently endorphins
have rewarding effects on their own, as well as effects that
depend on dopamine.

—_—

22. How do opiates influence dopamine synapses?
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Marijuana

Marijuana leaves contain the chemical A%-tetrahydrocannab-
inol (A%>-THC) and other cannabinoids (chemicals related to
A%-THC). Cannabinoids have been used medically to relieve
pain or nausea, to combat glaucoma (an eye disorder), and to
increase appetite. Purified THC (under the name dronabi-
nol) has been approved for medical use in the United States,
although marijuana itself has not—except in certain states,
where state law and federal law conflict.

Common psychological effects of marijuana include an in-
tensification of sensory experience and an illusion that time
has slowed down. Studies have reported impairments of
memory and cognition, especially in new users and heavy us-
ers. (Moderate users develop partial tolerance.) The observed
memory impairments in heavy users could mean either that
marijuana impairs memory or that people with memory im-
pairments are more likely to use marijuana. However, former
users show improved memory after 4 weeks of abstention
from the drug (Pope, Gruber, Hudson, Huestis, & Yurgelun-
Todd, 2001). That improvement implies that marijuana use
had impaired their memory.

Investigators could not explain marijuana’s effects until
1988, when researchers finally found the brain’s cannabinoid
receptors (Devane, Dysarz, Johnson, Melvin, & Howlett,
1988). Cannabinoid receptors are among the most abundant
receptors in many areas of the mammalian brain (Herkenham,
1992; Herkenham, Lynn, de Costa, & Richfield, 1991), al-
though they are scarce in the medulla, the area that controls
breathing and heartbeat. Consequently, even large doses of
marijuana do not stop breathing or heartbeat. In contrast, opi-
ates have strong effects on the medulla, and opiate overdoses
are life threatening,

Just as the discovery of opiate receptors in the brain led to
finding the brain’s endogenous opiates, investigators identified
two brain chemicals that bind to cannabinoid receptors—
anandamide (from the Sanskrit word ananda, meaning

“bliss”) (Calignano, LaRana, Giuffrida, & Piomelli, 1998;
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DiMarzo et al., 1994) and the more abundant sn-2 arachido-
nylglycerol, abbreviated 2-AG (Stella, Schweitzer, & Pio-
melli, 1997).

Cannabinoid receptors are peculiar in being located on
the presynaptic neuron. When certain neurons are depolat-
ized, they release anandamide or 2-AQG as retrograde trans-
mitters that travel back to the incoming axons and inhibit
further release of either glutamate (Kreitzer & Regehr, 2001;
R. I Wilson & Nicoll, 2002) or GABA (Fsldy, Neu, Jones, &
Soltesz, 2006; Oliet, Baimoukhametova, Piet, & Bains, 2007).
In effect, anandamide and 2-AG tell the presynaptic cell,“The
postsynaptic cell got your message. You don't need to send it
again.” The cannabinoids in marijuana attach to these same
presynaptic receptors, again telling them, “The cell got your
message. Stop sending it.” The presynaptic cell, unaware that it
hadn't sent any message at all, stops sending. In short, the
chemicals in marijuana decrease both excitatory and inhibi-
tory messages from many neurons.

Why are marijuana’s effects—at least some of them—
pleasant or habit forming? Remember that virtually all
abused drugs increase the release of dopamine in the nucleus
accumbens, Cannabinoids do so indirectly. One place in
which they inhibit GABA release is the ventral tegmental
area of the midbrain, a major source of axons that release
dopamine in the nucleus accumbens. By inhibiting GABA
there, cannabinoids decrease inhibition (and therefore in-
crease activity) of the neurons that release dopamine in the
nucleus accumbens (Cheer, Wassum, Heien, Phillips, &
Wightman, 2004).

Researchers have tried to explain some of marijuana’s
other effects, Cannabinoids relieve nausea by inhibiting sero-
tonin type 3 synapses (5-HT3), which are known to be impor-
tant for nausea (Fan, 1995). Cannabinoid receptors are abun-
dant in areas of the hypothalamus and hippocampus that
influence feeding, and stimulation of these receptors increases
the rewarding value of a meal (Massa et al., 2010).

The report that “time passes more slowly” under marijua-
na’s influences is harder to explain, but whatever the reason,
we can demonstrate it in rats as well: Consider a rat that has
learned to press a lever for food on a fixed-interval schedule,
where only the first press of any 30-second period produces
food. With practice, a rat learns to wait after each press before
it starts pressing again. Under the influence of marijuana, rats
press sooner after each reinforcer. For example, instead of
waiting 20 seconds, a rat might wait only 10 or 15. Evidently,
the 10 or 15 seconds felt like 20 seconds; time was passing
more slowly (Han & Robinson, 2001).

—_—

23. What are the effects of cannabinoids on neurons?
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FIGURE 3.26 Resemblance of the neurotransmitter serotonin
to LSD, a hallucinogenic drug (© Cengage Learning 2013)

Hallucinogenic Drugs

Drugs that distort perception are called hallucinogenic
drugs. Many hallucinogenic drugs, such as lysergic acid dieth-
ylamide (LSD), chemically resemble serotonin (Figure 3.26).
They attach to serotonin type 2A (5-HT,4) receptors and
provide stimulation at inappropriate times or for longer than
usual durations. (Why and how the inappropriate stimulation
of those receptors leads to distorted perceptions is an unan-
swered question.)

The drug methylenedioxymethamphetamine (MDMA, or
“ecstasy”) is a stimulant at low doses, increasing the release of
dopamine and producing effects similar to amphetamine or
cocaine, At higher doses, it also releases serotonin, altering per-
ception and cognition like hallucinogenic drugs. Many people
use MDMA at dance parties to increase their energy levels and
pleasure. However, after the effects wear off, users experience

lethargy and depression. One of the effects is increased body
temperature, occasionally to life-threatening levels.

Many studies on rodents and monkeys have found that
repeated large injections of MDMA damage neurons that
contain serotonin. One reason is that increased body tempet-
ature harms neurons. Another reason is that certain metabo-
lites of MDMA are directly toxic to neurons (Capela et al,,
2009).

The amount of risk to human users is not entirely clear.
Most animal studies use larger doses than what most people
take. Still, researchers have found that many repeated users
show indications of long-term loss of serotonin receptors, per-
sisting depression, anxiety, and impaired learning and mem-
ory (Capela et al., 2009). Gradual recovery occurs over a pe-
riod of months. Those deficits may or may not be effects of
MDMA itself, as most people who use MDMA also use a
variety of other drugs (Hanson & Luciana, 2010).

Table 3.4 summarizes the effects of some commonly

abused drugs.

24. If incoming serotonin axons were destroyed, LSD would
still have its full effects. However, if incoming dopamine
axons were destroyed, amphetamine and cocaine would
lose their effects. Explain the difference.
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1/.:{1& ¥ 8 Summary of Some Drugs and Their Effects

Drugs Main Behavioral Effects Main Synaptic Effects

Amphetamine Excitement, alertness, elevated mood, decreased fatigue Blocks reuptake of dopamine and several other
transmitters

Cocaine Excitement, alertness, elevated mood, decreased fatigue Blocks reuptake of dopamine and several other
transmitters

Methylphenidate Increased concentration Blocks reuptake of dopamine and others, but gradually

(Ritalin)

MDMA (‘ecstasy”)

Nicotine

Opiates (e.g., heroin,

Low dose: stimulant
Higher dose: sensory distortions
Mostly stimulant effects

Relaxation, withdrawal, decreased pain

morphine)

Cannabinoids Altered sensory experiences, decreased pain and nausea,
(marijuana) increased appetite

Hallucinogens Distorted sensations

(eg., LSD)

Releases dopamine

Releases serotonin, damages axons containing serotonin
Stimulates nicotinic-type acetylcholine receptor, which
(among other effects) increases dopamine release in
nucleus accumbens

Stimulates endorphin receptors

Excites negative-feedback receptors on presynaptic cells;
those receptors ordinarily respond to anandamide and

2AG
Stimulates serotonin type 2A receptors (5-HT4)

© Cengage Learning 2013



1 Alcohol and Alcoholism

We treat alcohol separately because alcohol is the most com-
mon of the abused drugs and the research on it is extensive.
People in most of the world have used alcohol throughout
history. In moderate amounts, it relaxes people and decreases
anxiety (Gilman, Ramchandani, Davis, Bjork, & Hommer,
2008), although people who quit alcohol often experience an
increase in anxiety (Pandey et al., 2008). In larger amounts,
alcohol causes health problems, impairs judgment, and ruins
lives. Alcoholism or alcohol dependence is the habitual use
of alcohol despite medical or social harm.

Alcohol affects neurons in several ways. It facilitates re-
sponse at the GABA, receptor, the brain’s main inhibitory
site. It also blocks activity at the glutamate receptors, the
brain’s main excitatory site (Tsai et al., 1998). Both the GABA
effect and the glutamate effect lead to a decrease in brain activ-
ity. From a behavioral standpoint, people sometimes describe
alcohol as a stimulant, but that is only because alcohol de-
creases activity in brain areas responsible for inhibiting risky
behaviors (Tu et al., 2007). Alcohol also increases stimulation
at dopamine receptors in the nucleus accumbens (Chaudhri,

Sahuque, & Janak, 2009).

Genetics

Studies of twins and adoptees confirm a strong influence of
genetics on vulnerability to alcoholism (Ducci & Goldman,
2008). Heredity has a stronger role in some cases of alcohol-
ism than others. Researchers distinguish two types of alco-
holism, although not everyone fits neatly into one type or the
other. People with Type I (or Type A) alcoholism develop
alcohol problems gradually, usually after age 25, and may or
may not have relatives with alcohol abuse. Those with Type II
(or Type B) alcoholism have more rapid onset, usually before
age 25. Most are men, and most have close relatives with alco-
hol problems (J. Brown, Babor, Litt, & Kranzler, 1994; Devor,
Abell, Hoffman, Tabakoff, & Cloninger, 1994).

Genes influence the likelihood of alcoholism in various
ways, most of which are not specific to alcohol. For example,
many genes that affect alcohol have similar effects on nicotine
intake (Lé et al., 2006). One identified gene controls varia-
tions in the dopamine type 4 receptor, one of the five known
types of dopamine receptor. The type 4 receptor has two com-
mon forms, short and long. The long form is less sensitive, and
people with the long form report stronger than average crav-
ings for additional alcohol after having one drink (Hutchison,
McGeary, Smolen, & Bryan, 2002). Researchers believe that
people with less sensitive receptors seek more alcohol to com-
pensate for receiving less than normal reinforcement.

Another key gene controls COMT, an enzyme that breaks
down dopamine after its release. Some people have a less ac-
tive form of this enzyme and others have a more active form.
The more active form breaks down more dopamine and there-
fore tends to decrease reinforcement. People with that gene
tend, on average, to be more impulsive—to choose immediate
rewards instead of bigger rewards later. This gene is common
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among people with the impulsive form of alcoholism (Boet-
tiger et al., 2007). Other genes influence alcohol use by their
effects on risk-taking behavior (Fils-Aime et al., 1996; Virk-
kunen et al, 1994), responses to stress (Choi et al., 2004;
Kreek, Nielsen, Butelman, & LaForge, 2005), and reactions to
anxiety-provoking situations (Pandey et al., 2008).

Prenatal environment also contributes to the risk for alco-
holism. A mother who drinks alcohol during pregnancy in-
creases the probability that her child will develop alcoholism
later, independently of how much she drinks as the child is
growing up (Baer, Sampson, Barr, Connor, & Streissguth,
2003). Experiments with rats have also shown that prenatal
exposure to alcohol increases alcohol consumption after birth
(March, Abate, Spear, & Molina, 2009). All of these biological
forces interact, of course, with stressful experiences, opportu-
nities for alcohol use, and other environmental factors.

25. Which type of alcoholism—Type | or Type ll—has a stron-
ger genetic basis? Which type has earlier onset?

26. Name at least two ways a gene could influence alcoholism.
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Risk Factors

Are some people more likely than others to develop an alcohol
problem? If we can identify those people, perhaps psycholo-
gists could intervene early to prevent alcoholism. We don't
know whether early intervention would help, but it is worth
atry.

To identify people at risk, one strategy is to study huge
numbers of people for years: Measure as many factors as pos-
sible for a group of children or adolescents, years later deter-
mine which of them developed alcohol problems, and then see
which early factors predicted the onset of alcoholism. Such
studies find that alcoholism is more likely among those who
were described in childhood as impulsive, risk-taking, easily
bored, sensation-seeking, and outgoing (Dick, Johnson,
Viken, & Rose, 2000; Legrand, Iacono, & McGue, 2005).

Other research follows this design: First, identify young
men who are not yet problem drinkers. Compare those whose
fathers were alcoholics to those who have no close relative
with an alcohol problem. Because of the strong familial ten-
dency toward alcoholism, researchers expect that many of the
sons of alcoholics are future alcoholics themselves. (Research-
ers focus on men instead of women because almost all Type 11
alcoholics are men. They study sons of fathers with alcoholism
instead of mothers to increase the chance of seeing genetic in-
stead of prenatal influences.) The idea is that any behavior
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more common in the sons of alcoholics is probably a predictor
of future alcoholism (Figure 3.27).
Here are the findings:

= Sons of alcoholics show less than average intoxication
after drinking a moderate amount of alcohol. They
report feeling less drunk, show less body sway, and
register less change on an EEG (Schuckit & Smith,
1996; Volavka et al., 1996). Presumably, someone who
begins to feel tipsy after a drink or two stops, whereas
one who “holds his liquor well” continues drinking, per-
haps enough to impair his judgment. A follow-up study
found that sons of alcoholics who report low intoxica-
tion after moderate drinking have a probability greater
than 60% of developing alcoholism (Schuckit & Smith,
1997). Low response to alcohol predicts later alcohol
abuse, even after controlling for other variables, such as
age of first alcoholic drink (Trim, Schuckit, & Smith,
2009). Similar results have been reported for women
(Eng, Schuckit, & Smith, 2005).

» Alcohol decreases stress for most people, but it de-
creases it even more for sons of alcoholics (Levenson,
Oyama, & Meek, 1987).

= Sons of alcoholics have some brain peculiarities,
including a smaller than normal amygdala in the
right hemisphere (Hill et al., 2001). These young
men were not yet alcohol abusers, so the brain abnor-
mality represents a predisposition to alcoholism, not
a result of it,

Sons of alcoholic fathers
2 8 8 8 8

’,{D ,‘:} . ,‘
\jg‘ﬂ!‘ :

N

Several
who will
become
alcoholics
later

Test each man’s
reactions to alcohol

27.What are two ways sons of alcoholics differ behaviorally,
on average, from sons of nonalcoholics?

ANSWER ‘|oyooje Suijuup loye
SSais Wol) Jaljal 1o1ealg moys os|e Aay] ‘|oyodle Jo
junowie a1eJepow e gunuup Jaye ‘kems Apoq ssa| ul

-pNjoul ‘UONEOIXO1Ul SS3| MOYS SOI|0Y0D|E JO SUOS *LZ

1 Addiction

Addiction poses a paradox: Nearly everyone with an addic-
tion recognizes that the habit does more harm than good.
As the addiction progresses, the pleasures become weaker
while the costs and risks increase. And yet the person re-
mains preoccupied, unable to quit. When we talk about ad-
diction, we think mainly of alcohol and other drugs, but the
same principles apply to gambling, overeating, or excessive
video game playing. In each case, the person finds it diffi-
cult to quit a habit that has become clearly disadvantageous.

Why?

Tolerance and Withdrawal

As an addiction develops, many of its effects, especially the
enjoyable effects, decrease. That decrease is called tolerance.
Because of tolerance, heroin users raise their amount and fre-

Young men with no alcoholic relatives

Few or
none who
will become
alcoholics

FIGURE 3.27 Design for studies of
predisposition to alcoholism

Sons of alcoholic fathers are com-
pared to other young men of the same
age and same current drinking habits.
Any behavior that is more common in
the first group is presumably a predic-
tor of later alcoholism. (© Cengage
Learning 2013)




quency of use to greater and greater levels, eventually taking
amounts that would kill other people. Drug tolerance, a com-
plex phenomenon, is to a large extent learned. For example,
rats that consistently receive opiates or other drugs in a dis-
tinctive location show more tolerance in that location than
elsewhere (Cepeda-Benito, Davis, Reynoso, & Harraid, 2005;
Siegel, 1983). Evidently they learn to suppress their responses
when they know what to expect.

As the body comes to expect the drug, at least under cer-
tain circumstances, it reacts strongly when the drug is absent.
The effects of drug cessation are called withdrawal. The
withdrawal symptoms after someone quits heroin or other
opiates include anxiety, sweating, vomiting, and diarrhea.
Symptoms of alcohol withdrawal include irritability, fatigue,
shaking, sweating, and nausea. In severe cases, alcohol with-
drawal progresses to hallucinations, convulsions, fever, and
cardiovascular problems. Nicotine withdrawal leads to irrita-
bility, fatigue, insomnia, headache, and difficulty concentrat-
ing. Even habitual video game players (those who average
more than 4 hours per day) show distress symptoms during a
period of abstinence.

One explanation that theorists have advanced to explain
addiction is that it is an attempt to avoid withdrawal symp-
toms. However, that cannot be the whole explanation. Ex-
smokers sometimes report strong cravings months or years
after quitting,

A modified explanation is that someone with an addic-
tion learns to use the substance to cope with stress. In one
study, researchers gave rats an opportunity to press a lever
to inject themselves with heroin. Then they withdrew the
opportunity for the drug. Midway through the withdrawal
period, some of the rats had an opportunity to self-
administer heroin again, while others went through with-
drawal without heroin. Later, when rats went through with-
drawal a second time, all the rats had an opportunity to
press a lever to try to get heroin, but this time, the lever was
inoperative. Although both groups of rats pressed the lever,
those that had self-administered heroin during the previous
withdrawal state pressed far more frequently (Hutcheson,
Everitt, Robbins, & Dickinson, 2001). Evidently, receiving
an addictive drug during a withdrawal period is a powerful
experience. In effect, the user—rat or human—Iearns that
the drug relieves the distress caused by drug withdrawal.
That learning can generalize to other situations, so that the
user craves the drug during other kinds of distress.

—_—

28. Someone who is quitting an addictive substance for the
first time is strongly counseled not to try it again. Why?
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Cravings in Response to Cues

Another hypothesis is that a drug user learns to associate cues
with a drug. Later, even after a long period of abstinence, ex-
posure to those cues triggers a renewed craving. Both humans
and rats during abstention from a drug show heightened seek-
ing of the drug (i.e., craving) after a reminder of the drug. For
example, seeing a lit cigarette triggers a craving in smokers
(Hutchison, LaChance, Niaura, Bryan, & Smolen, 2002), a
video of cocaine use triggers cravings in cocaine users (Volkow
et al,, 2006), and the sight of a popular video game triggers a
craving in a habitual excessive video game player (Thalemann
et al,, 2007). A drug-related cue increases activity in the nu-
cleus accumbens and several related areas (Gloria et al., 2009).
However, after an instruction to inhibit the craving, people are
capable of decreasing this arousal (Volkow et al., 2010).

Brain Reorganization

Although escape from withdrawal symptoms and conditioned
responses to cues are important, they seem insufficient to ex-
plain the way an addiction completely dominates someone’s
life. Somehow, the addiction hijacks a person’s motivations.
It changes the brain so that other kinds of reinforcing experi-
ences become less powerful, less able to compete with the drug.
Recall epigenesis from Chapter 1: Certain events change
the expression of genes. Cocaine provides a strong example of
that principle. Cocaine increases the activity of certain genes
that control changes in dendrites within the nucleus accum-
bens. The result restructures the nucleus accumbens so that
the drug stimulates more dendrites, and other events stimu-
late fewer (Mameli et al., 2009; Maze et al., 2010). Even sex-
ual stimulation becomes less rewarding. A similar process
happens with heroin. In one study, rats had opportunities
each day to press levers for heroin and for self-stimulation of
the brain. Over 23 days, they took larger amounts of heroin,
and became less responsive to the rewarding brain stimulation
(Kenny, Chen, Kitamura, Markou, & Koob, 2006).
Furthermore, cocaine induces changes that impair extinc-
tion. Ordinarily, if an animal or person learns a response for a
reinforcer, and then reinforcement ceases, responding declines
through the process called extinction. You can think of extinc-
tion as learning to withhold the response. Repeated drug use
impairs extinction of the drug-seeking response, so that even
if the drug becomes much less reinforcing, the responding

persists (Noonan, Bulin, Fuller, & Eisch, 2010).

29. When addiction develops, how does the nucleus accum-
bens change its response to the addictive activity and to
other reinforcements?
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James W. Kalat
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Medications to Combat
Substance Abuse

Many people who wish to overcome substance abuse join Al-
coholics Anonymous, Narcotics Anonymous, or similar or-
ganizations, and others see psychotherapists. For those who
do not respond well to those approaches, several medications
are available.

Medications to Combat Alcohol Abuse

After someone drinks ethyl alcohol, enzymes in the liver me-
tabolize it to acetaldehyde, a poisonous substance. An enzyme,
acetaldehyde dehydrogenase, then converts acetaldehyde to
acetic acid, a chemical that the body uses for energy:

Acetaldehyde
dehydrogenase

Ethyl alcohol — Acetaldehyde — Acetic acid

People with a weaker gene for acetaldehyde dehydroge-
nase metabolize acetaldehyde more slowly. If they drink much
alcohol, they accumulate acetaldehyde, which produces flush-
ing of the face, increased heart rate, nausea, headache, abdom-
inal pain, impaired breathing, and tissue damage. More than a
third of the people in China and Japan have a gene that slows
acetaldehyde metabolism. Probably for that reason, alcohol
abuse has historically been uncommon in those countries
(Luczak, Glatt, & Wall, 2006) (Figure 3.28).

The drug disulfiram, which goes by the trade name Anta-
buse, antagonizes the effects of acetaldehyde dehydrogenase
by binding to its copper ion. Its effects were discovered by ac-
cident. The workers in one rubber-manufacturing plant found
that when they got disulfiram on their skin, they developed a
rash (L. Schwartz & Tulipan, 1933). If they inhaled it, they
couldn’t drink alcohol without getting sick. Soon therapists
tried using disulfiram as a drug, hoping that alcoholics would
associate alcohol with illness and stop drinking.

Most studies find that Antabuse is moderately effective
(Hughes & Cook, 1997). When it works, it supplements the

Kl

FIGURE 3.28 Robin Kalat (the author’s teenage daughter)
finds an alcohol vending machine in Tokyo in 1998

Wf [

alcoholic’s own commitment to stop drinking. By taking a
daily pill and imagining the illness that could follow a drink of
alcohol, the person reaffirms a decision to abstain. In that case,
it doesn't matter whether the pill really contains Antabuse or
not, because someone who never drinks does not experience
the illness (Fuller & Roth, 1979). Those who drink in spite of
taking the pill become ill, but often they quit taking the pill
instead of quitting alcohol. Antabuse treatment is more effec-
tive if friends make sure the person takes the pill daily (Azrin,
Sisson, Meyers, & Godley, 1982). A related idea is to have
people drink alcohol and then take a drug that produces nau-
sea, thereby forming a learned aversion to the taste of the alco-
hol. That procedure has been quick and highly effective in the
occasions when people have tried it, although its use has never
become popular (Revusky, 2009).

Another medication is naloxone (trade name Revia), which
blocks opiate receptors and thereby decreases the pleasure
from alcohol. Like Antabuse, naloxone is moderately effective.
It works best with people who are strongly motivated to quit,
and it is more effective for Type II alcoholics (with a family his-
tory of alcoholism) than Type I alcoholics (Krishnan-Sarin,
Krystal, Shi, Pittman, & O'Malley, 2007).

30.Who would be likely to drink more alcohol—someone who
metabolizes acetaldehyde to acetic acid rapidly or one
who metabolizes it slowly?

31. How does Antabuse work?
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Medications to Combat Opiate Abuse

Heroin is an artificial substance invented in the 1800s as a sup-
posedly safer alternative for people who were trying to quit mot-
phine. Some physicians at the time recommended that people
using alcohol switch to heroin (S. Siegel, 1987). They aban-
doned this idea when they discovered how addictive heroin is.

Still, the idea has persisted that people who can't quit opi-
ates might switch to a less harmful drug. Methadone
(METH-uh-don) is similar to heroin and morphine but has
the advantage that it can be taken orally. (If heroin or mor-
phine is taken orally, stomach acids break down most of it.)
Methadone taken orally gradually enters the blood and then
the brain, so its effects rise slowly, avoiding the “rush” experi-
ence. Because it is metabolized slowly, the withdrawal symp-
toms are also gradual. Furthermore, the user avoids the risk of
an injection with a possibly infected needle.



Buprenorphine and levomethadyl acetate (LAAM), simi-
lar to methadone, are also used to treat opiate addiction.
LAAM has the advantage of producing a long-lasting effect so
that the person visits a clinic three times a week instead of
daily. People using any of these drugs live longer and healthier,
on average, than heroin or morphine users, and they are far
more likely to hold a job (Vocci, Acri, & Elkashef, 2005).
However, these drugs do not end the addiction. They merely
satisfy the craving in a less dangerous way.

MODULE 3.3 m IN CLOSING

Drugs and Behavior

3.3 Synapses, Drugs, and Addictions 81

32. Methadone users who try taking heroin experience little
effect from it. Why?
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In studying the effects of drugs, researchers have gained clues
that may help combat drug abuse. They have also learned much
about synapses. For example, the research on cocaine called at-
tention to the importance of reuptake transporters, and the re-
search on cannabinoids led to increased understanding of the
retrograde signaling from postsynaptic cells to presynaptic cells.

However, from the standpoint of understanding the physiol-
ogy of behavior, much remains to be learned. For example, re-

SUMMARY

1. A drug that increases activity at a synapse is an agonist;
one that decreases activity is an antagonist, Drugs act in
many ways, varying in their affinity (tendency to bind to
a receptor) and efficacy (tendency to activate it). 71

2. Reinforcing brain stimulation, reinforcing experi-
ences, and self-administered drugs increase the
activity of axons that release dopamine in the nucleus
accumbens. 72

3. Activity in the nucleus accumbens probably contributes
more to “wanting” than to “liking,” although it has a role
in both. Addiction is based heavily on “wanting,” as the
amount of pleasure declines during addiction. 72

4. Amphetamine, cocaine, and methylphenidate act by
blocking the reuptake transporters and therefore
decreasing the reuptake of dopamine and serotonin
after their release. 73

5. Nicotine excites acetylcholine receptors, including the
ones on axon terminals that release dopamine in the
nucleus accumbens. 74

6. Opiate drugs stimulate endorphin receptors, which
inhibit the release of GABA, which would otherwise
inhibit the release of dopamine. Thus, the net effect of
opiates is increased dopamine release. 74

7. At certain synapses in many brain areas, after glutamate
excites the postsynaptic cell, the cell responds by
releasing endocannabinoids that inhibit further release
of both glutamate and GABA by nearby neurons.
Chemicals in marijuana mimic the effects of these
endocannabinoids. 75

search has identified dopamine activity in the nucleus accum-
bens as central to reinforcement and addiction, but . .. well, why
is dopamine activity in that location reinforcing? Stimulation of
5-HT,4 receptors produces hallucinations, but again we ask,
“Why?” In neuroscience or biological psychology, answering
one question leads to new ones, and the deepest questions are
usually the most difficult.

8. Hallucinogens act by stimulating certain kinds of
serotonin receptors. 76

9. Compared to Type I alcoholism, Type IT alcoholism
starts faster and sooner, is usually more severe, and
affects more men than women. Genes influence
alcoholism in several ways, including effects on impul-
siveness, responses to stress, and overall calmness. 77

10. Risk factors for alcoholism, in addition to a family
history, include feeling low intoxication after moderate
drinking and experiencing much relief from stress after
drinking. 77

11. People with an addiction learn to use an addictive habit
to cope with stress. 79

12. Addiction is associated with sensitization of the
nucleus accumbens so that it responds more strongly
to the addictive activity and less to other kinds of
reinforcement. 79

13. Ethyl alcohol is metabolized to acetaldehyde, which is
then metabolized to acetic acid. People who, for genetic
reasons, are deficient in that second reaction tend to
become ill after drinking and therefore are unlikely to

drink heavily. 80

14. Antabuse, a drug sometimes used to treat alcohol abuse,
blocks the conversion of acetaldehyde to acetic acid. 80

15. Methadone and similar drugs are sometimes offered as
a substitute for opiate drugs. The substitutes have the
advantage that if taken orally, they satisfy the cravings
without severely interrupting the person’s ability to

carry on with life. 80
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KEY TERMS

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book’s Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

affinity 71 A%-tetrahydrocannabinol self-stimulation of the
agonist 71 (A>-THC) 75 brain 71
alcoholism (alcohol dopamine transporter 73 stimulant drugs 73
dependence) 77 efficacy 71 2-AG 75

amphetamine 73 hallucinogenic drugs 76 tolerance 78
anandamide 75 methadone 80 Type I (Type A)
Antabuse 80 methylphenidate 74 alcoholism 77
antagonist 71 nicotine 74 Type II (Type B)
cannabinoids 75 nucleus accumbens 72 alcoholism 77
cocaine 73 opiate drugs 74 withdrawal 79

THOUGHT QUESTIONS

1. People who take methylphenidate (Ritalin) for control 2. The research on sensitization of the nucleus accum-
of attention-deficit disorder often report that, al- bens has dealt with addictive drugs, mainly cocaine.
though the drug increases their arousal for a while, Would you expect a gambling addiction to have similar
they feel a decrease in alertness and arousal a few effects? How could someone test this possibility?

hours later. Explain.

cuarrer 3 Interactive Exploration and Study

The Psychology CourseMate for this text brings chapter topics to life with interactive
& learning, study, and exam preparation tools, including quizzes and flashcards for the Key
Concepts that appear throughout each module, as well as an interactive media-rich eBook version
of the text that is fully searchable and includes highlighting and note taking capabilities and inter-
active versions of the book’s Stop & Check quizzes and Try It Yourself Online activities. The site
also features Virtual Biological Psychology Labs, videos, and animations to help you better
understand concepts—logon and learn more at www.cengagebrain.com, which is your gateway to
all of this text’s complimentary and premium resources, including the following:

Virtual Biological Psychology Labs

Explore the experiments that led to modern-day understanding of
biopsychology with the Virtual Biological Psychology Labs, featuring
arealistic lab environment that allows you to conduct experiments and
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sions presented in your text. The labs cover a range of topics, including
perception, motivation, cognition, and more. You may purchase access

~ at www.cengagebrain.com, or login at login.cengagebrain.com if an
access card was included with your text.
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Suggestions for Further Exploration
Books
McKim, W. A. (2007). Drugs and bebavior (6th ed.). Upper Saddle River, NJ: Prentice Hall. Con-

cise, informative text on drugs and drug abuse.

Websites
The Psychology CourseMate for this text provides regularly updated links to relevant online re-
sources for this chapter, such as The Endocrine Society and Nucleus Accumbens.
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Anatomy of the
Nervous System

CHAPTER OUTLINE

MODULE 4.1 Structure of the Vertebrate Nervous System
Terminology to Describe the Nervous System

The Spinal Cord

The Autonomic Nervous System

The Hindbrain

The Midbrain

The Forebrain

The Ventricles

In Closing: Learning Neuroanatomy

MODULE 4.2 The Cerebral Cortex
Organization of the Cerebral Cortex

The Occipital Lobe

The Parietal Lobe

The Temporal Lobe

The Frontal Lobe

How Do the Parts Work Together?

In Closing: Functions of the Cerebral Cortex

MODULE 4.3 Research Methods

Effects of Brain Damage

Effects of Brain Stimulation

Recording Brain Activity

Correlating Brain Anatomy with Behavior
Brain Size and Intelligence

In Closing: Research Methods and Their Limits
Interactive Exploration and Study

OPPOSITE: New methods allow researchers to examine living
brains.

MAIN IDEAS

1. Each part of the nervous system has specialized
functions. Damage to different areas results in different
behavioral deficits.

2. The cerebral cortex, the largest structure in the
mammalian brain, elaborately processes sensory
information and provides fine control of movement.

3. As research has identified the different functions of
different brain areas, a new question has arisen: How do
the areas work together to produce unified experience
and behavior?

4, Tt is difficult to conduct research on the functions of the
nervous system. Conclusions come from multiple
methods and careful behavioral measurements.

rying to learn neuroanatomy (the anatomy of the ner-

vous system) from a book is like trying to learn geogra-

phy from a road map. A map can tell you that Mystic,
Georgia, is about 40 km north of Enigma, Georgia. Similarly,
a book can tell you that the habenula is about 4.6 mm from
the interpeduncular nucleus in a rat’s brain (proportionately
farther in a human brain). But these little gems of information
will seem both mysterious and enigmatic unless you are con-
cerned with that part of Georgia or that area of the brain.

This chapter does not provide a detailed road map of the
nervous system. It is more like a world globe, describing the
large, basic structures (analogous to the continents) and some
distinctive features of each.

The first module introduces key neuroanatomical terms
and outlines overall structures of the nervous system. In the
second module, we concentrate on the structures and func-
tions of the cerebral cortex, the largest part of the mammalian
central nervous system. The third module deals with the main
methods that researchers use to discover the behavioral func-
tions of brain areas.

Be prepared: This chapter contains a huge number of new
terms. You should not expect to memorize all of them at once,
and you should review this chapter repeatedly.
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MODULE 4.1

Structure of the Vertebrate
Nervous System

our nervous system consists of many substructures, a

huge number of neurons, and an even huger number of

synapses. How do all the parts work together to make
one behaving unit? Does each neuron have an
independent function? Or does the brain op-
erate as an undifferentiated whole?

The answer is, ‘something between those
extremes.” Consider an analogy to human
society: Each individual has a special role,
such as teacher, farmer, or nurse, but no one
performs any function without the coopera-
tion of many other people. Similarly, each
brain area and each neuron has a specialized
role, but they also depend on the coopera-
tion of other areas.

Terminology to
Describe the Nervous
System

For vertebrates, we distinguish the cen-
tral nervous system from the peripheral
nervous system (Figure 4.1). The central
nervous system (CNS) is the brain and
the spinal cord. The peripheral nervous
system (PNS) connects the brain and
spinal cord to the rest of the body. Part of

FIGURE 4.1 The human nervous system
The central nervous system consists of the
brain and spinal cord. The peripheral nervous
system is the nerves outside the brain and
spinal cord. (© Argosy Publishing Inc.)
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the PNS is the somatic nervous system, which consists of
the axons conveying messages from the sense organs to the

CNS and from the CNS to the muscles. The axons to the

_- Central Nervous System (brown)
S ———— Brain

Spinal cord

Peripheral Nervous System

Somatic (blue):
Controls voluntary muscles and conveys
sensory information to the central nervous system

Autonomic (red): Controls involuntary muscles
Sympathetic: Expends energy
Parasympathetic: Conserves energy
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FIGURE 4.2 Terms for anatomical directions in the nervous system
In fourlegged animals, dorsal and ventral point in the same direction for the head as they do for the rest of the body. However, humans’
upright posture has tilted the head, so the dorsal and ventral directions of the head are not parallel to those of the spinal cord.

muscles are an extension from cell bodies in the spinal cord,
so part of each cell is in the CNS and part is in the PNS.
Another part of the PNS, the autonomic nervous system,
controls the heart, intestines, and other organs. The auto-
nomic nervous system has some of its cell bodies within the
brain or spinal cord and some in clusters along the sides of
the spinal cord.

To follow a map, you must understand north, south, east,
and west. Because the nervous system is three-dimensional,
we need more terms to describe it. As Figure 4.2 and Table
4.1 indicate, dorsal means toward the back and ventral
means toward the stomach. (One way to remember these
terms is that a ventriloquist is literally a“stomach talker.”) In
a four-legged animal, the top of the brain is dorsal (on the
same side as the animal’s back), and the bottom of the brain

is ventral (on the stomach side). The same would be true for
you if you got down on your knees and crawled. However,
when humans evolved upright posture, the position of the
head changed relative to the spinal cord. For convenience,
we still apply the terms dorsal and ventral to the same parts
of the human brain as other vertebrate brains. Conse-
quently, the dorsal-ventral axis of the human brain is at a
right angle to the dorsal—-ventral axis of the spinal cord. Fig-
ure 4.2 also illustrates the three ways of taking a plane
through the brain, known as horizontal, sagittal, and coro-
nal (or frontal).

Table 4.2 introduces additional terms that are worth
learning, Tables 4.1 and 4.2 require careful study and review.
After you think you have mastered the terms, check yourself
with the following.
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Anatomical Terms Referring to
1/.\:]1-¥'% B Directions

Terms Referring to Parts of the
1/.:] %' % B Nervous System

Term Definition Term Definition
Dorsal Toward the back, away from the ventral Lamina A row or layer of cell bodies separated
(stomach) side. The top of the brain is from other cell bodies by a layer of axons
considered dorsal because it has that and dendrites
position in four-legged animals. Column A set of cells perpendicular to the surface
Ventral Toward the stomach, away from the dorsal of the cortex, with similar properties
(back) side Tract A set of axons within the CNS, also
Anterior Toward the front end known as a projection. If axons extend
Posterior Toward the rear end from cell bodies in structure A to synapses
Superior Above another part onto B, we say that the fibers “project” from
. A onto B.
Inferior Below another part ] ) ]
Lateral Toward the side, away from the midline Nerve A set of axons in the periphery, either from
) o ] the CNS to a muscle or gland or from a
Medial Toward the midline, away from the side
) ) i sensory organ to the CNS
Proximal LOIC?.EC({ close (approximate) to the point of Nucleus A cluster of neuron cell bodies within the
origin or attachment CNS
Distal Lo'cz.ited more : istant from the point of Ganglion A cluster of neuron cell bodies, usually
origin or atrachment outside the CNS (as in the sympathetic
Ipsilateral On the same side of the body (e..g‘, two nervous system)
parts on the left or two on the right) Gyrus (pl.: gyri) A protuberance on the surface of the brain
Contralateral On the opposite side of the body (one on

the left and one on the right)

A plane that shows brain structures as seen
from the front (or frontal plane)

Coronal plane

A plane that shows brain structures as seen
from the side

Sagittal plane

Horizontal plane A plane that shows brain structures as

seen from above (or transverse plane)

© Cengage Learning 2013

’ Stop & Check

1. What does dorsal mean, and what is its opposite?

2. What term means toward the side, away from the midline,
and what is its opposite?

3. If two structures are both on the left side of the body,
they are to each other. If one is on the left and
the other is on the right, they are to each other.

4. The bulges in the cerebral cortex are called . The
grooves between them are called
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1 The Spinal Cord

The spinal cord is the part of the CNS within the spinal
column. The spinal cord communicates with all the sense or-
gans and muscles except those of the head. It is a segmented

Sulcus (pl.: sulci) A fold or groove that separates one gyrus
from another

Fissure

A long, deep sulcus

© Cengage Learning 2013

structure, and each segment has on each side a sensory nerve
and a motor nerve, as Figure 4.3 shows. According to the
Bell-Magendie law, which was one of the first discoveries
about the functions of the nervous system, the entering dor-
sal roots (axon bundles) carry sensory information, and the
exiting ventral roots carry motor information. The axons to
and from the skin and muscles are the peripheral nervous
system. The cell bodies of the sensory neurons are in clus-
ters of neurons outside the spinal cord, called the dorsal
root ganglia. (Ganglia is the plural of ganglion, a cluster of
neurons. In most cases, a neuron cluster outside the CNS
is called a ganglion, and a cluster inside the CNS is called
a nucleus.) Cell bodies of the motor neurons are inside the
spinal cord.

In the cross-section through the spinal cord shown in Fig-
ures 4.4 and 4.5, the H-shaped gray matter in the center of
the cord is densely packed with cell bodies and dendrites.
Many neurons of the spinal cord send axons from the gray
matter to the brain or other parts of the spinal cord through
the white matter, which consists mostly of myelinated axons.

Each segment of the spinal cord sends sensory informa-
tion to the brain and receives motor commands from the
brain. All that information passes through tracts of axons in
the spinal cord. If the spinal cord is cut at a given segment, the
brain loses sensation from that segment and below. The brain
also loses motor control over all parts of the body served by
that segment and the lower ones.
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FIGURE 4.3 Diagram of a cross-section through the spinal

cord FIGURE 4.5 A section of gray matter of the spinal cord

The dorsal root on each side conveys sensory information to the (lower left) and white matter surrounding it

spinal cord; the ventral root conveys motor commands to the Cell bodies and dendrites reside entirely in the gray matter. Axons
muscles. (© Cengage Learning 2013) travel from one area of gray matter to another in the white matter.

(the thoracic and lumbar areas). These ganglia are connected
by axons to the spinal cord. Sympathetic axons prepare the
organs for “fight or flight"—increasing breathing and heart
rate and decreasing digestive activity. Because the sympathetic
ganglia are closely linked, they often act as a single system “in
sympathy” with one another, although various events activate
some parts more than others, The sweat glands, the adrenal
glands, the muscles that constrict blood vessels, and the mus-
cles that erect the hairs of the skin have only sympathetic, not
parasympathetic, input.

The parasympathetic nervous system facilitates vege-
tative, nonemergency responses. The term para means “be-
side” or “related to,” and parasympathetic activities are re-
lated to, and generally the opposite of, sympathetic activities.
For example, the sympathetic nervous system increases
heart rate, but the parasympathetic nervous system de-
creases it. The parasympathetic nervous system increases

FIGURE 4.4 Photo of a cross-section through the spinal cord digestive activity, whereas the sympathetic nervous system

Ventral

The H-shaped structure in the center is gray matter, composed decreases it. Although the sympathetic and parasympa-
largely of cell bodies. The surrounding white matter consists of thetic systems produce contrary effects, both are constantly
axons. The axons are organized in tracts; some carry information active to varying degrees, and many stimuli arouse parts of
from the brain and higher levels of the spinal cord downward, both systems.

while others carry information from lower levels upward. The parasympathetic nervous system is also known as the

craniosacral system because it consists of the cranial nerves and
nerves from the sacral spinal cord (Figure 4.6). Unlike the gan-
| Th e Auton Omic Nervous system glia in the sympathetic system, the parasympathetic ganglia are

not arranged in a chain near the spinal cord. Rather, long pre-

The autonomic nervous system consists of neurons that re-  ganglionic axons extend from the spinal cord to parasympathetic
ceive information from and send commands to the heart, in- ganglia close to each internal organ. Shorter postganglionic fibers
testines, and other organs. It has two parts: the sympathetic then extend from the parasympathetic ganglia into the organs
and parasympathetic nervous systems (Figure 4.6). The sym-  themselves. Because the parasympathetic ganglia are not linked
pathetic nervous system, a network of nerves that prepare  to one another, they act more independently than the sympa-

the organs for vigorous activity, consists of chains of ganglia thetic ganglia do. Parasympathetic activity decreases heart rate,
just to the left and right of the spinal cord’s central regions increases digestive rate, and, in general, conserves energy.
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FIGURE 4.6 The sympathetic nervous system (red lines) and parasympathetic nervous system (blue lines)
Note that the adrenal glands and hair erector muscles receive sympathetic input only. (Starr & Taggart, 1989)

The parasympathetic nervous system’s postganglionic axons
release the neurotransmitter acetylcholine. Most of the postgan-
glionic synapses of the sympathetic nervous system use norepi-
nephrine, although a few, such as those that control the sweat
glands, use acetylcholine. Because the two systems use different
transmitters, certain drugs excite or inhibit one system or the
other. For example, over-the-counter cold remedies exert most of
their effects by blocking parasympathetic activity or increasing
sympathetic activity. Because the flow of sinus fluids is a para-
sympathetic response, drugs that block the parasympathetic sys-
tem inhibit sinus flow. The side effects of cold remedies stem
from their pro-sympathetic, anti-parasympathetic activities:
They increase heart rate and inhibit salivation and digestion.

5. Sensory nerves enter which side of the spinal cord, dor-
sal or ventral?

6. Which functions are controlled by the sympathetic ner-
vous system? Which are controlled by the parasympa-
thetic nervous system?
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APPLICATIONS AND EXTENSIONS

Goose Bumps

Erection of the hairs, known as “goose bumps” or
“goose flesh,” occurs when we are cold. What does it
have to do with the fight-or-flight functions associated
with the sympathetic nervous system? Part of the an-
swer is that we also get goose bumps when we are fright-
ened. You have heard the expression, “I was so fright-
ened my hairs stood on end.” You may also have seen a
frightened cat erect its fur. Human body hairs are so
short that erecting them accomplishes nothing, but a cat
with erect fur looks bigger. A frightened porcupine erects
its quills, which are just modified hairs (Richter & Lang-
worthy, 1933). The behavior that makes the quills so
useful—their erection in response to fear—evolved be-
fore the quills themselves did. ®m

1 The Hindbrain

The brain has three major divisions: the hindbrain, the mid-
brain, and the forebrain (Figure 4.7 and Table 4.3). Some
neuroscientists prefer these terms with Greek roots: rhomb-
encephalon (hindbrain), mesencephalon (midbrain), and
prosencephalon (forebrain). You may encounter these terms
in other reading,

The hindbrain, the posterior part of the brain, consists of
the medulla, the pons, and the cerebellum. The medulla and
pons, the midbrain, and certain central structures of the fore-
brain constitute the brainstem (Figure 4.8).

The medaulla, or medulla oblongata, is just above the spi-
nal cord and can be regarded as an enlarged extension of the
spinal cord into the skull. The medulla controls vital re-
flexes—including breathing, heart rate, vomiting, salivation,
coughing, and sneezing—through the cranial nerves, which
control sensations from the head, muscle movements in the
head, and much of the parasympathetic output to the or-

Midbrain

Forebrain

~ Hindbrain
Olfactory bulb )

Optic nerve

FIGURE 4.7 Three major divisions of the vertebrate brain

In a fish brain, as shown here, the forebrain, midbrain, and hind-
brain are clearly visible as separate bulges. In adult mammals,
the forebrain grows and surrounds the entire midbrain and part of
the hindbrain. (© Cengage Learning 2013)
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Major Divisions
1/.\:]1 ¢ % of the Vertebrate Brain

Major
Area Also Known as Structures
Forebrain Prosencephalon
(“forward-brain”)
Diencephalon Thalamus, hypothalamus
(“between-brain”)
Telencephalon Cerebral cortex,
(“end-brain”) hippocampus, basal
ganglia
Midbrain Mesencephalon Tectum, tegmentum,
(“middle-brain”) superior colliculus,
inferior colliculus,
substantia nigra inferior
colliculus, substantia
nigra
Hindbrain Rhombencephalon Medulla, pons,
(Literally, cerebellum

“parallelogram-brain”)

Metencephalon Pons, cerebellum

(“afterbrain”)

Myelencephalon Medulla

(“marrow-brain”)

© Cengage Learning 2013

Pineal gland

colliculus

Inferior
colliculus

Midbrain
Tectum
Tegmentum

Pons

Posterolateral
view of
brainstem

Medulla

FIGURE 4.8 The human brainstem

This composite structure extends from the top of the spinal cord
into the center of the forebrain. The pons, pineal gland, and col-
liculi are ordinarily surrounded by the cerebral cortex. (© Cengage
Learning 2013)
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1/:\:]1 ' ¥: W The Cranial Nerves

Number and Name Major Functions
L. Olfactory Smell
II. Optic Vision
III. Oculomotor Control of eye movements; pupil constriction
IV. Trochlear Control of eye movement
V. Trigeminal Skin sensations from most of the face; control of jaw muscles for chewing and swallowing
VI. Abducens Control of eye movements
VIII. Statoacoustic Hearing; equilibrium
X. Vagus Sensations from neck and thorax; control of throat, esophagus, and larynx; parasympathetic nerves to stomach,

intestines, and other organs
XI. Accessory Control of neck and shoulder movements

Cranial nerves IIL, IV, and VI are coded in red to highlight their similarity: control of eye movements.
Cranial nerve VII has other important functions as well. Nerve X (not highlighted) also contributes

to throat movements, although it is primarily known for other functions.
© Cengage Learning 2013

gans. Some of the cranial nerves include both sensory and tem. The reticular formation has descending and ascending
motor components, whereas others have just one or the portions. The descending portion is one of several brain areas
other. Damage to the medulla is fre-
quently fatal, and large doses of opiates
are life-threatening because they sup-
press activity of the medulla.

Just as the lower parts of the body are
connected to the spinal cord via sensory
and motor nerves, the receptors and mus-
cles of the head and organs connect to the
brain by 12 pairs of cranial nerves (one of ~ Cranial nerve lll
each pair on the right side and one on the
left), as shown in Table 4.4. Each cranial  Cranial nerve V:
nerve originates in a nucleus (cluster of
neurons) that integrates the sensory in-  pons
formation, regulates the motor output, or
both. The cranial nerve nuclei for nerves

Optic nerve

(Cranial nerve Il) Midbrain

Cranial nerve IV

Cranial nerve VIII — Cerebellum

V through XII are in the medulla and \C:
pons. Those for cranial nerves I through X
IV are in the midbrain and forebrain ”
(Figure 4.9). x|
The pons lies anterior and ventral to XII Medulla

the medulla. Like the medulla, it contains
nuclei for several cranial nerves. The term
pons is Latin for “bridge,” reflecting the fact
that in the pons, axons from each half of
the brain cross to the opposite side of the
spinal cord so that the left hemisphere
controls the muscles of the right side of

the bOdY and the rlght hemlsp here con- FIGURE 4.9 Cranial nerves Il through XII

tmlfl_t}l:e leftdsulile : 4 1 . Cranial nerve |, the olfactory nerve, connects directly to the olfactory bulbs of the fore-
¢ medulla and pons also CONtaIN  4in (Based on Braus, 1960)

the reticular formation and the raphe sys-

Spinal nerve

Spinal cord




that control the motor areas of the spinal cord. The ascending
portion sends output to much of the cerebral cortex, selec-
tively increasing arousal and attention in one area or another
(Guillery, Feig, & Lozsidi, 1998). The raphe system also
sends axons to much of the forebrain, modifying the brain’s
readiness to respond to stimuli (Mesulam, 1995).

The cerebellum is a large hindbrain structure with
many deep folds. It has long been known for its contribu-
tions to the control of movement (Chapter 8), and many
older textbooks describe the cerebellum as important for
“balance and coordination.” True, people with cerebellar
damage are clumsy and lose their balance, but the functions
of the cerebellum extend far beyond balance and coordina-
tion. People with damage to the cerebellum have trouble
shifting their attention back and forth between auditory
and visual stimuli (Courchesne et al., 1994). They have
much difficulty with timing, including sensory timing. For
example, they are poor at judging whether one rhythm is
faster than another.

I The Midbrain

As the name implies, the midbrain is in the middle of the
brain, although in adult mammals it is dwarfed and sur-
rounded by the forebrain. The midbrain is more prominent in

Cingulate gyrus

Frontal lobe

Corpus callosum

Tissue dividing
lateral ventricles

Nucleus accumbens
=
Hypothalamus &

g

Pituitary gland

Pons

Medulla
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birds, reptiles, amphibians, and fish. The roof of the midbrain
is called the tectum. (Tectum is the Latin word for “roof.” The
same root occurs in the geological term plate tectonics.) The
swellings on each side of the tectum are the superior collicu-
lus and the inferior colliculus (Figures 4.8 and 4.10). Both
are important for sensory processing—the inferior colliculus
for hearing and the superior colliculus for vision.

Under the tectum lies the tegmentum, the intermediate
level of the midbrain. (In Latin, tegmentum means a “covering,’
such as a rug on the floor. The tegmentum covers several other
midbrain structures, although it is covered by the tectum.)
The tegmentum includes the nuclei for the third and fourth
cranial nerves, parts of the reticular formation, and extensions
of the pathways between the forebrain and the spinal cord or
hindbrain. Another midbrain structure, the substantia nigra,
gives rise to a dopamine-containing pathway that facilitates
readiness for movement (Chapter 8).

I The Forebrain

The forebrain is the most prominent part of the mammalian
brain. It consists of two cerebral hemispheres, one on the left
and one on the right (Figure 4.11). Each hemisphere is or-
ganized to receive sensory information, mostly from the con-
tralateral (opposite) side of the body, and to control muscles,

Parietal lobe

Thalamus

Occipital lobe

i\

Superior and
inferior colliculi

Midbrain

Cerebellum

Spinal cord

FIGURE 4.10 A sagittal section through the human brain
(After Nieuwenhuys, Voogd, & vanHuijzen, 1988)

\ 5 Central canal of
1 ‘ spinal cord
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mostly on the contralateral side, by way of axons to the spinal
cord and the cranial nerve nuclei.

The outer portion is the cerebral cortex. (Cerebrum is a
Latin word meaning “brain.” Cortex is a Latin word for
“bark” or “shell.”) Under the cerebral cortex are other struc-
tures, including the thalamus, which is the main source of
input to the cerebral cortex. The basal ganglia are a set of
structures important for certain aspects of movement. A
number of other interlinked structures, known as the lim-
bic system, form a border (or limbus, the Latin word for
“border”) around the brainstem. These structures are par-
ticularly important for motivations and emotions, such as
eating, drinking, sexual activity, anxiety, and aggression. The
limbic system includes the olfactory bulb, hypothalamus,
hippocampus, amygdala, and cingulate gyrus of the cerebral
cortex. Figure 4.12 shows the positions of these structures
in three-dimensional perspective. Figures 4.10 and 4.13
show coronal (from the front) and sagittal (from the side)
sections through the human brain. Figure 4.13 also includes
a view of the ventral surface of the brain.

In describing the forebrain, we begin with the subcorti-
cal areas. The next module focuses on the cerebral cortex. In
later chapters, we return to each of these areas as they be-
come relevant.

Thalamus

The thalamus and hypothalamus form the diencephalon, a
section distinct from the telencephalon, which is the rest of
the forebrain. The thalamus is a pair of structures (left and
right) in the center of the forebrain. The term derives from a

Anterior

Frontal lobe

Precentral gyrus

Central sulcus
Postcentral gyrus

Parietal lobe

Occipital lobe

Posterior

Courtesy of Dr. Dana Copeland

Greek word meaning “anteroom,” “inner chamber,” or “bridal
bed.” It resembles two avocados joined side by side, one in
the left hemisphere and one in the right. Most sensory in-
formation goes first to the thalamus, which processes it and
sends output to the cerebral cortex. An exception to this rule
is olfactory information, which progresses from the olfactory
receptors to the olfactory bulbs and then directly to the ce-
rebral cortex.

Many nuclei of the thalamus receive their input from a
sensory system, such as vision, and transmit information to a
single area of the cerebral cortex, as in Figure 4.14. The cere-
bral cortex sends information back to the thalamus, prolong-
ing and magnifying certain kinds of input at the expense of
others, thereby focusing attention on particular stimuli (Ko-

mura et al., 2001).

Hypothalamus

The hypothalamus is a small area near the base of the brain
just ventral to the thalamus (Figures 4.10 and 4.12). It has
widespread connections with the rest of the forebrain and
the midbrain. The hypothalamus contains a number of dis-
tinct nuclei, which we examine in Chapters 10 and 11. Partly
through nerves and partly through hypothalamic hormones,
the hypothalamus conveys messages to the pituitary gland,
altering its release of hormones. Damage to any hypotha-
lamic nucleus leads to abnormalities in motivated behaviors,
such as feeding, drinking, temperature regulation, sexual be-
havior, fighting, or activity level. Because of these important
behavioral effects, the small hypothalamus attracts much re-
search attention.

Frontal lobe of
cerebral cortex

Corpus callosum
Lateral ventricles
(anterior parts)

Basal ganglia

Thalamus
Hippocampus

Lateral ventricles
(posterior parts)

FIGURE 4.11 Dorsal view of the brain surface and a horizontal section through the brain
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Cingulate gyrus

Thalamus

Hypothalamus

Mamillary body

Hippocampus

Amygdala

Olfactory bulb

FIGURE 4.12 The limbic system is a set of subcortical structures that form a border (or limbus) around the brainstem
(© Cengage Learning 2013)
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Courtesy of Dr. Dana Copeland

(a) Anterior commissure (b)

FIGURE 4.13 Two views of the human brain
(a) A coronal section. Note how the corpus callosum and anterior commissure provide communication between the left and right hemi-
spheres. (b) The ventral surface. The optic nerves (cut here) extend from the eyes to the brain.
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Primary motor cortex

Frontal cortex

Optic tract

Dorsomedial nucleus

Ventral lateral nucleus

Ventral posterior nucleus

Lateral geniculate body

Primary
somatosensory
cortex

Occipital cortex

Pulvinar nucleus

FIGURE 4.14 Routes of information from the thalamus to the cerebral cortex
Each thalamic nucleus projects its axons to a different location in the cortex. (After Nieuwenhuys, Voogd, & vanHuijzen, 1988)

Pituitary Gland

The pituitary gland is an endocrine (hormone-producing)
gland attached to the base of the hypothalamus by a stalk that
contains neurons, blood vessels, and connective tissue (Figure
4.10). In response to messages from the hypothalamus, the pi-
tuitary synthesizes hormones that the blood carries to organs

throughout the body.

Basal Ganglia

The basal ganglia, a group of subcortical structures lateral
to the thalamus, include three major structures: the caudate
nucleus, the putamen, and the globus pallidus (Figure 4.15).
Some authorities include other structures as well.

The basal ganglia have subdivisions that exchange infor-
mation with different parts of the cerebral cortex. It has long
been known that damage to the basal ganglia impairs move-
ment, as in conditions such as Parkinson’s disease and Hun-
tington’s disease. However, the role of the basal ganglia ex-

tends beyond movement. The basal ganglia are critical for
learning and remembering how to do something (as opposed
to learning factual information or remembering specific
events). They are also important for attention, language, plan-
ning, and other cognitive functions (Stocco, Lebiere, & An-

derson, 2010).

Basal Forebrain

Several structures lie on the ventral surface of the forebrain,
including the nucleus basalis, which receives input from
the hypothalamus and basal ganglia and sends axons that
release acetylcholine to widespread areas in the cerebral
cortex (Figure 4.16). The nucleus basalis is a key part of
the brain’s system for arousal, wakefulness, and attention,
as we consider in Chapter 9. Patients with Parkinson’s dis-
ease and Alzheimer’s disease have impairments of attention
and intellect because of inactivity or deterioration of their
nucleus basalis.
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Hippocampus

The hippocampus (from the Latin word meaning “sea-
horse,” a shape suggested by the hippocampus) is a large
structure between the thalamus and the cerebral cortex,
mostly toward the posterior of the forebrain, as shown in
Figure 4.12. We consider the hippocampus in more detail

Nucleus basalis
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Caudate
nucleus

Putamen
(lateral) FIGURE 4.15 The basal ganglia
The thalamus is in the center, the
basal ganglia are lateral to it, and
the cerebral cortex is on the outside.
(After Nieuwenhuys, Voogd, & vanHui-

jzen, 1988)

Amygdala

in Chapter 12. The gist of that discussion is that the hip-
pocampus is critical for storing certain kinds of memories,
especially memories for individual events. People with hip-
pocampal damage have trouble storing new memories, but
they do not lose all the memories they had before the dam-
age occurred.

FIGURE 4.16 The basal forebrain
The nucleus basalis and other struc-
tures in this area send axons through-
out the cortex, increasing its arousal
and wakefulness through release of
the neurotransmitter acetylcholine.
(After Woolf, 1991)
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7. Of the following, which are in the hindbrain, which in the
midbrain, and which in the forebrain: basal ganglia, cer-
ebellum, hippocampus, hypothalamus, medulla, pituitary
gland, pons, substantia nigra, superior and inferior col-
liculi, tectum, tegmentum, thalamus?

8. Which area is the main source of input to the cerebral
cortex?
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1 The Ventricles

The nervous system begins its development as a tube sur-
rounding a fluid canal. The canal persists into adulthood as
the central canal, a fluid-filled channel in the center of the
spinal cord, and as the ventricles, four fluid-filled cavities
within the brain. Each hemisphere contains one of the two
large lateral ventricles (Figure 4.17). Toward their posterior,
they connect to the third ventricle, positioned at the midline,
separating the left thalamus from the right thalamus. The
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FIGURE 4.17 The cerebral ventricles

Courtesy of Dr. Dana Copeland

(b)

third ventricle connects to the fourth ventricle in the center of
the medulla.

Cells called the choroid plexus inside the four ventricles
produce cerebrospinal fluid (CSF), a clear fluid similar to
blood plasma. CSF fills the ventricles, flowing from the lateral
ventricles to the third and fourth ventricles. From the fourth
ventricle, some of it flows into the central canal of the spinal
cord, but more goes into the narrow spaces between the brain
and the thin meninges, membranes that surround the brain
and spinal cord. In one of those narrow spaces, the subarach-
noid space, the blood gradually reabsorbs the CSFE. Although
the brain has no pain receptors, the meninges do, and menin-
gitis—inflammation of the meninges—is painful. Swollen
blood vessels in the meninges are responsible for the pain of a
migraine headache (Hargreaves, 2007).

Cerebrospinal fluid cushions the brain against mechani-
cal shock when the head moves. It also provides buoyancy.
Just as a person weighs less in water than on land, cerebro-
spinal fluid helps support the weight of the brain. It also
provides a reservoir of hormones and nutrition for the brain
and spinal cord.

If the low of CSF is obstructed, it accumulates within the
ventricles or in the subarachnoid space, increasing pressure on
the brain, When this occurs in infants, the skull bones spread,
causing an overgrown head. This condition, known as hydro-
cephalus (HI-dro-SEFF-ah-luss), is usually associated with

mental retardation.

Lateral
ventricles

Anterior

Posterior——

(a) Diagram showing positions of the four ventricles. (b) Photo of a human brain, viewed from above, with a horizontal cut through one
hemisphere to show the position of the lateral ventricles. Note that the two parts of this figure are seen from different angles.
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Learning Neuroanatomy

4.1 Structure of the Vertebrate Nervous System 99

The brain is a complex structure. This module has introduced a
great many terms and facts. Do not be discouraged if you have
trouble remembering them. It will help to return to this module
to review anatomy as you encounter structures again in later
chapters, Gradually, the material will become more familiar.

SUMMARY

1. The vertebrate nervous system has two main divisions,
the central nervous system and the peripheral nervous

system. 86

2. Each segment of the spinal cord has a sensory nerve and
a motor nerve on both the left and right sides. Spinal
pathways convey information to the brain. 88

3. The sympathetic nervous system (one of the two
divisions of the autonomic nervous system) activates the
body’s internal organs for vigorous activities. The
parasympathetic system (the other division) promotes
digestion and other nonemergency processes. 89

4. The central nervous system consists of the spinal cord,
the hindbrain, the midbrain, and the forebrain. 91

KEY TERMS

It helps to see the brain from different angles and perspec-
tives. Check this fantastic website, The Whole Brain Atlas,
which includes detailed photos of both normal and abnormal
human brains: http://www.med.harvard.edu/AANLIB/
home.html

5. The hindbrain consists of the medulla, pons, and
cerebellum. The medulla and pons control breathing,
heart rate, and other vital functions through the cranial
nerves. The cerebellum contributes to movement and
timing short intervals, 91

6. The cerebral cortex receives its sensory information
(except for olfaction) from the thalamus. 94

7. The subcortical areas of the forebrain include the
thalamus, hypothalamus, pituitary gland, basal ganglia,
and hippocampus. 94

8. The cerebral ventricles contain fluid that provides
buoyancy and cushioning for the brain. 98

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book’s Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

hindbrain 91
hippocampus 97
hypothalamus 94
inferior colliculus
limbic system 94
medulla 91
meninges 98
midbrain 93

neuroanatomy 85

autonomic nervous system 87
basal ganglia 96
Bell-Magendie law 88
brainstem 91
central canal 98
central nervous system

(CNS) 86
cerebellum 93
cerebrospinal fluid (CSF) 98
cranial nerves 91
dorsal 87
dorsal root ganglia 88
forebrain 93

gray matter 88 pons 92

THOUGHT QUESTION
The drug phenylephrine is sometimes prescribed for people

suffering from a sudden loss of blood pressure or other med-
ical disorders. It acts by stimulating norepinephrine syn-

nucleus basalis 96

parasympathetic nervous system 89
peripheral nervous system (PNS) 86
pituitary gland 96

raphe system 93
reticular formation 93
somatic nervous system 86
spinal cord 88
substantia nigra 93
superior colliculus 93
sympathetic nervous
system 89
tectum 93
tegmentum 93
thalamus 94
ventral 87
ventricles 98
white matter 88

apses, including those that constrict blood vessels. One com-
mon side effect of this drug is goose bumps. Explain why.
What other side effects might be likely?


http://www.med.harvard.edu/AANLIB/home.html
http://www.med.harvard.edu/AANLIB/home.html

MODULE 4.2

The Cerebral Cortex

he most prominent part of the mammalian brain is the

cerebral cortex, consisting of the cellular layers on the

outer surface of the cerebral hemispheres. The cells of
the cerebral cortex are gray matter, and their axons extending
inward are white matter (Figure 4.13). Neurons in each
hemisphere communicate with neurons in the corresponding
part of the other hemisphere through two bundles of axons,
the corpus callosum (Figures 4.10, 4.11, and 4.13) and the
smaller anterior commissure (Figure 4.13). Several other
commissures (pathways across the midline) link subcortical
structures.

If we compare mammalian species, we see differences in
the size of the cerebral cortex and the degree of folding (Fig-
ure 4.18). The cerebral cortex constitutes a higher percentage
of the brain in primates—monkeys, apes, and humans—than
in other species of comparable size. Figure 4.19 shows the size
of the cerebral cortex in comparison to the rest of the brain for
insectivores and two suborders of primates (Barton & Harvey,
2000). Figure 4.20 compares species in another way (D. A.
Clark, Mitra, & Wang, 2001). The investigators arranged the
insectivores and primates from left to right in terms of what
percentage of their brain was devoted to the forebrain, which
includes the cerebral cortex. They also inserted tree shrews, a
species often considered intermediate. Note that as the pro-
portion devoted to the forebrain increases, the relative sizes of

Chimpanzee
Pan troglodytes

European hedgehog
Erinaceus europaeus

Florida manatee
Trichechus manatus latirostris

FIGURE 4.18 Comparison of mammalian brains

Homo sapiens

the midbrain and medulla decrease. Curiously, the cerebellum
occupies a remarkably constant percentage—approximately
13% of any mammalian brain (D. A. Clark et al., 2001). That
is, the cerebellum maintains an almost constant proportion to

the whole brain. (Why? No one knows.)

Organization of the Cerebral
Cortex

The microscopic structure of the cells of the cerebral cortex
varies from one cortical area to another and correlates with
differences in function. Much research has been directed to-
ward understanding the relationship between structure and
function.

In humans and most other mammals, the cerebral cortex
contains up to six distinct laminae, layers of cell bodies that
are parallel to the surface of the cortex and separated from
each other by layers of fibers (Figure 4.21). The laminae vary
in thickness and prominence from one part of the cortex to
another, and a given lamina may be absent from certain areas.
Lamina V, which sends long axons to the spinal cord and
other distant areas, is thickest in the motor cortex, which has
the greatest control of the muscles. Lamina I'V, which receives
axons from the various sensory nuclei of the thalamus, is

Equus burchelli

Human —
North American raccoon 1em
Procyon lotor

The human brain is the largest of those shown, although whales, dolphins, and elephants have still larger brains. All mammals have the
same brain subareas in the same locations. (From the University of Wisconsin—Madison Comparative Mammalian Brain Collection, Wally

Welker, Curator. Project supported by the Natural Science Foundation.)
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FIGURE 4.19 Relationship between
volume of the cortex and volume of the
rest of the brain

For each of the three groups, cortical volume
increases quite predictably as a function of
the volume of the rest of the brain. However,
the lines for the two primate groups are
displaced upward. (Fig. 1, p. 1055 in R. A.
Barton & R. H. Harvey, “Mosaic evolution of
brain structure in mammals.” Nature, 405, p.
1055-1058. Reprinted with permission from
Nature. Copyright © 2000 Macmillan Maga-
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Rest of brain volume

prominent in all the primary sensory areas (visual, auditory,
and somatosensory) but absent from the motor cortex.

The cells of the cortex are also organized into columns of
cells perpendicular to the laminae. Figure 4.22 illustrates the
idea of columns, although in nature they are not so straight.
The cells within a given column have similar properties to one

Forebrain other than thalamus and hypothalamus
0.8
£
s
S
< 0.6
S
2
N
o
‘5 0.4 Thalamus and hypothalamus
©
s Midbrain
=5
0.2 Medulla

Primates

Insectivores

Transitional

FIGURE 4.20 Relative sizes of five brain components in
insectivores and primates

The forebrain composes a larger percentage of primate than
insectivore brains. Note also the near constant fraction devoted
to the cerebellum. (Fig. 1, p. 189 in D. A. Clark, R P Mitra, & S. S-H.
Wong, “Scalable architecture in mammalian brains.” Nature, 411,
pp. 189-193. Reprinted with permission from Nature. Copyright ©
2001 Macmillan Magazine Limited.)

|
100,000 zine Limited.)

another. For example, if one cell in a column responds to touch
on the palm of the left hand, then the other cells in that col-
umn do, too. If one cell responds to a horizontal pattern of
light at a particular location, then other cells in the column
respond to the same pattern in nearby locations.

We now turn to some specific parts of the cortex. Re-
searchers make fine distinctions among areas of the cerebral
cortex based on the structure and function of cells. For conve-
nience, we group these areas into four lobes named for the
skull bones that lie over them: occipital, parietal, temporal,
and frontal.

Laminae Composition

= Mostly dendrites
1 and long axons
Small pyramidal cells

Molecular layer |

External Il
granular layer

Pyramidal - | Pyramidal cells
cell layer

— Small cells; main site
Internal

for incoming sensory
information

Large pyramidal cells;
main source of motor
. output

granular layer

Inner pyramidal \,_|
layer
Via [~

Multiform
layer

Spindle cells

Vib

FIGURE 4.21 The six laminae of the human cerebral cortex
(From S. W. Ranson & S. L. Clark, The Anatomy of the Nervous
System, 1959. Copyright © 1959 W. B. Saunders Co. Reprinted by
permission.)




102 CHAPTER 4 Anatomy of the Nervous System

surface of cortex

White matter

FIGURE 4.22 Columns in the cerebral cortex

Each column extends through several laminae. Neurons within a
given column have similar properties. For example, in the somato-
sensory cortex, all the neurons within a given column respond to
stimulation of the same area of skin. (© Cengage Learning 2013)

9. If several neurons of the visual cortex all respond best
when the retina is exposed to horizontal lines of light,
then those neurons are probably in the same .

ANSWER uwin|od "¢

I The Occipital Lobe

The occipital lobe, at the posterior (caudal) end of the cortex
(Figure 4.23), is the main target for visual information. The
posterior pole of the occipital lobe is known as the primary
visual cortex, or striate cortex, because of its striped appear-
ance in cross-section. Destruction of any part of the striate
cortex causes cortical blindness in the related part of the visual
field. For example, extensive damage to the striate cortex of
the right hemisphere causes blindness in the left visual field
(that is, the left side of the wotld from the viewer’s perspec-
tive). A person with cortical blindness has normal eyes and
pupillary reflexes, but no conscious visual perception and no
visual imagery (not even in dreams). People who suffer eye
damage become blind, but if they have an intact occipital

cortex and previous visual experience, they can still imagine
visual scenes and can still have visual dreams (Sabo & Kirtley,
1982). In short, the eyes provide the stimulus and the visual
cortex provides the experience.

1 The Parietal Lobe

The parietal lobe lies between the occipital lobe and the cen-
tral sulcus, one of the deepest grooves in the surface of the
cortex (Figure 4.23). The area just posterior to the central
sulcus, the postcentral gyrus, or primary somatosensory cor-
tex, receives sensations from touch receptors, muscle-stretch
receptors, and joint receptors. Brain surgeons sometimes use
only local anesthesia (anesthetizing the scalp but leaving the
brain awake). If during this process they lightly stimulate the
postcentral gyrus, people report tingling sensations on the op-
posite side of the body.

The postcentral gyrus includes four bands of cells paral-
lel to the central sulcus. Separate areas along each band re-
ceive simultaneous information from different parts of the
body, as shown in Figure 4.24a (Nicolelis et al., 1998). Two
of the bands receive mostly light-touch information, one re-
ceives deep-pressure information, and one receives a combi-
nation of both (Kaas, Nelson, Sur, Lin, & Merzenich,
1979). In effect, the postcentral gyrus represents the body
four times.

Information about touch and body location is important
not only for its own sake but also for interpreting visual and
auditory information. For example, if you see something in
the upper-left portion of the visual field, your brain needs to
know which direction your eyes are turned, the position of
your head, and the tilt of your body before it can determine
the location of whatever you see. The parietal lobe monitors
all the information about eye, head, and body positions and
passes it on to brain areas that control movement (Gross &
Graziano, 1995). The parietal lobe is essential not only for
spatial information but also numerical information (Hub-
bard, Piazza, Pinel, & Dehaene, 2005). That overlap makes
sense when you consider all the ways in which numbers relate
to space—including the fact that we initially use our fingers to
count.

I The Temporal Lobe

The temporal lobe is the lateral portion of each hemisphere,
near the temples (Figure 4.23). It is the primary cortical target
for auditory information. The human temporal lobe—in most
cases, the left temporal lobe—is essential for understanding
spoken language. The temporal lobe also contributes to com-
plex aspects of vision, including perception of movement and
recognition of faces. A tumor in the temporal lobe may give
rise to elaborate auditory or visual hallucinations, whereas a
tumor in the occipital lobe ordinarily evokes only simple sen-
sations, such as flashes of light. When psychiatric patients re-
port hallucinations, brain scans detect extensive activity in the

temporal lobes (Dierks et al., 1999).
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FIGURE 4.23 Areas of the human cerebral cortex
(@) The four lobes: occipital, parietal, temporal, and frontal. (b) The primary sensory cortex for vision, hearing, and body sensations; the
primary motor cortex; and the olfactory bulb, a noncortical area responsible for the sense of smell. (Part b: T. W. Deacon, 1990)
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(a) Somatosensory cortex (b) Motor cortex

FIGURE 4.24 Approximate representation of sensory and motor information in the cortex
(a) Each location in the somatosensory cortex represents sensation from a different body part. (b) Each location in the motor cortex
regulates movement of a different body part. (After Penfield & Rasmussen, 1950)
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The temporal lobes are also important for emotional and
motivational behaviors. Temporal lobe damage can lead to a
set of behaviors known as the Kliiver-Bucy syndrome (named
for the investigators who first described it). Previously wild
and aggressive monkeys fail to display normal fears and anxi-
eties after temporal lobe damage (Kliiver & Bucy, 1939). They
put almost anything they find into their mouths and attempt
to pick up snakes and lighted matches (which intact monkeys
consistently avoid). Interpreting this behavior is difficult. For
example, a monkey might handle a snake because it is no lon-
ger afraid (an emotional change) or because it no longer recog-
nizes what a snake is (a cognitive change). We explore these
issues in Chapter 12.

1 The Frontal Lobe

The frontal lobe, containing the primary motor cortex and
the prefrontal cortex, extends from the central sulcus to the
anterior limit of the brain (Figure 4.23). The posterior por-
tion of the frontal lobe just anterior to the central sulcus, the
precentral gyrus, is specialized for the control of fine move-
ments, such as moving one finger at a time. Separate areas
are responsible for different parts of the body, mostly on the
contralateral (opposite) side but also with slight control of
the ipsilateral (same) side. Figure 4.24b shows the traditional
map of the precentral gyrus, also known as the primary mo-
tor cortex. However, the map is only an approximation. For
example, within the arm area, there is no one-to-one relation-

ship between brain location and specific muscles (Graziano,
Taylor, & Moore, 2002).

The most anterior portion of the frontal lobe is the pre-
frontal cortex. In general, the larger a species’ cerebral cortex,
the higher the percentage of the prefrontal cortex it occupies
(Figure 4.25). For example, it forms a larger portion of the
cortex in humans and the great apes than in other species (Se-
mendeferi, Lu, Schenker, & Damasio, 2002). The dendrites in
the prefrontal cortex have up to 16 times as many dendritic
spines (Figure 2.7) as neurons in other cortical areas (Elston,
2000). As a result, the prefrontal cortex integrates an enor-
mous amount of information.

10. Which lobe of the cerebral cortex includes the primary
auditory cortex?

11. Which lobe of the cerebral cortex includes the primary
somatosensory cortex?

12. Which lobe of the cerebral cortex includes the primary
visual cortex?

13. Which lobe of the cerebral cortex includes the primary
motor cortex?
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FIGURE 4.25 Species
differences in prefrontal
cortex

Note that the prefrontal
cortex (blue area) consti-
tutes a larger proportion
of the human brain than of
these other species. (After Dog
Fuster, 1989)
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APPLICATIONS AND EXTENSIONS

The Rise and Fall of Prefrontal Lobotomies

Gaps left by
the lobotomy

ourtesy of Dr. Dana Copeland

s

X horizontal section of the brain of a person who

had a prefrontal lobotomy many years earlier.
The two holes in the frontal cortex are the visible
results of the operation.

You may have heard of the infamous procedure known as
prefrontal lobotomy—surgical disconnection of the pre-
frontal cortex from the rest of the brain. The surgery con-
sisted of damaging the prefrontal cortex or cutting its con-
nections to the rest of the cortex. Lobotomy began with a
report that damaging the prefrontal cortex of laboratory pri-
mates made them tamer without noticeably impairing their
sensations or coordination. A few physicians reasoned
loosely that the same operation might help people who suf-
fered from severe, untreatable psychiatric disorders.

In the late 1940s and early 1950s, about 40,000 pre-
frontal lobotomies were performed in the United States
(Shutts, 1982), many of them by Walter Freeman, a medical
doctor untrained in surgery. His techniques were crude, even
by the standards of the time, using such instruments as an
electric drill and a metal pick. He performed many operations
in his office or other nonhospital sites. (Freeman carried his
equipment in his car, which he called his “lobotomobile.”)

At first, Freeman and others limited the technique to
people with severe schizophrenia, for which no effective
treatment was available at the time. Later, Freeman lo-
botomized people with less serious disorders, including
some whom we would consider normal by today’s stan-
dards. After drug therapies became available in the mid-
1950s, lobotomies quickly dropped out of favor.

Among the common consequences of prefrontal lo-
botomy were apathy, a loss of the ability to plan and
take initiative, memory disorders, distractibility, and a
loss of emotional expressions (Stuss & Benson, 1984).
People with prefrontal damage lost their social inhibi-
tions, ignoring the rules of polite, civilized conduct. They
often acted impulsively because they failed to calculate
adequately the probable outcomes of their behaviors.
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Modern View of the Prefrontal Cortex

The prefrontal cortex is a complex structure. Different parts of it,
even a few millimeters apart from one another, perform signifi-
cantly different functions (Gilbert, Henson, & Simons, 2010).
One major function is working memory, the ability to remember
recent events, such as where you parked your car or what you
were talking about before being interrupted (Goldman-Rakic,
1988). People with damage to the prefrontal cortex have trouble
on the delayed-response task, in which they see or hear some-
thing, and then have to respond to it after a delay.

The prefrontal cortex is also important for making deci-
sions and planning movements, especially for behaviors that
depend on the context (E. Miller, 2000). For example, if the
phone rings, do you answer it? It depends: You would in your
own home, but probably not in someone else’s. If you see a
good friend from a distance, do you shout out a greeting? Yes
in a public park, but not in a library. People with prefrontal
cortex damage often fail to adjust to their context, so they be-
have inappropriately or impulsively.

14. What are the functions of the prefrontal cortex?
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How Do the Parts Work
Together?

How do various brain areas combine to produce integrated
behavior and the experience of a single self? Consider the
sensory areas of the cerebral cortex. The visual area, auditory
area, and somatosensory area are in different locations, only
weakly connected with one another. When you hold your ra-
dio or iPod, how does your brain know that the object you see
is also what you feel and what you hear?

The question of how various brain areas produce a percep-
tion of a single object is known as the binding problem, or
large-scale integration problem. In an eatlier era, researchers
thought that various kinds of sensory information converged
onto what they called the association areas of the cortex (Fig-
ure 4.26). Their guess was that those areas “associate” vision
with hearing, hearing with touch, or current sensations with
memories of previous experiences. Later research found that
the association areas perform advanced processing on a par-
ticular sensory system, such as vision or hearing, but few cells
combine one sense with another. Discarding the idea that
various senses converge in the association areas called atten-
tion to the binding problem. If different sensory paths don't
converge, then how do we know that something we see is also
what we hear or feel?
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FIGURE 4.26 An old, somewhat misleading view of the
cortex

Note the designation “association centre” in this illustration of
the cortex from an old introductory psychology textbook (Hunter,
1923). Today’s researchers are more likely to regard those areas
as “additional sensory areas.”

Although we cannot fully explain binding, we know what
is necessary for it to occur: It occurs if you perceive two sensa-
tions as happening at the same time and in the same place. For
example, when a skilled ventriloquist makes the dummy’s
mouth move at the same time as his or her own speech, in
nearly the same place, you perceive the sound as coming from
the dummy. As part of this illusion, the visual stimulus alters
the response of the auditory cortex, so that the sound really
does seem to come from the same location as the dummy’s
mouth (Bonath et al.,, 2007). In contrast, when you watch a
foreign-language film that was poorly dubbed and the lips do
not move at the same time as the speech, you perceive that the
words did not come from those lips.

Applying these principles, researchers arranged a camera to
video someone’s back and sent the pictures to a three-
dimensional display mounted to the person’s head. The person
viewed his or her own back, apparently 2 meters in front. Then
someone stroked the participant’s back, so that the person si-
multaneously felt the touch and saw the action, apparently 2
meters in front. After a while, the person had what you might
call an “out of body” experience, perceiving the body as being 2
meters in front of its real position. When asked, “please return
to your seat,” the person walked to a spot displaced from the

actual seat, as if he or she had actually been moved forward
(Lenggenhager, Tadi, Metzinger, & Blanke, 2007).

Here is a demonstration you can try: If you see a light
flash once while you hear two beeps, you will sometimes think
you saw the light flash twice. If the tone is soft, you may expe-
rience the opposite: The tone beeps twice during one flash of
light, and you think you heard only one beep. If you saw three
flashes of light, you might think you heard three beeps (An-
dersen, Tiippana, & Sams, 2004). The near simultaneity of
lights and sounds causes you to bind them and
perceive an illusion. You can experience this
phenomenon with the Online Try It Yourself
activity “Illustration of Binding.”

Here is another great demonstration to try
(I. H. Robertson, 2005). Position yourself parallel to a large
mirror, as in Figure 4.27, so that you see your right hand and
its reflection in the mirror. Keep your left hand out of sight.
Now repeatedly clench and unclench both hands in unison.
Wiggle your fingers, touch your thumb to each finger, and so
forth, in each case doing the same thing with both hands at
the same time. At each moment you will feel your left hand
doing the same thing you see the hand in the mirror doing,
which (being the mirror image of your right hand) looks like
your left hand. After 2 or 3 minutes, you may
start to feel that the hand in the mirror is your
own left hand. Some people feel that they have
three hands—the right hand, the real left hand,

and the apparent left hand in the mirror!

TRY IT
YOURSELF

FIGURE 4.27 An illusion to demonstrate binding
Clench and unclench both hands while looking at your right
hand and its reflection in the mirror. Keep your left hand out
of sight. After a couple of minutes, you may start to experi-
ence the hand in the mirror as being your own left hand.

(© Cengage Learning 2013)




So binding depends on perceiving two or more aspects of
a stimulus as coming from approximately the same location.
People with damage to the parietal cortex have trouble locat-
ing objects in space—that is, they are not sure where anything
is—and they often fail to bind objects. For example, if they see
a display such as

they might report seeing a green triangle and a red square
instead of a red triangle and a green square (L. Robertson,
Treisman, Friedman-Hill, & Grabowecky, 1997; Treisman,
1999; R. Ward, Danziger, Owen, & Rafal, 2002; Wheeler &
Treisman, 2002).

Even people with intact brains sometimes make mistakes

of this kind if the displays are flashed very briefly or while they

MODULE 4.2 m IN CLOSING

Functions of the Cerebral Cortex
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are distracted (Holcombe & Cavanagh, 2001;
Lehky, 2000). You can experience this failure
of binding with the Online Try It Yourself ac-
tivity “Failure of Binding,”

15. What is meant by the binding problem, and what is neces-
sary for binding to occur?
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The human cerebral cortex is so large that we easily slip into
thinking of it as “the” brain. In fact, only mammals have a true
cerebral cortex, and many animals produce impressive and com-
plex behaviors without a cerebral cortex.

What, then, is the function of the cerebral cortex? The pri-
mary function seems to be one of elaborating sensory material.

SUMMARY

1. Although brain size varies among mammalian species,
the overall organization is similar. 100

2. The cerebral cortex has six laminae (layers) of neurons.
A given lamina may be absent from certain parts of the
cortex, For example, the lamina responsible for sensory
input is absent from the motor cortex. The cortex is
organized into columns of cells arranged perpendicular
to the laminae. 100

3. The occipital lobe of the cortex is primarily responsible
for vision. Damage to part of the occipital lobe leads to
blindness in part of the visual field. 102

4. The parietal lobe processes body sensations. The
postcentral gyrus contains four separate representations

of the body. 102

5. The temporal lobe contributes to hearing, complex
aspects of vision, and processing of emotional
information. 102

Even fish, which have no cerebral cortex, can see, hear, and so
forth, but they do not recognize and remember all the complex
aspects of sensory stimuli that mammals do. The cerebral cor-
tex takes information and analyzes it in great detail.

6. The frontal lobe includes the precentral gyrus, which
controls fine movements. It also includes the prefrontal
cortex, which contributes to memories of recent stimuli
and planning of movements. 104

7. The prefrontal cortex is important for working memory
and for planning actions that depend on the
context. 105

8. The binding problem is the question of how we connect
activities in different brain areas, such as sights and
sounds. The various brain areas do not all send their
information to a single central processor. 105

9. Binding requires perceiving that two aspects of a
stimulus (such as sight and sound) occurred at the same
place at the same time. 106
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KEY TERMS

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book’s Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

anterior commissure 100 delayed-response task 105 postcentral gyrus 104
binding problem 105 frontal lobe 104 prefrontal cortex 104
central sulcus 102 Kliiver-Bucy syndrome 104 prefrontal lobotomy 105
cerebral cortex 100 laminae 100 primates 100

columns 101 occipital lobe 102 temporal lobe 102
corpus callosum 100 parietal lobe 102

THOUGHT QUESTION
When monkeys with Kliiver-Bucy syndrome pick up lighted ~ object. What kind of research method might help answer

matches and snakes, we do not know whether they are dis-  this question?
playing an emotional deficit or an inability to identify the



MODULE 4.3

Research Methods

magine yourself trying to understand a large, complex ma-

chine. You could begin by describing the appearance and

location of the machine’s parts. That task could be formida-
ble, but it is easy compared to discovering what each part does.

Similarly, describing the structure of the brain is difficult
enough, but the real challenge is to discover how it works.
Throughout the text, we shall consider many research meth-
ods as they become relevant. However, most methods fall into
a few categories. This module provides an overview of those
categories and the logic behind them:

1. Examine the effects of brain damage. After damage or
temporary inactivation, what aspects of behavior are
impaired?

2. Examine the effects of stimulating a brain area. Ideally, if
damaging some area impairs a behavior, stimulating that
area should enhance the behavior.

3. Record brain activity during behavior. We might record
changes in brain activity during fighting, sleeping, finding
food, solving a problem, or any other behavior.

4. Correlate brain anatomy with behavior. Do people with
some unusual behavior also have unusual brains? If so, in
what way?

1 Effects of Brain Damage

In 1861, French neurologist Paul Broca found that a patient
who had lost the ability to speak had damage in part of his
left frontal cortex. Additional patients with loss of speech
also showed damage in and around that area, now known as
Broca’s area. This discovery revolutionized neurology, as many
other physicians at the time doubted that different brain areas
had different functions at all.

Since then, researchers have made countless reports of be-
havioral impairments after brain damage. Brain damage can
produce an inability to recognize faces, an inability to perceive
motion, a shift of attention to the right side of the body and
world, increased or decreased hunger, changes in emotional
responses, memory impairments, and a host of other highly
specialized effects.

Some of the most interesting results come from humans
with brain damage, but human studies have their limitations.
Few people have damage confined to just one brain area, and
no two people have exactly the same damage. Therefore re-
searchers often turn to producing carefully localized damage in
laboratory animals. An ablation is a removal of a brain area,
generally with a surgical knife. However, surgical removal is
difficult for tiny structures far below the surface of the brain. In
that case, researchers make a lesion, meaning damage. To dam-
age a structure in the interior of the brain, researchers use a
stereotaxic instrument, a device for the precise placement of
electrodes in the brain (Figure 4.28). By consulting a stereo-
taxic atlas (map) of some species’ brain, a researcher aims an
electrode at the desired position relative to certain landmarks
on the skull. Then the researcher anesthetizes an animal, drills
a small hole in the skull, inserts the electrode (which is insu-
lated except at the tip), lowers it to the target, and passes an

James W. Kalat

FIGURE 4.28 A stereotaxic instrument for locating brain
areas in small animals

Using this device, researchers can insert an electrode to stimu-
late, record from, or damage any point in the brain.

109
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electrical current just sufficient to damage that area.
For example, researchers have made lesions in parts of
the hypothalamus to explore their contributions to
eating and drinking. After the death of the animal,
someone takes slices of its brain, applies stains, and
verifies the actual location of the damage.

Suppose a researcher makes a lesion and reports
some behavioral deficit. You might ask, “How do we
know the deficit wasn't caused by anesthetizing the
animal, drilling a hole in its skull, and lowering an
electrode to this target?” (Good question.) To test
this possibility, an experimenter produces a sham le-
sion in a control group, performing all the same pro-
cedures except for passing the electrical current. Any
behavioral difference between the two groups must
result from the lesion and not the other procedures.

Besides lesions, several other procedures can in-
activate various brain structures or systems. In the
gene-knockout approach, researchers use biochemical
methods to direct a mutation to a particular gene
that is important for certain types of cells, transmit-
ters, or receptors (Joyner & Guillemot, 1994).

Transcranial magnetic stimulation, the appli-
cation of an intense magnetic field to a portion of
the scalp, temporarily inactivates neurons below the
magnet (Walsh & Cowey, 2000). This procedure
enables researchers to study a given individual’s be-
havior with the brain area active, then inactive, and
then active again. Figure 4.29 shows the apparatus.
For example, one study found that when transcra-
nial magnetic stimulation temporarily silenced peo-
ple’s visual cortex, they had no conscious perception
of visual stimuli, but could nevertheless direct their

FIGURE 4.29 Apparatus for magnetic stimulation of a human brain
Procedure is known as transcranial magnetic stimulation, or TMS. (Reprinted
from "Brain Mapping: The Methods," 2e, 2002, Toga et al., pp. 691-705, 2002,
with permission from Elsevier.)

eye movements toward a light. This result suggests
that the visual cortex is necessary for conscious per-
ception, but not for all visually guided movements
(Ro, Shelton, Lee, & Chang, 2004).

After any kind of brain damage or inactivation, the prob-
lem for psychologists is to specify the exact behavioral deficit.
By analogy, suppose you cut a wire in a television and the pic-
ture disappeared. You would know that this wire is necessary
for the picture, but you would not know why. Similarly, if you
damaged a brain area and the animal stopped eating, you
wouldn't know why. Did it lose its hunger? Its ability to taste
food? Its ability to find the food? Its ability to move at all? You
would need many further behavioral tests to narrow down the
possibilities.

: Stop & Check

16. What is the difference between a lesion and an ablation?
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1 Effects of Brain Stimulation

If brain damage impairs some behavior, stimulation should
increase it. Researchers can insert electrodes to stimulate
brain areas in laboratory animals. A new technique, optogenet-
ics, enables researchers to turn on activity in targeted neurons
by a device that shines a laser light within the brain (Buchen,
2010).

With humans, the choices are more limited. Occasionally
researchers insert electrodes into the brain of someone who
already has the brain exposed in preparation for brain surgery.
In other cases, they use a less invasive (and less precise) method,
applying a magnetic field to the scalp to stimulate the brain
areas beneath it (Fitzgerald, Brown, & Daskalakis, 2002).
Whereas intense transcranial magnetic stimulation inactivates
the underlying area, a brief, mild application stimulates it.

A limitation of any stimulation study is that complex behav-
iors and experiences depend on a temporal pattern of activity
across many brain areas, not just a general increase of activity in



one, so an artificial stimulation produces artificial responses. For
example, electrically or magnetically stimulating the visual cortex
produces reports of flashing points of light, not the sight of any
recognizable object. It is easier to discover which brain area is
responsible for vision (or movement or whatever) than to dis-
cover how it produces a meaningful pattern.

= Stop & Check

17. How do the effects of brief, mild magnetic stimulation dif-
fer from those of longer, more intense stimulation?

18. Why does electrical or magnetic stimulation of the brain
seldom produce complex, meaningful sensations or
movements?
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1 Recording Brain Activity

Suppose damage to some brain area impairs a behavior (eat-
ing, for example) and stimulation of that area increases the
behavior. We can further confirm the connection if we dem-
onstrate that the activity of that area increases during occur-
rences of the behavior, With laboratory animals, researchers
insert electrodes to record brain activity, or they use more re-
cent methods that record the activity of many individual neu-
rons at the same time (Kerr & Denk, 2008).

Studies of human brains almost always use noninvasive
methods—that is, methods that record from outside the
skull without inserting anything. A device called the electro-
encephalograph (EEG) records electrical activity of the
brain through electrodes—ranging from just a few to more
than a hundred—attached to the scalp (Figure 4.30). Elec-
trodes glued to the scalp measure the average activity at any
moment for the population of cells under the electrode. The
output is then amplified and recorded. This device can record
spontaneous brain activity or activity in response to a stimu-
lus, in which case we call the results evoked potentials or
evoked responses. In one study, researchers recorded evoked
potentials from young adults as they watched pictures of
nudes of both sexes. Men reported high arousal by the female
nudes, while women reported neutral feelings to both the
males and females, but both men’s and women’s brains
showed strong evoked potentials to the opposite-sex nudes
(Costa, Braun, & Birbaumer, 2003). That is, evoked poten-
tials sometimes reveal information that self-reports do not.

A magnetoencephalograph (MEG) is similar, but in-
stead of measuring electrical activity, it measures the faint
magnetic fields generated by brain activity (Hari, 1994). Like
an EEG, an MEG recording identifies the approximate loca-

tion of activity to within about a centimeter. However, an
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FIGURE 4.30 Electroencephalography
An electroencephalograph records the overall activity of neurons
under various electrodes attached to the scalp.

MEG has excellent temporal resolution, showing changes
from 1 millisecond to the next,

Figure 4.31 shows an MEG record of brain responses to a
brief tone heard in the right ear. The diagram represents a hu-
man head as viewed from above, with the nose at the top (Hari,
1994). Researchers using an MEG can identify the times at
which various brain areas respond and thereby trace a wave of
brain activity from its point of origin to all the other areas that
process it (Salmelin, Hari, Lounasmaa, & Sams, 1994).

Another method, positron-emission tomography (PET),
provides a high-resolution image of activity in a living brain by
recording the emission of radioactivity from injected chemi-
cals. First, the person receives an injection of glucose or some
other chemical containing radioactive atoms. When a radioac-
tive atom decays, it releases a positron that immediately col-
lides with a nearby electron, emitting two gamma rays in ex-
actly opposite directions. The person’s head is surrounded by a
set of gamma ray detectors (Figure 4.32). When two detectors
record gamma rays at the same time, they identify a spot half-
way between those detectors as the point of origin of the
gamma rays. A computer uses this information to determine
how many gamma rays are coming from each spot in the brain
and therefore how much of the radioactive chemical is located
in each area (Phelps & Mazziotta, 1985). The areas showing
the most radioactivity are the ones with the most blood flow
and, therefore, presumably, the most brain activity. For an ex-
ample of a PET study, we shall see in Chapter 9 how PET
identified the brain areas that become active during a certain
stage of sleep.

Ordinarily, PET scans use radioactive chemicals with a
short half-life, made in a device called a cyclotron. Because
cyclotrons are large and expensive, PET scans are available
only at research hospitals. Furthermore, PET requires ex-
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FIGURE 4.31 A result of magnetoencephalography, showing
responses to a tone in the right ear

The nose is shown at the top. For each spot on the diagram,

the display shows the changing response over a few hundred

ms following the tone. (Note calibration at lower right.) The tone
evoked responses in many areas, with the largest responses in
the temporal cortex, especially on the left side. (Reprinted from
Neuroscience: From the Molecular to the Cognitive, by R. Hari,
1994, p. 165, with kind permission from Elsevier Science—NL, Sara
Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands.)

FIGURE 4.32 A PET scanner

A person engages in a cognitive task while attached to this ap-
paratus that records which areas of the brain become more active
and by how much.

posing the brain to radioactivity. For most purposes, PET
scans have been replaced by functional magnetic resonance
imaging (fMRI), which is less expensive and less risky. Stan-
dard MRI scans record the energy released by water mole-
cules after removal of a magnetic field. (The text provides
more details about this method later.) An fMRI is a modi-
fied version of MRI based on hemoglobin (the blood protein
that binds oxygen) instead of water (Detre & Floyd, 2001).
Hemoglobin with oxygen reacts to a magnetic field differ-
ently than hemoglobin without oxygen. Researchers set the

Simon Fraser, Dept. of Neuroadiology, Newcastle General Hospital/

Science Photo Library/Photo Researchers

fMRI scanner to detect hemoglobin with and without oxy-  FiguRE 4.33 An fMRI scan of a human brain
gen (Viswanathan & Freeman, 2007). When a brain area  An fMRI produces fairly detailed photos at rates up to about one
becomes more active, two relevant changes occur: First, per second. (Wagner et al., 1998)

blood vessels dilate to allow more blood flow to the area.
Second, as the brain area uses oxygen, the percentage of he-

moglobin without oxygen increases. An fMRI scan records An fMRI while you were, for example, reading would
both of these processes (Sirotin, Hillman, Bordier, & Das,  mean nothing without a comparison to something else. Re-
2009). An fMRI image has a spatial resolution of 1 or 2mm  searchers would record your brain activity while you were
(almost as good as standard MRI) and temporal resolution  reading and during a comparison task and then subtract the

of about a second (Figure 4.33). brain activity during the comparison task to determine which
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areas are more active during reading. As a comparison task,
for example, researchers might ask you to look at a page writ-
ten in a language you do not understand. That task would ac-
tivate visual areas just as the reading task did, but it presum-
ably would not activate the language areas of your brain.
Figure 4.34 illustrates the idea.

Here is one example of an fMRI study: Researchers asked
which brain areas become more active when your “mind wan-
ders” Several brain areas, including the posterior cingulate
cortex, consistently show increased activity during times when
people have no particular task (M. F. Mason et al., 2007).
Later, when researchers watched people’s performance on a
task requiring constant attention, they saw performance de-
cline whenever activity increased in these mind-wandering
areas (Weissman, Roberts, Visscher, & Woldorff, 2006). Evi-
dently, the non-task-related activity interferes with the brain
processes necessary for vigilance.

Interpreting fMRI results is a complex task. Suppose re-
searchers find that some area becomes more active while
people process emotional information. Later, during some
other activity, that area again becomes active. Can we there-
fore assume that the person is undergoing an emotional expe-
rience? Not necessarily. A given area may have many func-
tions, and we have to be cautious about equating one area
with one function.

The best way to test our understanding is this: If we
think we know what a given fMRI pattern means, we should
be able to use that pattern to identify what someone is doing
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or thinking. In other words, we should be able to use it to
read someone’s mind, to a limited degree. In one study, re-
searchers used fMRI to record activity in the visual cortex as
people looked at 1,750 photographs. Then they showed 120
new photographs similar to one or more of the original ones,
and analyzed the fMRI results with a computer. In most
cases they were able to use the fMRI results to guess which
of the new photographs the person was seeing. Accuracy was
high if they recorded the fMRI response several times to
each photo, but even with a single trial, they usually identi-
fied either the correct photo or something similar (Kay, Nas-
elaris, Prenger, & Gallant, 2008).

In another study, researchers used fMRI to monitor peo-
ple’s intentions. In each trial, a participant was to decide freely
whether to “add” or “subtract,” without telling anyone. After a
delay, a pair of numbers appeared on the screen (to be added
or subtracted, depending on the person’s decision), and then
an array of four numbers. At that point the person was to
point to the correct answer as quickly as possible. In the ex-
ample shown in Figure 4.35, if the person had decided to add,
the correct answer would be 89 (upper right) and if the deci-
sion was to subtract, the answer would be 23 (lower left). A
key point is that the numbers and their positions were unpre-
dictable. During the delay, the person could think “add” or
“subtract” but could not choose a particular position of re-
sponse. The fMRI recordings from the prefrontal cortex en-
abled researchers to predict people’s behaviors with 71% ac-
curacy (Haynes et al., 2007).

Experimental task

FIGURE 4.34 Subtraction for a brain scan procedure

Comparison task

Difference

Numbers on the brain at the left show hypothetical levels of arousal during some task, measured in arbitrary units. The brain at the
center shows activity during the same brain areas during a comparison task. The brain at the right shows the differences. The highlighted
area shows the largest difference. In actual data, the largest increases in activity would be one or two tenths of a percent.
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FIGURE 4.35 Procedure for monitoring people’s intentions
People decided silently whether to add or subtract. After a delay,
they saw two numbers. After applying either addition or subtrac-
tion, they chose the correct answer among four choices. An fMRI
during the delay could predict whether the person was about to
add or subtract. (From Haynes, J.-D., Katsuyuki, S., Rees, G., Gilbert,
S., Frith, C., & Passingham, R. E. (2007). Reading hidden intentions
in the human brain. Current Biology, 17, 323-328.)

How far can this procedure go? At this point we can read
people’s minds in only this very limited way. It would be haz-
ardous to guess how far the procedure might or might not
develop in the future. The main point is that trying to read
people’s minds (in a limited way) tests how well we under-
stand what the brain recordings mean.

’ Stop & Check

19. What does fMRI measure?

20. Suppose someone demonstrates that a particular brain
area becomes active when people are listening to music.
When that area becomes active later, what, if anything,
can we conclude?
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Correlating Brain Anatomy
with Behavior

One of the first ways ever used for studying brain function
sounds easy: Find someone with unusual behavior and then
look for unusual features of the brain. In the 1800s, Franz

Gall observed some people with excellent verbal memories
who had protruding eyes. He inferred that verbal memory
depended on brain areas behind the eyes that had pushed the
eyes forward. Gall then examined the skulls of people with
other talents or personalities. He assumed that bulges and
depressions on their skull corresponded to the brain areas be-
low them. His process of relating skull anatomy to behavior is
known as phrenology. One of his followers made the phreno-
logical map in Figure 4.36.

One problem with phrenologists was their uncritical
use of data. In some cases, they examined just one person
with a behavioral quirk to define a brain area presumably
responsible for it. Another problem was that skull shape
has little relationship to brain anatomy. The skull is thicker
in some places than others and thicker in some people than
others.

Today, researchers examine detailed brain anatomy in de-
tail in living people. One method is computerized axial to-
mography, better known as a CT or CAT scan (Andreasen,
1988). A physician injects a dye into the blood (to increase
contrast in the image) and then places the person’s head into a
CT scanner like the one shown in Figure 4.37a. X-rays are
passed through the head and recorded by detectors on the op-
posite side. The CT scanner is rotated slowly until a measure-
ment has been taken at each angle over 180 degrees. From the
measurements, a computer constructs images of the brain.
Figure 4.37b is an example. CT scans help detect tumors and
other structural abnormalities.

Another method is magnetic resonance imaging (MRI)
(Warach, 1995), based on the fact that any atom with an odd-
numbered atomic weight, such as hydrogen, has an axis of ro-
tation. An MRI device applies a powerful magnetic field
(about 25,000 times the magnetic field of the earth) to align
all the axes of rotation and then tilts them with a brief radio
frequency field. When the radio frequency field is turned off,
the atomic nuclei release electromagnetic energy as they relax
and return to their original axis. By measuring that energy,
MRI devices form an image of the brain, such as the one in
Figure 4.38. MRI shows anatomical details smaller than a
millimeter in diameter. One drawback is that the person must
lie motionless in a confining, noisy apparatus. The procedure
is usually not suitable for children or anyone who fears en-
closed places.

Researchers using these methods sometimes find that a
particular brain area is enlarged in people who have special
skills. For example, Heschl's gyrus, part of the temporal cortex
in the left hemisphere, is known to be important for hearing,
especially as it relates to language. This area is larger than av-
erage in people who are especially good at learning to identify
foreign-language sounds that are not part of their own lan-
guage (Golestani, Molko, Dehaene, LeBihan, & Pallier, 2006;
Wong et al., 2007).

Table 4.5 summarizes various methods of studying brain-
behavior relationships.
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Affective Faculties Intellectual Faculties
Propensities Sentiments Perceptive
? Desire to live 10 Cautiousness 22 Individuality
e Alimentiveness 11 Approbativeness 23 Configuration
1 Destructiveness 12 Self-esteem 24 Size
2 Amativeness 13 Benevolence 25 Weight and resistance
3 Philoprogenitiveness 14 Reverence 26 Coloring
4 Adhesiveness 15 Firmness 27 Locality
5 Inhabitiveness 16 Conscientiousness 28 Order
6 Combativeness 17 Hope 29 Calculation
7 Secretiveness 18 Marvelousness 30 Eventuality
8 Acquisitiveness 19 Ideality 31 Time
9 Constructiveness 20 Mirthfulness 32 Tune

21 Imitation 33 Language

(@)

FIGURE 4.37 CT scanner

34 Comparison
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FIGURE 4.36 A phrenologist’s map of
the brain

Neuroscientists today also try to localize
functions in the brain, but they use more
careful methods and they study such
functions as vision and hearing, not
“secretiveness” and “marvelousness.”
(From Spurzheim, 1908)

© UpperCut Images/Getty Images

(b)

(a) A person’s head is placed into the device and then a rapidly rotating source sends X-rays through the head while detectors on the
opposite side make photographs. A computer then constructs an image of the brain. (b) A view of a normal human brain generated by

computerized axial tomography (CT scanning).
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FIGURE 4.38 A view of a living brain generated by magnetic

resonance imaging

Any atom with an odd-numbered atomic weight, such as hydrogen,
has an inherent rotation. An outside magnetic field can align the
axes of rotation. A radio frequency field can then make all these
atoms move like tiny gyros. When the radio frequency field is turned
off, the atomic nuclei release electromagnetic energy as they relax.
By measuring that energy, we can obtain an image of a structure

such as the brain without damaging it.

CHAPTER 4 Anatomy of the Nervous System
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TABLE 4.5

Examine Effects of Brain Damage

Study victims of stroke, etc.
Lesion

Ablation

Gene-knockout

Transcranial magnetic stimulation

Used with humans; each person has different damage
Controlled damage in laboratory animals

Removal of a brain area

Effects wherever that gene is active (e.g., a receptor)

Intense application temporarily inactivates a brain area

Examine Effects of Stimulating a Brain Area

Stimulating electrodes

Transcranial magnetic stimulation

Record Brain Activity During Behavior

Invasive; used with laboratory animals, seldom with humans

Brief, mild application activates underlying brain area

Record from electrodes in brain
Electroencephalograph (EEG)
Evoked potentials
Magnetoencephalograph (MEG)
Positron emission tomography (PET)
Functional magnetic resonance

imaging (fMRI)

Correlate Brain Anatomy with Behavior

Invasive; used with laboratory animals, seldom humans

Records from scalp; measures changes by ms, but with low resolution of location of the signal
Similar to EEG but in response to stimuli

Similar to EEG but measures magnetic fields

Measures changes over both time and location but requires exposing brain to radiation

Measures changes over about 1 second, identifies location within 1-2 mm, no use of radiation

Computerized axial tomography (CAT)
Magnetic resonance imaging (MRI)

Maps brain areas, but requires exposure to X-rays

Maps brain areas in detail, using magnetic fields

© Cengage Learning 2013



21. Researchers today sometimes relate differences in peo-
ple’s behavior to differences in their brain anatomy. How
does their approach differ from that of phrenologists?
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1 Brain Size and Intelligence

Let’s consider in more detail a specific example of correlating
brain structure with behavior: What is the relationship be-
tween brain size and intelligence? It seems natural to assume
that bigger brains are better, but maybe it’s not that simple.

In the 1800s and early 1900s, several societies arose whose
members agreed to donate their brains after death for research
into whether the brains of eminent people were unusual in
any way. No conclusion resulted. The brains of the eminent
varied considerably, as did those of less eminent people. If
brain anatomy was related to intellect in any way, the relation
wasn't obvious (Burrell, 2004). Still, the idea lingers: Even if
brain size isn't strongly related to intelligence, shouldn't it have
some relationship?

Comparisons Across Species

All mammalian brains have the same organization, but they
differ greatly in size. You can examine a variety of mammalian
brains at the Comparative Mammalian Brain Collections web-
site: http://www.brainmuseum.org/sections/index.html
Do variations in brain size relate to animal intelligence?
We humans like to think of ourselves as the most intelligent
animals—after all, we get to define what intelligence means!
However, humans do not have the largest brains. Sperm
whales’ brains are eight times larger than ours, and elephants’
are four times larger. Perhaps, many people suggest, intelli-
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gence depends on brain-to-body ratio. Figure 4.39 illustrates
the relationship between logarithm of body mass and loga-
rithm of brain mass for various vertebrates (Jerison, 1985).
Note that the species we regard as most intelligent—such as,
ahem, ourselves—have larger brains in proportion to body size
than do the species we consider less impressive, such as frogs.
However, brain-to-body ratio has problems also: Chihua-
huas have the highest brain-to-body ratio of all dog breeds,
not because they were bred for intelligence but because they
were bred for small bodies (Deacon, 1997). Squirrel monkeys,
which are also very thin, have a higher brain-to-body ratio
than humans. (And with the increasing prevalence of human
obesity, our brain-to-body ratio is declining!) The elephant-
nose fish (Figure 4.40), which you might keep in an aquarium,
has a 3% brain-to-body ratio compared to 2% for humans
(Nilsson, 1999). So neither total brain mass nor brain-to-
body ratio puts humans in first place.
A further problem is that we lack a clear definition of ani-
mal intelligence (Macphail, 1985). No test could fairly com-
pare elephants, chimpanzees, and dolphins; each species is
intelligent in its own way. Given that studies of brain and be-
havior in nonhumans are not helping, let’s abandon that effort
and turn to humans.

Michael Dick/Earth Scenes/Animals Animals

FIGURE 4.40 An elephant-nose fish
The brain of this odd-looking fish weighs 0.3 g (0.01 ounce), which
is 3% of the weight of the whole fish—a vastly higher percentage
than most other fish and higher even than humans. What this fish
does with so much brain, we don’t know, but it may relate to the
fish’s unusual ability to detect electrical fields.

117

FIGURE 4.39 Relationship of brain mass to body mass across
species

Each species is one point within one of the polygons. In general,
log of body mass is a good predictor of log of brain mass. Note that
primates in general and humans in particular have a large brain mass
in proportion to body mass. (Adapted from Jerison, 1985)
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22. Why are both brain size and brain-to-body ratio unsatisfac-
tory ways of estimating animal intelligence?
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Comparisons Among Humans

For many years, studies of human brain size and intelligence
found correlations barely above zero. However, a low correla-
tion between two variables can mean either that they are un-
related or that they were measured poorly. Most early studies
measured skull size instead of brain size. Today, using more
accurate measurements based on MRI scans, most studies
find a moderate positive correlation between brain size and
IQ, typically around .3 (McDaniel, 2005).

Presumably certain brain areas are more important than oth-
ers for intelligence. Several researchers have looked for particular
brain areas that might be larger in people who score higher on
intelligence tests. Many areas emerged as important, but the areas
identified were not exactly the same from one study to the next
(Colom et al,, 2009; Frangou, Chitins, & Williams, 2004; Haier
et al, 2009; Karama et al., 2009). In one case, investigators used
MRI to measure the size of gray matter and white matter areas
throughout the brains of 23 young adults from one university
campus and 24 middle-aged or older adults from another cam-
pus. In Figure 4.41, the areas highlighted in red showed a statisti-
cally significant correlation with IQ, and those highlighted in yel-
low showed an even stronger correlation. Note the differences
between the two samples, even though the procedures were the

same for both (Haier, Jung, Yeo, Head, & Alkire, 2004).

UNM Gray Matter

UCI Gray Matter

FIGURE 4.41 Cortical areas whose size correlated with 1Q

The discrepancies point out some of the problems with
this type of research: If we record from all brain areas during
some task, it is like testing hundreds of hypotheses at the
same time. The evidence will confirm some of them, just by
chance. (The protection against this kind of error is to try to
replicate the results, but if results vary across experiments, we
need to beware.) Also, a given task may activate different areas
in different people simply because they approached the task in
different ways. That is, a given task—even an intelligence
test—may be in fact a different task for different people.

23. Why do recent studies show a stronger relationship be-
tween brain size and 1Q than older studies did?
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Comparisons of Men and Women

Now for the most confusing part: If we examine intelligence
test scores and brain size for just men, or for just women, we
find a moderate positive correlation. If we combine results for
men and women, the correlation declines. Men on average
have larger brains than women but equal IQs (Gilmore et al,,
2007; Willerman, Schultz, Rutledge, & Bigler, 1991; Witel-
son, Beresh, & Kigar, 2006). Even if we take into account dif-
ferences in height, men’s brains remain larger (Ankney, 1992).

Although male and female brains differ, on average, behav-
ioral differences, when carefully measured, are smaller than most
people expect (Hyde, 2005). For example, vastly more men than
women become grand masters in chess. Does that fact indicate a
difference in abilities? No. Boys and girls start at an equal level in
playing chess and progress at equal rates. Apparently the only

reason more men reach the highest level is that vastly more boys

UNM White Matter UCI White Matter

M.T., Structural brain variation and general intelligence, pp. 425-433, Copyright 2004

Adapted from Neurolmage, 23, Haier, R.J., Jung, R.E., Yeo, RAA., Head, K., & Alkire,
with permission from Elsevier.

The top row shows the left hemisphere; the bottom row shows the right. UNM and UCI columns show the results for two universities (Uni-
versity of New Mexico and University of California at Irvine). Areas whose size was significantly associated with IQ are shown in red; areas

with the strongest relationship are shown in yellow.




than girls start playing chess (Chabris & Glickman, 2006). The
difference pertains to interests, not abilities.

Many people believe that men tend to be better than
women at mathematics. That may have been true in the past,
and it still is true today in countries where men have much
greater status than women, but in countries where men and
women have roughly equal opportunities, their performance
on math tests is about equal (Guiso, Monte, Sapienza, & Zin-
gales, 2008). In the United States, gitls on average do at least
as well as boys in all math courses from elementary school
through college, except for certain aspects of geometry, such as
the items in Figure 4.42 (Hyde, Lindberg, Linn, Ellis, & Wil-
liams, 2008; Spelke, 2005). Even that difference may reflect
differences in interests rather than ability. From an early age,
most boys spend more time on activities related to angles and
distances. In one study, young women who spent 10 hours
playing action video games significantly improved on the kind
of item shown in Figure 4.42 (Feng, Spence, & Pratt, 2007).

How can we explain why men and women are equal in
intellect, but men have larger brains? One potentially rele-
vant factor pertains to relative amounts of gray matter (cell
bodies) and white matter (axons). Women average more and
deeper sulci on the surface of the cortex, especially in the
frontal and parietal areas (Luders et al., 2004). Consequently,
the surface area of the cortex is almost equal for men and
women. Because the surface is lined with neurons (gray mat-
ter), the sexes have about the same number of neurons, de-
spite differences in brain volume (Allen, Damasio, Grabowski,
Bruss, & Zhang, 2003). This idea would provide a convincing
explanation if intelligence depended only on gray matter.
However, the research points to important contributions
from both gray matter and white matter (Chiang et al., 2009;
Narr et al., 2007; van Leeuwen et al., 2009). We are left, then,
with the apparent conclusion that women’s brains and men’s
brains differ structurally but accomplish the same thing, pre-
sumably because they are organized differently. However, un-
til we can expand on what we mean by “organized differently,’
it is not very satisfying.

In short, the data do not support any simple summary of the
relationship between brain size and intelligence. Progress will
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Can the set of blocks on
the left be rotated to
match the set at the right?

Which of the lines at the Cd

left has the same angle as "f /
the one at the right? g

FIGURE 4.42 Spatial perception tasks

For the first question, the correct answer is no.

For the second question, the correct answer is e.

On average, men answer more quickly or more accurately than
women, but women who spend 10 hours playing video games nar-
row the gap. (© Cengage Learning 2013)

probably depend on more detailed measurements of specific in-
tellectual abilities and more detailed brain measurements. That
is, how do the anatomy, chemistry, and other features of specific
brain areas relate to specific aspects of behavior? In the rest of
this text, we concentrate on those questions.

24. In which way do men and women differ most—intellectual
performance, total gray matter, or total white matter?
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Research Methods and Their Limits

Why do we need so many research methods? It is because few
studies conclusively establish one theory or another. Far more
often, researchers gradually accumulate evidence that points
in a particular direction, until eventually that view becomes
dominant. Even in those rare cases when a single study ap-
pears to have been decisive, researchers often identify it as de-
cisive only in retrospect, after many additional studies con-

firmed the finding,

The reason we need so many methods is that almost any
study has limitations. Results often depend on what seem like
minor details of procedure. Even when several studies using the
same method produce similar results, the possibility remains
that the method itself has a hidden flaw. Therefore, scientists
prefer whenever possible to compare results from widely differ-
ent methods. The more types of evidence point to a given con-
clusion, the greater our confidence.



120 CHAPTER 4 Anatomy of the Nervous System

SUMMARY

1. One way to study brain-behavior relationships is to 4. People who differ with regard to some behavior some-
examine the effects of brain damage. If someone suffers a times also differ with regard to their brain anatomy. MRI
loss after some kind of brain damage, then that area is one modern method of imaging a living brain. How-
contributes in some way to that behavior. 109 ever, correlations between behavior and anatomy should

2. If stimulation of a brain area increases some behavior, be evaluated cautiously. 114

presumably that area contributes to the behavior. 110 5. Research using modern methods to measure brain size
suggests a moderate positive relationship between brain
size and intelligence, although many puzzles and
uncertainties remain, 117

3. Researchers try to understand brain-behavior relation-
ships by recording activity in various brain areas during a
given behavior. Many methods are available, including
EEG, MEG, and fMRI. 111 6. Men and women are equal in IQ scores, despite men’s

having larger brains. 118

KEY TERMS

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book's Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

ablation 109 functional magnetic resonance imaging hrenol 114
ized axial h (MRI) 112 D o B
computerized axial tomography positron-emission tomography
(CT or CAT scan) 114 lesion 109 (PET) 111
electroencephalograph (EEG) 111 magnetic resonance imaging (MRI) 114 stereotaxic instrument 109
evoked potentials or evoked magnetoencephalograph transcranial magnetic
responses 111 (MEG) 111 stimulation ; 110

THOUGHT QUESTION

Certain unusual aspects of brain structure were observed in One interpretation is that he was born with certain special-
the brain of Albert Einstein (M. C. Diamond, Scheibel, ized brain features that encouraged his scientific and intel-
Murphy, & Harvey, 1985; Witelson, Kigar, & Harvey, 1999). lectual abilities. What is an alternative interpretation?

cuarrer 4 Interactive Exploration and Study

The Psychology CourseMate for this text brings chapter topics to life with interactive
=¥ learning, study, and exam preparation tools, including quizzes and flashcards for the Key
Concepts that appear throughout each module, as well as an interactive media-rich eBook version
of the text that is fully searchable and includes highlighting and note taking capabilities and inter-
active versions of the book’s Stop & Check quizzes and Try It Yourself Online activities. The site
also features Virtual Biological Psychology Labs, videos, and animations to help you better
understand concepts—logon and learn more at www.cengagebrain.com, which is your gateway to
all of this text's complimentary and premium resources, including the following:

Virtual Biological Psychology Labs

Explore the experiments that led to modern-day understanding of
biopsychology with the Virtual Biological Psychology Labs, featuring
arealistic lab environment that allows you to conduct experiments and
evaluate data to better understand how scientists came to the conclu-
sions presented in your text. ‘The labs cover a range of topics, including
perception, motivation, cognition, and more. You may purchase access
at www.cengagebrain.com, or login at login.cengagebrain.com if an
access card was included with your text.

© 2013 Cengage Learning
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Interactive 3D Brain

Also available—

Structures of the Brain, Part 2
Magnetic Stimulation of the Brain
Research with Brain Scans
Politics and the Brain

Visual Mind Reading

Also available—

Interactive Left Hemisphere Function

Interactive Sagittal Section: Right Hemisphere #1
Interactive Sagittal Section: Right Hemisphere #2
Interactive Sagittal Section: Right Hemisphere #3
Interactive Brain Puzzle

Interactive Cortex Puzzle

Interactive Sensory Cortex

Structures of the Brain

Suggestions for Further Exploration

Books

4.3 Research Methods

Burrell, B. (2004). Postcards from the brain museum. New York: Broadway Books. Fascinating his-
tory of the attempts to collect brains of successful people and try to relate their brain anatomy to

their success.

Klawans, H. L. (1988). Toscanini’s fumble and other tales of clinical neurology. Chicago: Contempo-

rary Books. Description of illustrative cases of brain damage and their behavioral consequences.

Websites

The Psychology CourseMate for this text provides regularly updated links to relevant online re-
soutces for this chapter, such as the Whole Brain Atlas and Comparative Mammalian Brain

Collections.
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Development and
Plasticity of the Brain

CHAPTER OUTLINE

MODULE 5.1 Development of the Brain
Maturation of the Vertebrate Brain

Pathfinding by Axons

Determinants of Neuronal Survival

The Vulnerable Developing Brain

Differentiation of the Cortex

Fine-Tuning by Experience

Brain Development and Behavioral Development
In Closing: Brain Development

MODULE 5.2 Plasticity After Brain Damage
Brain Damage and Short-Term Recovery
Later Mechanisms of Recovery

In Closing: Brain Damage and Recovery
Interactive Exploration and Study

OPPOSITE: An enormous amount of brain development has

already occurred by the time a person is 1 year old.

MAIN IDEAS

1. Neurons begin by migrating to their proper locations and
developing axons, which extend to their targets by
following chemical pathways.

2. The nervous system forms far more neurons than it
needs and then eliminates those that do not establish
suitable connections or receive sufficient input. It also
forms excess synapses and discards the less active ones.

3. Experiences alter brain anatomy. Plasticity is greatest
early in life but continues throughout life.

4. Many mechanisms contribute to recovery from brain
damage, including restoration of undamaged neurons to
full activity, regrowth of axons, readjustment of surviving
synapses, and behavioral adjustments.

ome assembly required.” Have you ever bought a

package with those ominous words? Sometimes,

all you have to do is attach a few parts, but other
times, you face page after page of barely comprehensible in-
structions.

The human nervous system requires an enormous amount
of assembly, and the instructions are different from those for
the objects we assemble from a kit. Instead of, “Put this piece
here and that piece there,” the instructions are, “Put these ax-
ons here and those dendrites there, and then wait to see what
happens. Keep the connections that work the best and discard
the others. Continue making new connections and keeping
only the successful ones.”

Therefore, we say that the brain’s anatomy is plastic. It
changes rapidly in eatly development and continues changing
throughout life.
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MODULE 5.1

Development of the Brain

hink of all the things you can do that you couldn’t have

done a few years ago—analyze statistics, read a foreign

language, write brilliant critiques of complex issues, and
so on. Have you developed these new skills because of brain
growth? Many of your dendrites have grown new branches,
but your brain as a whole is the same size.

Now think of all the things that 1-year-old children can
do that they could not do at birth. Have they developed their
new skills because of brain growth? To a large extent, yes, al-
though the results depend on experiences as well. Brain devel-
opment depends on experience in complex ways that blur the
distinction between learning and maturation. In this module,
we consider how neurons develop, how their axons connect,
and how experience modifies development.

Maturation of the
Vertebrate Brain

The human central nervous system begins to form when the
embryo is about 2 weeks old. The dorsal surface thickens
and then long thin lips rise, cutl, and merge, forming a neural

tube that surrounds a fluid-filled cavity (Figure 5.1). As the

FIGURE 5.1 Early development
of the human central nervous
system

The brain and spinal cord begin as
folding lips surrounding a fluid-filled
canal. The stages shown occur at
approximately age 2 to 3 weeks. (@
(© Cengage Learning 2013)
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tube sinks under the surface of the skin, the forward end
enlarges and differentiates into the hindbrain, midbrain, and
forebrain (Figure 5.2). The rest becomes the spinal cord. The
fluid-filled cavity within the neural tube becomes the central
canal of the spinal cord and the four ventricles of the brain,
containing the cerebrospinal fluid (CSF). At birth, the aver-
age human brain weighs about 350 grams (g). By the end of
the first year, it weighs 1,000 g, close to the adult weight of
1,200 to 1,400 g.

Growth and Development of Neurons

Neuroscientists distinguish these processes in the develop-
ment of neurons: proliferation, migration, differentiation,
myelination, and synaptogenesis. Proliferation is the produc-
tion of new cells. Early in development, the cells lining the
ventricles of the brain divide. Some cells remain where they
are (as stem cells), continuing to divide. Others become primi-
tive neurons and glia that begin migrating to other locations.
Neuron proliferation is similar among vertebrates, differing
mainly in the number of cell divisions. Human brains differ
from chimpanzee brains mainly because human neurons con-

tinue proliferating longer (Rakic, 1998; Vrba, 1998).

Future brain

Neural
plate
Developing
Neural heart bulge
fold
Neural
tube
Neural
groove
() © (d)
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Midbrain

Midbrain Hindbrain

Forebrain
Hindbrain

Cranial
nerves

Forebrain

| Spinal cord

3 weeks 7 weeks

Midbrain Forebrain

Forebrain—

Hindbrain
FIGURE 5.2 Human brain at four
stages of development

Chemical processes develop the brain
to an amazing degree even before the

— Cerebellum

Midbrain Medulla
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After cells have differentiated as neurons or glia, they mi-
grate (move). Some neurons migrate much faster than others,
and a few of the slowest don't reach their final destinations un-
til adulthood (Ghashghaei, Lai, & Anton, 2007). Some neu-
rons move radially from the inside of the brain to the outside,
some move tangentially along the surface of the brain, and
some move tangentially and then radially (Nadarajah & Par-
navelas, 2002). Chemicals known as immunoglobulins and che-
mokines guide neuron migration. A deficit in these chemicals
leads to impaired migration, decreased brain size, decreased
axon growth, and mental retardation (Berger-Sweeney &
Hohmann, 1997; Crossin & Krushel, 2000; Tran & Miller,
2003). The brain has many kinds of immunoglobulins and
chemokines, presumably reflecting the complexity of brain
development.

At first, a primitive neuron looks like any other cell. Gradu-
ally, the neuron differentiates, forming its axon and dendrites.
The axon grows first. In many cases, a migrating neuron tows
its growing axon along like a tail (Gilmour, Knaut, Maischein,
& Niisslein-Volhard, 2004), allowing its tip to remain at or
near its target. In other cases, the axon needs to grow toward
its target, finding its way through a jungle of other cells and
fibers. After the migrating neuron reaches its destination, its
dendrites begin to form.

A later and slower stage of neuronal development is my-
elination, the process by which glia produce the insulating
fatty sheaths that accelerate transmission in many vertebrate
axons. Myelin forms first in the spinal cord and then in the

hindbrain, midbrain, and forebrain. Unlike the rapid prolifer-

!
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start of any experience with the world.
Further changes continue throughout life.
(© Cengage Learning 2013)

ation and migration of neurons, myelination continues gradu-
ally for decades (Benes, Turtle, Khan, & Farol, 1994).

The final stage is synaptogenesis, or the formation of syn-
apses. Although this process begins before birth, it continues
throughout life, as neurons form new synapses and discard old
ones. However, the process generally slows in older people, as
does the formation of new dendritic branches (Buell & Cole-

man, 1981; Jacobs & Scheibel, 1993).

1. Which develops first, a neuron’s axon or its dendrites?
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New Neurons Later in Life

Can the adult vertebrate brain generate new neurons? The tra-
ditional belief, dating back to Cajal's work in the late 1800s,
was that vertebrate brains formed all their neurons in embryo-
logical development or early infancy at the latest. Beyond that
point, neurons could modify their shape, but the brain could
not develop new neurons. Later researchers found exceptions.

The first were the olfactory receptors, which, because they
are exposed to the outside world and its toxic chemicals, have
a half-life of only 90 days. Stem cells in the nose remain im-
mature throughout life. Periodically, they divide, with one cell
remaining immature while the other differentiates to replace a
dying olfactory receptor. It grows its axon back to the appro-
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priate site in the brain (Gogos, Osborne, Nemes, Mendelsohn,
& Axel, 2000; Graziadei & deHan, 1973). Later researchers
also found a similar population of stem cells in the interior of
the brain. They sometimes divide to form “daughter” cells that
migrate to the olfactory bulb and transform into glia cells or
neurons (Gage, 2000). The newly formed neurons are neces-
sary for maintaining the olfactory bulb. Any procedure that
prevents their formation leads to a gradual shrinkage of the
olfactory bulbs, because neurons die without replacement
(Imayoshi et al., 2008).

New neurons also form in an area of the songbird brain
necessary for singing. This area loses neurons in fall and win-
ter and regains them the next spring (mating season) (Not-
tebohm, 2002; Wissman & Brenowitz, 2009).

Stem cells also differentiate into new neurons in the adult
hippocampus of birds (Smulders, Shiflett, Spetling, & De-
Voogd, 2000) and mammals (Song, Stevens, & Gage, 2002;
van Praag et al., 2002). The hippocampus is an important area
for memory formation. Blocking the formation of new neu-
rons (such as by exposing the hippocampus to X-rays) im-
pairs new memories (Clelland et al., 2009; Meshi et al., 2006).

In general, animals learn most easily when they are young.
As they grow older, their neurons become less changeable.
Newly formed neurons of the hippocampus go through a
stage when they are highly changeable, like those of youth
(Ge, Yang, Hsu, Ming, & Song, 2007; Schmidt-Hieber, Jonas,
& Bischofberger, 2004). During this period, they integrate
into new circuits that represent new memories (Kee, Teixeira,
Wang, & Frankland, 2007; Ramirez-Amaya, Marrone, Gage,
Worley, & Barnes, 2006). More of the newly formed neurons
survive during times of new learning (Tashiro, Makino, &
Gage, 2007). A supply of new neurons keeps the hippocam-
pus “young” for learning new tasks. It is also possible that in-
corporating clusters of new neurons into a single new circuit
may be a way of labeling memories that formed at a given time.
It might lead to a recollection that certain events happened at
the same time (Aimone, Wiles, & Gage, 2006).

Possible formation of new neurons in the mature pri-
mate cerebral cortex has been controversial. The best evidence
against their formation came from a clever study using a ra-
dioactive isotope of carbon, *C. The concentration of C in
the atmosphere, compared to other isotopes of carbon, was
nearly constant over time until the era of nuclear bomb test-
ing, which released much radioactivity. That era ended with
the test ban treaty of 1963. The concentration of *C peaked
in 1963 and has been declining since then. If you examine, for
example, tree rings, you will find that a ring that formed in
1963 has the *C content typical of 1963, a ring that formed
in 1990 has the *C content typical of 1990, and so forth. Re-
searchers examined the carbon in the DNA of various human
cells. Every cell keeps its DNA molecules until it dies, When
researchers examined people’s skin cells, they found a concen-
tration of *C corresponding to the year in which they did the
test, That is, skin cells turn over rapidly, and all of your skin
cells are less than a year old. When they examined skeletal
muscle cells, they found a *C concentration corresponding

to 15 years ago, indicating that skeletal muscles are replaced
slowly, making the average cell 15 years old. Cells of the heart
are, on average, almost as old as the person, indicating that
the body replaces no more than 1% of heart cells per year
(Bergmann et al.,, 2009). When researchers examined neu-
rons in the cerebral cortex, they found a *C concentration
corresponding to the year of the person’s birth. These results
indicate that the mammalian cerebral cortex forms few or no
new neurons after birth, at least under normal circumstances
(Spalding, Bhardwaj, Buchholz, Druid, & Frisén, 2005).

Are you surprised to learn that your cortex may not have
made any new neurons since you were born? Researcher
Pasko Rakic (2008, p. 894) commented, “Some people seem
to be disappointed by this finding, as if it is a bad thing. I find
it fascinating that... during our prolonged lifespan we always
use the same cells.”

However, the situation may be different after brain dam-
age. After damage to the sensory axons from a monkey’s
hand, the cerebral cortex on the contralateral side gradually
reorganizes, and during this process new neurons do form, as
confirmed by chemicals that specifically label newly formed
neurons (Vessal & Darian-Smith, 2010). New neurons also
form in the cortex after a stroke (Ohira et al., 2010). Most
of the newly formed neurons are small ones with inhibitory
functions. How long they survive is not yet known.

2. In which brain areas do new neurons form in adults?

3. What evidence indicated that new neurons seldom or
never form in the adult cerebral cortex?
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1 Pathfinding by Axons

If you asked someone to run a cable from your desk to an-
other desk across the room, your directions could be simple.
But imagine asking someone to run a cable to somewhere on
the other side of the country. You would have to give detailed
instructions about how to find the right city, building, and
desk. The developing nervous system faces a similar challenge
because it sends axons over great distances. How do they find
their way?

Chemical Pathfinding by Axons

A famous biologist, Paul Weiss (1924), conducted an experi-
ment in which he grafted an extraleg to a salamander and then
waited for axons to grow into it. (Unlike mammals, salaman-



ders and other amphibians accept transplants of extra limbs
and generate new axon branches to the extra limbs. Much re-
search requires finding the right species to study.) After the
axons reached the muscles, the extra leg moved in synchrony
with the normal leg next to it.

Weiss dismissed the idea that each axon found its way to
exactly the correct muscle in the extra limb. He suggested in-
stead that the nerves attached to muscles at random and then
sent a variety of messages, each one tuned to a different muscle.
The muscles were like radios tuned to different stations: Each
muscle received many signals but responded to only one. (The
1920s were the early days of radio, and it was an appealing
analogy to think the nervous system might work like a radio.
In the 1600s, Descartes thought the nervous system worked
like a hydraulic pump, the most advanced technology of the
time. Today many people think the nervous system works like
a computer, our own most advanced technology.)

Specificity of Axon Connections
Later evidence supported the interpretation that Weiss had re-
jected: The salamander’s extra leg moved in synchrony with its
neighbor because each axon found exactly the correct muscle.
Roger Sperry, a former student of Weiss, performed a clas-
sic experiment that showed how sensory axons find their way
to their correct targets. The principle is the same as for axons
finding their way to muscles. First Sperry cut the optic nerves of
some newts. (Note the importance of choosing the right species:
A cut optic nerve grows back in newts and other amphibians,
but not in mammals or birds.) The damaged optic nerve grew
back and connected with the tectum, which is amphibians’ main
visual area (Figure 5.3), thereby reestablishing normal vision.

1

Anterior
(rostral)

Posterior
(caudal)

\ ¢

FIGURE 5.3 Connections from eye to brain in a frog

Courtesy of the Archives,

California Institute of Technology]
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Roger W. Sperry
(1913-1994)

When subjective values have objec-
tive consequences... they become
part of the content of science.... Sci-
ence would become the final determi-
nant of what is right and true, the
best source and authority available to
the human brain for finding ultimate
axioms and guideline beliefs to live
by, and for reaching an intimate understanding and rapport
with the forces that control the universe and created man.
(Sperry, 1975, pp. 432-433)

Then Sperry (1943) cut the optic nerve and rotated the
eye by 180 degrees. When the axons grew back to the tec-
tum, which area would they contact? The axons from what
had originally been the dorsal portion of the retina (which
was now ventral) grew back to the area responsible for vi-
sion in the dorsal retina. Axons from other parts of the retina
also grew back to their original targets. The newt now saw
the world upside down and backward, responding to stimuli
in the sky as if they were on the ground and to stimuli on
the left as if they were on the right (Figure 5.4). Each axon
regenerated to the same place where it had originally been,
presumably by following a chemical trail.

Chemical Gradients

The next question was: How specific is the axon’s aim? The
current estimate is that humans have only about 30,000
genes total—far too few to provide a specific target for each

The optic tectum is a large structure in fish, amphibians, reptiles, and birds. Its location corresponds to the midbrain of mammals, but
its function is analogous to what the cerebral cortex does in mammals. Note: Connections from eye to brain are different in humans, as

described in Chapter 14. (Source: After Romer, 1962)
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FIGURE 5.4 Sperry’s experiment on nerve connections in newts
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After he cut the optic nerve and inverted the eye, the axons grew back to their original targets, not to the targets corresponding to the

eye’s current position. (© Cengage Learning 2013)

of the brain’s billions of neurons. Nevertheless, axons find
their correct targets with remarkable precision. How do
they do it?

A growing axon follows a path of cell-surface molecules,
attracted by some chemicals and repelled by others, in a
process that steers the axon in the correct direction (Yu &
Bargmann, 2001). Eventually, axons sort themselves over the
surface of their target area by following a gradient of chemi-
cals. For example, one chemical in the amphibian tectum is
a protein known as TOPpy (TOP for topography; DV for
dorsoventral). This protein is 30 times more concentrated
in the axons of the dorsal retina than of the ventral retina
and 10 times more concentrated in the ventral tectum than
in the dorsal tectum. As axons from the retina grow toward
the tectum, the retinal axons with the greatest concentration
of TOPpy connect to the tectal cells with the highest concen-
tration of that chemical. The axons with the lowest concen-
tration connect to the tectal cells with the lowest concentra-
tion. A similar gradient of another protein aligns the axons
along the anterior—posterior axis (J. R. Sanes, 1993) (Figure
5.5). By analogy, you could think of men lining up from tall-
est to shortest, pairing up with women who lined up from
tallest to shortest.

Optic tectum

FIGURE 5.5 Retinal axons match up with neurons in the
tectum by following two gradients

The protein TOPpy is concentrated mostly in the dorsal retina and
the ventral tectum. Axons rich in TOPpy attach to tectal neurons
that are also rich in that chemical. A second protein directs axons
from the posterior retina to the anterior portion of the tectum

(© Cengage Learning 2013)




Carla J. Shatz

= Stop & Check

4. What was Sperry’s evidence that axons grow to a specific
target instead of attaching at random?

5. If all cells in an amphibian’s tectum produced the same
amount of TOPpy,, what would be the effect on the attach-
ment of axons?
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Competition Among Axons as a
General Principle

When axons initially reach their targets, chemical gradients
steer them to approximately their correct location, but it
would be hard to imagine that they achieve perfect accuracy.
Instead, each axon forms synapses onto many cells in ap-
proximately the correct location, and each target cell receives
synapses from many axons. Over time, each postsynaptic cell
strengthens some synapses—presumably the most appropri-
ate ones—and eliminates others (Hua & Smith, 2004). This
adjustment depends on the pattern of input from incoming
axons (Catalano & Shatz, 1998). For example, one part of
the thalamus receives input from many retinal axons. During
embryological development, long before the first exposure
to light, repeated waves of spontaneous activity sweep over
the retina from one side to the other. Consequently, axons
from adjacent areas of the retina send almost simultaneous
messages to the thalamus. Each thalamic neuron selects a

Carla J. Shatz

The functioning of the brain depends
upon the precision and patterns of its
neural circuits. How is this amazing com-
putational machine assembled and wired
during development? The biological an-
swer is so much more wonderful than an-
ticipated! The adult precision is sculpted
from an early imprecise pattern by a pro-
cess in which connections are verified by
the functioning of the neurons themselves. Thus, the develop-
ing brain is not simply a miniature version of the adult. More-
over, the brain works to wire itself, rather than assembling it-
self first and then flipping a switch, as might happen in the
assembly of a computer. This kind of surprise in scientific dis-
covery opens up new vistas of understanding and possibility
and makes the process of doing science infinitely exciting and
fascinating. (Shatz, personal communication)
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group of axons that are simultaneously active. In this way, it
finds receptors from adjacent regions of the retina (Meister,
Wong, Baylor, & Shatz, 1991). It then rejects synapses from
other locations.

These results suggest a general principle, called neural
Darwinism (Edelman, 1987). In the development of the ner-
vous system, we start with more neurons and synapses than
we can keep. Synapses form with only approximate accuracy,
and then a selection process keeps some and rejects others.
The most successful axons and combinations survive, and
the others fail. The principle of competition among axons is
an important one, although we should use the analogy with
Darwinian evolution cautiously. Mutations in the genes are
random events, but neurotrophins steer new axonal branches
and synapses in the right direction.

6. If axons from the retina were prevented from showing
spontaneous activity during early development, what
would be the probable effect on development of the lat-
eral geniculate?
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Determinants of Neuronal
Survival

Getting the right number of neurons for each area of the ner-
vous system is more complicated than it might seem. Consider
an example. The sympathetic nervous system sends axons to
muscles and glands. Each ganglion has enough axons to supply
the muscles and glands in its area, with no axons left over. How
does the match come out so exact? Long ago, one hypothesis was
that the muscles sent chemical messages to tell the sympathetic
ganglion how many neurons to form. Rita Levi-Montalcini was
largely responsible for disconfirming this hypothesis.
Levi-Montalcini’s early life would seem most unfavorable
for a scientific career. She was a young Italian Jewish woman

Rita Levi-Montalcini

Many years later, | often asked myself how
we could have dedicated ourselves with
such enthusiasm to solving this small
neuroembryological problem while Ger-
man armies were advancing throughout
Europe, spreading destruction and death
wherever they went and threatening the
very survival of Western civilization. The
answer lies in the desperate and partially unconscious desire
of human beings to ignore what is happening in situations
where full awareness might lead one to self-destruction.

Erich Hartmann/Magnum Photos New York




130 CHAPTER 5 Development and Plasticity of the Brain

during the Nazi era. World War II destroyed the Italian econ-
omy, and almost everyone at the time discouraged women from
scientific or medical careers. She had to spend several years in
hiding during the war, but she spent those years conducting re-
search on development of the nervous system, as she described
in her autobiography (Levi-Montalcini, 1988) and a later in-
terview with Moses Chao (2010). She developed a love for re-
search and eventually discovered that the muscles do not deter-
mine how many axons form; they determine how many survive.

Initially, the sympathetic nervous system forms far more
neurons than it needs. When one of its neurons forms a syn-
apse onto a muscle, that muscle delivers a protein called nerve
growth factor (NGF) that promotes the survival and growth
of the axon (Levi-Montalcini, 1987). An axon that does not
receive NGF degenerates, and its cell body dies. That is, each
neuron starts life with a“suicide program”: If its axon does not
make contact with an appropriate postsynaptic cell by a cer-
tain age, the neuron kills itself through a process called apop-
tosis,' a programmed mechanism of cell death. (Apoptosis is
distinct from necrosis, which is death caused by an injury or a
toxic substance.) NGF cancels the program for apoptosis; it is
the postsynaptic cell’s way of telling the incoming axon, “T'll be
your partner. Don't kill yourself.”

The brain’s system of overproducing neurons and then ap-
plying apoptosis enables the CNS to match the number of
incoming axons to the number of receiving cells, When the
sympathetic nervous system begins sending axons toward
the muscles and glands, it doesn't know the exact size of the
muscles or glands. It makes more neurons than necessary and
discards the excess. In fact, all areas of the developing nervous
system make far more neurons than will survive into adult-
hood. Each brain area has a period of massive cell death, be-
coming littered with dead and dying cells (Figure 5.6). This
loss of cells is a natural part of development. In fact, loss of
cells in a particular brain area often indicates maturation. For
example, teenagers lose cells in parts of the prefrontal cor-
tex while showing increased neuronal activity in those areas
(Sowell, Thompson, Holmes, Jernigan, & Toga, 1999). Matu-
ration of successful cells is linked to simultaneous loss of less
successful ones. Another example is the visual cortex of people
born blind. Contrary to what you might guess, the visual cor-
tex is thicker than average in people born blind. A likely expla-
nation is that in the absence of visual experience, the visual
cortex is unable to prune out the ineffective and inappropriate
synapses (Jiang et al., 2009).

Nerve growth factor is a neurotrophin, meaning a chemi-
cal that promotes the survival and activity of neurons. (The
word trophin derives from a Greek word for “nourishment.”)
In addition to NGE the nervous system responds to brain-
derived neurotrophic factor (BDNF) and several other neuro-
trophins (Airaksinen & Saarma, 2002). Neurotrophins are

!Apoptosis is based on the Greek root ptosis (meaning “dropping”), which is pronounced
TOE-sis. Therefore, most scholars insist that the second p in apoptosis should be silent, a-po-
TOE-sis. Others argue that helicopter is also derived from a root with a silent p (pteron), but
we pronounce the p in helicopter, so we should also pronounce the second p in apoptosis. Be
prepared for either pronunciation.
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FIGURE 5.6 Cell loss during development of the nervous
system

The number of motor neurons in the spinal cord of human fetuses
is highest at 11 weeks and drops steadily until about 25 weeks. If
an axon fails to make a synapse, its cell dies. (Source: From N. G.
Forger and S. M. Breedlove, Motoneuronal death in the human fetus.
Journal of Comparative Neurology, 264, 1987, 118-122. Copyright
© 1987 Alan R. Liss, Inc. Reprinted by permission of N. G. Forger.)

not necessary for survival of brain neurons, but they are es-
sential for growth of axons and dendrites, formation of new
synapses, and learning (Alleva & Francia, 2009; Pascual et
al., 2008; Rauskolb et al., 2010). Remember the term BDNE,
because it becomes important again in Chapter 15 on depres-
sion and schizophrenia.

For an immature neuron to avoid apoptosis and survive, it
needs to receive neurotrophins not only from its target cells but
also from incoming axons. In one study, researchers examined
mice with a genetic defect that prevented all release of neu-
rotransmitters. The brains initially assembled normal anatomies,
but then neurons started dying rapidly (Verhage et al., 2000).
When neurons release neurotransmitters, they also release neu-
rotrophins. Neurons that fail to receive neurotransmitters also
fail to receive neurotrophins, and so they die (Poo, 2001).

7. What process ensures that the spinal cord has the right
number of axons to innervate all the muscle cells?

8. What class of chemicals prevents apoptosis?

9. At what age does a person have the greatest number of
neurons—before birth, during childhood, during adoles-
cence, or during adulthood?
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1 The Vulnerable Developing Brain
According to Lewis Wolpert (1991), “It is not birth, marriage,

or death, but gastrulation, which is truly the most important
time of your life” (Gastrulation is one of the early stages of em-
bryological development.) Wolpert's point was that if you mess
up in early development, you have problems from then on. Ac-
tually, if you mess up during gastrulation, your life is over.

The early stages of brain development are critical. A mu-
tation in one identified gene leads to any of a wide variety
of defects in brain development (Bilgiivar et al., 2010). The
developing brain is also highly vulnerable to malnutrition,
toxic chemicals, and infections that would produce only
mild problems at later ages. For example, impaired thyroid
function produces lethargy in adults but mental retardation
in infants. (Thyroid deficiency was common in the past be-
cause of iodine deficiency. It is rare today because table salt
is fortified with iodine.) A fever is a mere annoyance to an
adult, but it impairs neuron proliferation in a fetus (Laburn,
1996). Low blood glucose decreases an adult’s pep, but be-
fore birth, it impairs brain development (C. A. Nelson et
al., 2000).

The infant brain is highly vulnerable to damage by alco-
hol. Children of mothers who drink heavily during pregnancy
are born with fetal alcohol syndrome, a condition marked by
hyperactivity, impulsiveness, difficulty maintaining attention,
varying degrees of mental retardation, motor problems, heart
defects, and facial abnormalities (Figure 5.7). Even in milder
cases, those who were exposed to prenatal alcohol show im-
pairments in learning, memory, language, and attention (Ko-
dituwakku, 2007).

The mechanism of fetal alcohol syndrome relates partly
to apoptosis: Remember that to prevent apoptosis, a neuron
must receive neurotrophins from the incoming axons as well
as from its own axon’s target cell. Alcohol suppresses the re-
lease of glutamate, the brain’s main excitatory transmitter, and
enhances activity of GABA, the main inhibitory transmitter.
Consequently, many neurons receive less excitation and neu-
rotrophins than normal, and they undergo apoptosis (Ikono-
midou et al., 2000). Alcohol also impairs brain development
by altering the migration pattern of small neurons (Cuzon,
Yeh, Yanagawa, Obata, & Yeh, 2008).

Prenatal exposure to other substances can be danger-
ous, too. On average, children of mothers who use cocaine
or smoke cigarettes during pregnancy have an increased risk
of attention-deficit disorder and other behavioral deficits
(B.L. Thompson, Levitt, & Stanwood, 2009). Children whose
mother used antidepressant drugs during pregnancy have
increased risk of heart problems (Thompson et al., 2009).
Because these are correlational studies, we cannot be sure of
cause and effect. Mothers who smoke or use cocaine tend to
be of lower socioeconomic status, less educated, and so forth,
so the effect of smoking is probably smaller than the results
suggest (Thapar et al.,, 2003).

Finally, the immature brain is highly responsive to influ-
ences from the mother. If a mother rat is exposed to stressful
experiences, she becomes more fearful, she spends less than the

AP Images
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FIGURE 5.7 Child with fetal alcohol syndrome

Note the facial pattern. Many children exposed to smaller
amounts of alcohol before birth have behavioral deficits without
facial signs.

usual amount of time licking and grooming her offspring, and
her offspring become permanently more fearful in a variety of
situations (Cameron et al., 2005). Analogously, the children of
impoverished and abused women have, on average, increased
problems in both their academic and social lives. The mecha-
nisms in humans are not exactly the same as those in rats, but
the overall principles are similar: Stress to the mother changes
her behavior in ways that change her offspring’s behavior.

10. Anesthetic drugs increase inhibition of neurons, blocking
most action potentials. Why would we predict that exposure
to anesthetics might be dangerous to the brain of a fetus?
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I Differentiation of the Cortex

Neurons in different brain areas differ in shape and chemistry.
When and how does a neuron “decide” which kind of neuron
it is going to be? It is not a sudden decision. Immature neu-
rons experimentally transplanted from one part of the devel-
oping cortex to another develop the properties characteristic of
their new location (S. K. McConnell, 1992). However, neurons
transplanted at a slightly later stage develop some new proper-
ties while retaining some old ones (Cohen-Tannoudji, Babinet,
& Wassef, 1994). It is like the speech of immigrant children:
Those who enter a country when very young master the correct
pronunciation, whereas older children retain an accent.

In one fascinating experiment, researchers explored what
would happen to the immature auditory portions of the brain
if they received input from the eyes instead of the ears. Fer-
rets—mammals in the weasel family—are born so immature
that their optic nerves (from the eyes) have not yet reached the
thalamus. On one side of the brain, researchers damaged the
superior colliculus and the occipital cortex, the two main tar-
gets for the optic nerves. On that side, they also damaged the
auditory input. Therefore, the optic nerve could not attach to
its usual target, and the auditory area of the thalamus lacked its
usual input. As a result, the optic nerve attached to what is usu-
ally the auditory area of the thalamus. What would you guess
happened? Did the visual input cause auditory sensations, or
did the auditory areas of the brain turn into visual areas?

The result, surprising to many, was this: What would have
been auditory thalamus and cortex reorganized, developing
some (but not all) of the characteristic appearance of visual
areas (Sharma, Angelucci, & Sur, 2000). But how do we know
whether the animals treated that activity as vision? Remember
that the researchers performed these procedures on one side
of the brain. They left the other side intact. The researchers
presented stimuli to the normal side of the brain and trained

the ferrets to turn one direction when they heard something
and the other direction when they saw a light, as shown in Fig-
ure 5.8. After the ferrets learned this task well, the researchers
presented a light that the rewired side could see. The result:
The ferrets turned the way they had been taught to turn when
they saw something. In short, the rewired temporal cortex, re-
ceiving input from the optic nerve, produced visual responses

(von Melchner, Pallas, & Sur, 2000).

11. In the ferret study, how did the experimenters determine
that visual input to the auditory portions of the brain actu-
ally produced a visual sensation?
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1 Fine-Tuning by Experience

The blueprints for a house determine its overall plan, but
because architects can't anticipate every detail, construction
workers often have to improvise. The same is true for your
nervous system. Because of the unpredictability of life, our
brains have evolved the ability to remodel themselves (within
limits) in response to our experience (Shatz, 1992).

Experience and Dendritic Branching

Decades ago, researchers doubted that adult neurons substan-

tially changed their shape. We now know that axons and den-

Ferret with rewired left
hemisphere learns to turn
left when it hears a tone.

Now flash the red light so
that the left (rewired)
hemisphere sees it.

FIGURE 5.8 A ferret with rewired temporal
cortex

First, the normal (right) hemisphere is trained
to respond to a red light by turning to the right.
Then, the rewired (left) hemisphere is tested
with a red light. The fact that the ferret turns
to the right indicates that it regards the stimu-
lus as light, not sound. (© Cengage Learning

And learns to turn right when it sees a red light
flashed briefly in the left visual field (stimulating
right hemisphere, which is wired normally).

#] o

Result: Ferret turns right.

2013)




drites continue to modify their structure throughout life. Dale
Purves and R. D. Hadley (1985) developed a method of injecting
a dye that enabled them to examine the structure of a living neu-
ron at different times, days to weeks apart. They found that some
dendritic branches extended between one viewing and another,
whereas others retracted or disappeared (Figure 5.9). About 6%
of dendritic spines appear or disappear within a month (Xu, Pan,
Yang, & Gan, 2007). The gain or loss of spines means a turnover
of synapses, which relates to learning (Yang, Pan, & Gan, 2009).

Experiences guide the neuronal changes. Let’s start with a sim-
ple example. Decades ago, it was typical for a laboratory rat to live
alone in a small gray cage. Imagine by contrast a group of rats in a
larger cage with a few objects to explore. Researchers called this an
enriched environment, but it was enriched only in contrast to the
deprived experience of a typical rat cage. A rat in the more stimulat-
ing environment developed a thicker cortex, more dendritic branch-
ing, and improved learning (Greenough, 1975; Rosenzweig & Ben-
nett, 1996). An enriched environment enhances sprouting of axons
and dendrites in many other species also (Coss, Brandon, & Globus,
1980) (Figure 5.10). As a result of this research, most rats today are
kept in a more enriched environment than was typical in the past.

We might suppose that the neuronal changes in an enriched
environment depend on new and interesting experiences, and
many of them do. For example, after practice of particular skills,
the connections relevant to those skills proliferate, while other
connections retract. Nevertheless, much of the enhancement
produced by the enriched environment is due to physical activity.
Using a running wheel enhances growth of axons and dendrites,
even for rats in isolation (Pietropaolo, Feldon, Alleva, Cirulli,
& Yee, 2006; Rhodes et al., 2003; van Praag, Kempermann, &
Gage, 1999). Activity also improves learning and memory (Van
der Borght, Havekes, Bos, Eggen, & Van der Zee, 2007).

Can we extend these results to humans? Could we, for ex-
ample, improve peoples intelligence by giving them a more en-
riched environment? It's not that easy. Educators have long oper-
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October 3,1984 November 2, 1984
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ated on the assumption that training children to do something
difficult will enhance their intellect in general. Long ago, Brit-
ish schools taught children Greek and Latin. Today it might be
Shakespeare’s plays or advanced math, but in any case, the idea is
to teach one thing and hope students get smarter in other ways,
too. The psychological term is “far transfer” (Near transfer is
training on one task and finding improvement on a very similar
task.) In general, far transfer is weak and hard to demonstrate.
Most attempted interventions to improve people’s memory and
reasoning produce only small benefits (Hertzog, Kramer, Wil-
son, & Lindenberger, 2009). Many companies offer computer
programs designed to“train your brain.” How well do they work?
In one careful evaluation, researchers studied more than 11,000
people who did the computer-guided exercises several times a
week for 6 weeks. At the end of that time, participants had im-
proved substantially on the tasks the computer trained them to
do, but they showed no sign of improvement on other cognitive
tasks (Owen et al., 2010). That is, they showed no far transfer.
This is not to say that no training method has benefits. For ex-
ample, certain complex video games improve people’s attention
patterns (Boot, Kramer, Simons, Fabiani, & Gratton, 2008;
Hertzog et al., 2009). But your brain isn't like a muscle, where
you could exercise it to be bigger and stronger.

Similarly, many people advise old people to do crossword
puzzles or Sudoku puzzles to ‘exercise their brains.” Many
correlational studies show that people who engage in such ac-
tivities remain mentally alert longer than others do, but we
cannot conclude cause and effect. Perhaps working puzzles
helps keep the brain active, but the other interpretation is that
people who already have active brains are more likely than
average to work puzzles. Experimental studies suggest that
practicing crossword puzzles doesn't help people remember
where they left their keys, what time they were planning to
meet someone for lunch, or anything else other than cross-

word puzzles (Salthouse, 2006).

50 um

FIGURE 5.9 Changes in dendritic trees of two
neurons

During a month, some branches elongated and oth-
ers retracted. The shape of the neuron is in flux even
during adulthood. (Source: Reprinted from “Changes
in Dendritic Branching of Adult Mammalian Neurons
Revealed by Repeated Imaging in Situ,” by D. Purves
and R. D. Hadley, Nature, 315, p. 404-406. Copyright
© 1985 Macmillan Magazines, Ltd. Reprinted by per-
mission of D. Purves and Macmillan Magazines, Ltd.)
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Richard Coss

FIGURE 5.10 Effect of a stimulating environment
(a) A jewel fish reared in isolation develops neurons with fewer
branches. (b) A fish reared with others has more neuronal branches.

One of the best-documented ways to maintain intellec-
tual vigor in old age is the same thing that works so well for
laboratory animals—physical activity. Experimental studies,
in which older people were randomly assigned to daily aero-
bic exercise or sedentary activities, confirm that the physical
activity enhances both cognitive processes and brain anatomy

(Rosano et al., 2010; P. J. Smith et al., 2010).

—_—

12. An enriched environment promotes growth of axons and
dendrites. What is known to be one important reason for
this effect?
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Effects of Special Experiences

Attempts to enhance overall brain development produce at
best modest effects. However, prolonged experience of a par-
ticular type profoundly enhances the brain’s ability to perform
the same function again.

Brain Adaptations in People Blind Since Infancy
What happens to the brain if one sensory system is impaired?
Recall the experiment on ferrets, in which axons of the visual
system, unable to contact their normal targets, attached in-
stead to the brain areas usually devoted to hearing and man-
aged to convert them into more or less satisfactory visual ar-
eas (p. 132). Might anything similar happen in the brains of
people born deaf or blind?

People often say that blind people become better than usual
at touch and hearing, or that deaf people develop a finer sense
of touch and vision. Those statements are true in a way, but we
need to be more specific. Being blind does not change the touch
receptors in the fingers or the receptors in the ears. However, it
increases attention to touch and sound, and the brain adapts to
that attention.

In several studies, investigators asked sighted people and
people blind since infancy to feel Braille letters or other ob-
jects and say whether two items were the same or different.
On average, blind people performed more accurately than
sighted people, as you would guess. More surprisingly, PET
and fMRI scans indicated substantial activity in the occipital
cortex of blind people while they performed these tasks (Bur-
ton et al, 2002; Sadato et al., 1996, 1998). Evidently, touch
information activated this cortical area, which is ordinarily
devoted to vision alone. In people blind since birth or early
childhood, auditory stimuli also produce increased responses
in what are usually visual areas of the cortex (Gougoux et al,,
2009; Wan, Wood, Reutens, & Wilson, 2010).

To double-check this conclusion, researchers asked blind
and sighted people to perform the same kind of task during
temporary inactivation of the occipital cortex. As discussed
in Chapter 4, intense magnetic stimulation on the scalp
temporarily inactivates neurons beneath the magnet. Ap-
plying this procedure to the occipital cortex of people who
are blind interferes with their ability to identify Braille sym-
bols, whereas it does not impair touch perception in sighted
people. In short, blind people, unlike sighted people, use the
occipital cortex to help identify what they feel (L. G. Cohen
et al., 1997).

Similar changes can occur even in adulthood, to a limited
extent. Researchers blindfolded healthy sighted adults for five
days while they learned Braille. By the end of that time, the par-
ticipants' occipital cortex became responsive to touch stimuli.
Furthermore, magnetic stimulation over the occipital scalp inter-
fered with their Braille performance, indicating that the occipital
cortex was indeed contributing to touch perception (Merabet
et al,, 2008). Evidently what happens in long-term blindness is
simply an extreme case of what is potentially present in everyone.

13. Name two kinds of evidence indicating that touch infor-
mation from the fingers activates the occipital cortex of
people blind since birth.

14. Under what circumstance would the occipital cortex of a
sighted adult become responsive to touch?
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“Brain structures differ between musicians and non-musicians,” by C. Gaser &
G. Schlaug, Journal of Neuroscience, 23. Copyright 2003 by the Society for

Neuroscience. Reprinted with permission/Saciety for Neuroscience.

Learning to Read

If you learn to read, and then spend a few hours every day read-
ing, does your brain change? Ordinarily, this hypothesis is dif-
ficult to test, because children learn to read while their brains are
changing in many ways already. Also, in most countries, nearly
all children are learning to read. Experimenters took advantage
of an unusual opportunity: In Colombia, many children became
guerrilla fighters instead of going to school, but many of them
returned to society as adults. Of those, some were taught to read
and others were not. Researchers found several differences be-
tween the brains of those who learned to read in adulthood and
those who did not. Those who learned had more gray matter
(presumably expanded neuron cell bodies and dendrites) in five
gyri of the cerebral cortex, and greater thickness in part of the
corpus callosum (Carreiras et al,, 2009).

Music Training
People who develop expertise in any area spend enormous
amounts of time practicing, and it seems reasonable to look for
corresponding changes in their brains. Of the various kinds of
expertise, which would you want to examine? Researchers’ fa-
vorite choice has been musicians, for two reasons. First, we have
a good idea of where in the brain to look for changes—the brain
areas responsible for hearing and finger control. Second, serious
musicians are numerous and easy to find. Almost any big city
has an orchestra, and so do most universities. Most orchestra
members have been practicing for hours every day for years.
One study used magnetoencephalography (MEG, de-
scribed in Chapter 4) to record responses of the auditory cor-
tex to pure tones. The responses in professional musicians were
about twice as strong as those in nonmusicians. An examina-
tion of their brains, using MRI, found that one area of the
temporal cortex in the right hemisphere was about 30% larger
in professional musicians (Schneider et al., 2002). Other stud-
ies found enhanced responses of subcortical brain structures

Precentral and postcentral gyri
(Body sensations and motor control, including fingers)

Inferior visual cortex
(Vision, such as reading music)

Left inferior frontal gyrus
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to musical sounds and speech sounds, compared to nonmusi-
cians (Herdener et al., 2010; Lee, Skoe, Kraus, & Ashley, 2009;
Musacchia, Sams, Skoe, & Kraus, 2007). These brain changes
help musicians attend to key sounds in tonal languages. For
example, in Chinese, nidn (with a rising tone) means year, and
nian (with a falling tone) means study. Musicians learn to rec-
ognize these differences faster than other people do (Wong,
Skoe, Russo, Dees, & Kraus, 2007).

According to a study using MRI, gray matter of several brain
areas was thicker in professional musicians than in amateurs and
thicker in amateurs than in nonmusicians, as shown in Figure
5.11 (Gaser & Schlaug, 2003). The most strongly affected areas
related to hand control and vision (which is important for read-
ing music). A related study on stringed instrument players found
that a larger than normal section of the postcentral gyrus in the
right hemisphere was devoted to representing the fingers of the
left hand, which they use to control the strings (Elbert, Pantey,
Wienbruch, Rockstroh, & Taub, 1995). The area devoted to the
left fingers was largest in those who began their music practice
early and therefore also continued for more years.

These results suggest that practicing a skill reorganizes the
brain to maximize performance of that skill. However, an altet-
native hypothesis is that brain characteristics that people were
born with attract them to one occupation or another. Phone-
ticians—people who specialize in analyzing details of speech,
including regional accents—are more likely than other people
to have certain features of the auditory cortex that are known
to form before birth (Golestani, Price, & Scott, 2011). Might it
also be the case that inborn brain features attract certain people
to music? One way to address that question is with a longitu-
dinal study. Researchers examined 15 6-year-olds who were be-
ginning piano lessons and 16 other children not taking music
lessons. At the start of training, neither brain scans nor cog-
nitive tests showed any significant difference between the two
groups. After 15 months, the trained group performed better

FIGURE 5.11 Brain correlates of music
practice

Areas marked in red showed thicker gray
matter among professional keyboard players
than in amateurs and thicker among ama-
teurs than in nonmusicians. Areas marked
in yellow showed even stronger differences
in that same direction.
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on measures of rhythm and melody discrimination, and they
showed enlargements of brain areas responsible for hearing
and hand movements, similar to those seen in adult musicians
(Hyde et al., 2009a, 2009b). These results imply that the brain
differences are the result of musical training, not the cause.
Another issue is whether music training produces bigger
effects if it begins early in life, while the brain is more easily
modified. Several studies have found major differences be-
tween young adults who started music training in childhood
and those who began as teenagers. However, those studies do
not separate the effects of age at starting from those of total
years of practice. A later study compared people who started
music training before age 7 with people who started later but

When Brain Reorganization Goes Too Far

continued for just as many years. The result was that those
who started younger showed an advantage on several tasks
(Watanabe, Savion-Lemieux, & Penhune, 2007).

15. Which brain area shows expanded representation of the
left hand in people who began practicing stringed instru-
ments in childhood and continued for many years?

ANSWER aJaydsiway 1ysu

aU1 JO (x91100 AI0SUSS01BWOS) SNJAZ [BIUSDISOd "ST

If playing music—or practicing anything else—expands a relevant brain area, the change is good, right? Usually it is, but not
always. As mentioned, when people play piano or string instruments many hours a day for years, the representation of the hand
increases in the somatosensory cortex. Imagine the normal representation of the fingers in the cortex:

Precentral gyrus
(primary motor
cortex)

Postcentral gyrus
(primary

somatosensory 3
cortex)

© tomas del amo/Alamy

Somatosensory cortex

Portion of
somatosensory
cortex

With extensive musical practice, the expanding representations of the fingers might spread out like this:

Precentral gyrus
(primary motor
cortex)

Postcentral gyrus
(primary

somatosensory 3N\
cortex)

© tomas del amo/Alamy

Somatosensory cortex

Portion of

somatosensory
cortex
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Or the representations of all ﬁngers could grow from side to side without spreading out so that representation of each ﬁnger
overlaps that of its neighbor:

Precentral gyrus
(primary motor
cortex)

Postcentral gyrus
(primary

somatosensory 23
_ cortex)

Toes

enitals

b

\\/
e:\{ 3"

Somatosensory cortex Portion of
somatosensory
cortex

Courtesy of Dr. Dana Copeland

In some cases, the latter process does occur, such that
stimulation on one finger excites mostly the same cortical
areas as another ﬁnger (Byl, McKenzie, & Nagarajan, 2000;
Elbert et al., 1998; Lenz & Byl, 1999; Sanger, Pascual-Leone,
Tarsy, & Schlaug, 2001; Sanger, Tarsy, & Pascual-Leone,
2001). If you can't clearly feel the difference between one fin-
ger and another, it is difficult to move them independently.
Furthermore, the motor cortex changes also. Representation
of the middle fingers expands, overlapping and displacing rep-
resentation of the index finger and little finger. As a result,
the person has trouble controlling the index finger and little
finger. One or more fingers may go into constant contraction
(Beck et al., 2008; Burman, Lie-Nemeth, Brandfonbrener,
Parisi, & Meyer, 2009), ‘This condition, known as “musician’s
cramp” or more formally as focal hand dystonia, is often a
career ender for a musician. Some people who spend all day
writing develop the same problem, in which case it is known
as“writer’s cramp.”

Previously, physicians assumed that musician’s cramp or
writer’s cramp was in the hands themselves, in which case
the treatment would be hand surgery or injection of some
drug into the hand. Now that we have identified brain reor-
ganization as the problem, the approach is to find an appro-
priate type of retraining, Here is one promising possibility:
Researchers gave periodic bursts of vibration stimuli to var-
ious hand muscles, in random sequence, instructing people
with musician’s cramp to attend carefully to the stimuli and
any changes in their vibration frequency. A mere 15-minute

© tomas del amo/Alamy

treatment produced improvement in finger sensations and
use, which lasted up to 24 hours (Rosenkranz, Butler, Wil-
liamson, & Rothwell, 2009). Further development of this

Someone with musician’s cramp or writer’s cramp has difficulty

; ’ 7 . ; moving one finger independently of others. One or more fingers
technique or something similar may help people with this may twitch or go into a constant contraction.

disorder.
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16. What change in the brain is responsible for musician’s
cramp?

17.What procedure is most promising for treating musician’s
cramp?
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Brain Development and
Behavioral Development

Behavior changes as people grow older. How much of that
change has to do with the brain? Let’s consider adolescence

and old age.

Adolescence

Adolescents are widely regarded as impulsive and prone to
seek immediate pleasure. Neither of those characteristics is
unique to adolescents, as children are even more impulsive
and eager for immediate pleasure. Still, on average, adoles-
cents differ in these regards from adults. Impulsiveness is a
problem if it leads to risky driving, drinking, sex, spending
sprees, and so forth.

Impulsiveness means a difficulty inhibiting an impulse.
Here is a simple way to measure it: Hold your hands to the
left and right of someone’s head. Instruct the person that when
you wiggle a finger, he or she should look at the other hand.
Before age 5 to 7 years, most children find it almost impos-
sible to look away from the wiggling finger. They are “impul-
sive” in that they do not inhibit their strong tendency to look
at a moving object. Similatly, if a face suddenly appears on one
side of a screen, people find it difficult to look in the oppo-
site direction (Morand, Grosbras, Caldara, &
Harvey, 2010). Looking away from a powerful
attention-getter is called the antisaccade task.
A saccade is a voluntary eye movement, and an
antisaccade is a voluntary eye movement away
from the normal direction.

Ability to perform this task improves sharply between
ages 7 to 11, and then gradually improves during the teenage
years, depending on areas of the prefrontal cortex that mature

slowly (Michel & Anderson, 2009; Munoz & Everling, 2004).

TRY IT
YOURSELF

As you might guess, children with attention-deficit hyperac-
tivity disorder (ADHD), who tend to be impulsive in other
ways, also have difficulty with the antisaccade task (Loe, Feld-
man, Yasui, & Luna, 2009).

In addition to being more impulsive than adults, adoles-
cents (and children) tend to “discount the future,” preferring
a smaller pleasure now over a larger one later. Which would
you prefer, $100 now or $125 a year from now? What about
$100 now vs. $150 a year from now? $175? How much bigger
would the payoff have to be next year to make you willing to
wait? Adolescents are more likely to choose an immediate re-
ward than are older adults, in a variety of situations (Steinberg
et al., 2009). However, to be fair, the situation is not the same
for people of different ages. Most adolescents have little cash
on hand and need the money right now. Most older adults
are more financially secure and can afford to wait for a higher
reward.

Adolescents are not equally impulsive in all situa-
tions. In an argument before the U.S. Supreme Court, the
American Psychological Association (APA) took the posi-
tion that adolescents are mature enough to make their own
decisions about a possible abortion. Later, the APA took
the position that an adolescent who commits murder is too
immature to be held to the same legal standard as an adult.
Was the APA flip-flopping about adolescent maturity,
based on the political decisions they favored? Could be,
but the argument is more defensible than it might sound
at first. According to the research, most adolescents make
reasonable, mature decisions when they have time to con-
sider their options carefully. However, they are impulsive
when making quick decisions, especially in the face of peer
pressure (Luna, Padmanabhan, & O’Hearn, 2010; Reyna
& Farley, 2006).

Many studies have found that adolescent brains show
stronger responses than older adults when anticipating
rewards, and weaker responses in the areas of the pre-
frontal cortex responsible for inhibiting behaviors (Geier,
Terwilliger, Teslovich, Velanova, & Luna, 2010; Luna, et
al., 2010). But should we conclude that adolescents are
impulsive because their prefrontal cortex is less active?
Maybe, but not necessarily. Consider this analogy: Imag-
ine a college professor who has spent the afternoon sitting
at his desk writing this chapter. If you monitored his leg
muscles you would find that they had a low activity level
all afternoon. Would you conclude that he sat working on
writing this chapter because his leg muscles were inactive? I
assume you would not. If those leg muscles were incapable
of moving, they would help explain why someone spent an
afternoon at a computer. But when someone simply fails to
use healthy leg muscles, monitoring their activity explains
nothing, Similarly, if we found that certain parts of the
adolescent prefrontal cortex are incapable of strong activ-
ity, we may have an explanation for impulsive behavior. But
most research simply reports that adolescents” prefrontal
cortex is relatively inactive in certain situations, and that
result is not sufficient to explain the behavior.



= Stop & Check

18. Under what circumstances are adolescents most likely to
make an impulsive decision?

19. When people claim that adolescents make risky decisions
because of a lack of inhibition, which brain area do they
point to as being responsible for inhibition?
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Old Age

Many studies confirm that, on average, people’s memory and
reasoning fade beyond age 60, if not sooner. In old age, neurons
alter their synapses more slowly (Gan, Kwon, Feng, Sanes, &
Lichtman, 2003; Grutzendler, Kasthuri, & Gan, 2002). The
thickness of the temporal cortex shrinks by about half a per-
cent per year, on average (Fjell et al., 2009). The volume of
the hippocampus also gradually declines, and certain aspects
of memory decline in proportion to the loss of hippocampus
(Erickson et al., 2010). The frontal cortex begins thinning at
age 30 (Brans et al., 2010)!

Nevertheless, most chief executives of major corporations,
world political leaders, college presidents, and so forth are

MODULE 5.1 m IN CLOSING
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over 60 years old. Is this a problem? Should we fire them and
replace them with 25-year-olds?

Much of the research underestimates older people, for
several reasons. First, people vary. Some people deteriorate
markedly, but others show little sign of loss in either behavior
or brain anatomy well into old age. If we take an average, it ap-
pears that everyone is decaying a little each year, but averages
can be misleading. Second, as people grow older, they may be
slower in many intellectual activities, but they have a greater
base of knowledge and experience. On certain kinds of ques-
tions, older people do significantly better than younger people
(Queen & Hess, 2010). Third, many older people find ways to
compensate for any losses. In one study, a certain memory task
activated the right prefrontal cortex in young adults and in
older adults who did poorly on the task. For older people who
did well, the task activated the prefrontal cortex of both hemi-
spheres (Cabeza, Anderson, Locantore, & McIntosh, 2002).
That is, high-performing older adults activate more brain ar-
eas to make up for less efficient activity.

20.What is one way in which older adults compensate for
less efficient brain functioning?
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Considering the number of ways in which abnormal genes and
chemicals can disrupt brain development, let alone the possible
varieties of abnormal experience, it is a wonder that any of us
develop normally. Evidently, the system has enough margin for

SUMMARY

1. In vertebrate embryos, the central nervous system
begins as a tube surrounding a fluid-filled cavity.
Developing neurons proliferate, migrate, differentiate,
myelinate, and generate synapses. Neuron proliferation
varies among species mainly by the number of cell
divisions. Migration depends on a large number of
chemicals that guide immature neurons to their
destinations. 124

2. Even in adults, new neurons can form in the olfactory
system, the hippocampus, and the song-producing brain

error that we can function even if all of our connections are not
quite perfect. Development can go wrong in many ways, but
somehow, the system usually manages to work.

areas of some bird species. Although controversy persists,
new neurons apparently also form in the adult primate
cerebral cortex following damage to the nervous system.
How long such neurons survive is not known. 125

3. Growing axons find their way close to the right
locations by following chemicals. Then they array
themselves over a target area by following chemical
gradients. 126

4. After axons reach their targets based on chemical
gradients, the postsynaptic cell adjusts the connections
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6.

7

8.

9.
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based on experience, accepting certain combinations of
axons and rejecting others. This kind of competition
among axons continues throughout life. 129

Initially, the nervous system develops far more neurons
than will actually survive. Some axons make synaptic
contacts with cells that release to them nerve growth
factor or other neurotrophins. The neurons that receive
neurotrophins survive, and the others die in a process

called apoptosis. 129

The developing brain is vulnerable to chemical insult.
Many chemicals that produce only mild, temporary
problems for adults can permanently impair eatly brain

development. 131

At an early stage of development, the cortex is suffi-
ciently plastic that visual input can cause what would
have been the auditory cortex to develop different
properties and now respond visually. 132

Enriched experience leads to greater branching of axons
and dendrites, partly because animals in enriched
environments are more active than those in deprived
environments. However, this enrichment effect has been
demonstrated in comparison to a standard laboratory
environment that is extremely deprived. 132

Specialized experiences can alter brain development,
especially early in life. For example, in people who are
born blind, representation of touch and hearing

134

expands in areas usually reserved for vision.

KEY TERMS

10.

11.

12.

13.

Extensive practice of a skill expands the brain’s repre-
sentation of sensory and motor information relevant to
that skill. For example, the representation of fingers
expands in people who regulatly practice musical
instruments. 135

Although expanded representation in the brain is
ordinarily a good thing, it can be harmful if carried too
far, Some musicians and others who use their hands
many hours each day develop brain changes that
interfere with their ability to feel or use one finger

independently of the others. 136

Compared to adults, adolescents tend to be impulsive
and centered more on present pleasures than future
prospects. Research demonstrates increased response of
their brain to anticipated pleasures, and decreased
activity in the prefrontal cortex, responsible for inhibit-
ing behavior tendencies. However, it is not clear that

138

On average, people in old age show declining memory
and reasoning, and shrinkage of certain brain areas.
However, these averages do not apply to all individuals
or all situations. Many older people compensate for
inefficiency of certain brain functions by recruiting
activity in additional brain areas. 139

these brain phenomena explain the behaviors.

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book’s Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

antisaccade task 138 focal hand dystonia
apoptosis 130 migrate 125
differentiates 125 myelination 125

fetal alcohol syndrome

131

137

nerve growth factor (NGF)

neural Darwinism 129

THOUGHT QUESTION

Biologists can develop antibodies against nerve growth fac-
tor (i.e., molecules that inactivate nerve growth factor). What

neurotrophin 130
proliferation 124
stem cells 125
synaptogenesis

130 125

would happen if someone injected such antibodies into a de-
veloping nervous system?
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Plasticity After Brain Damage

n American soldier who suffered a wound to the left

hemisphere of his brain during the Korean War was at

first unable to speak at all. Three months later, he
could speak in short fragments. When he was asked to read
the letterhead, “New York University College of Medicine,” he
replied, “Doctors—little doctors” Eight years later, when
someone asked him again to read the letterhead, he replied,“Is
there a catch? It says, ‘New York University College of
Medicine” (Eidelberg & Stein, 1974).

Almost all survivors of brain damage show behavioral re-
covery to some degree. Some of the mechanisms rely on the
growth of new branches of axons and denderites, similar to the
mechanisms of brain development discussed in the first mod-
ule. Understanding the process leads to better therapies for
people with brain damage and contributes to our understand-
ing of brain functioning,

Brain Damage and
Short-Term Recovery

The possible causes of brain damage include tumors, infec-
tions, exposure to radiation or toxic substances, and degen-
erative conditions such as Parkinson’s disease and Alzheimer’s
disease. In young people, the most common cause is closed
head injury, a sharp blow to the head resulting from an ac-
cident or assault that does not puncture the brain. The effects
of closed head injury depend on severity and frequency. Many,
probably most, children and young adults sustain at least a
mild blow to the head from falling off a bicycle or similar ac-
cident, from which they recover within a few days. Repeated
head injuries, common in certain sports, are more worrisome
(Shaughnessy, 2009). After a severe head injury, recovery is
slow and often incomplete (Forsyth, Salorio, & Christensen,
2010).

One cause of damage after closed head injury is the rota-
tional forces that drive brain tissue against the inside of the
skull. Another cause is blood clots that interrupt blood flow
to the brain (Kirkpatrick, Smielewski, Czosnyka, Menon, &
Pickard, 1995).

APPLICATIONS AND EXTENSIONS

How Woodpeckers Avoid Concussions

Speaking of blows to the head, have you ever wondered
how woodpeckers manage to avoid giving themselves
concussions? If you repeatedly banged your head into a
tree at 6 or 7 meters per second (about 15 miles per
hour), you would quickly harm yourself.

Using slow-motion photography, researchers found
that woodpeckers usually start with a couple of quick pre-
liminary taps against the wood, much like a carpenter lin-
ing up a nail with a hammer. Then the birds make a hard
strike in a straight line, keeping a rigid neck. They almost
completely avoid rotational forces and whiplash (May, Fus-
ter, Haber, & Hirschman, 1979).

The researchers suggested that football helmets,
race car helmets, and so forth would give more protection
if they extended down to the shoulders to prevent rotation
and whiplash. They also suggest that if you see a crash
about to happen, you should tuck your chin to your chest
and tighten your neck muscles.

Reducing the Harm from a Stroke

A common cause of brain damage, especially in older people,
is temporary interruption of normal blood flow to a brain area
during a stroke, also known as a cerebrovascular accident.
The more common type of stroke is ischemia (iss-KEE-me-
uh), the result of a blood clot or other obstruction in an artery.
The less common type is hemorrhage (HEM-oh-rage), the
result of a ruptured artery. Effects of strokes vary from barely
noticeable to immediately fatal. Figure 5.12 shows the brains
of three people: one who died immediately after a stroke, one
who survived long after a stroke, and a bullet wound victim.
For a good collection of information about stroke, visit the
website of the National Stroke Association at http://www
.stroke.org/.

In ischemia, the neurons deprived of blood lose much of
their oxygen and glucose supplies. In hemorrhage, they are
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Courtesy of Dana Copeland

FIGURE 5.12 Three damaged human brains

(a) Brain of a person who died immediately after a stroke. Note the swelling on the right side. (b) Brain of someone who survived for
a long time after a stroke. Note the cavities on the left side, where many cells were lost. (c) Brain of a person who suffered a gunshot

wound and died immediately.

flooded with blood and excess oxygen, calcium, and other
chemicals. Both ischemia and hemorrhage lead to many of
the same problems, including edema (the accumulation of
fluid), which increases pressure on the brain and the prob-
ability of additional strokes (Unterberg, Stover, Kress, &
Kiening, 2004). Both ischemia and hemorrhage also impair
the sodium—potassium pump, leading to an accumulation
of sodium inside neurons. The combination of edema and
excess sodium provokes excess release of the transmitter
glutamate (Rossi, Oshima, & Attwell, 2000), which over-
stimulates neurons: Sodium and other ions enter the neu-
rons faster than the sodium—potassium pump can remove
them. The excess positive ions block metabolism in the mito-
chondria and kill the neurons (Stout, Raphael, Kanterewicz,
Klann, & Reynolds, 1998). As neurons die, microglia cells
proliferate, removing the products of dead neurons and sup-
plying neurotrophins that promote survival of the remain-
ing neurons (Lalancette- Hébert, Gowing, Simard, Weng, &
Kriz, 2007).

Immediate Treatments
As recently as the 1980s, hospitals had little to offer to a
stroke patient. Today, prospects are good for ischemia if physi-
cians act quickly. A drug called tissue plasminogen activator
(tPA) breaks up blood clots (Barinaga, 1996). To get signifi-
cant benefit, a patient should receive tPA within 3 hours after
a stroke, although slight benefits are possible during the next
several hours. Emergency wards have improved their response
times, but the limiting factor is that most stroke victims don't
get to the hospital quickly enough (Evenson, Foraker, Morris,
& Rosamond, 2009).

It is difficult to determine whether someone has had an
ischemic or hemorrhagic stroke. Given that tPA is useful for

ischemia but could only make matters worse in a hemorrhage,
what is a physician to do? An MRI scan distinguishes be-
tween the two kinds of stroke, but MRIs take time, and time
is limited. The usual decision is to give the tPA. Hemorrhage
is less common and usually fatal anyway, so the risk of making
a hemorrhage worse is small compared to the hope of alleviat-
ing ischemia.

What other treatments might be effective shortly after a
stroke? Given that strokes kill neurons by overstimulation,
one approach has been to decrease stimulation by blocking
glutamate synapses, blocking calcium entry, or other means.
Many such techniques have shown benefits in laboratory an-
imals (e.g., Sun et al., 2009), but so far none has produced
much benefit in humans. It is fair to object that they haven't
been given a fair try. Nearly all of the clinical studies have used
small doses (to avoid side effects such as hallucinations), and
nearly all have given the treatments 12 or more hours after
a stroke, despite evidence from laboratory animals that the
treatments are effective only within the first 3 to 6 hours
(Ginsberg, 2008).

The most effective known method of preventing brain
damage after strokes in laboratory animals is to cool the brain.
Cooling slows a variety of harmful processes. People can be
cooled safely to about 34-35° C (93-95° F). What matters
is temperature at the core of the body, so it is possible to keep
the skin warm enough to prevent shivering, while cooling the
interior of the body. This procedure has shown much prom-
ise, and additional research is under way (Ginsberg, 2008;
Steiner, Ringleb, & Hacke, 2001).

Another procedure might surprise you: Exposure to can-
nabinoids (the chemicals found in marijuana) minimizes the
damage caused by strokes in laboratory animals. You might
wonder how anyone thought of trying such a thing. Research-
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FIGURE 5.13 Effects of a cannabinoid on stroke damage

Row (a) shows slices through the brains of 5 rats treated with a high dose of a cannabinoid shortly
after a stroke. Row (b) shows slices for rats not treated with cannabinoids. The white areas on the
right of each brain show the extent of the damage. (From Schomacher, M., Mdiller, H. D., Sommer, C.,
Schwab, S., & Schéabitz, W.-R. (2008). Endocannabinoids mediate neuroprotection after

transient focal cerebral ischemia. Brain Research, 1240, 213-220.)

ers had a theoretical rationale: As mentioned in Chapter 3,
cannabinoids decrease the release of glutamate. If excessive
glutamate is one of the reasons for cell loss, then cannabinoids
might be helpful. They do, in fact, minimize the damage af-
ter a stroke, as shown in Figure 5.13, although the explana-
tion is not yet clear (Schomacher, Miiller, Sommer, Schwab,
& Schibitz, 2008). In addition to putting the brakes on glu-
tamate, cannabinoids exert anti-inflammatory effects and al-
ter brain chemistry in other ways that might protect against
damage. So far, physicians have made only limited attempts to
apply cannabinoids to human stroke patients, and again the
limiting factor is that the chemicals are effective only within
the first few hours after a stroke. In fact, the research on labo-
ratory animals indicates that cannabinoids are most effective
if taken shortly before the stroke. It would be difficult to apply

that advice in humans!

’ Stop & Check

21.What are the two kinds of stroke, and what causes each
kind?

22. Why is tPA not helpful in cases of hemorrhage?

23. If one of your relatives has a stroke and a well-meaning
person offers a blanket, what should you do?
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I Later Mechanisms of Recovery
After the first days following brain damage, many of the

surviving brain areas increase or reorganize their activity
(Nishimura et al., 2007). In some cases, one area more or less
takes over the function of another, damaged area. For example,
after damage to the connections from one brain hemisphere to
the leg on the opposite side of the body, the hemisphere on the
same side increases its connections to that leg (Ghosh et al,,
2009). In other cases, surviving brain areas do not take over
the functions of the damaged area, but they compensate in
various ways.

Increased Brain Stimulation

A behavioral deficit after brain damage reflects more than
just the cells that died. After damage to any brain area,
other areas that have lost part of their normal input become
less active. For example, shortly after damage in one brain
hemisphere, its input to the other hemisphere declines, and
therefore the other hemisphere shows deficits also (van
Meer et al., 2010). Recovery from a stroke depends largely
on increasing activity for the opposite side of the brain
(Takatsuru et al., 2009).

Diaschisis (di-AS-ki-sis, from a Greek term meaning “to
shock throughout”) refers to the decreased activity of sur-
viving neurons after damage to other neurons. If diaschisis
contributes to behavioral deficits following brain damage,
then increased stimulation should help. Researchers studied
one man who had been in a “minimally conscious state” for 6
years, showing almost no activity or response to stimulation.
Electrical stimulation of his central thalamus led to substan-
tial improvements, including self-feeding and some intelligible

speech (Schiff et al., 2007).
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Stimulant drugs also promote recovery. In a series of ex-
periments, D. M. Feeney and colleagues measured the behav-
ioral effects of cortical damage in rats and cats. Depending
on the location of the damage, the animals showed impair-
ments in movement or depth perception. Injecting amphet-
amine significantly enhanced both behaviors, and animals
that practiced the behaviors under the influence of amphet-
amine showed long-lasting benefits. Injecting a different drug
to block dopamine synapses impaired behavioral recovery
(Feeney & Sutton, 1988; Feeney, Sutton, Boyeson, Hovda, &
Dail, 1985; Hovda & Feeney, 1989; Sutton, Hovda, & Feeney,
1989). Stimulant drugs may be helpful after other kinds of
brain damage, too, and not just strokes (Huey, Garcia, Was-
sermann, Tierney, & Grafman, 2008).

Although amphetamine is too risky for use with human
patients, other stimulant drugs are more promising (Whyte
et al., 2005). A related idea is to use drugs that block the re-
lease of GABA, the brain’s main inhibitory neurotransmitter.
As with amphetamine, GABA blockers are effective in pro-
moting recovery after stroke in laboratory animals (Clarkson,

Huang, Maclsaac, Mody, & Carmichael, 2010).

—_—

24. After someone has had a stroke, would it be best (if
possible) to direct stimulant drugs to the cells that were
damaged or somewhere else?
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Regrowth of Axons
Although a destroyed cell body cannot be replaced, damaged

axons do grow back under certain circumstances. A neuron
of the peripheral nervous system has its cell body in the spi-
nal cord (for motor neurons) or in a ganglion near the spinal
cord (for sensory neurons). In either case, the axon extends
into one of the limbs. A crushed axon grows back toward the
periphery at a rate of about 1 mm per day, following its my-
elin sheath to the original target. If the axon is cut instead of
crushed, the myelin on the two sides of the cut may not line
up correctly, and the regenerating axon may not have a sure
path to follow. In that case, a motor nerve may attach to the
wrong muscle, as Figure 5.14 illustrates.

Within a mature mammalian brain or spinal cord, dam-
aged axons do not regenerate, or do so only slightly (Schwab,
1998). However, in many kinds of fish, axons do regener-
ate across a cut in the spinal cord and restore nearly normal
functioning (Bernstein & Gelderd, 1970; Rovainen, 1976;
Scherer, 1986; Selzer, 1978). Why do damaged CNS axons
regenerate so much better in fish than in mammals? Can we
find ways to improve axon regeneration in mammals?

Several problems limit axon regeneration in mammals.
First, a cut in the nervous system causes a scar to form (thicker

in mammals than in fish), creating a mechanical barrier. That
scar tissue is beneficial immediately after the damage, but it
blocks regrowth of axons later (Rolls, Shechter, & Schwartz,
2009). Second, neurons on the two sides of the cut pull apart.
Third, the glia cells that react to CNS damage release chemi-
cals that inhibit axon growth (Yiu & He, 2006).

These problems are formidable, but hope remains. Re-
searchers developed a way to build a protein bridge, providing
a path for axons to regenerate across a scar-filled gap. When
they applied this technique to hamsters with a cut in the op-
tic nerve, many axons from the eye grew back and established
synapses, enabling most hamsters to regain partial vision
(Ellis-Behnke et al., 2006). Also, injecting neurotrophins at
appropriate locations helps axons grow and establish normal
synapses (Alto et al,, 2009). A third possibility: Infant axons
grow under the influence of a protein called mTOR (which
stands for mammalian Target Of Rapamycin). As the indi-
vidual matures, mT'OR levels decrease and axons in the spi-
nal cord lose their capacity for regrowth. Deleting a gene re-
sponsible for inhibiting mTOR enables regrowth of axons in
the adult spinal cord (Liu et al., 2010). So far, these methods
have been tried only in laboratory animals, and we don't know
about their feasibility with humans.

Axon Sprouting

Ordinarily, the surface of dendrites and cell bodies is covered
with synapses, and a vacant spot doesn't stay vacant for long.
After a cell loses input from an axon it secretes neurotrophins
that induce other axons to form new branches, or collateral
sprouts, that take over the vacant synapses (Ramirez, 2001)
(Figure 5.15). In the area near the damage, new synapses form
at a high rate, especially for the first 2 weeks (C. E. Brown, L,
Boyd, Delaney, & Murphy, 2007).

Is collateral sprouting helpful or harmful? It depends
on whether the sprouting axons convey information similar
to those that they replace. For example, the hippocampus
receives much input from an area called the entorhinal cor-
tex. If the entorhinal cortex is damaged in one hemisphere,
then axons from the entorhinal cortex of the other hemi-
sphere sprout, take over the vacant synapses, and largely re-
store behavior (Ramirez, Bulsara, Moore, Ruch, & Abrams,
1999; Ramirez, McQuilkin, Carrigan, MacDonald, & Kel-
ley, 1996). However, if the entorhinal cortex is damaged in
both hemispheres, then axons from other locations sprout
into the vacant synapses, conveying different information.
Under those conditions, the sprouting interferes with be-
havior and prevents recovery (Ramirez, 2001; Ramirez et
al., 2007).

Here is another example where sprouting is either use-
less or harmful: Imagine a stroke that damages the axons
bringing information from the upper-left visual field—that
is, everything that appears to the viewer as being in the up-
per left. Suppose this stroke does not damage the visual cor-
tex. Now the area of visual cortex that used to receive input
from the upper left has lost its input, and axons represent-
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FIGURE 5.14 What can happen if damaged axons regenerate to incorrect muscles
Damaged axons to the muscles of the patient’s right eye regenerated but attached incorrectly. When she looks down, her right eyelid
opens wide instead of closing like the other eyelid. Her eye movements are frequently misaimed, and she has trouble moving her right

eye upward or to the left. (© Cengage Learning 2013)

Dendrites

Axon injured,\

Cell body degenerates

At first Loss of an axon

ing another part of the visual field—the lower left—sprout
into the vacant synapses. As that happens, a stimulus that
should look as shown here on the left begins to look like the
stimulus on the right (Dilks, Serences, Rosenau, Yantis, &

McCloskey, 2007):

Collateral
sprouting

Sprouting to fill vacant synapses

FIGURE 5.15 Collateral sprouting

A surviving axon grows a new branch to
replace the synapses left vacant by a dam-
aged axon. (© Cengage Learning 2013)

Denervation Supersensitivity

Neurons make adjustments to maintain a nearly constant
level of arousal. After learning strengthens one set of syn-
apses, other synapses weaken. (If this didn't happen, every
time you learned something your brain would get more and
more aroused.) Something similar happens after certain kinds
of brain damage: If most of the axons that transmit dopamine
to some brain area die or become inactive, the remaining do-
pamine synapses become more responsive, more easily stimu-
lated. This process of enhanced response is known as denerva-
tion supersensitivity or receptor supersensitivity (Kostrzewa,
Kostrzewa, Brown, Nowak, & Brus, 2008).

Denervation supersensitivity helps compensate for de-
creased input. In some cases, it enables people to maintain
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nearly normal behavior even after losing most of the axons
in some pathway (Sabel, 1997). However, it can also have un-
pleasant consequences, such as chronic pain. Because spinal
injury damages many axons, postsynaptic neurons develop
increased sensitivity to the remaining ones. Therefore, even
mild input produces enhanced responses (Hains, Everhart,

Fullwood, & Hulsebosch, 2002).

: Stop & Check

25. Is collateral sprouting a change in axons or dendritic re-
ceptors?

26. Is denervation supersensitivity a change in axons or den-
dritic receptors?

27.Many people with schizophrenia take drugs that block
dopamine synapses. After prolonged use, the side effects
include frequent involuntary movements. What is one
possible explanation?
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Reorganized Sensory Representations
and the Phantom Limb

If a brain area loses a set of incoming axons, we can expect some
combination of increased response (denervation supersensitiv-
ity) by the remaining axons and collateral sprouting by other
axons that ordinarily attach to some other target. Let’s imagine
how these processes might apply in the case of an amputation.

Reexamine Figure 4.24: Each section along the somato-
sensory cortex receives input from a different part of the body.
Within the area marked “fingers” in that figure, a closer ex-

el

Q
[ o)
o]

(a) Normal (before amputation)

amination reveals that each subarea responds more to one fin-
ger than to another. Figure 5.16 shows the arrangement for a
monkey brain. In one study, experimenters amputated finger 3
of an owl monkey. The cortical cells that previously responded
to information from finger 3 lost their input. Soon various
cells became more responsive to finger 2, finger 4, or part of
the palm, until the cortex developed the pattern of responsive-
ness shown in Figure 5.16b (Kaas, Merzenich, & Killackey,
1983; Merzenich et al., 1984).

What happens if an entire arm is amputated? For many
years, neuroscientists assumed that the cortical area cor-
responding to that arm would remain permanently silent,
because axons from other cortical areas could not sprout
far enough to reach the area representing the arm. Then
came a surprise. Investigators recorded from the cerebral
cortices of monkeys whose sensory nerves from one fore-
limb had been cut 12 years previously. They found that
the stretch of cortex previously responsive to the limb was
now responsive to the face (Pons et al., 1991). After loss
of sensory input from the forelimb, the axons represent-
ing the forelimb degenerated, leaving vacant synaptic sites
at several levels of the CNS. Evidently, axons represent-
ing the face sprouted into those sites in the spinal cord,
brainstem, and thalamus (Florence & Kaas, 1995; E. G.
Jones & Pons, 1998). Or perhaps axons from the face were
already present but became stronger through denervation
supersensitivity. Brain scan studies confirm that the same
processes occur with humans. Reorganization also occurs
in other brain areas that respond to skin sensations (Tan-
don, Kambi, Lazar, Mohammed, & Jain, 2009).

Now consider what happens when something activates
the neurons in a reorganized cortex. Previously, those cells re-
sponded to arm stimulation, but now they receive information
from the face. Does it feel like stimulation on the face or on

the arm?

Somatosensory
cortex

(b) After amputation of 3rd digit

FIGURE 5.16 Somatosensory cortex of a monkey after a finger amputation
Note that the cortical area previously responsive to the third finger (D3) becomes responsive to the second and fourth fingers (D, and D)
and part of the palm (Ps3). (Redrawn from the Annual Review of Neuroscience, Vol. 6, © 1983, by Annual Reviews, Inc. Reprinted by permis-

sion of Annual Reviews, Inc. and Jon H. Kaas.)




The answer: It feels like the arm (K. D. Davis et al., 1998).
Physicians have long noted that many people with amputa-
tions experience a phantom limb, a continuing sensation of
an amputated body part. That experience can range from oc-
casional tingling to intense pain. It is possible to have a phan-
tom hand, foot, or anything else that has been amputated. The
phantom sensation might last days, weeks, or a lifetime (Ram-
achandran & Hirstein, 1998).

Until the 1990s, no one knew what caused phantom
pains, and most believed that the sensations came from the
stump of the amputated limb. Some physicians performed
additional amputations, removing more of the limb in a fu-
tile attempt to eliminate the phantom sensations. Modern
methods have demonstrated that phantom limbs develop
only if the relevant portion of the somatosensory cortex
reorganizes and becomes responsive to alternative inputs
(Flor et al., 1995). For example, suppose axons represent-
ing the face come to activate the cortical area previously
devoted to an amputated hand. A touch on the face now
produces a facial sensation but it also produces a sensation
in the phantom hand. Figure 5.17 shows a map of which
face area stimulates sensation in which part of the phantom
hand, for one person (Aglioti, Smania, Atzei, & Berlucchi,
1997).

© Argosy Publishing Inc.

FIGURE 5.17 Sources of phantom sensation for one person
Stimulation in the areas marked on the cheek produced phantom
sensations of digits 1 (thumb), 2, 4, and 5. Stimulation on the
shoulder also evoked phantom sensations of digits 1, 2, 3, and 5.
(Based on Figure 5.29 from Phantoms in the Brain by V. S. Ramach-
andran, M.D., PhD, and Sandra Blakeslee. Copyright © 1998 by V. S.
Ramachandran and Sandra Blakeslee. Reprinted by permission of
HarperCollins Publishers and authors.)
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Note in Figure 4.24 that the part of the cortex responsive to
the feet is adjacent to the part responsive to the genitals. Two pa-
tients with foot amputations felt a phantom foot during sexual
arousal! One reported feeling orgasm in the phantom foot as
well as the genitals—and enjoyed it intensely (Ramachandran
& Blakeslee, 1998). Evidently, the representation of the genitals
had spread into the cortical area responsible for foot sensation.

Is there any way to relieve a painful phantom sensation?
In some cases, yes. Amputees who learn to use an artificial
arm report that their phantom sensations gradually disappear
(Lotze et al., 1999). They start attributing sensations to the
artificial arm, and in doing so, they displace abnormal connec-
tions from the face. Similatly, a study of one man found that
after his hands were amputated, the area of his cortex that
usually responds to the hands partly shifted to face sensitiv-
ity, but after he received hand transplants, his cortex gradually
shifted back to hand sensitivity (Giraux, Sirigu, Schneider, &
Dubernard, 2001). Another patient had a hand amputated
at age 19; 35 years later, a new hand was grafted in its place.
Within months, he was starting to feel normal sensations in
that hand (Frey, Bogdanov, Smith, Watrous, & Breidenbach,
2008). Evidently the brain areas that start off as hand areas,
face areas, or whatever retain those properties even after de-
cades without normal input.

Andy Manis/AP Photo

Amputees who feel a phantom limb are likely to lose those phan-
tom sensations if they learn to use an artificial arm or leg.
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—_—

28. What is responsible for the phantom limb experience?
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Learned Adjustments in Behavior

So far, the discussion has focused on anatomical changes. In
fact, much recovery from brain damage is based on learning,

If you cant find your keys, perhaps you accidentally
dropped them into the trash (so they are gone forever), or
perhaps you absentmindedly put them in an unusual place
(where you will find them if you keep looking). Similarly,
someone with brain damage may have lost some ability totally
or may be able to find it with enough effort. Much recovery
from brain damage depends on learning to make better use
of the abilities that were spared. For example, if you lose your
peripheral vision, you learn to move your head from side to
side to compensate (Marshall, 1985).

Sometimes, a person or animal with brain damage ap-
pears unable to do something but is in fact not trying. Con-
sider an animal that incurred damage to the sensory nerves
linking a forelimb to the spinal cord, as in Figure 5.18. The
animal no longer feels the limb, although the motor nerves
still connect to the muscles. We say the limb is deafferented
because it has lost its afferent (sensory) input. A monkey with
a deafferented limb does not spontaneously use it for walking,
picking up objects, or any other voluntary behaviors (Taub &
Berman, 1968). At first investigators assumed that a monkey
can’t use a deafferented limb. In a later experiment, however,
they cut the afferent nerves of both forelimbs. Despite this
more extensive damage, the monkey used both deafferented

Dorsal root (sensory)

/
|
White matter _('%\‘

Central canal ———— (f

Gray matter—— \\

%

\

Ventral root (motor)

FIGURE 5.18 Cross-section through the spinal cord

A cut through the dorsal root (as shown) deprives the animal
of touch sensations from part of the body but leaves the motor
nerves intact. (© Cengage Learning 2013)

limbs to walk, climb, and pick up food. Apparently, a monkey
fails to use a deafferented forelimb only because walking on
three limbs is easier than using an impaired limb. When it has
no choice but to use its deafferented limbs, it does.

Now consider a rat with damage to its visual cortex. Be-
fore the damage, it learned to approach a white card instead
of a black card for food, but after the damage, it approaches
one card or the other randomly. Has it completely forgotten
the discrimination? Evidently not, because it can more eas-
ily relearn to approach the white card than learn to approach
the black card (T. E. LeVere & Motlock, 1973) (Figure 5.19).
Thomas LeVere (1975) proposed that a lesion to the visual

Rat learns to approach white card.
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FIGURE 5.19 Memory impairment after cortical damage
Brain damage impairs retrieval but does not destroy the memory.
(Source: Based on T. E. LeVere & Morlock, 1973)

Correct




cortex does not destroy the memory trace but merely impairs
the rat’s ability to find it. As the animal recovers, it regains ac-
cess to misplaced memories.

Similarly, therapy for people with brain damage focuses on
encouraging them to practice skills that are impaired but not
lost., Treatment begins with careful evaluation of a patient’s
abilities and disabilities. Such evaluations are the specialty of
neuropsychologists, who develop tests to try to pinpoint the
problems. For example, someone who has trouble carrying out
spoken instructions might be impaired in hearing, memory,
language, muscle control, or alertness. After identifying the
problem, a neuropsychologist might refer a patient to a physi-
cal therapist or occupational therapist, who helps the patient
practice the impaired skills. Therapists get their best results if
they start soon after a patient’s stroke, and animal research-
ers find the same pattern. In one study, rats with damage to
the parietal cortex of one hemisphere showed poor coordina-
tion of the contralateral forepaw. Some of the rats received
experiences designed to encourage them to use the impaired
limb. Those who began practice 5 days after the damage re-
covered better than those who started after 14 days, who in
turn recovered better than those who started after 30 days
(Biernaskie, Chernenko, & Corbett, 2004). As other kinds
of evidence have confirmed, the brain has increased plasticity
during the first days after damage.

MODULE 5.2 m IN CLOSING

Brain Damage and Recovery
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One important note is that behavior recovered after brain
damage is effortful, and its recovery is precarious. A person
with brain damage who appears to be functioning normally is
working harder than usual. The recovered behavior deterio-
rates markedly after drinking alcohol, physical exhaustion, or
other kinds of stress that would minimally affect most other
people (Fleet & Heilman, 1986). It also deteriorates in old age
(Corkin, Rosen, Sullivan, & Clegg, 1989).

29. Suppose someone has suffered a spinal cord injury that
interrupts all sensation from the left arm. Now he or she
uses only the right arm. Of the following, which is the
most promising therapy: electrically stimulate the skin of
the left arm, tie the right arm behind the person’s back,
or blindfold the person?
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The mammalian body is well equipped to replace lost blood
cells or skin cells but pootly prepared to deal with lost brain
cells. Even the responses that do occur after brain damage, such
as collateral sprouting of axons or reorganization of sensory
representations, are not always helpful. It is tempting to specu-
late that we failed to evolve mechanisms to recover from brain

SUMMARY

1. Brain damage has many causes, including blows to the
head, obstruction of blood flow to the brain, or a
ruptured blood vessel in the brain. Strokes kill neurons
largely by overexcitation. 141

2. During the first 3 hours after an ischemic stroke, tissue
plasminogen activator (tPA) can reduce cell loss by
breaking up the blood clot. Theoretically, it should also
be possible to minimize cell loss by preventing overexcita-
tion of neurons, but so far, procedures based on this idea
have been ineffective. Cooling the brain or providing
cannabinoids can reduce cell loss. 142

damage because, through most of our evolutionary history, an
individual with brain damage was not likely to survive long
enough to recover. Today, many people with brain and spinal
cord damage survive for years, and we need continuing research
on how to improve their lives.

3. When one brain area is damaged, other areas become less
active than usual because of their loss of input. Stimulant
drugs can help restore normal function of these undam-
aged areas. 143

4. After an area of the CNS loses its usual input, other axons
begin to excite it as a result of either sprouting or denerva-
tion supersensitivity. In some cases, this abnormal input
produces odd sensations such as the phantom limb. 144

5. Many individuals with brain damage are capable of more
than they show because they avoid using skills that have
become impaired or difficult. 148
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KEY TERMS

Terms are defined in the module on the page number indicated. They're also presented in alphabetical order with definitions in the
book’s Subject Index/Glossary, which begins on page 561. Interactive flashcards and crossword puzzles are among the online re-
sources available to help you learn these terms and the concepts they represent.

cerebrovascular accident 141 diaschisis 143 stroke 141

closed head injury 141 edema 142 tissue plasminogen activator
collateral sprouts 144 hemorrhage 141 (tPA) 142
deafferented 148 ischemia 141

phantom limb 147

denervation supersensi-

tvity 145

THOUGHT QUESTIONS

1. Ordinarily, patients with advanced Parkinson’s disease
(who have damage to dopamine-releasing axons) move
very slowly if at all. However, during an emergency
(e.g., a fire in the building), they may move rapidly and

vigorously. Suggest a possible explanation.

2. Drugs that block dopamine synapses tend to impair or
slow limb movements. However, after people have taken
such drugs for a long time, some experience involuntary
twitches or tremors in their muscles. Based on material
in this chapter, propose a possible explanation.
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MAIN IDEAS

1. Each sensory neuron conveys a particular type of experience.
For example, anything that stimulates the optic nerve is

perceived as ligh