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Preface

Research and scholarship are characterized by a deep division between C.P.

Snow’s two cultures, the humanities and the sciences. A colleague recently pointed

out that within the sciences there is a division nearly as deep between, roughly,

those whose language is mathematics and those whose language is organic chemis-

try. For much of the twentieth century, genetics and epidemiology spoke mathema-

tics in the sense that there was faith that models, equations, and numbers would

lead us to answers to our questions. In the latter part of the century, speakers of

organic chemistry came to prevail as much of the focus was on DNA, its function,

and the mechanics of sequencing. A great milestone was the completion of the

human sequence along with subsequent surveys of genome-wide sequence diversity

in humans and in other species.

There was an implicit faith that with enough data we could simply look and find

answers to our questions. This faith thus far has not been rewarded. We can down-

load floods of genetic data from the Internet, but we cannot make much sense of it.

It seems to be time for “speakers of mathematics” to again take a place in the disci-

pline. Michel Tibayrenc has understood this very well for years, and he has been at

the forefront of bringing the disciplines of ecology and evolutionary biology, gene-

tics, infectious disease epidemiology, and immunology together to generate useful

understandings of how to manipulate the relations between ourselves and our

parasites.

This volume brings together a diverse set of authors who share an appreciation

of the complexities of context and history in the study of human disease.

Henry Harpending

Member of the National Academy of Sciences USA

Department of Anthropology

University of Utah

Salt Lake City, UT, USA



Introduction

Michel Tibayrenc

Institut de Recherche pour le Développement (IRD)/Centre National de la
Recherche Scientifique (CNRS), Montpellier, France

The present multidisciplinary book is at the crossroads between two major scien-

tific fields of the twenty-first century: evolutionary biology on one hand and infec-

tious diseases on the other (Tibayrenc, 2001). Evolutionary biology is taken here

in a broad sense and includes genetics, genomics, postgenomics, bioinformatics,

and population biology. The genomic revolution has upset modern biology and

has revolutionized our approach to ancient disciplines such as evolutionary studies.

In particular, this revolution is profoundly changing our view on genetically driven

human phenotypic diversity, and this is especially true in disease genetic

susceptibility.

On the other hand, infectious diseases are indisputably the major challenge of

medicine at the dawn of the twenty-first century. When considering a global view,

they are the number one killers of humans, and therefore the main selective pres-

sure exerted on our species. Even in industrial countries, infectious diseases are

now far less under control than 20 years ago. In New York City, 25% of the strains

of Mycobacterium tuberculosis are resistant to the main antituberculosis antibiotics.

In France, nosocomial infections kill twice as many people as road accidents. The

industrial world is now threatened by bird flu, which has reached West European

poultry farms. The threat of a major pandemic is becoming increasingly probable

(Ragnar Norrby, 2004; Fedson, 2005).

This book is composed of two parts:

1. A set of generalist chapters exposes the main features and applications of modern technol-

ogies in the study of infectious diseases. Rather than limiting itself to technological

aspects, this part of the book will insist on the theoretical means needed for interpreting

the data. Indeed, the major challenge for modern biology is not the development of even

more powerful technologies (even if this is always welcome), but rather the search for new

theoretical tools able to sort out and interpret the flood of data generated by mega technol-

ogies (automatic sequencing, micro arrays, proteomics, mega computers). In genetics and

evolution, we are probably facing a conceptual revolution comparable to the transition

between Newtonian physics and particle physics (Tibayrenc, 2001). Today technology is

ahead of theory and this gap needs to be filled. This is one of the main goals of this book.

2. More specialized chapters delve into today’s major stars of infection (malaria, SARS,

avian flu, HIV, tuberculosis, nosocomial infections) and a few other pathogens that will



be taken as examples to illustrate the power of modern technologies and the value of evo-

lutionary approaches.

This book will consider the three links of the epidemiological chain (host, patho-

gen, and vector in the case of vector-borne diseases), as well as the coevolution phe-

nomena among them. This concept of an integrated approach to infectious diseases

is also the basis for the MEEGID (Molecular Epidemiology and Evolutionary

Genetics of Infectious Diseases) congresses, successfully held since 1996 (next

session: Atlanta, Georgia, USA, 31st October�2nd November 2012; see http://www

.meegidconference.com/), and of the new journal Infection, Genetics and Evolution

(http://www.elsevier.com/locate/meegid), started in 2001 (2009 official impact fac-

tor: 3.223). This shows that the concept is meeting resounding success.

The readers of this book will include not only specialized scientists, but also

medical doctors, health professionals, professors, students, and the educated public.

The authors will make every attempt to avoid overly specialized jargon, to make

their chapters accessible to a broad public, while exposing the most updated

science.

The double goal of the book is hopefully clear: (i) to emphasize the value of

evolutionary approaches to all professionals working in the field of infectious dis-

eases and (ii) to demonstrate the high potentiality of infectious models to all people

interested in genetics and evolution.

References

Tibayrenc, M., 2001. The golden age of genetics and the dark age of infectious diseases.

Infect. Genet. Evol. 1 (1), 1�2.

Fedson, D.S., 2005. Preparing for pandemic vaccination: an international policy agenda for

vaccine development. J. Public Health Policy 26, 4�29.

Ragnar Norrby, S, 2004. Alert to a European epidemic. Nature 431, 507�508.
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1 Virus Species

Marc H.V. Van Regenmortel*

Institut de Recherche de l’Ecole de Biotechnologie de Strasbourg, CNRS/
Université de Strasbourg, Strasbourg, France

1.1 The Species Problem in Biology

Before dealing with the species concept used in virology, it will help to first review

the many different ways the term species has been used in biology. It may be sur-

prising to learn that, 150 years after the publication of Darwin’s On the Origin of

Species, biologists still do not agree about what constitutes a plant, animal, or

microbial species. The term “species” is universally used for the lowest grouping

of organisms in a hierarchical biological classification, but what a species actually

is (i.e., its ontology) remains a hotly debated issue in the philosophy of biology

(Ghiselin, 1997; Wheeler and Meier, 2000; Stamos, 2003; Ereshefsky, 2009;

Claridge, 2010). In the proceedings of a conference published in 1997, no less than

22 different species concepts were described (Mayden, 1997).

An important distinction between two meanings of the word species should be

kept in mind. On the one hand, the term is used to refer to the innumerable individ-

ual species taxa that have organisms as their members. The species Canis famil-

iaris, for instance, is the species taxon that has dogs as its members. The term

species, however, is also used to refer to the lowest category in a hierarchical bio-

logical classification, below the categories genus and family. The difference

between these two meanings of species is somewhat analogous to the difference

between the element gold (the class of all gold atoms) and the concept of element

(the class of all the elements), which is an abstract category that does not refer to

any particular type of atom. This analogy, of course, is not perfect since all gold

atoms are identical whereas the dog species refers to a heterogeneous grouping of

related but dissimilar organisms. It is important to note that the category species is

an abstract, taxonomic concept (the class of all species taxa) that does not refer to

any particular organism. Species taxa, on the other hand, are classes that have real

organisms as their members in the same way that higher taxa such as genera and

families are classes with organisms as their members.

*E-mail: vanregen@esbs.u-strasbg.fr

Genetics and Evolution of Infectious Diseases. DOI: 10.1016/B978-0-12-384890-1.00001-7

r 2011 Elsevier Inc. All rights reserved.
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All classification schemes are human, conceptual constructions made up of clas-

ses. Class membership allows a bridge to be established between two different logi-

cal categories—the class as an abstract entity and the concrete members of the

class (Buck and Hull, 1966; Mahner and Bunge, 1997, p. 230). Class membership

must be distinguished from part�whole relationships that exist only between con-

crete objects, one being a part of the other, in the way cells are parts of an organ-

ism. An organism can be a member of a species class but not a part of it. Similarly,

a thought or concept cannot be part of a concrete object. Finally, the relationship

between two classes in the classification hierarchy, such as a species and a genus,

is known as “class inclusion” rather than class membership. Since all classes are

abstract constructions, it is indeed not possible for one class to be a concrete mem-

ber of another class (Buck and Hull, 1966; Mahner and Bunge, 1997, p. 20). The

mixing of logical categories has been a fertile source of confusion in taxonomy

(Stamos, 2003; Van Regenmortel, 2003).

1.2 Classes Versus Individuals

Many philosophers have been reluctant to accept that species are classes because

they only considered so-called Aristotelian, universal classes, which have constant

properties that do not change with time. Since species change during evolution,

giving rise to new species, they considered that species were historical entities with

a definite localization in space and a beginning and an end in time and could not

be abstract classes, immutable and timeless. This viewpoint gave rise to the biono-

minalist school of thought, which regards species as concrete individuals rather

than abstract classes (Ghiselin, 1974, 1997; Hull, 1976, 1988). Although the species-

as-individuals (SAI) thesis has many followers, it still remains controversial

(Stamos, 2003, pp. 181�283; Mahner and Bunge, 1997, pp. 253�270), one reason

being that the concept of “individual” is as fuzzy (Hull, 1992) as the concept of

species (Van Regenmortel, 1998). The main shortcoming of the SAI thesis is that it

claims that asexual organisms cannot form species because species integration is

impossible in the absence of gene pools (Ghiselin, 1997). In effect, this makes the

species concept inapplicable to a large portion of the biological realm. If species

appeared during evolution only after sexual reproduction had become widespread,

most of life’s history on Earth could not be described in terms of evolving species,

a conclusion most biologists find unacceptable.

1.3 Species Taxa as Cluster Classes

Instead of viewing species as universal classes defined by a single property or com-

bination of properties necessarily present in every member of the class, many biolo-

gists consider species to be cluster classes, sometimes also called polytypic or

polythetic classes (Beckner, 1959; Stamos, 2003). Each class is defined by a

4 Genetics and Evolution of Infectious Diseases



variable combination of several properties of its members, with no single property

being necessary or sufficient for membership in the class. A cluster class is similar

to the family resemblance concept that Wittgenstein (1953) introduced in philoso-

phy to describe a concept such as “game.” Human activities as disparate as board

games, card games, ball games, and sports are all referred to as games although

they lack a single, common defining property (Pigliucci, 2003). Using the category

“species” as a family resemblance concept in taxonomy has the same advantage as

using the category “game” for referring to a human activity, since in both cases it

does away with the need for a definition in terms of necessary and sufficient prop-

erties. The inherent vagueness of the membership conditions of a cluster class also

makes the concept particularly useful for dealing with the usual absence of clear

discontinuities between species that result from the continuous nature of biological

variation (Van Regenmortel, 1998; Schaefer and Wilson, 2002).

1.4 Species: Concrete Versus Abstract Entities

Philosophers often claim that the term species should be reserved either for an

abstract taxonomic class that requires a definition, or for its concrete referents and

members (Stamos, 2003). Such a restriction tends to be counterproductive (Hull,

1988, p. 214) if it obscures the need to distinguish a concrete entity from its con-

ceptual representation. When the term species is defined as an intellectual construc-

tion that is not physically real, this does not prevent the concept to have referents

in the form of concrete, physical organisms that are members of the species (Van

Regenmortel, 2010a). Furthermore, when species taxa are defined as fuzzy cluster

classes, the boundaries between the actual members of such species will also be

fuzzy.

Many definitions of the species category have been proposed over the years

such as the biological species concept based on gene pools and reproductive isola-

tion (Mayr, 1970) and the ecological and phylogenetic species concepts (Baum and

Donoghue, 1995; Mayden, 1997; Stamos, 2003). None of these concepts have

gained general acceptance because they are based on defining properties that can-

not be applied to all types of organisms. The general lineage species concept pro-

posed by de Queiroz (2007) is also unsatisfactory because it does not allow a clear

differentiation between species and genera (Ereshefsky, 2010).

It seems that only the family resemblance concept (Pigliucci, 2003) is able to

unify various types of species taxa defined by genealogy, reproductive isolation,

phylogeny, or ecology into a single cluster class category. However, many biolo-

gists share the viewpoint of Darwin, who regarded the species category to be no

more real or definable than the categories genus and family. The unwillingness of

Darwin to argue over the definition of species has been called a modern solution to

the species problem (Ereshefsky, 2009).

The species problem is very much a philosophical question concerning the

nature of reality: it all depends on whether we are willing to accept that a concept

5Virus Species



such as the species category “exists” as a “real” category in nature, irrespective of

any human conceptualization, or whether we consider it merely as an artifact of

human thinking (Ereshefsky, 2010). However, the question whether the category

species is “real” and has an existence outside of human minds is rarely debated by

biologists, because they tend to be more concerned with identifying organisms as

members of a species taxon than with finding an appropriate definition of the spe-

cies category.

1.5 The Nature of Viruses

Viruses have been defined as molecular genetic parasites that use cellular systems

for their own replication (Villarreal, 2005). Viruses do not replicate or self-replicate

themselves, but are being replicated in a passive rather than active manner through

the metabolic activities of the cells they have infected. The replication of viruses

occurs through a process of copying carried out by the cellular machinery of the

host cell, whereas cells reproduce themselves by a process of fission. Viruses are

considered to be biological entities because they possess a genome and are able to

adapt to particular hosts and biotic habitats. However, viruses lack many of the

essential attributes of living organisms, such as the ability to capture and store free

energy, and they do not possess the characteristic autonomy and self-repairing

capacity of organisms (Van Regenmortel, 2010b). Most biologists accept that the

simplest system that can be said to be alive is a cell, and that subcellular constitu-

ents such as organelles, macromolecules, or genes are not themselves alive. The

recent discovery of the large Mimivirus containing a 1.2-Mbp genome and several

genes involved in transcription and translation led some authors to suggest that this

virus represented a new branch in the tree of life that predated the divergence of

the three domains of cellular life (Raoult et al., 2004; Raoult and Forterre, 2008).

However, phylogenetic analyses have demonstrated that the bacterial and eukary-

otic genes present in Mimivirus were most probably acquired by horizontal gene

transfer from organisms (Moreira and Brochier-Armanet, 2008). There is therefore

no compelling reason for including viruses in the tree of life (Doolittle and

Bapteste, 2007) nor for considering them as living organisms (Wolkowicz and

Schaechter, 2008; Lopez-Garcia and Moreira, 2009; Moreira and Lopez-Garcia,

2009; Van Regenmortel, 2010a).

1.6 Viruses Should not be Reduced to Virions

A virus cannot be reduced to a virus particle or virion, which is only one stage

of the viral replication cycle. The function of the virion is to protect the viral

genome from degradation by nucleases and other environmental attack and to act

as a vehicle to deliver the genome to new host cells. Virions of many sizes and

morphologies exist, which are among the most useful characteristics for
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recognizing and identifying different viruses. A virion can be fully described by

its intrinsic and chemical properties, and the composition of a single particle of

poliovirus has been described by Wimmer (2006) as C332,652 H492,288 N98,245

O131,196 P7501 S2340. However, such a reductionist description of a biological entity

in chemical terms is not an adequate characterization of the entity poliovirus

(Van Regenmortel, 2010a). It leaves out essential features such as nucleotide and

amino sequences, as well as the conformation of viral proteins. The protein con-

formation gives rise to the binding site that is recognized by host cell receptors

and is required for initiating the infection process. The viral receptor binding site

is a relational structure, emerging from a specific relationship with a complemen-

tary receptor arising during biological evolution, which allows the virus to infect

certain host cells. To describe a virus fully, it is thus necessary to include a num-

ber of relational properties involving hosts and vectors that are required for virus

transmission, infection, and replication and which make the virus a genetic para-

site as well as a biological entity. Confusing “virus” with “virion” is somewhat

similar to confusing the entity “insect,” which includes several different life

stages, with a single one of these stages, such a pupa, a caterpillar, or a butterfly

(Van Regenmortel, 2010b).

It is also important to differentiate between the genome and genotype and

between the phenome and phenotype of a virus, which are differences based on the

type-token distinction. The terms “genotype” and “phenotype” refer to classes of

viruses that satisfy some genetic or phenetic criteria, whereas the individual mem-

bers of these classes are tokens of those types. The type-token distinction is exem-

plified by the statement that every particular dollar bill is a token or occurrence of

the “one dollar” type (Bunge, 2003). The genome of a virus is the actual genetic

material found in virions, and it is the description of this genome in terms of partic-

ular genetic properties that determine the genotype of which the individual genome

is a token (Lewontin, 1992). Since viral genomes have mutation rates that are

orders of magnitudes higher than those of cellular genomes, a viral clone will

always contain many mutated genetic tokens that are not exactly identical copies of

the replicated genotype.

The DNA or RNA genome sequence found in a virion is actually part of the

phenome of the virus since it corresponds to a part of the virion’s chemical struc-

ture. The phenome of a virus includes all its observable physical manifestations,

such as virion morphology, molecular composition, biochemical activities, and

relational interactions with hosts and vectors. The properties of the phenome deter-

mine the phenotype of which the individual virus is a token and its description has

a temporal dimension since the phenome changes over time, for instance, during

viral replication when multiple tokens of the same phenotype are produced.

A virus classification based on nucleotide sequences is actually a phenotypic

classification with the discriminating characters being molecular rather than mor-

phological, physiological, or relational (Mahner and Bunge, 1997, p. 287). A phylo-

genetic virus classification, on the other hand, must be based on inferred or

hypothesized phylogeny rather than simply on nucleotide sequences or motifs,

which by themselves have no greater significance than other phenotypic traits
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(Van Regenmortel, 2006). A classification based only on genotypic and phyloge-

netic characteristics of viruses would amount to a classification of genomes and

would be of limited value to laboratory virologists (Calisher et al., 1995).

1.7 What is a Virus Species?

Although virus classification always included the classical hierarchical categories

of family and genus, it took many years before the species category became

accepted by the virological community. Plant virologists, in particular, were

opposed to the idea that the species category could be applied to viruses because

they assumed that the only legitimate species definition was the biological species

concept developed for sexually reproducing organisms and not applicable to viruses

that replicate as clones (Milne, 1984). Some virologists were also opposed to the

use of the species category in virology because they feared that the introduction of

virus species would inevitably lead to Latinized names, which they strongly

opposed (Matthews, 1983).

The absence of a satisfactory definition of the concept of virus species was an

additional reason why many virologists were reluctant to use the species concept.

Various species definitions had been proposed over the years but none had gained

general acceptance (Van Regenmortel, 2007).

In 1991, the International Committee on Taxonomy of Viruses (ICTV), which is

the body empowered by the International Union of Microbiological Societies to

make decisions on matters of virus classification and nomenclature, endorsed the

following definition: a virus species is a polythetic class of viruses that constitute a

replicating lineage and occupy a particular ecological niche (Van Regenmortel,

1989; Pringle, 1991). It should be emphasized that this is only a definition of the

species category (i.e., the class of all the individual species taxa in virology) and

that it does not provide guidelines on how individual virus species should be

demarcated (Van Regenmortel et al., 1997). However, once the virus species cate-

gory was accepted, ICTV Study Groups composed of virologists with in-depth

knowledge of particular areas of virology were able to embark on the task of estab-

lishing and delineating hundreds of virus species taxa.

The concept of polythetic class used in the definition of virus species was intro-

duced in biology by Beckner (1959), who called this type of class “polytypic” to

differentiate it from monotypic, universal classes that can be defined by properties

that are both necessary and sufficient for establishing membership in the class. In a

polythetic class, each member of the class shares a large but unspecified number of

properties, each property is present in a large but unspecified number of members

of the class, and no property is necessarily present in all the members of the class

(Van Regenmortel, 2000a).

It must be stressed that the definition of the category species as a polythetic

class cannot provide guidelines for deciding whether particular viruses are mem-

bers of one or other species taxon. One reason is that a species taxon has first to be
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established by taxonomists before it becomes possible to ascertain if a certain prop-

erty is present in a sufficient number of the taxon’s members. Another reason is

that many of the properties of viruses, especially those used at the level of species

demarcation such as host range, pathogenicity, and degree of genome relatedness,

are easily modified by mutation and can only reveal blurred discontinuities between

species (Van Regenmortel et al., 1997). Furthermore, the notion of character or trait

is itself problematic and is often confused with parts (Inglis, 1991; Fristrup, 1992),

although a part of a thing is a thing and not a property (Mahner and Bunge, 1997,

p. 11). It is unclear, for instance, what should count as a single character: a com-

plete genome map, a particular nucleotide motif, or the presence of a certain nucle-

otide at a given position in the viral genome sequence (Van Regenmortel, 2006). In

fact, a major advantage of defining virus species as polythetic classes is that it

makes it possible to accommodate within a species taxon members that lack one or

other characteristic that would usually be considered typical of the species. The

concept of polythetic species is thus particularly useful for dealing with replicating

entities like viruses that possess extensive variability (Van Regenmortel, 2000a).

1.8 Species and Quasi-Species

The term “quasi-species” is often used to refer to populations of RNA viruses that

contain large numbers of mutants (Holland et al., 1992), but this term is unrelated

to the concept of species discussed here. The term quasi-species was introduced by

Eigen (1996) to describe the self-replicating RNA molecules believed to be the first

genes on Earth and which, because of mutations, do not consist of a unique molec-

ular species. In this context, species refers to a chemical species, which always con-

sists of identical molecules, and the term quasi-species is used to indicate that the

RNA molecules do not have a unique sequence (Sanjuan, 2010).

When a population of RNA viruses is called a quasi-species (implying some sort

of imperfect species), this does not mean that there could be such a thing as a

“true” virus species with its members all possessing exactly the same genome

sequence (Van Regenmortel et al., 1997). Quasi-species theory is a complex field

of population genetics but it has no taxonomic implications (Domingo and Holland,

1997; Smith et al., 1997; Holmes and Moya, 2002; Sanjuan, 2010) since a taxo-

nomic species is always necessarily a quasi-species in the chemical sense.

1.9 Definition of Virus Species Versus Identification
of Viruses

Viruses are classified by allocating them to the hierarchical classes of order, family,

subfamily, genus, and species. For instance, the species Measles virus is included in

the genus Morbillivirus, which in turn is included in the family Paramyxoviridae,

itself included in the orderMononegavirales (Pringle, 1997). The last three categories
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correspond to universal classes defined by a small number of properties that are both

necessary and sufficient for establishing membership in the class. For instance, all

the members of the family Adenoviridae are nonenveloped viruses that have an ico-

sahedral virion and double-stranded DNA, with protecting fibers at the vertices of

the protein shell. This means that allocating a virus to a genus or a family is an easy

task since it is sufficient to show that the virus possesses a small number of invari-

ant, stable properties that are present, without exception, in every member of

the class.

The situation is completely different in the case of virus species since they are

defined by a variable combination of phenotypic and genotypic properties, none of

which are necessarily present in every member of the species. When they establish

individual species, ICTV Study Groups must rely on properties that are not present

in all the members of the genus to which the species belongs since such properties

obviously would not allow individual species to be differentiated. Stable properties

such as virion morphology, genome organization, or method of replication shared

by all the members of a genus or family are therefore not useful for demarcating

individual species. Properties useful for discriminating between virus species within

a genus are the viral host range, pathogenicity, host cell and tissue tropism, small

differences in genome sequence, and other traits that often vary in different mem-

bers of the same species. When ICTV Study Groups create new virus species, they

may have to draw boundaries across a continuous range of genomic and phenotypic

variability, and such taxonomic decisions often involve a strong subjective element

(Van Regenmortel, 2007, 2010a).

The 8th ICTV Report published in 2005 lists 3 orders, 73 families, 287 genera,

and 1950 virus species (Fauquet et al., 2005). For each genus, a type species is des-

ignated, although this does not imply that the properties of the type species are typ-

ical and representative of the properties of all species in the genus (Mayo et al.,

2002). The demarcation criteria that are used to delineate individual species within

each genus, such as differences in host range, vectors, pathogenicity, antigenicity,

and degree of genome similarity are listed for most species. In agreement with the

polythetic definition of virus species, no single property is supposed to be used as

the defining property of a virus species (Ball, 2005).

1.10 Using Viral Genomes to Define Virus Species

As more viral genome sequences become available, there is an increasing tendency

to rely mainly on genome data to establish new viral species. Genome sequence

similarities in the members of a virus family are usually visualized by plotting the

frequency distribution of pairwise identity percentages using all available genome

sequences in the family (Bao et al., 2010). These pairwise sequence comparisons

(PASC) produce multimodal distributions where the peaks are attributed somewhat

arbitrarily to clusters of sequences corresponding to strains, species, genera, or

even sometimes ill-defined variants and isolates (Fauquet et al., 2008). Attributing
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a peak to “isolates” is actually meaningless since the term “virus isolate” refers to

any virus culture that is being studied, and an isolate could therefore be a member

of a strain, a species, or a genus (Van Regenmortel, 2007). The distribution peaks

represent the average degree of sequence identity between pairs of individual virus

isolates allocated to one or other taxonomic category. The percentage demarcation

thresholds that are chosen to allocate peaks to the different categories determine

how many separate species will be recognized in each genus (Van Regenmortel,

2007). For instance, in the family Flexiviridae it has been accepted that members

of different species have less than about 72% identical nucleotides between their

entire coat protein genes (Adams et al., 2004). In the genus Begomovirus of the

family Geminiviridae of single-stranded DNA plant viruses, different species were

established on the basis of a pairwise sequence identity of less than 89% in the

DNA-A genome component. This led to the recognition of more than 100

Begomovirus species (Fauquet and Stanley, 2005) and subsequently to an additional

85 species (Carstens and Ball, 2009). Many members of what are labeled as differ-

ent species infect the same host, such as cotton or tomato, and produce very similar

disease symptoms but are given different names by including the geographical

location of the first isolation of the virus. This leads to dozens of species names

like Tomato leaf curl Comoros virus, Tomato leaf curl Guangxi virus, Tomato leaf

curl Hsinchu virus, Tomato leaf curl Joydebpur virus, Tomato leaf curl New Delhi

virus, Tomato leaf curl Pune virus, and so on.

Many of these species could be considered strains of the same virus if a different

threshold demarcation percentage for differentiating strains from species had been

chosen. The allocation of different begomovirus isolates to the category strain or

variant is equally arbitrary (Fauquet et al., 2008). In the genus Mastrevirus of the

family Geminiviridae, a cutoff figure of 75% sequence identity in DNA-A nucleo-

tide sequences was used to establish different species (Fauquet and Stanley, 2005),

and this led to the recognition of only 12 separate species. Establishing valid

demarcation criteria in the family Geminiviridae is also made difficult by the fre-

quent recombination events that occur between different geminiviruses (Padidam

et al., 1999). The inordinate increase in the number of species in the genus

Begomovirus is due to excessive reliance on a single arbitrary PASC criterion for

demarcating species, which is at odds with the polythetic definition of virus spe-

cies. It is doubtful if all these species really correspond to biologically distinguish-

able stable entities justifying the label species, and it seems that the result is more

a classification of genomes than of viruses. It may be relevant to mention that the

ICTV now approves such taxonomic decisions on the creation of species by an

electronic ratification process that involves 11 ICTV life members, 74 ICTV sub-

committee members, and 53 ICTV national representatives, without actually report-

ing the number of individuals who responded and voted in favor (Carstens and

Ball, 2009).

Recently it has been proposed that the term “polythetic” should be removed

from the ICTV definition of virus species and that a species should instead be

defined as a monothetic or universal class, on the basis that a unique nucleotide

motif is necessarily present in all the members of a species (Gibbs and Gibbs,
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2006). This proposal overlooks the fact that if a taxonomist were to create a new

monothetic species by relying on a single defining property such as a nucleotide

motif, he or she would have to know beforehand that this motif is present in

all the members of the species and absent in other species (Inglis, 1991; Van

Regenmortel, 2006). In actual fact, the motif can only be discovered when the

sequences of numerous members of a preestablished species have been compared

with other species. This means that the nucleotide motif is not a property useful for

initially defining and creating a species, but is only a diagnostic marker used for

identifying viruses that are members of a species created beforehand as a polythetic

class.

Species are created by taxonomists who stipulate which covariant sets of shared

properties must be present in most members of a species, and a subsequently dis-

covered diagnostic marker is not one of the original species-defining properties. It

is the frequent, combined occurrence of several covariant properties in individual

members of a species that makes it possible to predict many of the properties of a

newly discovered virus once it has been identified as a member of a particular spe-

cies. If a species could be defined monothetically by a single diagnostic marker,

identifying a virus as a member of a species would not be very informative (Van

Regenmortel, 2007). The erroneous claim that virus species are monothetic univer-

sal classes instead of polythetic cluster classes (Gibbs and Gibbs, 2006) arises from

the failure to distinguish between the creation of species by taxonomists on the

basis of defining characters and the identification of members of an established

species by means of diagnostic markers (Van Regenmortel, 2003, 2007).

In recent years, short sequences of nucleotides located in an appropriate part of

an organism’s genome have become increasingly used for identifying members of

species. This approach, known as DNA barcoding (Hebert and Gregory, 2005), is

often presented as providing an additional character for creating and recognizing

new species. In reality, DNA barcoding is useful only for identifying members of

an already established species and not for defining or creating the millions of spe-

cies that have not yet been recognized by taxonomists on the basis of phenotypic

and other criteria (Ebach and Holdrege, 2005; Waugh, 2007; Wheeler and

Valdecasas, 2007). Unwarranted claims regarding the species-defining potential of

barcoding again illustrates the need to distinguish the task of defining new species

from the task of identifying members of established species (Van Regenmortel,

2010a).

1.11 Names and Typography of Virus Species

For many years the names of viral orders, families, subfamilies, and genera have

been written in italics with a capital initial letter (Murphy et al., 1995), which is a

different typography from that advocated by the Biological Nomenclature Code

(Van Regenmortel, 2001). The International Code of Virus Classification and

Nomenclature was modified in 1998, and the names of virus species were now also
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italicized and capitalized, providing a visible sign that species were taxonomic clas-

ses just like genera and families (Mayo and Horzinek, 1998). The ICTV Executive

Committee (EC) accepted the proposal that the common English names of viruses

should become the species names (written in italics instead of Roman) but rejected

a second proposal that new non-Latinized binomial names (NLBNs) should be

introduced for each species (Van Regenmortel, 2007). Such NLBNs had been used

for many years in the indices of ICTV Reports (Fenner, 1976; Matthews, 1979,

1982) and in plant virology publications and books (Albouy and Devergne, 1998;

Bos, 1999b). These binomials are obtained by replacing the word “virus” appearing

at the end of all English common names of viruses by the genus name of which the

virus is a member, leading to a species name such as Measles morbillivirus. Since

the species names of animals, plants, and microorganisms are always binomials

that include a genus designation, such NLBNs should be easily recognized as virus

species names whereas the vernacular virus names used in different languages

would obviously be the names of the viruses. Since all such binomial names for

virus species end with the suffix �virus, they clearly indicate that the names refer

to viral entities. This is an advantage compared to the Latin species names used in

biology, which do not indicate to the uninitiated whether the organism referred to

is an animal, a plant, or a microorganism. Although NLBNs could have been intro-

duced immediately for more than 90% of the 1550 species recognized at the time

(Van Regenmortel and Fauquet, 2002) the ICTV decided instead to adopt Measles

virus as the species name and measles virus as the virus name. The decision to use

the same name to refer to the virus (in Roman) and to the species (in italics)

resulted in considerable confusion among virologists since they now had to differ-

entiate between a virus and a species only on the basis of typography (Drebot

et al., 2000; Calisher and Mahy, 2004; Van Regenmortel, 2003, 2007).

Kuhn and Jahrling (2010) have argued that many virologists do not see the point

of differentiating between a virus (a concrete object) and a virus species (a concept)

because many species have only one virus as a member. In spite of arguments to

the contrary (Bos, 2007), it is important to make the distinction because a virus can

be isolated and manipulated experimentally and always exists in the form of many

mutants, variants, or strains with different genome sequences, whereas a species,

being a taxonomic construct, does not have a sequence and cannot be injected, iso-

lated, or otherwise manipulated. It is therefore incorrect to write, as is often done,

that the species Measles virus (rather than measles virus) has been isolated, trans-

mitted to a host, or sequenced. Species classes are concepts that do not possess

“physical” properties and they can only be defined by listing certain properties of

their members (Van Regenmortel, 2007; Kuhn and Jahrling, 2010).

In biology, the majority of animals, plants, and microorganisms do not have ver-

nacular names in English or other languages, and scientists will therefore write that

Escherichia coli (i.e., the species) has been infected by a bacterial virus, implying

that a taxonomic concept can be infected. In virology, such incorrect statements

can always be avoided since all viruses have vernacular names, and the name of

the virus can therefore be used to refer to the infectious agent rather than to the

species into which it has been placed. Unfortunately virologists continue to use
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wrong terminology and go on writing that a virus species (using italicized typogra-

phy) can infect a certain host or can be sequenced (Calisher and Mahy, 2004; Van

Regenmortel, 2006; Calisher and Van Regenmortel, 2009; Kuhn and Jahrling,

2010).

Virologists would certainly find it easier to differentiate between a virus and a

species if the ICTV introduced species names that were clearly different from virus

names. Many proposals for new species names have been made in the past, includ-

ing the suggestion that binomial Latin names should be introduced (Bos, 1999a;

Agut, 2002; Gibbs, 2003; Van Regenmortel, 2007). However, virologists have

mostly been opposed to the introduction of Latin names (Matthews, 1983, 1985;

Milne, 1984; Van Regenmortel, 2007) and the bewildering variety of Latin names

that have been given to tobacco mosaic virus in the past (Table 1.1) certainly sug-

gests that reaching agreement on Latin names for thousands of virus species would

be no easy task. It is also unlikely that virologists would be in favor of introducing

thousands of totally new species names. As an alternative, adopting the NLBNs as

species names would seem to be a simple and elegant solution, since binomial

names are always associated with taxonomic entities and the inclusion of the genus

name gives useful additional information on the properties of members of the spe-

cies. For the majority of virus species, it would require the creation of no new

names, since it combines well-known English virus names with accepted genus

names (Table 1.2). Only in a small number of cases would it be necessary to intro-

duce changes to existing names (Van Regenmortel, 2001), but this would certainly

be preferable to the introduction of completely new names for more than 2000

virus species. The introduction of binomial species names could sometimes lead to

odd names such as Marburg marburgvirus, but these are no worse than many

accepted names in biology, such as Rattus rattus for the rat and Bombina bombina

for the toad. Most of the problems posed by NLBNs in a limited number of genera

are due to the fact that these genera have names that do not follow ICTV rules

(Van Regenmortel and Fauquet, 2002) but these difficulties could be resolved by

the relevant ICTV Study Groups. Using binomial species names implies that name

Table 1.1 Latin Names Given in the Past to Tobacco Mosaic Virus

Names References (See Francki, 1981)

Stangyloplasma iwanowskii B.T. Palm (1922)

Marmor tabaci F.O. Holmes (1939)

Musivum tabaci W.D. Valleau (1940)

Phytovirus nicomosaicum H.H. Thornberry (1941)

Nicotianavir communae H.S. Fawcett (1942)

Minchorda nicotianae H.P. Hansen (1957)

Protovirus tabaci A. Lwoff and P. Tournier (1966)

Vironicotum maculans H.H. Thornberry (1968)

Virothrix iwanowskii A.E. Procenko (1970)
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changes would occur when species are moved from one genus to another but this

could be perceived as clarifying advantage rather than an alleged disadvantage

(Mayo and Haenni, 2006). It has also been pointed out that species in a family but

not yet assigned to a genus could not be given a binomial name (Mayo and Haenni,

2006) but such exceptional cases hardly seem a valid reason for not adopting

NLBNs.

In 1998, most members of the ICTV-EC were opposed to the introduction of

NLBNs, but by 2004, 50% of them no longer objected to the system. Surveys con-

ducted in 2002 among laboratory virologists had shown that more than 80% of

those who responded were in favor of NLBNs (Mayo, 2002; Van Regenmortel and

Fauquet, 2002; Mayo and Haenni, 2006; Van Regenmortel, 2007). Democratic

decision making in matters of viral taxonomy has always been difficult to achieve

since few virologists express an opinion in ballot polls (Matthews, 1982; Van

Regenmortel, 2000b) with the result that the minority view is heard disproportion-

ally. Even within the ICTV, only a minority of the 80 Study Groups responded

when asked about their opinion on NLBNs (Ball and Mayo, 2004). In view of such

inertia, the ICTV often has ratified decisions in the past by accepting that a no

answer vote was a vote in favor (Van Regenmortel, 2007). In conclusion, there is

no doubt that virologists would find it easier to use correct terminology if the

ICTV introduced new names for virus species (Kuhn and Jahrling, 2010) and the

option of using binomials based on existing genus and virus names should therefore

receive serious consideration.

Table 1.2 Examples of Binomial Species Names for Vertebrate Viruses

Virus Names Binomial Species Names

California encephalitis virus California encephalitis orthobunyavirus

hepatitis A virus hepatitis A hepatovirus

hepatitis B virus Hepatitis B orthohepadnavirus

hepatitis C virus Hepatitis C hepacivirus

hepatitis E virus Hepatitis E hepevirus

Lassa virus Lassa arenavirus

louping ill virus Louping ill flavivirus

measles virus Measles morbillivirus

mumps virus Mumps rubulavirus

rabies virus Rabies lyssavirus

rubella virus Rubella rubivirus

Sendai virus Sendai respirovirus

Sindbis virus Sindbis alphavirus

Sin Nombre virus Sin Nombre Hantavirus

West Nile virus West Nile flavivirus
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2 A Theory-Based Pragmatism for
Discovering and Classifying Newly
Divergent Bacterial Species

Sarah Kopac and Frederick M. Cohan*

Department of Biology, Wesleyan University, Middletown, CT, USA

2.1 Introduction

Are bacterial species real? They are real enough to the systematists who classify

them, and to the practitioners of microbiology who depend on bacterial classifica-

tion. Bacterial systematists have routinely identified species as closely related

groups that differ in their disease-causing properties, in their ecological roles in

biological communities, and in their physiological capacities (Rosselló-Mora and

Amann, 2001). To provide this service, systematists have taken a simple and prag-

matic approach—to define species as groups (or clusters) of close relatives sepa-

rated by large gaps in phenotypic and molecular characters (Vandamme et al.,

1996; Rosselló-Mora and Amann, 2001). This practical approach has the cachet of

approval from no less an evolutionary biologist than Charles Darwin (Darwin,

1859; Mallet, 2008b). Darwin proposed that animal and plant species should be

defined as closely related groups that can coexist as phenotypically distinct clusters

(Darwin, 1859; Stamos, 2007; Mallet, 2008b), and this is largely the approach

taken by bacterial systematists. This cluster-based approach has proved to be

remarkably robust, even as the criteria for defining bacterial species have changed

over the decades, from being based on phenotype (usually metabolism) to whole-

genome similarity (as measured through genome hybridization) to sequence iden-

tity (Rosselló-Mora and Amann, 2001). Bacterial systematists have argued about

whether the species they recognize are too narrowly or too broadly defined, and

whether they are using the best criteria for demarcating species, but they have

agreed that species should hold the essential property of being clusters of close

relatives with gaps between them (Gevers et al., 2005).
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However, many microbiologists and most systematists outside of microbiology

have understood species to be more than closely related groups separated by gaps

(Mayr, 1982; de Queiroz, 2005). They have viewed the species level of taxonomy

as having a reality beyond human attempts at classification. Largely under the

influence of Ernst Mayr, the property of cohesion has come to be understood to be

a quintessential aspect of species (Mayr, 1963, 1982; Templeton, 1989; de Queiroz,

2005). In this view, species are real because they are the largest groups whose

diversity is constrained by a force of cohesion. In the case of the highly sexual ani-

mals and plants, the force constraining diversity within species is understood to be

genetic exchange. In Mayr’s Biological Species Concept, speciation requires cer-

tain unusual circumstances that allow newly divergent populations to break free of

cohesion by recurrent, high-frequency genetic exchange; speciation is therefore

understood to be rare (Mayr, 1963). Recently, zoologists have questioned whether

animal species are really cohesive across their geographic ranges, and whether

cohesion by genetic exchange actually prevents speciation (Mallet, 2008a). This

controversy has raised our doubts as to whether bacterial species are cohesive

(Cohan, 2010), an issue to which we shall return.

Many concepts of species have been developed since Mayr’s Biological Species

Concept, and most have in common certain quintessential features, all related to

cohesion (de Queiroz, 2005; Cohan, 2010): the diversity within a species is limited

by a force of cohesion, species are invented only once, and different species are

ecologically distinct and irreversibly separate. In what we might consider Mayrian

concepts of species, these essential properties have been extended to other groups

where genetic exchange is rare or absent, such as the bacteria (Templeton, 1989;

Cohan, 1994). With our colleagues, we have developed the “ecotype” theory of

bacterial species, in which the diversity within an ecotype is constrained by recur-

rent forces of cohesion such as periodic selection or genetic drift (Cohan, 1994,

2010; Ward, 1998; Cohan and Perry, 2007).

Models of species cohesion depend on homogeneity among members of a spe-

cies. In the case of animals and plants, cohesion across populations by genetic

exchange is widely thought to require homogeneity of reproductive features, such

that genes can be successfully exchanged (Mayr, 1963; Templeton, 1989). Likewise,

the ecotype model is premised on the existence of ecotypes whose members are eco-

logically homogeneous and interchangeable, such that one competitively superior

adaptive mutant can replace all other members of the ecotype (Cohan, 1994).

There is an important pragmatic reason for bacterial species to be demarcated as

cohesive and ecologically homogeneous units. The animal ecologist Evelyn

Hutchinson saw species as groups that should be homogeneous in their physiologi-

cal, biochemical, morphological, and ecological characteristics (Hutchinson, 1968).

He noted that species so defined have the useful property that the characteristics of

any individual classified to a species could be easily predicted. While we believe

Hutchinson was overly optimistic about the homogeneity of animal and plant spe-

cies, microbiologists could probably agree that a taxonomy based on homogeneity,

if possible, would be extremely beneficial (Cohan and Perry, 2007). For example,

under this approach, the total membership of a pathogenic species would have the
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same disease-causing properties, the same tissue tropisms, the same transmission

properties, and the same host range, while organisms with significantly different

properties would be recognized as different species.

It is widely understood that the species recognized by bacterial systematics are far

from satisfying the Hutchinsonian property of homogeneity. The named species have

long been known to be metabolically and ecologically diverse (Barrett et al., 1986;

Cohan et al., 2006; Smith et al., 2006; Walk et al., 2007; Dykhuizen et al., 2008;

Hunt et al., 2008; Koeppel et al., 2008; Manning et al., 2008; Walk et al., 2009;

Connor et al., 2010). One goal of this chapter is to propose a method to identify and

classify ecologically homogeneous groups we may define as Hutchinsonian species,

if they exist.

There are reasons to suspect that Hutchinsonian species may be extremely limited

in their phylogenetic breadth, that they are perhaps limited to containing as phyloge-

netically narrow a group as a single cell and its immediate descendants (Doolittle

and Zhaxybayeva, 2009). Recent genome comparisons suggest the possibility that,

at least in some taxa, extremely close relatives are distinct in their genome content

(Welch et al., 2002; Whittam and Bumbaugh, 2002; Tettelin et al., 2005; Lefébure

and Stanhope, 2007; Rasko et al., 2008; Touchon et al., 2009; Paul et al., 2010).

That is, bacteria may acquire genes by horizontal genetic transfer at such a high rate

that the set of homogeneous organisms may be too small to be worth the trouble to

recognize as a species entity. The second goal of this chapter is to lay out a protocol

for determining the phylogenetic extent of ecological homogeneity.

Approaches to discovering homogeneous, cohesive species of bacteria are handi-

capped by various features of bacterial ecology and evolution, which make it diffi-

cult to recognize the ecological dimensions by which species diverge or the

physiological adaptations that underlie the ecological divergence of new species

(Cohan and Perry, 2007). This is because we cannot just look at bacteria and infer

how they are different ecologically, as we can with birds of different beak size or

shape. Also, horizontal genetic transfer is thought to be one mechanism responsible

for the formation of new ecotypes (Gogarten et al., 2002; Cohan and Koeppel,

2008; Palenik et al., 2009), and we cannot predict the genes transferred or their

donor source. We therefore cannot always anticipate the dimensions of ecological

and physiological divergence among new bacterial species, even in groups that are

well characterized (Cohan and Perry, 2007).

The discovery of newly divergent bacterial species requires a universal method

that is not based on a priori knowledge or intuition about the ecological dimensions

of speciation. The approach we outline for discovering the homogeneous, cohesive

species of the bacterial world is ecology-blind, where we aim to hypothesize ecotype

demarcations from sequence data, confirm the ecological distinctness of ecotypes,

and then test for their homogeneity and cohesion, all without a priori knowledge of

the ecological dimensions of ecotype distinctness (Cohan and Koeppel, 2008). We

will lay out a process to identify groups of organisms that fit into species that are

real, in the sense that they are homogeneous and cohesive; we also allow for the pos-

sibility that some (perhaps many) groups of bacteria fit only into reified units of

close relatives that are neither homogeneous nor cohesive. Finally, we will present a
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new pragmatism for bacterial systematics, which will recognize the real, ecolog-

ically homogeneous units of bacterial diversity, where practical, and will recognize

reified, heterogeneous units of close relatives where necessary.

2.2 Ecological Breadth of Recognized Species

The classification scheme of bacterial systematics focuses on finding species that

are significantly different from one another in DNA sequence identity, genome

content, and physiology (Rosselló-Mora and Amann, 2001), but places almost no

emphasis on ensuring that each individual species is homogeneous in any charac-

teristic (Cohan, 2002; Staley, 2006; Ward et al., 2006). Under this system, two

individuals may be in the same species if they show a critical (previously 97%,

now 99%) sequence identity in their 16S rRNA genes (Stackebrandt and Ebers,

2006). This degree of genetic diversity allows for enormous ecological (and disease-

causing) differences within a species, as illustrated by Escherichia coli. Members

of E. coli may be specialized as pathogens or commensals, and may be specialized

to colonize the large intestine or other parts of the body (Touchon et al., 2009;

Walk et al., 2009). These are vastly different environments where the bacteria

encounter different extracellular secretions, pH, and notable differences in the

extracellular matrix, which they must attach to. Moreover, different E. coli popula-

tions may be specialized to different hosts (Gordon and Lee, 1999) and different

outside environments (Walk et al., 2007). The profound ecological and physiologi-

cal differences among E. coli populations are reflected by huge genomic differ-

ences, with three divergent populations sharing only 39% of their genes (Welch

et al., 2002). Other named species have also been found to contain a high diversity

of ecologically, physiologically, and genomically distinct members (Marri et al.,

2006; Kettler et al., 2007; Lefébure and Stanhope, 2007; Vernikos et al., 2007; Paul

et al., 2010).

How did systematists come to agree to house such a huge amalgam of diversity

within the species they recognize? In the case of the animals and plants, humans

have developed an “umwelt,” a foundation for demarcating natural groups of con-

sequence for survival, through natural selection and cultural evolution (Yoon,

2009). However, the bacteria until recently escaped the attention of human interest

in biodiversity, and so systematists of bacteria had to develop a way of seeing and

classifying the diversity of bacteria from scratch (Cohan, 2010). Moreover, as we

have mentioned, bacterial systematists have not had the advantage of being able to

anticipate either the ecological differences between close relatives of bacteria or

the physiological differences underlying their ecological divergence.

Bacteriologists were successful from the mid-century on in developing an objec-

tively based umwelt for species demarcation. While limited at the time to metabolic

and other phenotypic characteristics, “numerical taxonomy” allowed bacterial sys-

tematists to develop standard levels of phenotypic diversity within and between

species (Sneath and Sokal, 1973; Yoon, 2009) (Figure 2.1A). In principle, species
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Figure 2.1 Species demarcations under different criteria. Each oval represents a set of

closely related cells with identical characteristics of metabolism and ecology, sequences of

shared genes, and genome content. Different shapes within the ovals (triangle versus square)

represent extremely divergent metabolic capabilities (correlated with ecological function),

and variations in shading within a particular shape represent more subtle divergence in

metabolism and ecology. The species demarcations under each criterion are indicated by a

black vertical bar and a species label (e.g., A1). A. Species were originally defined as groups

that differ to a large extent in metabolic capability (indicated by triangle versus square),

frequently with much metabolic diversity within each species (indicated here by shading

differences within the triangles). B. Defining a species as a group of organisms sharing at

least 99% 16S rRNA identity can split the metabolically defined species in the previous

panel, as seen here by the splitting of species A1 into B1 and B2. C. Defining species as

clusters based on several protein-coding gene sequences can split a 16S-defined species into

groups that are each more ecologically homogeneous. This is seen here by the splitting of

species B2 into C2 and C3. D. Defining species as clusters based on sequence identity for all

shared genes can divide species even further with, for example, species C3 being split into

D3, D4, and D5. This may be the most highly resolving method for identifying species based

on sequences of shared genes. Within species D4, we can see the possibility that even with

this level of resolution for species demarcation, there may still be ecological heterogeneity

(indicated by the difference in shading between cells in species D4). Species D5 shows an

alternative model where this high level of resolution finds clusters that are ecologically

homogeneous, as noted by the same shading patterns among members of D5. E. Defining

species by identity of genome content could spuriously split close relatives that are

ecologically identical into different species. Note that the two organisms within D5, with the

same ecology, are split on the basis of genome content into different species. In this case, E6

and E7 would most likely be different for phage or insertion sequence genes that do not

specify ecological niche.
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could have been narrowly defined on metabolic grounds, but systematists made a

pragmatic, but fateful decision early on to include strains within a species that were

heterogeneous in the presence versus absence of many metabolic capabilities.

Bacterial species were from the start defined to be extremely diverse in their physi-

ological and, hence, ecological characteristics.

Subsequent incorporation of molecular technology has improved species identi-

fication in some important ways (Rosselló-Mora and Amann, 2001; Cohan, 2010).

Molecular approaches have provided universal and readily available methods and

criteria for species demarcation to all systematists. Using sequence-based criteria,

systematists have been able to avoid recognition of polyphyletic groups. Also,

because systematics has been based to some extent on whole-genome assays, such

as DNA�DNA hybridization, classification has not been deeply affected by recom-

bination across species. Finally, universally applying molecular criteria has led to a

pragmatic demarcation scheme that most systematists can agree on (Rosselló-Mora

and Amann, 2001) (Figure 2.1B).

Nevertheless, molecular technology has not brought about a refinement in the

breadth of diversity subsumed within a recognized taxon. Rather, as each new technol-

ogy has been embraced, including DNA�DNA hybridization (Wayne et al., 1987),

16S rRNA sequence (Stackebrandt and Ebers, 2006), multilocus sequence analysis

(Gevers et al., 2005), and genome-wide average nucleotide identity (ANI)

(Konstantinidis and Tiedje, 2005), systematists have attempted to calibrate every new

method to yield the existing species taxa (Cohan, 2002; Cohan and Perry, 2007).

Thus, while the approaches of systematics have brought pragmatic solutions for

the practice of systematists, we might ask whether these approaches have been prag-

matic for microbiologists outside of systematics. The problem is that when systema-

tists reify an amalgam of ecological and functional diversity into a species taxon,

other microbiologists tend to assume that each such species constitutes a natural and

fundamental unit of biodiversity. This has led to numerous unfortunate conse-

quences for microbiologists outside of systematics. One such consequence is the

classification of genes within a recognized species as essential, “core” genes, shared

by all “species” members, versus the nonessential, “dispensable” (Tettelin et al.,

2005) or “flexible” (Kettler et al., 2007) genes that are shared only by a subset of

species members. This dichotomy is false because it is based on the reification of

the named species. Also, this gives the impression that those genes held only by one

subclade are somehow not essential to the ecology or physiology of that group.

This reification of the core genome may have a real, negative impact on vaccine

development. Vaccine development can be based on choosing a target protein that is a

member of the core genome (Tettelin et al., 2005). However, if the pathogenic strains

of concern constitute only a single ecotype within the species diversity, the choice of

vaccine target is unnecessarily restricted to the small core genome of the entire named

species, rather than the larger set of genes shared among the pathogen ecotype.

The broad definition of recognized species has led to innumerable errors in pop-

ulation genetic estimation of the critical parameters of evolution. For example,

attributing the name Escherichia coli to the huge diversity of ecological specialists

within the species gives population geneticists the impression that they are dealing
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with a group of ecologically interchangeable organisms, such as the members of

the fruit fly species Drosophila pseudoobscura within a particular habitat. This has

led to incorrect application of various algorithms for estimating effective popula-

tion size and recombination rates (Gordon and Lee, 1999), which assume that the

organisms sampled are interchangeable (McVean et al., 2002). In the case of esti-

mating effective population size from sequence diversity, ecological heterogeneity

artificially increases the sequence diversity, and thereby the estimate of population

size, by conflating the divergence between populations (which is not affected by

population size) with divergence within them. Sequence-based estimations of

migration rates have also erred by pooling within a taxon a number of ecologically

distinct groups (Roberts and Cohan, 1995).

In addition to the errors caused by species reification, the broad brush of system-

atics has also incurred an opportunity cost for different subfields of microbiology,

starting with systematics itself. When a systematist discovers a new species and

sees that it can be squeezed into one species taxon, there is no further motivation

from systematics to further explore the ecologically distinct clades within the spe-

cies. Hence, the research in systematics is impoverished by a standard of detail that

leaves much of a clade’s diversity uncharacterized.

The broad brush also incurs an opportunity cost on epidemiology. In preparation

for the next epidemic, epidemiologists might find it useful to identify all the ecolog-

ically distinct populations that already exist within a named pathogenic species. We

could then prepare for a future epidemic by characterizing, in advance, the disease-

causing properties of each population (Cohan and Perry, 2007). Biotechnologists

could also take advantage of a more fine-grained systematics of species. After dis-

covering a strain with a valuable enzyme, one could then search for homologs of the

enzyme across closely related, ecologically distinct populations, if they were

highlighted by taxonomic recognition (Cohan and Perry, 2007; Jensen, 2010).

The molecular revolution has taken us far beyond the early days of systematics,

when species demarcation was based entirely on metabolism and other phenotypic

traits. Sequencing has now revealed ecologically distinct populations within the

recognized species, yet we do not take advantage of this information to refine the

demarcations of species. The time has come to incorporate the high resolution of

molecular technology into our taxonomy, so that the physiological and ecological

diversity we know to exist within the named species can be officially recognized.

An important challenge is to develop universal algorithms to analyze sequence data

to identify populations that are each ecologically homogeneous and ecologically

distinct from one another.

2.3 Models of Bacterial Speciation

In order to integrate ecology into taxonomic classification, we need to take into

account the various ways in which bacterial species form and diversity within spe-

cies is constrained. In the Stable Ecotype model, ecotypes are long-lived, giving
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each ecotype ample opportunity to acquire a unique set of neutral mutations in

each gene in the genome; also, cohesion results from recurrent periodic selection

events within each ecotype lineage (Cohan and Perry, 2007). Ecotypes are founded

when a single individual acquires a mutation (or a recombination event) that

changes its ecology, through utilizing a new set of resources, thriving under a new

set of environmental conditions, or adopting some other change in lifestyle. Since

new ecotypes are each founded by a single individual, they start out with zero

diversity. A new ecotype is not in direct competition with the members of the

parental ecotype because it lives in a different place or uses at least somewhat dif-

ferent resources. For example, a member of a primarily impetigo-causing (skin-

infecting) ecotype of Streptococcus pyogenes might mutate or acquire a gene that

allows it to primarily infect the throat (Bessen, 2009), thus founding a new ecotype.

Although the new ecotype may share the same host as the parental ecotype, it is

utilizing different host resources, and so the two ecotypes may not experience the

same periodic selection events.

Each ecotype remains homogeneous via periodic selection events (Cohan and

Perry, 2007). In periodic selection, an individual acquires a genetic change that

allows it to be more efficient in its present niche. The individual and its nearly

clonal descendants then outcompete all other members of the ecotype and consti-

tute the only lineage that persists into the future (with the exception of a very small

level of diversity that survives because of rare recombination) (Cohan, 2005). The

result is that the ecotype (surviving through a single lineage) now has extremely lit-

tle genetic or ecological variation.

How do we know that periodic selection occurs in nature? Periodic selection

events are difficult to observe directly in nature. One could try to infer the existence

of a history of periodic selection events from an ecotype’s low level of sequence

diversity (e.g., an ANI of 99%). If one could rule out genetic drift as responsible for

limiting the divergence, one might suspect that periodic selection was responsible

(since it can purge an ecotype of its sequence diversity regardless of the population

size). However, it is difficult to rule out the possibility that an ecotype is simply too

young to have accumulated substantial diversity (Koeppel et al., 2008).

It is possible to document periodic selection events when the fitness advantage

of an adaptive mutation has transcended beyond its original ecotype, to provide

adaptation for another ecotype (the Adapt Globally, Act Locally model) (Majewski

and Cohan, 1999). In this case, an adaptive mutation rises to 100% frequency in its

original ecotype, becomes transferred to another ecotype by genetic exchange, and

then sets in motion a periodic selection event within the recipient ecotype. It is

important to keep in mind here that while the adaptive value of the mutation (the

allele) transcends beyond its ecotype, the fitness of the mutant (the organism) is

limited to the ecological niche of its ecotype; thus, each ecotype has its own peri-

odic selection event, although based on the same mutation (Cohan and Perry,

2007). The genome-wide result of such Adapt Globally, Act Locally periodic selec-

tion events is that ecotypes remain divergent throughout their genomes, except that

the ecotypes become nearly identical in the gene(s) driving the periodic selection,

as well as in linked genes transferred between ecotypes (Koeppel et al., 2008).
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There are numerous examples of such anomalous localized identity between oth-

erwise divergent ecotypes. For example, we found that two hot spring

Synechococcus ecotypes, which are adapted to different temperatures and are 13%

divergent throughout the shared parts of their genomes, are nearly identical, within

and between ecotypes, in their nitrogen-fixing operon (Bhaya et al., 2007). We

interpret this as evidence for a periodic selection caused by acquisition of the

nitrogen-fixing genes within each ecotype (Koeppel et al., 2008).

One consequence of many recurrent periodic selection events in each of several

long-standing ecotypes is that ecotypes are expected to correspond to sequence

clusters for any gene in the genome (Palys et al., 1997). This is because, while

diversity in each gene in the genome is recurrently purged within an ecotype, dif-

ferent long-standing ecotypes can accumulate unique mutations in every gene.

Assuming the Stable Ecotype model, various algorithms have been developed to

find the sequence clusters most likely to correspond to ecotypes (Corander et al.,

2008; Hunt et al., 2008; Koeppel et al., 2008; Barraclough et al., 2009).

However, we need to consider some alternative models where ecotypes do not

correspond to sequence clusters. In some models, more than one ecotype is sub-

sumed within a sequence cluster; in other models, more than one sequence cluster

is contained within a single ecotype (Cohan and Perry, 2007). We believe that all

of these models apply under certain circumstances, and that the idealized

Stable Ecotype model might occur in only a minority of cases (Cohan, 2010).

In the Speedy Speciation model, cohesion occurs through periodic selection

(and/or genetic drift), just as in the Stable Ecotype model (Cohan and Perry, 2007).

The difference is that speciation is greatly accelerated as in an adaptive radiation,

with the practical consequence that there are many newly divergent species that

cannot be distinguished by neutral divergence in a small number of randomly cho-

sen genes (i.e., genes not involved in the adaptive divergence between species,

such as those used in most multilocus analyses). Depending on the rate of specia-

tion, species could perhaps be distinguished by neutral sequence variation if the

whole genome were sequenced in many isolates. Moreover, sequencing of the

whole genome may reveal the genes responsible for ecological divergence.

The Species-Less model is profoundly different from the Stable Ecotype model

and all models that assume cohesion within species (Cohan and Perry, 2007). This

is a model of rapid speciation, as well as rapid extinction, leading to a high turn-

over of species. In this case, a species might not persist long enough, from its time

of origin to its extinction, to undergo any periodic selection events. In the Species-

Less model, each ecotype, while ecologically homogeneous, could not be consid-

ered a cohesive unit. Like the case of the Speedy Speciation model, where species

are cohesive, the Species-Less model will lead to a diversity of ecotypes that can-

not be easily distinguished as sequence clusters.

In the Species-Less model, ecotypes evolve not by becoming more efficient in

utilizing their current ecological niche, but instead by evolving to invade a new

ecological niche. The Species-Less model may apply to the case for pathogens,

where immune-escape mutations may each constitute a new ecotype (Achtman and

Wagner, 2008; Cohan, 2010). Also, the Species-Less model may apply in cases
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where an environment undergoes a succession process, where organisms at a site

must adapt to rapidly changing conditions, for example the successions that occur

on mine tailings, with pH and oxidation levels changing predictably and quickly

(Remonsellez et al., 2009).

The Nano-Niche model also assumes a high rate of speciation, but here cohesion

can occur across ecotypes (Cohan and Perry, 2007). In the Nano-Niche model,

closely related ecotypes are subtly and only quantitatively different in their ecol-

ogy. These “nano-niche ecotypes” use the same set of resources and conditions, but

they coexist by using their shared resources and conditions in different proportions.

Not having any unique resources that might constitute a haven from competition

from other ecotypes, each ecotype is vulnerable to extinction from competition

with other ecotypes. For a time, the various nano-niche ecotypes may coexist while

each has its own private periodic selection events. At some point, however, an

extremely competitive adaptive mutant (which bears what we call a speciation-

quashing mutation) from one ecotype may extinguish not only the other members

of its own ecotype, but also other closely related ecotypes (Cohan, 2005). In the

Nano-Niche model, divergence among very closely related ecotypes is limited by

these speciation-quashing mutations. Many closely related ecotypes might not last

long enough to appear as separate sequence clusters, as based on niche-neutral genes

not involved in ecological divergence.

The Nano-Niche model may apply to bacterial ecotypes that adapt over a long

time to a given host individual (e.g., a commensal or chronic pathogen). The course

of evolutionary adaptation to one human body may bring about multiple periodic

selection events in that nano-niche population, but the individual hosts might not

be different enough to support unique ecotypes into the indefinite future. Any

speciation-quashing mutation that makes an individual not just superior in its own

host but also in other hosts would put an end to the speciation among the various

nano-niche ecotypes. In the Nano-Niche model, extinction of the nano-niche

ecotypes might be too rapid for us to discern them as sequence clusters; also, in

this case cohesion (the limit to diversification) occurs across ecologically distinct

groups. In our quest to identify ecologically homogeneous groups, we should per-

haps be satisfied with finding sets of nano-niche ecotypes whose continued coexis-

tence and divergence we predict will end with a speciation-quashing mutation.

In the Recurrent Niche Invasion model, mobile genetic elements such as plas-

mids or phage may determine bacterial niches (Cohan and Perry, 2007). For exam-

ple, in the case of Rhizobium, a bacterial lineage may acquire a symbiotic plasmid

that adapts it as an endosymbiotic mutualist for a particular set of legume hosts;

the lineage may then lose that plasmid and gain another, which adapts it to another

set of legume hosts. In the Recurrent Niche Invasion model, the dynamics are par-

ticularly interesting when there is no specialization among bacteria to different

mutualistic plasmids. In this case, plasmids conferring different ecological niches

may come and go among a large group of host bacteria, and any adaptive mutant in

the bacterial host population will purge the diversity in the entire bacterial host

population. Thus, sequence clusters will correspond to a set of interchangeable bac-

terial hosts that can each accommodate a diverse set of plasmids. Here, any single
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sequence cluster we recognize would actually be adapted to a diversity of plasmid-

provided ecological niches. Cohesion extends beyond the individual, plasmid-

encoded ecotypes to the whole suite of host organisms that can profit from the set

of plasmids (Cohan, 2010).

The Cohesive Recombination model provides another mechanism by which eco-

logically distinct populations will fail to be recognizable as sequence clusters

(Cohan and Perry, 2007). As analyzed quantitatively by Hanage et al. (2006) and

Buckley (personal communication), bacteria with the highest rates of recombina-

tion may exchange genes so frequently that ecotypes do not accumulate sequence

divergence in niche-neutral genes, and so we will not be able to discern the eco-

types as distinct sequence clusters. We note, however, that the rates of genetic

exchange in bacteria are never sufficient to hinder or reverse adaptive divergence

in niche-specifying genes, as we have previously discussed (Cohan and Koeppel,

2008). Thus, while genetic exchange in rapidly recombining bacteria will not pre-

vent ecotype formation, it may prevent our ability to discover ecotypes using

niche-neutral sequence diversity.

In some cases, a single ecotype from a given community may fall into several dis-

tinct sequence clusters, as seen in the Geotype plus Boeing model (Cohan and Perry,

2007). Provided that a given taxon has not dispersed frequently, geographically iso-

lated members of a single ecotype may diverge into different clusters (geotypes),

even while remaining ecologically interchangeable (Papke and Ward, 2004). This

would yield a different sequence cluster in each geographical region, a common phe-

nomenon in the systematics of all organisms that do not readily disperse (Whitaker

et al., 2003). In the case of bacteria, geotypes may be a source of confusion for sys-

tematists if geotypes have historically been isolated but now with modern human

transport, their dispersal has been recently accelerated. In this case (the Geotype

plus Boeing model), members of one ecotype isolated from a single site may contain

multiple clusters representing the ecotype’s various, formerly isolated geotypes

from all over the world. In addition, patterns of genetic drift can yield multiple, eco-

logically interchangeable sequence clusters within a single ecotype.

2.4 Algorithms for Identifying Ecotypes

There are multiple tools available for discerning ecotypes from sequence data,

including AdaptML (Hunt et al., 2008), Ecotype Simulation (Koeppel et al., 2008),

BAPS (Corander et al., 2008), and GYMC (Barraclough et al., 2009). In contrast to

the approaches of bacterial systematics, none of these algorithms assumes a univer-

sal criterion for demarcation. Rather, each algorithm uses sequence data from the

taxon of focus to identify the appropriate sequence divergence criterion for distin-

guishing ecotypes.

AdaptML differs from the rest in requiring the habitat of isolation as input data,

while the others are blind to ecology (i.e., no information about the ecology or hab-

itat of the strains is taken into account in the analysis) (Hunt et al., 2008). Both
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approaches have their advantages (Cohan and Koeppel, 2008). AdaptML is useful

when associations with certain habitats are suspected, as this algorithm can simulta-

neously discover ecotypes and confirm their preferences to habitats specified by

the investigator. In contrast, the ecology-blind algorithms do not require the

researcher to know anything about the potential environmental differences being

analyzed. As a result, multiple ecotypes can be found even in environments which

were a priori thought to be homogeneous. However, because Ecotype Simulation

does not incorporate ecological data, it cannot confirm the ecological distinctness

of ecotypes, and so additional tests must be performed to independently confirm

that the clusters are ecologically distinct. Thus far, the clusters found by Ecotype

Simulation have consistently been shown to be significantly distinct from one

another in their habitat associations; in many cases, the algorithm has hypothesized

multiple ecotypes within recognized species (Cohan et al., 2006; Ward et al., 2006;

Koeppel et al., 2008; Connor et al., 2010). Likewise, AdaptML has identified eco-

logically distinct populations within recognized species of Vibrio (Hunt et al.,

2008). The ecotypes identified by Ecotype Simulation and AdaptML have largely

been the same, although in some cases Ecotype Simulation hypothesizes a diversity

of ecotypes within one ecotype found by AdaptML (Connor et al., 2010;

Melendrez et al., unpublished data). We believe this is because AdaptML can only

detect those ecotypes that are different in preferences for habitats anticipated by

the investigator. Less frequently, AdaptML hypothesizes multiple ecotypes within

one ecotype demarcated by Ecotype Simulation (Connor et al., 2010).

Ecotype Simulation is the only algorithm of its kind that incorporates both peri-

odic selection and speciation. The algorithm is thereby designed to find ecotypes

that are each subject to periodic selection, and it estimates how often diversity is

purged and how often new ecotypes are formed (Koeppel et al., 2008).

For all of the aforementioned models, the resolution of the analysis depends

upon the rates of evolution of the genes analyzed. We have observed that some

newly divergent ecotypes may be discerned with protein-coding gene diversity but

not with 16S rRNA sequences (Ward et al., 2006; Koeppel et al., 2008). This is

because 16S rRNA sequences offer fewer informative sites than protein-coding

genes, especially a concatenation of multiple protein-coding genes (Palys et al.,

2000) (Figure 2.1B,C). Analysis of a concatenation of all the shared genes (ortho-

logs) among genomes, made possible by whole-genome sequencing, may be the

most discerning approach to finding newly divergent ecotypes (Figure 2.1D).

2.5 Confirming the Ecological Distinctness of Ecotypes

If we knew the Stable Ecotype model to apply universally, we could identify eco-

types with confidence as sequence clusters for any gene in the genome (Cohan and

Perry, 2007). However, under some models, particularly the Geotype plus Boeing

model and models with strong genetic drift, one ecotype may contain multiple

sequence clusters. Therefore, each sequence cluster deemed to be an ecotype must

be confirmed to be ecologically distinct.
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Ecotypes can be confirmed as ecologically distinct when they are significantly

different in their habitat associations (Ward et al., 2006; Koeppel et al., 2008). It is

important to note that ecotypes need not be absolutely specialized to different habi-

tats (Hunt et al., 2008). Closely related species frequently are at least somewhat

ecologically generalized, and coexist by quantitative differences in habitat distinc-

tion (Hunt et al., 2008). Various methods are available for confirming quantitative

habitat preferences, such as contingency tests (such as Fisher’s Exact Test) and

AdaptML, designed for bacterial ecotypes (Hunt et al., 2008). We have confirmed

the ecological distinctness of putative ecotypes by their habitat associations, includ-

ing differences in solar exposure, soil texture, rhizospheres, and elevation for soil

Bacillus (Koeppel et al., 2008; Connor et al., 2010; Kopac et al., unpublished data),

temperature and depth in the photic zone in hot spring Synechococcus (Ward et al.,

2006; Becraft et al., unpublished data), and host range in Legionella (Cohan et al.,

2006); differences in associations with particles of different size and with season

among ecotypes in Vibrio splendidus have been identified and confirmed by

AdaptML (Hunt et al., 2008). In addition, many ecologists have noted that very

closely related sequence clusters (demarcated by eye, rather than by a computer

algorithm) are different in their habitat associations (Brisson and Dykhuizen, 2004;

Smith et al., 2006; Walk et al., 2007; Manning et al., 2008; Walk et al., 2009).

A disadvantage of the habitat association approach for confirming ecotypes is

that it requires the investigator to anticipate the ecological dimensions by which

ecotypes diverge. We have previously suggested a different approach where the

habitat differences need not be initially known (Cohan and Koeppel, 2008). Each

environment from which the focus taxon is isolated may be biotically characterized

by identifying the other microbes that live there, using high throughput sequencing

of 16S rRNA from each site. Then, environments may be clustered by community

type, and one may test whether ecotypes of the focus group differ in their associa-

tions with different community types. One may even infer the preferred physical

habitats of each ecotype from previous ecological knowledge about the dominant

microbial players in an ecotype’s preferred community.

The ecological distinctness of hypothesized ecotypes may be confirmed by

showing that the groups respond to an environmental perturbation in different

ways. In some cases, the natural distribution of putative ecotypes may suggest the

direction of response of putative ecotypes to a perturbation. For example, when

investigators shaded a Yellowstone hot spring mat, this increased the frequencies

of ecotypes normally found in the most-shaded depths of the photic zone (Becraft

et al., unpublished data). In other cases, putative ecotypes may respond distinctly to

a given perturbation, but with no prediction available for the direction of response.

For example, disturbing the thermocline of a lake was shown to affect the vertical

distribution of different putative ecotypes in distinct ways (Youngblut and

Whitaker, unpublished data). When putative ecotypes respond in distinct ways to

an environmental perturbation, whether the directions of response were predicted

or not, this indicates the ecological distinctness of the hypothesized ecotypes.

The ecological distinctness of ecotypes may also be confirmed by finding physi-

ological differences between ecotypes that adapt them to their preferred habitats.
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For example, bacteria may evolve adjustments of their temperature optima by

changing the rigidity of their cell membranes, and such changes may be assayed by

fatty acid content (Sikorski and Nevo, 2007; Connor et al., 2010). In other cases,

investigators may demonstrate that ecotypes grow fastest under laboratory condi-

tions simulating one component of the preferred habitat. For example, ecotypes

associated with hotter regions of a Yellowstone hot spring mat were found to have

a higher temperature optimum for growth in the laboratory (Allewalt et al., 2006).

The genomic revolution has allowed identification of ecologically distinguishing

features even when we do not have any previous knowledge or intuition about

them. One approach involves comparing genome content. For example, differences

in genome content showed two ecotypes of hot spring Synechococcus to differ in

nitrogen storage and phosphonate uptake capacity, revealing that a population more

distant from the hot spring source is not simply adapted to cooler temperature; it is

also adapted to a lifestyle of scavenging elements (N and P) that are less available

downstream (Bhaya et al., 2007). Also, genome-wide comparisons of orthologous

genes shared across ecotypes can potentially reveal ecological divergence. Shared

genes that have participated in the ecological divergence among ecotypes may

show an acceleration of divergence, and Vos has argued that detection of such dif-

ferences can identify ecotypes (as well as the ecological differences among them)

(unpublished data).

2.6 Ecological Homogeneity within Ecotypes

Demonstrating an ecological difference among suspected ecotypes appears to be

easy, given the success of the approaches we have discussed. It is quite another

matter to confirm the ecological homogeneity within a putative ecotype. When one

does not know ahead of time which organisms within a suspected ecotype are

likely to be different, attempts to identify ecological differences can be expensive

and time-consuming.

Doolittle and colleagues have suggested that ecological homogeneity does not

even exist beyond the closest of relatives (in the extreme form of this argument,

one cell and its immediate offspring) (Doolittle and Zhaxybayeva, 2009). Suspicion

that lineages rapidly change their ecology emerged out of a study of genome size

variation among closely related isolates of marine Vibrio (Thompson et al., 2004).

Even bacteria that were indistinguishable by sequence in a marker gene had

diverged in genome size. More recently, owing to the ease and economy of fully

sequencing genomes, multiple organisms within various named species have been

fully sequenced. Members of a species have thus been shown to differ in genomic

content that may change the ecology (Rasko et al., 2008; Touchon et al., 2009;

Tenaillon et al., 2010).

An important limitation of these studies is that investigators have rarely chosen

to sequence extremely close relatives within a named species. Therefore, discover-

ing differences in genome content of ecological import demonstrates only that there
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is ecological diversity within a named species, something that was already well

known. What is needed is a survey of extremely closely related organisms that

have been hypothesized to constitute a single ecotype, as based on sequence analy-

sis. If hypothesized ecotypes are found to be heterogeneous in genome content of

ecological significance, this would indicate that the phylogenetic breadth of eco-

logical homogeneity may indeed be extremely limited (Figure 2.1E).

We emphasize that such tests must be careful to show that genome content dif-

ferences among close relatives are niche specifying. This is because genome con-

tent differences between close relatives appear to reflect mostly the coming and

going of phage and insertion sequences, and not the acquisition of new ecological

traits (Touchon et al., 2009), demonstrating that heterogeneity of genome content

does not necessarily imply heterogeneity of ecology.

Full sequencing of close relatives may be the most effective way to both identify

and confirm the ecological distinctness of ecotypes. The concatenation of all shared

genes will grant extremely high resolution to algorithms such as Ecotype

Simulation. Moreover, as we have noted, genome comparisons can also identify the

ecological differences among ecotypes. It will be particularly interesting to find

whether this most finely resolving approach will find ecologically homogeneous

ecotypes, or whether even among closest relatives, there is ecological heterogeneity.

2.7 Are Bacterial Ecotypes Cohesive?

We began with the issue of the reality of bacterial species, whether there is some-

thing biologically unique about the level of species. The concept of cohesion has

been argued to provide a key dynamic property of species throughout the biological

world—that diversity within a species is limited by certain forces but that diver-

gence above the species level is not (Templeton, 1989; de Queiroz, 2005). The eco-

type concept (and particularly the Stable Ecotype model) assumes cohesion within

ecotypes, in that diversity within an ecotype is limited by periodic selection and

genetic drift, but that divergence between them is not. This cohesion requires eco-

logical homogeneity within an ecotype (Cohan and Perry, 2007).

However, ecological homogeneity is not sufficient to ensure cohesion by forces

such as periodic selection and drift, which act recurrently over the lifetime of an

ecotype. As we have seen in the Species-Less model, it is possible that new, eco-

logically homogeneous populations may not persist long enough to encounter a

periodic selection event before it goes extinct. In a world with a high turnover of

bacterial species, with rapid invention and extinction of ecotypes, the only force

limiting the diversity within an ecotype would be its short lifetime before extinc-

tion. We have previously proposed that some, perhaps most, bacterial ecotypes

within a taxon may not represent species-like cohesive groups, while others may be

long-lasting and cohesive, and may even extend over broad geographical areas

(Cohan, 2010). We have proposed a phylogenetic test to determine whether newly

formed ecotypes are cohesive groups (Cohan, 2010). For the purpose of building
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systematics that might aim to identify and classify all the ecological diversity

within a taxon, it is probably sufficient to focus on finding the ecologically homo-

geneous clades, without concern for their cohesiveness.

2.8 Incorporating Ecology into Bacterial Systematics

We suggest that systematics should recognize ecologically homogeneous ecotypes

rather than the broadly defined, ecologically heterogeneous amalgams currently

recognized. To this end, we lay out a protocol for selecting ecotypes that systema-

tists might have the confidence and motivation to recognize. First, we suggest using

sequence data to demarcate ecotypes that appear to represent phylogenetic groups

with a history of coexistence as ecologically distinct lineages. Ecotypes could be

hypothesized by any of the various universal, sequence-based methods, including

AdaptML, Ecotype Simulation, GMYC, and BAPS. If such analyses were to be

based on many genes, in the extreme the entire set of shared genes in the genome,

more newly divergent ecotypes could be resolved.

Second, the most closely related ecotypes should be confirmed to be ecolog-

ically distinct from one another by differences in habitat association or in

physiology.

Third, in keeping with an important tradition of bacterial systematics, ecotypes

should be confirmed to be phenotypically distinct (Rosselló-Mora and Amann,

2001), and we add that ideally the phenotypic differences should confer the eco-

logical niche specificity of the ecotypes.

Fourth, if possible, an ecotype should be confirmed to be ecologically homoge-

neous, although as we have pointed out, this may be difficult short of sequencing

the full genomes of many members of the ecotype.

Fifth, we suggest that we should not be compelled to recognize every ecotype—

only those of interest or consequence. This is because some focus taxa may contain

multiple, extremely young, ecologically distinct populations that are unlikely to

persist into the future (as in the case of the Nano-Niche model). Here we see that

there is a conflict between ensuring homogeneity of ecotypes and recognizing only

those of potential interest. Thus, the reform we suggest aims to identify the real,

ecologically homogeneous groups where possible, but when impractical, we sug-

gest classifying an ecologically heterogeneous clade as an ecotype, provided that it

has been identified by sequence-based algorithms as a putative ecotype and has

shown to be ecologically distinct from other closely related ecotypes.

We first consider those cases where a recognized, legacy species is found to

contain multiple ecotypes, such as is the case for Bacillus simplex (Koeppel et al.,

2008), Vibrio splendidus (Hunt et al., 2008), and probably many cases where

sequence clusters within a pathogenic species are known to differ in host range

and/or tissue tropism (Gordon and Cowling, 2003; Smith et al., 2006; Walk et al.,

2007; Walk et al., 2009). In these cases, we suggest keeping the existing species

binomial in order to maintain stability of the taxonomy, but suggest adding a
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trinomial “ecovar” epithet to describe the ecotype taxon. For example, an oak-

forest-associated and a grassland-associated ecotype within Bacillus simplex, from

a canyon near Haifa, Israel (Koeppel et al., 2008), might be named B. simplex

ecovar Alon and B. simplex ecovar Esev (based on the Hebrew words for oak and

grass). For ecotypes that are found to be outside the phylogenetic range of existing,

recognized species, we suggest naming each ecotype as a species.

We believe that the approach we have laid out is pragmatic both for systematists

and for those whose work would benefit from a full accounting of the ecological

diversity among close relatives. The proposed system is pragmatic because it iden-

tifies the likely ecotypes through universally available and applicable techniques of

genomics and DNA sequencing, as well as computer algorithms to recognize the

ecotypes from sequence diversity patterns. It also does not reify heterogeneous

groups by attempting to apply a universal molecular criterion to all bacterial spe-

cies. Microbiologists outside of systematists would benefit from systematics that

would recognize the most recent products of bacterial speciation. Perhaps most

importantly, we will more effectively come to know the unique ecological roles

played by each member of a vast and diverse microbial community.
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3.1 Introduction

The population structure of pathogenic bacteria is a manifestation of the evolutionary

and ecological history that these bacteria have experienced. All known bacterial patho-

gens of humans belong to the eubacterial domain of life (Cavicchioli et al., 2003), but

the diversity represented by these species is immense. For example, the differences in

16S-rRNA sequence between Bacillus and Escherichia, genera which each include

important human pathogens, is of similar magnitude to the differences between corn and

frogs (Woese, 1987). The role of recombination in shuffling this diversity and the niches

inhabited by pathogenic bacteria also differ immensely. In fact, some environments mas-

tered by these species qualify as extreme even by archaeal standards; Helicobacter

pylori can survive stomach acid with pH less than 2.0, and Staphylococcus aureus can

survive salt solutions greater than 3.5 M (Chapman, 1945; Chen et al., 1997).

To attempt to infer the processes that give rise to this diversity may seem a

daunting task, but it is a worthwhile task. Population genetics inference can provide

knowledge about such important factors as the dynamics of antimicrobial resistance

and vaccine escape, and the ability to robustly identify the impact of natural selec-

tion on bacterial populations and separate it from other processes, such as drift or

demographic factors. The enterprise essentially consists of measuring genetic varia-

tion, partitioning it into various components and, along the way, attempting to

understand how the variation arose. The population structure of pathogenic bacteria

is a balance between many different processes, including those that produce

genetic variation (i.e., polymorphisms) and those that modulate the frequency of

polymorphisms in a population. In this chapter, we call attention to the underem-

phasized processes at work in bacterial populations, to biases that can impact our
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inferences, and we discuss various definitions for what a bacterial population is and

methods for identifying and studying them.

3.2 Bacterial Population Structure by Other Means

3.2.1 Beyond Ia

Although it is known that bacteria reproduce asexually through binary fission, the

three parasexual processes of conjugation, transduction, and transformation provide

mechanisms for gene exchange and subsequent recombination between bacteria.

The relentless emergence of antimicrobial-resistant bacteria during the twentieth

century led researchers to ask questions about the spread of resistance and the role

of recombination on bacterial population structure (Smith et al., 2000). Multilocus

enzyme electrophoresis (MLEE) (Selander et al., 1986a) provided the first data to

address these questions. Briefly, MLEE uses the electrophoretic mobility of

expressed water-soluble enzymes to indirectly assess genetic variation. Rates of

migration during electrophoresis are affected by the amino acid sequences of the

enzymes. Different electrophoretic mobility variants are equated with different

alleles at the loci that encode the enzymes.

MLEE data are well-suited for detecting linkage disequilibrium, which is a nonran-

dom association of alleles at different loci (Brown et al., 1980). Such associations are

not expected in the presence of high rates of recombination. The index of association

(Ia) captured linkage disequilibrium in a single statistic and became very popular. Ia
makes use of the variance in the distribution of pairwise allelic mismatches among

bacteria; recombination reduces the variance of this distribution and may be easily

simulated for hypothesis testing purposes. Smith et al. (1993) used Ia to demonstrate

that linkage disequilibrium and recombination were compatible: recombination

needed to be about 20 times more common than mutation for Ia to reflect a random

association of alleles at different loci (Smith, 1994), so a population could be very far

from purely clonal yet still exhibit significant linkage disequilibrium. It was also

thought that some multilocus genotypes were temporarily overrepresented due to “epi-

demic” spread in an otherwise recombinant population. This phenomenon seemed to

explain data for a number of bacterial pathogens such as Neisseria meningitidis and

Streptococcus pneumoniae, where recombination appeared prevalent but some clones

appeared stable. It was subsequently found that Ia also showed that some species, such

as N. gonorrhoeae, were essentially panmictic while others, such as some serovars of

Salmonella enterica, were essentially clonal.

Multilocus sequence typing (MLST) (Maiden et al., 1998) has succeeded MLEE

as the tool of choice for bacterial population genetics. Briefly, in MLST the DNA

sequences of multiple housekeeping gene fragments are determined, and alleles at

these loci are assigned based on their unique nucleotide sequences. These data are

ideally suited for studying the relative roles of mutation and recombination on bac-

terial population structure; several such analysis tools have been developed (Feil
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et al., 2000; Fraser et al., 2005; Didelot and Falush, 2007). The results of these analy-

ses are broadly concordant with those of Ia (Hanage et al., 2006). Some salient points

have emerged from a large body of work in this area: (1) recombination has a far-

reaching impact on bacterial population structure (Spratt and Maiden, 1999); (2)

recombination affects most bacterial species to some extent, including the prototype

of the clonal paradigm, E. coli (Touchon et al., 2009); and (3) recombination can

vary widely even within the confines of named species (Didelot and Maiden, 2010).

3.2.2 The Fate of Bacterial Genetic Variation

The population structure of pathogenic bacteria is not solely the result of the muta-

tional and recombinational processes that generate genetic variation. It is also a

result of population-level processes that determine the fate of that variation.

However, little progress has been made in developing analysis tools that assess the

relative roles of neutral genetic drift and natural selection on shaping bacterial

genetic variation. It is ironic that the birth of bacterial population genetics occurred

when Milkman (1973) used E. coli to test Kimura’s (1968) neutral theory of molec-

ular evolution, which proposed that drift accounted for most genetic variation.

Milkman found a high proportion of polymorphic MLEE loci but concluded that

the effective number of alleles per locus was too few to be due to drift. Whittam

et al. (1983) subsequently suggested a role for both drift and selection in shaping

the population structure of E. coli. While we may assert that all genetic variation

passes through nature’s sieves of drift and selection, data quantifying their relative

roles in bacterial populations are limited. Drift contributes a stochastic element to

bacterial evolution that is predictable only in the magnitude by which variants

change over time, not in the direction of change. Selection, on the other hand, pro-

vides a deterministic element to bacterial evolution as the direction of change is

clear; the most-fit variant in a given environment should eventually prevail. The

size of bacterial populations is crucial in determining the rate of drift and the effi-

ciency of selection. For those reasons, it is important to discuss what is meant by

“population size” and what is meant by a “population.”

The foundational work of Wright and Fisher (WF) produced a simple model that

permits drift and selection to be studied (Fisher, 1930; Wright, 1931). They proposed

a population of constant size, where individuals are selected at random with replace-

ment to make up the next generation. Although this may not be the most appropriate

model of bacterial reproduction (Schierup and Wiuf, 2010), it is illustrative of how

drift and selection can impact a population. In the WF population, the fate of a new

variant (be it a point mutation, recombination, or insertion�deletion) that has no

impact on fitness is determined strictly by N, the number of individuals in the

population (Kimura, 1962). The probability that the variant will eventually reach fix-

ation where all individuals possess the variant is simply 1/N. Likewise, the probabil-

ity that the variant will eventually be lost is 12 1/N. Examining different values of

N immediately makes two points: the new variant is more likely to be lost than to be

fixed and fixation is more likely in a smaller population than in a larger population.
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Selection is introduced by adding a coefficient, s, to describe a fitness effect such

that the new fixation probability is (11 s)/N. The variant is under the influence

of drift when s, 1/N and under the influence of selection when s. 1/N (Kimura

and Takahata, 1983). Examining different values of N for a given s illustrates that

the same probability of fixation can be produced by drift in a small population

and by selection in a large population. In a small population, 1/N can be a tall sto-

chastic hurdle to clear for a variant to be maintained regardless of how big s may

be. On the other hand, in a large population, 1/N can be a barrier for removing

variants that are only slightly deleterious. Thus, not all favorable variations will

be fixed and, especially for less-recombinant species, large numbers of slightly

deleterious variations may take a long time to be purified from the population

(Rocha et al., 2006).

As previously indicated, the vast majority of newly minted polymorphisms are des-

tined to be lost from the WF population. In each generation, allele frequencies are

expected to change by p(12 p)/N, where p is the initial allele frequency. This formula

represents the standard binomial sampling variance. In the WF population, this vari-

ance increases each generation as alleles are lost. Moreover, diversity (defined by the

parameter 12Σp2) is expected to decrease by 1/N each generation. One approach to

estimating drift in bacterial populations is to measure changes in allele frequency and

diversity over time. A so-called temporal method (Jorde and Ryman, 2007) based on

allele frequency change has been developed for sexual diploids and may be useful for

bacteria (unpublished data). The potential for samples collected over multiple time

points to capture evolutionary processes in action has not gone unnoticed (Drummond

et al., 2003). At this point, temporal samples have been exploited only for estimating

mutation rates (Perez-Losada et al., 2007; Wilson et al., 2009; Smyth et al., 2010), but

their use for disentangling drift and selection remains promising.

In real bacterial populations, N, which is the census population size, is not the

best measure of drift because only a fraction of the total number of individuals will

contribute genetic material to the next generation. This reduced N is called the effec-

tive population size, Ne. Wright (1969) indicated that Ne was whatever must be

substituted into these formulas to describe the actual change in allele frequency and

diversity over time. At this point, we have a limited number of Ne estimates for dif-

ferent bacterial populations (Ochman and Wilson, 1987). The census size of bacte-

rial populations is incredibly large in comparison to that of sexual diploids. Consider

that the number of individual bacteria on the skin of a single human adult is of simi-

lar magnitude to the number of humans in the USA, B3 3 108 (Whitman et al.,

1998; Census Bureau, 2010). Bacterial population size in the human gut is even

larger. However, for many pathogenic bacteria, there are a number of dynamics that

might make Ne extremely low relative to this large N, which would indicate a major

role for drift in those populations. For example, Ne may be substantially reduced by

the recent origin of some species or their clonal lineages (Achtman, 2008; Feng

et al., 2008), population bottlenecks arising from between-host transmission events

or adaptation to a new niche, and fluctuating population sizes (Fraser et al., 2009).

It is fair to say that studies of natural selection in bacterial populations have

received much more attention than studies of drift, not considering the usual
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procedures of using “neutrality” as a null model for detecting selection. This situa-

tion may be due to the perception that everything interesting in biology must be the

consequence of selection. However, we have seen the potential for a selected vari-

ant to be stochastically lost from a small population, and so the observed variation

may have been the product of a more complicated and nuanced history than

assumed in naı̈ve selective scenarios. There is a rich literature on the evolution of

antimicrobial resistance and on individual cases of positive selection on proteins

that are exposed on the bacterial cell surface. There are also new results that report

positive selection on housekeeping proteins (Buckee et al., 2008; Chattopadhyay

et al., 2009), long presumed to evolve through negative (or purifying) selection. It

is worth pointing out that both drift and selection can be involved in shaping bacte-

rial population structure, much like mutation and recombination are both involved

in producing genetic variation. In a small population, a new variation will be

impacted by drift even if selection operates on this variation later. This discussion

is applicable to describe the fate of any bacterial genetic variation, from a single

point mutation to the architecture of an entire bacterial genome. With the genomic

era in full bloom, a dialogue may once again be revived about the relative roles of

drift and selection in shaping bacterial genetic variation (Lynch and Conery, 2003;

Daubin and Moran, 2004).

3.2.3 Biases and the Inference of Bacterial Population Structure

One sample bias of special relevance to infectious diseases is the impact of trans-

mission and repeated sampling of the same transmission chain or host network. An

ideal sample of a bacterial population would be a cross-section of independent, ran-

domly selected individuals in the host population. However, such an ideal sample

is rarely achieved. The potential of sampling to distort findings is obvious in the

example of a study design in which serial samples are taken from the same host.

Subsequent samples from an individual host are not independent: if the duration of

infection (or colonization) is long, the same type may be found more than once. If

the organism in question produces strong immunity, subsequent samples from the

same host are more likely to be of a different antigenic type than samples from the

population at random. In the same way, hosts within a contact network are more

likely to be epidemiologically linked, and such individuals are more likely to be

infected (or colonized) by the same strain than hosts picked at random from the

community at large. In other words, the samples are not independent. The existence

and importance of such host networks have been appreciated for some time, and in

theoretical epidemiology a distinction is made between the individual and house-

hold reproductive numbers (Pellis et al., 2009). Important host networks include

but are far from limited to households (Hope Simpson, 1952), day care centers

(Leino et al., 2008; Hoti et al., 2009), and core groups in sexually transmitted dis-

eases (Wohlfeiler and Potterat, 2005). The concept may also apply to health care

settings (e.g., hospitals; Donker et al., 2010) or particular services within them.

The predicted consequence of repeated sampling of short transmission chains is

an excess of indistinguishable strains. One study that examined the potential of this
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phenomenon to distort analyses of population structure found evidence for such

“microepidemics” in samples of three important pathogenic bacteria (Fraser et al.,

2005). Strikingly, once this excess of indistinguishable strains was accounted for,

the population structure (assessed using the diversity of MLST data [Maiden et al.,

1998] and eBURST [Turner et al., 2007]) was consistent with that produced solely

by drift. That is to say, there was no evidence of particular lineages being favored

by selection. It is important to realize that the predicted consequences of selection

are not merely an increased frequency of the selected strain, but also other closely

related strains that share the selected feature. However, in these samples it was

only an excess of indistinguishable strains that were detected, leading to the con-

clusion that their population structure was not compatible with any simple selective

scenario. Of numerous modifications to the basic neutral model, none reproduced

the distinctive excess of indistinguishable strains leading to the suggestion of

microepidemic structure (Fraser et al., 2005).

Another bias of relevance to bacterial population structure is the genetic markers

that we choose to study. Acquiring genetic data for large numbers of bacterial iso-

lates can be laborious and expensive. One may conduct a study with a discovery

phase that screens a set of genetic markers for variation using a small number of

isolates (the discovery isolates), followed by a typing phase that uses only the vari-

able markers to type a much larger sample. While this procedure might ensure that

the more expensive effort to type the larger sample would yield some genetic varia-

tion, it could also introduce an insidious bias referred to as ascertainment bias or

phylogenetic discovery bias. It can also occur when a small number of genome

sequences are used to discover variations (e.g., single-nucleotide polymorphisms

[SNPs]), for subsequent typing in a larger sample, even if there are hundreds of

such variations. This bias has consequences for both phylogenetic and population

genetic analysis. It causes phylogenetic trees to become linear, with the collapse of

branches along the paths that lie between the discovery isolates (Keim et al., 2004).

It also causes an excess of higher frequency polymorphisms and a scarcity of lower

frequency polymorphisms in population genetic analyses (Nielsen et al., 2004); this

can result in rejection of neutral models. It is possible that rapidly evolving mar-

kers, such as short sequence repeats or variable number of tandem repeats (e.g.,

microsatellites, minisatellites), might be able to “outevolve” this bias (unpublished

data). Nonetheless, bias is most likely to occur when the discovery isolates repre-

sent a limited portion of the species diversity (Rosenblum and Novembre, 2007),

so it is recommended to make the discovery isolates as diverse as possible based

on preexisting data.

3.3 What, if Anything, is a Bacterial Population?

3.3.1 Definitions and A Priori Approaches

There is no universally accepted definition for a bacterial population. This defi-

ciency might be viewed as a consequence of the long-standing problems in defining

48 Genetics and Evolution of Infectious Diseases



bacterial species (Spratt et al., 2006); for if we do not know what a species is, how

can we know about groups that subtend species? On the other hand, working up the

biological hierarchy from individuals has yielded infraspecific taxa with some com-

mon usage (e.g., isolates, strains, clones) (Van Belkum et al., 2007). Even with sex-

ual diploids, where the definition of species seems less ad hoc and much

population genetic theory has been tested, there still exist fundamental questions

about the nature of a population. Waples and Gaggiotti (2006) listed a dozen defi-

nitions of a “population” from the literature, though none involved bacteria. These

definitions come from separate evolutionary and ecological paradigms where popu-

lations are defined based on either the genetic or demographic cohesion of the indi-

viduals, respectively. As discussed later, the definition of a bacterial population

may differ depending on the role of recombination in the species.

Long-term stability of clonal lineages may produce cohesion within less-

recombinant bacterial species. Rannala et al. (2000) studied the Lyme disease

spirochete, Borrelia burgdorferi, and suggested that clonal lineages rather than

individual isolates should define bacterial populations. By this definition, we note

that different clonal (i.e., low recombination) species can be structured differently.

For example, the methicillin-resistant S. aureus lineage known as ST239-MRSA-III

shows strong geographic structuring by continent (Smyth et al., 2010), whereas the

S. enterica lineage known as serotype Typhi shows no geographic structuring

(Roumagnac et al., 2006). Both lineages have human reservoirs, demonstrating that

relative clonality and host associations alone do not predict all aspects of bacterial

population structure.

Within more recombinant species, recombination itself may define a cohesion.

However, the cohesive influence of recombination depends on the relatedness of

the donor and recipient. Among closely related isolates, recombination homoge-

nizes genetic variation, but among more distantly related isolates, recombination

promotes divergence (Schierup and Hein, 2000). Balloux (2010) suggested that the

basic level of bacterial population subdivision should be where equilibrium occurs

in terms of both random mating and demography. Inferences could then be made

based on a model of this population structure. Though a number of models of popu-

lation structure might be applied to bacteria, the metapopulation concept is appeal-

ing (Achtman and Wagner, 2008).

It is a common approach to define bacterial populations a priori with respect to

a characteristic of interest (e.g., geography or host). A GST-like statistic (Nei, 1977)

can then be used with MLST data to determine whether the between-population

differentiation in allele frequencies is greater than zero. This approach was first

recommended for bacterial populations by Selander et al. (1986b). It has been used

to study bacterial population structure in a variety of contexts. For example,

Whittam et al. (1989) used MLEE to study E. coli from humans, cats, and dogs. He

found no evidence that E. coli was structured by host species; GST was equal to

0.01, meaning that only 1% of the genetic variation could be accounted for by

between-host species differences. As another example, Filliol et al. (2006) used

SNPs, determined from a small number of Mycobacterium genomes, to study the

global genetic structure of M. tuberculosis. After defining a number of lineages
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using the SNP data, they used GST to determine how well a new panel of genetic

markers (short sequence repeats) could differentiate among the SNP-defined

lineages. They found three potentially diagnostic markers where .50% of the short

sequence repeat variation was accounted for by between-lineage differences.

While GST-like statistics can provide new insights into bacterial population

structure, some issues should be noted. First, with large enough samples and pow-

erful enough markers, all populations will be differentiated from each other. Recall

that neutral genetic drift alone is expected to generate allele frequency differences.

Perhaps it is more informative to consider the range of differentiation values possi-

ble for a given sample, as reflected by confidence intervals, rather than a P-value

that tests a null hypothesis of zero differentiation. Second, GST-like statistics do not

work properly with highly variable markers. With the notable exceptions of some

bacterial pathogens of low diversity (e.g., M. tuberculosis), many bacterial samples

will be characterized with markers that present multiple alleles and reveal diverse

populations. It is known that in these situations GST-like statistics need to be cor-

rected, otherwise an artifact of low differentiation may be found (Hedrick, 2005).

An investigation of this phenomenon by Jost (2008) led to the surprising conclusion

that the standard procedures for partitioning genetic variation are erroneous, and

that measures based on the effective number of alleles are more appropriate mathe-

matically. Jost’s D provides a differentiation statistic that may be applied to a wide

variety of bacterial typing tools, so long as the results are interpreted as a differen-

tiation in allele frequencies.

3.3.2 Model-Based Approaches for the Identification of Populations

Over the past decade, interest has grown in the use of MLST data to identify popu-

lations in a relatively “unsupervised” fashion. Researchers studying sexual diploids

are spoilt for choice when it comes to algorithms and programs to address popula-

tion structure. Each of these analysis tools makes slightly different assumptions,

and is expected to give broadly concordant yet slightly different results as a conse-

quence. The results also depend on the definition, touched on above, of what a pop-

ulation is. The application of such tools to bacteria is complicated by their variably

recombinant lifestyles. All approaches to the unsupervised identification of popula-

tions work by identifying groups with more genetic features in common than would

be expected by chance. As a result, in a clonal or near clonal species the popula-

tions identified will, to a large extent, represent the phylogeny, with subpopulations

representing well-supported clonal lineages. As noted previously, most bacteria

undergo some recombination, which complicates phylogenetic and population

assignments: two isolates may share traits because of common ancestry or because

of recombination. Population analysis estimates the probability that any polymor-

phic site is derived from a particular ancestral population, even if its history has

since involved recombination.

Helicobacter pylori is noted among bacteria for its very high mutation and

recombination rates, and is largely vertically transmitted. In a startling demonstra-

tion of the potential of population analysis for bacteria, the program STRUCTURE
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(Pritchard et al., 2000; Falush et al., 2003a, 2007) was used to show that the popu-

lation structure of H. pylori recapitulated that of its human host (Falush et al.,

2003b). A further finding of this work was the existence of admixed variants of

H. pylori that contained sequence typical of more than one population, which could

be related back to contacts between the distinct human populations bearing them.

As STRUCTURE assumes random mating and performs better with strong genetic

differentiation (Waples and Gaggiotti, 2006), it was well-suited to H. pylori data.

As another example, STRUCTURE was used to examine lineages of E. coli

typed by MLST, finding some to have a far more extensive history of recombina-

tion than others (Wirth et al., 2006). As noted above, to an extent these results

largely reflect the phylogeny, and the admixture analysis suggested a gradient of

recombination between populations corresponding roughly to the E. coli lineages

of A, B1, B2, and D (themselves defined by MLEE data) (Ochman and Selander,

1984). In this sample, strains considered to be pathogenic (EPEC, EHEC, EIEC,

and Shigella) were more likely to contain polymorphisms at the sequenced loci that

were characteristic of more than one population inferred by STRUCTURE. This

suggested an intriguing link between homologous recombination and virulence.

However, these results, and all others of this sort, should be treated with some cau-

tion because of the sample studied: it is easier to assign polymorphisms accurately

to groups if you have examples of those groups. If there is a portion of the popula-

tion for which you have little or no data, the estimates of admixture may reflect

this rather than genuine mosaic ancestry. In other words, STRUCTURE does not

model the underlying phylogeny of the bacteria so it might confuse common ances-

try with recombination if the sample is incomplete. Recently, it has been proposed

that more than four lineages exist within E. coli, and that the new lineages (C, E,

and F) as well as some Shigella lineages may define the lineages previously charac-

terized to be recombinant (Denamur et al., 2010).

Bayesian Analysis of Population Structure (BAPS; Corander et al., 2003, 2004;

Corander and Marttinen, 2006) is another program that performs population analy-

sis, and has been used to study populations within S. pneumoniae typed by MLST

(Hanage et al., 2009). In this case a group of genotypes with a greater history of

recombination than the rest of the species was detected, and this group was found

to be significantly more likely to be resistant to antibiotics of multiple classes. It

has been known for some time that S. pneumoniae can acquire resistance by recom-

bination, occasionally with other species (Dowson et al., 1993), and it is interesting

to note that this recombining group identified by the BAPS analysis also contained

almost all cases of MLST loci transferred from other oral streptococci. It was sug-

gested that this was the result of a history of hyper-recombination, in which a line-

age that is recombining at a higher rate was more likely to acquire both resistance

determinants and anomalous DNA at the MLST loci. This interpretation should be

subject to the same caveats as the previously mentioned E. coli case, though in this

case the sample was much larger. In fact, attempts to use STRUCTURE to analyze

this dataset failed to separate the S. pneumoniae sequences from those of other spe-

cies in the data. However, when both programs were applied to a wider E. coli

sample, they were broadly concordant (Gordon et al., 2008). BAPS differs from
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STRUCTURE in the algorithm it uses to fit the model to the data, employing a

nonreversible stochastic search operator (Corander et al., 2006), rather than the

more commonly used Gibbs sampler that can have trouble converging with very

complex datasets (Robert and Casella, 2005).

The nature of “recombinant” groups deserves some attention. Are they genuine

monophyletic lineages distinguished by a higher recombination rate, or a polyphy-

letic grouping of strains brought together by the fact that they all contain divergent

sequences uncharacteristic of all the other populations captured in the sample? This

sort of confusion is explicitly discussed in Marttinen et al. (2008), which introduces

Bayesian Recombination Tracker (BRAT), a new means of detecting recombinant

sequences in a sample. Simulations illustrate that divergent sequences tend to be

grouped together as a single heterogeneous population. This does not necessarily

mean that they share a recent common ancestor. The phenomenon can be intui-

tively understood as being similar to long branch attraction in phylogenetic analysis

(Huelsenbeck, 1997).

In each of these examples, it is not clear exactly what the identified populations

are in any intuitive sense. In H. pylori, they derive their interest and relevance from

their relation to human population structure. In E. coli, they appear to be related to

deep branching clades. In S. pneumoniae, three populations were identified, but

only the population apparently associated with recombination could be tied to a dis-

tinct phenotype (resistance). Finally, we note that STRUCTURE as well as BAPS

may be inappropriate for less-recombinant species, as aptly demonstrated with

STRUCTURE for Salmonella MLST data (Falush et al., 2006). With such species,

phylogenetic approaches are preferred.

As we collect larger databases, even extending to those from whole genomes, it

will be increasingly important that the computational demands of our analysis tools

scale in a reasonable fashion with the complexity and volume of data. The ideal

tools for future work in this field will be parallelizable. BAPS has already been

applied to a dataset of more than 100 bacterial genomes, producing results consis-

tent with a phylogeny based on nonrecombinant sites (Corander, personal commu-

nication), suggesting it has potential, but the wider application of these tools

remains a subject for research.

3.4 Conclusions

There are some things we know: the vast majority of newly arising polymorphisms

have no future. Even a selected polymorphism may be stochastically lost. Though

the census population size of bacteria is almost unimaginably large, several dynam-

ics may make the effective size much smaller. Then there are many things we do not

know: how much of the variation that we can observe is produced by drift and how

much by selection? What exactly are the populations detected by BAPS,

STRUCTURE, and other relatively unsupervised approaches—deep clades, lineages

that preferentially recombine with themselves, or some artifact of our assumptions?
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And given the power of selection to wipe out variation in a selective sweep

(Majewski and Cohan, 1999), why are so many bacterial species so very diverse?

Any claim that the population structures of pathogenic bacteria follow simple,

easily understood rules is manifestly false. We have not directed enough effort to

collecting truly unbiased samples. We also should not overlook the sheer protean

diversity of the bacteria and their complicated sex lives. With that said, we already

have extraordinary ability to produce whole genome sequences from many bacteria,

and yet more technological advances await in the near future. We must work to

ensure that our theory does not lag behind our technology, because if it does so, we

may find ourselves with extraordinary data, but little idea of how to interpret them.

Population analyses have great potential in the study of pathogenic bacteria,

especially those in which there is a high rate of homologous recombination render-

ing straightforward phylogenetic analysis inappropriate. It is wise, however, to

remember that just as a phylogeny is one possible hypothesis about the history of

the sequences making up the sample, so too are the results of analyses of popula-

tion structure. These tools detect signal, but the processes that have given rise to

that signal may not be immediately clear and should be interpreted within a biolog-

ical context.
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4.1 Introduction

Although parasitism is one of the most common lifestyles among eukaryotes, popu-

lation genetics on pathogens lag far behind those on free-living organisms, proba-

bly because they are rarely conspicuous in the environment, do not possess the

visible morphologic or behavioral variation used in the early studies of population

genetics, and are less charismatic than the macrofauna. However, the advent of

molecular markers offers great tools for studying key processes of pathogen biol-

ogy, such as dispersal, mating systems, host adaptation, and patterns of speciation.

Population genetics studies have also valuable practical applications, for instance

for studying the evolution of drug resistance or new virulence. Another reason to

study epidemiology and evolution in pathogens is that they display a huge diversity

of life cycles and lifestyles, thus providing great opportunity for comparative stud-

ies to test pathogen-specific questions or general issues about evolution.

Nevertheless, the field of parasitology has yet to attract more evolutionary biolo-

gists. This is especially true for fungal pathogens, despite their importance in crop

diseases, and even in animal and human diseases. Furthermore, despite their obvi-

ous common interests there are few connections so far between scientists working

on fungal pathogens versus other pathogens.
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Approximately 100,000 species of fungi have been described so far (1.5 million

fungal species are estimated to exist; Hawksworth, 1991), of which a high percent-

age obtain nutrients by living in close association with other organisms, mainly

plants. Many fungi are pathogenic and can have important impact on human health

or lead to severe economic losses due to infected crops or to animal diseases.

Fungal species parasitizing animals and plants are found interspersed with sapro-

phytes and mutualists in fungal phylogenies (Berbee, 2001; James et al., 2006),

suggesting that transitions between these life-history strategies have occurred

repeatedly within the fungal kingdom.

True fungi belong to the opisthokont clade, as do animals. The two major groups

that have been traditionally recognized among the true fungi are the Ascomycota,

including the yeasts and filamentous fungi, with several important model species

(e.g., Saccharomyces cerevisiae, Neurospora crassa), and the Basidiomycota,

including the conspicuous mushrooms, the rusts and the smuts. Ascomycota and

Basidiomycota have been resolved as sister taxa (Lutzoni et al., 2004; James et al.,

2006) and they have been called the Dikaryomycota (Schaffer, 1975). The

Dikaryomycota contain the majority (ca. 98%) of the fungal species, including most

of the human and plant pathogens. Basal to the Dikaryomycota branch there are

several other fungal groups. The Glomeromycota, mycorrhizal mutualists, are united

within a clade with the Dikaryomycota (James et al., 2006). The Zygomycota are

common in terrestrial and aquatic ecosystems, but they are rarely noticed by

humans because they are of microscopic size. Some fungi among the Zygomycota

are pathogens of animals (including humans), plants, amoebae, and other fungi

(mycoparasites). Zygomycota branch at the base of the clade containing the

Dikaryomycota and the Glomeromycota. The Chytridiomycota are defined as fungi

with flagellated cells and were long thought to be the sister group of all the other

true fungi, nonflagellated. However, recent phylogenies suggested that the chytrids

may in fact be polyphyletic, representing early diverging lineages having retained

the ancestral flagellum (James et al., 2006). Chytrids also encompass plant and

animal pathogens. Microsporidia are obligate endoparasitic, protist-like organisms

with highly reduced morphology and genomes; they have recently been proposed to

belong to the fungi, as the most basal group (James et al., 2006). Oomycetes have

long been considered as fungi but were recently recognized to belong to the distant

Stramenopiles (Keeling et al., 2005). These filamentous organisms however share

many morphologic and physiologic characteristics with fungi and continue to be

studied by mycologists. They also contain plant pathogens, such as Plasmopara

viticola, responsible for the grape mildew, and Phytophthora species, causing devas-

tating emerging diseases, in particular on trees. Some oomycetes are pathogens on

fishes or amphibians. We will therefore also consider oomycetes in this chapter.

Most fungi have been dependent on other organisms for their resources through

much of their evolutionary history, in particular, fungal pathogens. During the past

century, however, many new fungal diseases have emerged. This is probably due to

human activities that have completely modified the ecosystems on earth at a global

scale (e.g., climate warming, widespread deforestation, habitat fragmentation and

urbanization, changes in agricultural practices, global trade) (Kareiva et al., 2007).
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Of these, the intensification and globalization of agriculture as well as the increase

in international trade and travel have broken down many natural barriers to dis-

persal causing an unprecedented redistribution of many organisms (Kolar and

Lodge, 2001). Concomitantly, there is growing evidence that these global changes

play a key role in the emergence of infectious diseases in humans (Tatem et al.,

2006), wildlife (Daszak et al., 2000), domestic animals (Cleaveland et al., 2001),

and plants (Anderson et al., 2004).

To understand how new diseases emerge, and more generally to understand the

spread and maintenance of diseases, it is essential to study dispersal, mating

systems, host adaptation, and mechanisms of speciation. The advent of molecular

markers offers great tools for studying these key processes of pathogen biology

(Criscione et al., 2005; Giraud et al., 2008a). Molecular markers, together with

mathematical modeling and experiments, have also been instrumental to unravel

the mechanisms of fungal speciation (Giraud et al., 2008b). The recent develop-

ment of full genome sequencing, especially among fungi because they have small

genomes (Galagan et al., 2005), has allowed comparative genomics to begin draw-

ing inference on the mechanisms of pathogenicity (Aguileta et al., 2009).

In this chapter, we will thus describe the main pathogenic fungi, parasitizing

humans, animals, and plants, and having important consequences on human health

or human activities. We will focus on some examples of recent emerging fungal

diseases on humans, animals, and plants. We will then review (1) the modern

molecular tools used for epidemiology and population genetics of fungal pathogens,

the types of markers most useful, and the different types of analyses that can be

performed to unravel their mating systems and dispersal; (2) the criteria used for

species delimitation in fungi and the mechanisms of fungal speciation that have

been elucidated to date; (3) the recent advances in fungal genomics, in particular

the insights that have been gained so far regarding the pathogenic lifestyles; and

(4) the relationship between mating and pathogenesis in fungi.

4.2 Major Human and Animal Pathogenic Fungi

Each of the four major fungal phyla has representatives that cause serious disease

in both humans and a vast range of other animals. Although less prevalent than

plant pathogens, the animal pathogens pose serious threats to entire animal popula-

tions and continue to cause serious morbidity and mortality among immunocom-

promised patients and otherwise healthy individuals worldwide. In many cases, the

incidence of disease is increasing due to a rise in susceptible hosts, while at the

same time the treatment options have remained limited in comparison to other clas-

ses of pathogens. A major factor influencing treatment is that, unlike bacteria and

viruses, the fungi are eukaryotic siblings to the animals. These issues cause major

obstacles in the search and development of new antimicrobials that target fungi

without causing major toxic side effects against animal metabolism. Here we sum-

marize the morbidity and mortality associated with several of the major classes of

human and animal pathogenic fungi.
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4.2.1 Ascomycetes: The Candida Species Complex, Aspergillus
fumigatus, Pneumocystis, the Dimorphic Fungi, and Others

Within the fungal kingdom, the ascomycetes harbor the majority of fungal pathogens

that afflict humans. Among these, Candida species are the most common causes of

invasive fungal infections in humans. Infections can range from readily

treatable mucocutaneous disorders, although these may be acute in AIDS-infected

patients, to severe invasive disease that can result in significant morbidity and

mortality, most often occurring in patients with immune system suppression (Pappas

et al., 2003, 2009). Candidemia is the fourth most common cause of nosocomial

bloodstream infections in the USA (Wisplinghoff et al., 2004), with similar levels in

many other developed countries. It has been estimated that the attributable mortality

of invasive candidiasis is approximately 15�25% for adults and 10�15% for the

pediatric population (Morgan et al., 2005; Zaoutis et al., 2005), with one study

reporting mortality rates reaching levels .45% (Gudlaugsson et al., 2003).

Another of the major causes of human fungal infections is the filamentous path-

ogen, A. fumigatus and other closely related Aspergillus species. Aspergillosis, pri-

marily invasive aspergillosis, is an emerging disease in the immunocompromised

population (Walsh et al., 2008). The spores are widely prevalent in all environ-

ments, and are readily inhaled, causing both respiratory and disseminated disease

in immunocompromised patients. There is a particularly high incidence of aspergil-

losis among stem cell and solid organ transplant recipients (Paterson and Singh,

1999; Marr et al., 2002a,b). Additionally, infected patients often have long and

costly hospitals visits (Dasbach et al., 2000), making this disease a major concern,

particularly in hospital settings.

A group of pathogenic fungi in humans that cause serious disease in both

healthy and immunocompromised individuals are the dimorphic fungi. The name

dimorphic stems from the common feature that all of these pathogens grow in a fil-

amentous mold form in the environment, and based on changes in temperature

grow as yeast at mammalian host temperatures and in the infected host (Rappleye

and Goldman, 2006). This class of fungi includes the primary pathogens

Histoplasma capsulatum, Coccidioides immitis, and Coccidioides posadasii, as well

as species that more often infect immunocompromised individuals, including

Blastomyces dermatitidis, Sporothrix schenckii, Paracoccidioides brasiliensis, and

Penicillium marneffei (Fraser et al., 2007; Reis et al., 2009; Sharpton et al., 2009).

All of these species (except S. schenckii and H. capsulatum) are known as

“endemic mycoses”. These are pathogenic fungi that have restricted ranges and

tend to be associated with specific ecologic niches. For instance, C. immitis and

C. posadasii are associated with the Lower Sonoran Life Zone—low hot deserts

found only in northern, central, and southern America. Within these regions, the

fungus exists as mycelia in sandy soils, as well as infections in small desert mam-

mals such as kangaroo rats (Dipodomys) (Rippon, 1988). Human infection occurs

as a consequence of the inhalation of arthroconidia, which can then undergo a tem-

perature-determined dimorphic transition into septate spherules that disseminate

throughout the body via hematogenous spread, causing a severe and life-threatening
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disease in a variable proportion of individuals. In common with Coccidioides, other

endemic dimorphic mycoses inhabit recognizable ecologic niches that are often

associated with animals. For instance, P. marneffei is the only pathogenic species

of Penicillium from the highly speciose biverticilliate clade, and exhibits a highly

constrained distribution to the wet tropics of Southeast Asia (Vanittanakom et al.,

2006). Within this region, the pathogen is found infecting a high proportion of the

tropical bamboo rat species Rhizomys and Cannomys, and is a key HIV-associated

mycosis across the region. Although the route of human infection has yet to be con-

firmed, it is likely to stem from the inhalation of airborne conidia whereupon a

thermally regulated dimorphic transition to a fission arthroconidium form occurs.

Dissemination throughout the body causes significant pathologic effects with

involvement documented for most of the major body organs (Vanittanakom et al.,

2006).

Although the incidence of HIV-associated mycoses has decreased since the

establishment of highly active antiretroviral therapy (HAART), pneumocystis infec-

tions are another of the major human pathogens infecting immunosuppressed hosts,

with high incidences observed in the AIDS-infected and stem cell transplant recipi-

ent populations (Cushion, 2004). Infections result in a severe pneumonia, and are

predominantly caused by Pneumocystis jirovecii, a widely prevalent species known

to principally infect mammalian lung cells (Calderon, 2010). Research in this group

of pathogens is difficult because axenic in vitro cultivation remains elusive.

Culturing techniques are currently limited to growth in mammalian tissue culture

cell lines (Cushion and Walzer, 1984a,b).

4.2.2 Basidiomycetes: The Pathogenic Cryptococcus Species Complex

Cryptococcus neoformans and Cryptococcus gattii comprise the pathogenic

Cryptococcus species complex. They are related basidiomycete yeast species that

are common fungal pathogens of both humans and animals. The two species are

distinguished in that C. neoformans is prevalent, ubiquitous worldwide, largely

associated with pigeon guano, and a common cause of meningitis in immunocom-

promised hosts (Perfect, 1989; Casadevall and Perfect, 1998; Carlile et al., 2001).

C. gattii is generally geographically restricted to tropical and subtropical regions,

associated with trees, and commonly infects immunocompetent hosts, although

cases in immunocompromised patients also occur (Kwon-Chung and Bennett,

1984a,b; Sorrell, 2001). It is estimated that the two sibling species diverged B37.5

million years ago, which may explain the observed differences in ecology and host

range (Kwon-Chung et al., 2002). Additionally, the “tropical” status of C. gattii has

been recently challenged by the occurrence of an outbreak that began in 1999, ini-

tially on Vancouver Island, Canada at latitude 49.28�. This emerging infection has

since expanded into mainland British Columbia and the Pacific Northwest region

of the USA (Kidd et al., 2004; Fraser et al., 2005; MacDougall et al., 2007; Upton

et al., 2007; Byrnes et al., 2009b; Datta et al., 2009).

C. neoformans can be further subdivided into two serotypes (A and D) based on

unique antigenic profiles and sequence divergence (Kwon-Chung and Varma,
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2006; Bovers et al., 2008). This distinction is clinically relevant, as serotype A

strains cause the vast majority of infections globally, with high incidences in the

AIDS and transplant populations (Casadevall, 1998; Blankenship et al., 2005;

Singh et al., 2008). Overall, .99% of AIDS-related infections and .95% of over-

all cases are attributable to serotype A (Casadevall, 1998). The global burden of

disease is significant, with a recent report documenting almost 1 million annual

cases with over 620,000 attributable mortalities, resulting in approximately one-

third of all deaths in AIDS patients (Park et al., 2009). While less prevalent glob-

ally, C. gattii has also been a significant cause of morbidity and mortality, with

high incidences in humans and animals reported in North America, Australia,

Southeast Asia, and South America (Sukroongreung et al., 1996; Chen et al., 2000;

Sorrell, 2001; Lizarazo et al., 2007; MacDougall et al., 2007; Galanis and

MacDougall, 2010). Thus, the Cryptococcus species complex remains a global

health concern for both humans and a wide range of domestic, agrarian, and wild

mammals.

4.2.3 Globally Emerging Fungal Infections in Wildlife Species

While fungi are recognized as serious pathogens to their human hosts, it is also

becoming clear that fungal pathogens have the capacity to cause severe disease in

wildlife species. Notably, several of the fungi that are currently causing impacts on

biodiversity were not previously recorded as pathogens. This illustrates not only

the vast pool of undescribed fungal taxa, but also the capability of any branch of

the fungal tree to give rise to serious pathogens. For instance, globally spreading

chytridiomycosis in amphibians stems from a basal fungal lineage that was never

before found to infect vertebrates (Fisher and Garner, 2007; Voyles et al., 2009).

Similarly, Nosema ceranae, another microsporidian basal fungal lineage, has been

discovered as a contributing agent for the currently mysterious declines in honey-

bee colonies (Klee et al., 2007). More recently, a new fungal infection of bats

called white-nose syndrome (WNS) has swept though the northeastern USA since

2008, causing the deaths of .1 million bats and extirpating some well-known cave

roosts (Blehert et al., 2008). The etiologic agent has been described as an ascomy-

cete fungus Geomyces destructans, related to the human skin-infecting fungus

Geomyces pannorum (Meteyer et al., 2009). These fungi exemplify the wide range

of disease syndromes that are attributable to fungi, and the breadth of hosts that

they are able to infect.

4.3 New and Emerging Mycoses

4.3.1 Evolution and Emergence of Pathogenic C. gattii Genotypes in the
Pacific Northwest

As of 1999, C. gattii emerged as a primary pathogen in northwestern North

America, including both Canada and the USA (Kidd et al., 2004, 2005; Fraser

et al., 2005; MacDougall et al., 2007; Bartlett et al., 2008; Byrnes et al., 2009b;
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Byrnes and Heitman, 2009; Galanis and MacDougall, 2010). This outbreak now

spans a large geographic range, with levels of infection as high or higher than any-

where else globally, with an annual incidence on Vancouver Island of approxi-

mately 25 cases/million (Galanis and MacDougall, 2010). The only two reports

with higher overall levels are one examination of native Aboriginals in the

Northern Territory of Australia, and a study conducted in the central province of

Papua New Guinea (Fisher et al., 1993; Seaton, 1996; Galanis and MacDougall,

2010). Specifically, C. gattii is classified into four discrete molecular types

(VGI�VGIV), with molecular types VGI and VGII as the two most frequent causes

of illness in otherwise healthy individuals (Byrnes and Heitman, 2009). Infections

due to VGI have been reported at high rates among populations in Australia, while

the levels of VGII infection are high in the Pacific Northwest, where B95% of all

cases are attributable to this molecular type (Sorrell, 2001; Fraser et al., 2003,

2005; Bovers et al., 2008; Byrnes and Heitman, 2009). The appearance of C. gattii

in North America is startling because this is the first major emergence in a temper-

ate climate (MacDougall and Fyfe, 2006; Kidd et al., 2007b). To examine the evo-

lutionary aspects of this unprecedented emergence, efforts were undertaken to

study the molecular epidemiology and characteristics of isolates collected from

humans, animals, and the environment. These efforts have and will continue to

shed light onto several key features of this outbreak, while other contributing fac-

tors remain elusive.

The first efforts to elucidate the molecular types of the isolates collected in the

Vancouver Island area revealed that two genotypes, now known as VGIIa/major

and VGIIb/minor, are responsible for the vast majority of cases (Kidd et al., 2004;

Fraser et al., 2005). C. gattii was identified in the number of environments includ-

ing several tree species, the air, soil, seawater, and freshwater (Kidd et al., 2007a,b;

Bartlett et al., 2008). These studies then led to questions surrounding the properties

of the common genotypes in the region. The VGIIa/major genotype was found to

be highly virulent in a murine model of infection (Fraser et al., 2005). In addition,

the examination of the isolates, particularly the discovery of a homozygous VGIIa/

major diploid and the molecular characterization of the genome and mating-type

locus, led to the hypothesis that same-sex mating was involved in this α only out-

break (Fraser et al., 2005). Together, these efforts showed that C. gattii VGII was

now endemic in much of the region, and that the genotype responsible for the

majority of cases is highly virulent in animal models of infection and also possibly

in humans.

The next question in the field became focused on a possible expansion of the out-

break zone and the molecular and phenotypic characterizations of virulent isolates.

In 2007 and 2008, the first reports of C. gattii in the Pacific Northwest of the

USA were published. The report of Upton and colleagues (2007) illustrated the first

confirmed case of the Vancouver Island outbreak VGIIa/major in the USA (2006)

from a patient in Puget Sound, Washington. Additionally, in 2005, MacDougall

and colleagues discovered an increased number of outbreak-related cases on the

mainland of British Columbia and related C. gattii VGII genotypes in the USA,

including one later recognized as a VGIIc/novel isolate. Shortly thereafter, studies
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by Byrnes et al. documented a large cohort of clinical and veterinary cases from

the VGIIa/major outbreak genotype in both Washington and Oregon (Byrnes et al.,

2009a,b). These studies also reported VGIIb/minor in the USA, and importantly,

defined a novel VGIIc genotype that was unique to Oregon and observed in both

human and animal cases (Byrnes et al., 2009b).

Recent phenotypic examinations have also begun to address several key aspects

of the outbreak genotypes. Studies in the mouse model revealed that C. gattii iso-

lates from the outbreak induced less protective inflammation than C. neoformans,

indicating that C. gattii may thrive in immunocompetent hosts by evading or sup-

pressing the protective immune responses that normally limit C. neoformans dis-

ease progression (Cheng et al., 2009). Another unique feature of the outbreak

VGIIa/major genotype is its ability to proliferate at high levels within macrophages

as well as the ability to form highly tubular mitochondria after intracellular parasit-

ism (Ma et al., 2009). These unique features were also shown to be positively cor-

related with murine virulence (Ma et al., 2009). Recently, it had also been shown

that the VGIIc/novel genotype shares similar intracellular proliferation rates, mito-

chondrial morphology, and murine virulence characteristics with the VGIIa/major

genotype, further supporting the hypothesis that the genotypes seen in the region

are uncharacteristically enhanced for virulence (Byrnes, Lewit, Li, et al., PLoS

Pathogens 2010 in press).

Over the past decade, we have witnessed the emergence and expansion of a

tropical/subtropical pathogen into a temperate climate, leading to the formation of

a multidisciplinary C. gattii working group established to address the epidemiol-

ogy, clinical features, and basic science questions surrounding this outbreak (Datta

et al., 2009). Although the overall incidence remains low, little is currently known

about how or why specific humans and animals become infected and may involve

unique host factors, including possible genetic predispositions. In addition, the ori-

gins of the VGIIa/major and VGIIc/novel genotypes remain elusive. Substantial

progress has been achieved in addressing the molecular epidemiology and expan-

sion of the outbreak, and also the phenotypic characteristics that make these geno-

types unique. However, many critical questions remain to be addressed in the

future to understand the evolutionary dynamics of this unprecedented C. gattii

emergence in the region of the world, including expanded environmental sampling,

further phenotypic characterizations of associations with host animals and plants,

and genome sequencing of more representative C. gattii mitochondrial and nuclear

genomes.

The Global Emergence of the Amphibian Pathogen
Batrachochytrium dendrobatidis

The ability of fungi to cause severe disease in nonhuman vertebrate species has

been dramatically illustrated by global declines in amphibian biodiversity caused

by the fungus Batrachochytrium dendrobatidis (Bd). Only discovered in 1997

(Berger et al., 1998) and named in 1999 (Longcore et al., 1999), Bd is a basal fun-

gal lineage in the Chytridiomycota; these fungi are characteristically aquatic and
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unique from other fungi in that they have a motile, flagellate zoospore (James

et al., 2006). Many species of chytrid have been described in aquatic environments

and soils, as free-living or commensal organisms, and as pathogens of algae, inver-

tebrates, and fungi (Gleason et al., 2008). Of these, Bd is unique in that it is the

only chytrid known to parasitize vertebrates, by infecting and developing within

the keratinized epidermal cells of living amphibian skin (Pessier et al., 1999;

Piotrowski et al., 2004). Bd is now known to be widespread in all continents except

Antarctica (where amphibian hosts do not occur). A global-mapping project for this

pathogen has shown that Bd infects over 350 species of amphibian, and has been

implicated in driving the declines and extinctions of over 200 of these (http://www.

spatialepidemiology.net/bd-maps/; Fisher et al., 2009).

Following the discovery that Bd was a driver of declines in amphibian species

in Australia, the Americas, and Europe, much attention has been focused on finding

out how Bd was being spread, and from where. In eastern Australia, prospective

and retrospective sampling of amphibians has shown that populations were initially

Bd-negative prior to 1978, followed by an expansion north and south from a center

in southern Queensland; western Australia was Bd-negative until mid-1985, where-

upon the spread of disease was detected and documented (Berger et al., 1998).

Mesoamerica has witnessed a rapid wave-like front of expansion from an apparent

origin in Monteverde, Costa Rica, southward at estimated rates of 17�43 km/year,

and has recently jumped the Panama Canal (Lips et al., 2008). The epidemic front

of chytridiomycosis along the North-South transect of Central America has been

predictable to the extent that researchers have been able to anticipate the arrival of

Bd in uninfected regions, such as El Copé in Panama, and to document the collapse

of the amphibian community upon arrival of the pathogen and the onset of chytri-

diomycosis (Lips et al., 2006).

Given these patterns of declines, where is the original source of Bd? Answers to

this question have been sought by attempting to identify geographic regions where

Bd has had a long and stable association with host species, indicative of coevolu-

tion, as well as substantially increased levels of genetic diversity when compared

against the various regional epizootics. One such study by Weldon et al. (2004) has

identified Africa as a potential source of the panzootic. Histology on historical

museum specimens showed that Bd has infected amphibians in Southern Africa

since at least 1938, and the “Bd Out of Africa” hypothesis was coined to suggest

that Bd was spread around the world via the extensive trade in the African clawed

frog Xenopus laevis from the 1930s onward. However, the recently published

molecular analysis by James et al. (2009) on global strains of the pathogen failed

to find evidence that Africa contains more diversity than occurs in other regions,

and in fact found that North American isolates of Bd were more highly diverse

than elsewhere and that a single globalized lineage is causing the current panzootic.

However, recent discovery that genotypes of Bd occur in the Japanese archipelago

that appear basal to the panzootic lineage suggests that there may yet be other

potential sources of Bd diversity (Goka et al., 2009). Therefore, the overarching

question on the origin of Bd remains unanswered to date. What is clear, however,

is that the global trade in amphibians is a potent force in spreading Bd into naı̈ve
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populations and species. This statement is especially true for the so-called Typhoid

Mary species such as X. laevis and the North American bullfrog Rana

catesbeiana; these species carry Bd infections but rarely exhibit the disease, chytri-

diomycosis. They are also widely traded and are often highly invasive when intro-

duced by accident or purpose into new environments (Fisher and Garner, 2007).

Therefore, these two species constitute ideal vectors for introducing Bd into unin-

fected regions of the globe (Garner et al., 2006) and are likely a major source of

new Bd infections when released into naı̈ve environments.

Currently, it is not known whether the genome of Bd harbors the genes for mat-

ing and meiosis, although such genes have been found in the related Zygomycete

lineage Phycomyces blakesleeanus (Idnurm et al., 2008). Importantly, all popula-

tion genetic studies thus far have shown that Bd exhibits levels of heterozygosity

that are consistent with a predominately asexual mode of reproduction. Of James’

17 sequenced polymorphic loci, 8 of these exhibited heterozygote excess. By

anchoring the 17 sequenced loci to the genome-scaffolds, James et al. (2009)

showed that levels of heterozygosity were not uniformly distributed across the

genome, but were significantly reduced on the largest inferred chromosome where

loss of heterozygosity (LOH) had occurred. This pattern of LOH is not consistent

with sexual reproduction and segregation, but rather with a model of chromosome-

specific variation in mitotic (somatic) recombination, a process that is well docu-

mented in other fungi including the diploid pathogenic fungus Candida albicans

that exhibits vegetative diploidy (Odds et al., 2007).

This model of asexual LOH driving the diversity of Bd isolates is not, however,

consistent across all studied populations. For instance, Bd sampled from Sierra

Nevada populations of the mountain yellow-legged frogs, Rana muscosa, showed

that, while allelic diversity was still found to be low throughout the dataset, within

some local populations genotypic diversity was high. In these “high diversity”

populations no new alleles appeared to have been introduced, and no genotypes

were shared between different infected populations. Thus, it was suggested that

local recombination had occurred within introduced lineages infecting particular

lakes (Morgan et al., 2007). These findings have two interpretations: either Bd has

the potential for sex that is largely unrealized due to population bottlenecks causing

the loss of complementary mating types or that LOH can occur at variable rates in

different populations, generating a spurious “signal” of genetic recombination.

Recent efforts to sample more global isolates of Bd coupled to next-generation

sequencing techniques are likely to reveal with greater clarity the mechanisms by

which the Bd genome evolves.

Despite the apparent rapid spread of Bd and the high degree of genetic similarity

between isolates, data is accumulating showing that genotypes differ significantly

in their virulence. Fisher et al. (2010) showed that the sporangia of five isolates of

Bd from the Balearic Island of Mallorca, all with identical genotypes, were similar

in size, but differed significantly from those isolates recovered from amphibians in

mainland Spain and the UK. When the virulence of a Mallorcan isolate of Bd

(TF5a1) and a UK isolate of Bd (UKTvB) was assayed in Bufo bufo (Fisher et al.,

2010), the Mallorcan strain of Bd was avirulent in comparison against the UK
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strain of the pathogen. Proteomic profiling of a global set of isolates showed that

there was significant interisolate variation in patterns of protein expression. The

amount of differentiation among isolates at neutral genetic markers and biologic

(morphologic and proteomic) characters was greatest for morphologic traits, sug-

gesting that these characters are under selection, and that this is possibly related to

local environmental conditions (Fisher et al., 2009). These data suggest that, if Bd

is able to generate functional diversity from a genetically depauperate genetic back-

ground via recombination, and thus increase its rate of adaptation to new environ-

ments, then the pathogen likely has the capacity to adapt to new climates and/or

host species. This raises the possibility that Bd may increase its fitness to new

environments and/or species combinations, and in this way change future patterns

of disease in ways that parallel to those seen in other species of pathogenic fungi

such as C. gattii.

4.3.2 Origin of Human Pathogens: Cryptococcus and Candida from
Saprobes Associated with Insects

The origin and evolution of pathogens remain central questions in studies of both

plant and animal diseases. One method to examine the likely origins of pathogens

is to phylogenetically place the species into the context of closely related saprobic

relatives. As mentioned earlier, Cryptococcus and Candida represent major classes

of mammalian fungal pathogens, and in both cases their closest related species are

associated with insects. Although these sibling species are less often studied than

their medically relevant counterparts, they offer important insights into the evolu-

tion of the animal pathogens and how these pathogenic species might have arisen

from insect-associated saprophytes.

Phylogenetic analyses indicate that the Cryptococcus species complex likely

arose from the Tremella lineage and that it clusters closely with the Tremellales,

Trichosporonales, Filobasidiales, and Cystofilobasidiales (Ergin et al., 2004; Rimek

et al., 2004; Sampaio et al., 2004). Several of the species within these lineages are

saprophytes that are commonly associated with insect debris, leading to the hypoth-

esis that the pathogens emerged from an association within this environmental

niche (Findley et al., 2009). In support of this hypothesis, C. gattii has been iso-

lated from both insect frass and wasp nests, and C. neoformans has been isolated

from honeybee hives, indicating that these animal pathogens may still in some

cases act as an insect-associated saprophyte in the environment (Gezuele et al.,

1993; Kidd et al., 2003; Ergin et al., 2004). While the evolutionary factors influ-

encing the emergence of a mammalian pathogen from saprobes are still unclear,

the support for this hypothesis of emergence based on phylogenetic and ecologic

studies gives insights into the emergence of the pathogenic Cryptococcus species

complex.

In addition to the studies mentioned earlier, interactions between Cryptococcus

and insects have been further supported by the development of a well-validated

insect model of pathogenesis in the model insect Galleria mellonella (Mylonakis

et al., 2005; Fuchs and Mylonakis, 2006; London et al., 2006). Results from this
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system have been shown to correlate with the murine model of infection, and stud-

ies examining C. neoformans and C. gattii both show successful survival assays

(Byrnes et al., 2009c; Findley et al., 2009; Velagapudi et al., 2009). Additionally,

the pathogenic Cryptococcus species were shown to be more virulent than their

nonpathogenic insect-associated relatives (Findley et al., 2009). This invertebrate

model of infection is low-cost and poses fewer ethical issues, allowing for more

facile, high-throughput analyses of virulence.

Studies in the Candida clade have shown several species to be associated with

insects, particularly plant-associated beetles (Suh et al., 2004b, 2005, 2006, 2008).

In most cases, these yeast species are xylose-fermenting, closely related to the path-

ogenic Candida species, and isolated from the insect gastrointestinal (GI) tract,

leading to the hypothesis that this is a symbiotic relationship between the insects

and fungi (Suh et al., 2003, 2004a,b, 2005, 2006; Suh and Blackwell, 2004, 2005;

Nguyen et al., 2007). The large number of Candida taxa that are associated with a

diverse range of host beetles also suggests that this phylogenetic lineage has a

strong possibility of being involved in symbiotic insect associations (Suh et al.,

2006). Recently, four novel species from the C. albicans/Lodderomyces clade were

isolated from insect guts, with one, Candida blackwellae, the closest relative to

C. albicans yet to be reported (Ji et al., 2009). Furthermore, Candida dubliniensis,

a human pathogen, was isolated from seabird-associated ticks suggesting a possible

reservoir and ecologic niche for this pathogen (Nunn et al., 2007).

Although the phylogeny and ecology of the clade are being uncovered, little is

known about how several representative species from this lineage may have

emerged and expanded into mammals. One commonality between the pathogenic

mammalian and insect-associated species is that they are associated with the gut

(Nguyen et al., 2006, 2007; Suh et al., 2006; Schulze and Sonnenborn, 2009;

Tampakakis et al., 2009). While the environments are largely different, there may

be common links between the insect and mammalian GI tracts that are important

for survival and proliferation. An increase in number of studies examining the role

of fungi in the human GI tract will also enhance the understanding of what roles

the fungi, particularly the Candida clade, play in animal microbiomes.

4.4 Plant Pathogenic Fungi

Although several important fungal pathogens attack animals, land plants have prob-

ably been the main nutrient source of fungi through much of their evolutionary his-

tory, given the predominance of plant saprophytes, pathogens, and mycorrhizal

species in fungi (Berbee, 2001; Berbee and Taylor, 2001; James et al., 2006).

Collectively, fungi cause more plant diseases than any other group of plant pests

(such as viruses or bacteria), with over 8000 species shown to cause disease. The

life cycles of many of these are complex and involve two or more host plants.

Plant diseases caused by fungi exhibit a huge diversity of symptoms. Pathogenic

fungi can indeed be responsible for lesions on leaves or on flowers, stem cankers,

root and fruit rot, or for sterilizing plants.
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Fungal pathogens are therefore a serious concern for agriculture, as they reduce

crop yield and lower product quality by attacking cultivated plants and their pro-

ducts (seeds, fruits, grains). Nearly all crops have their pathogenic fungi, and often

several of them, from cereals to corn, rice, potatoes, beans, peas, soybean, fruit trees

(including coffee and cacao), and ornamental plants and trees. Some of the world’s

great famines and human suffering can be blamed on plant pathogenic fungi. Wheat

crops of the Middle Ages were commonly destroyed when the grains became

infected with a dark, dusty powder now known to be the spores of the fungus called

bunt or stinking smut (Tilletia spp.). Epidemics caused by rust fungi have also been

noted for millennia. These epidemics were recognized in ancient Greece and

described in the writings of Aristotle and Theophrastus. The Romans held a reli-

gious ceremony/festival, the Robigalia, to appease the gods Robigo and Robigus,

whom they believed responsible for the rust epidemics. Potato late blight, caused by

the oomycete Phytophthora infestans, is the most important biotic constraint to

potato production worldwide. It caused epidemics during the 1840s, because of

which more than 1 million people died from starvation or famine-related diseases,

and more than 1.5 million emigrated from Ireland. A more recent epidemic that

resulted in large-scale famine was caused by a fungus responsible for brown spot of

rice; 2 million people died of starvation during the great Bengal famine of 1942.

A related fungus, which attacks corn and causes southern leaf blight, resulted in a

widespread epidemic in the USA in 1970; ca. 15% of the total corn crop was lost,

with yields in some states reduced to 50%. In the USA alone, hundreds of millions

of bushels of wheat have been lost in epidemic years due to stem rust (Puccinia gra-

minis tritici). Rice blast, caused by the fungus Magnaporthe oryzae, is an important

disease on rice, among many other diseases. It is found wherever rice is grown, it is

always important, and it is always a threat. Coffee rust, caused by Hemileia vasta-

trix, caused epidemics on cultivated coffee in Ceylon (Sri Lanka, which was British

at the time) in the nineteenth century. All exports of coffee from Ceylon had to be

stopped; planters turned to tea in place of Arabian coffee, and tea became the social

drink of the British (Staples, 2000). Scarcity of wheat caused by epidemics of wheat

stem rust is the historical reason that the bread of central Europe is often made of

rye and that cornbread is so popular in the southern US (Horsfall, 1983; Palm,

2001). The Botrytis gray mold is a common disease of greenhouse floral crops and

all ornamental plants can be infected by powdery mildews. These are only few

examples of the many pathogenic fungi devastating crops.

In addition to being agents of preharvest and postharvest diseases and rots, fungi

produce highly toxic, hallucinogenic, and carcinogenic chemicals that not only

affected the lives of millions of people historically, but also continue to be of pro-

blems today. In 2006, dozens of dogs perished in the USA from food tainted with

aflatoxin, a chemical produced by several Aspergillus species. These fungi can

grow on corn and fill the seed with the toxin that not only attacks the liver, but is

one of the most carcinogenic substances known. Another example comes from the

genus Fusarium, which contains numerous phytopathogenic species, F. culmorum

and F. graminearum being particularly important pathogens of cereal crops in

many areas of the world. They are responsible for head and seedling blight of small

71Epidemiology and Evolution of Fungal Pathogens in Plants and Animals



grains such as wheat and barley, ear and stalk rot of corn, and stem rot of carnation.

Besides causing yield reduction, these Fusarium diseases come with the production

of mycotoxins, which are highly toxic to both plants and animals, including

humans (Desjardins et al., 1993).

Several methods are used in modern agroecosystems to control fungal patho-

gens, including spraying fungicides, creating resistant varieties, crop rotations, and

a variety of cultural practices aimed at reducing plant infections. Fungicides and

resistance can be very efficient at first, but are expensive, polluting, and often do

not last. Fungi have indeed huge effective sizes, with millions of spores produced

by a single diseased plant, great dispersal abilities, and several generations per

year, enabling rapid adaptation. Fungicide breakdown often occurs within a few

years, as does resistance resistance (Brown, 1994).

Pathogenic fungi are also widespread in natural ecosystems, with great impacts

on the compositions of natural communities. Forest trees, for instance, are attacked

by many pathogenic fungi. Armillaria root disease, causing branch dieback and

crown thinning, is often one of the most important diseases of trees in temperate

regions of the world, especially in native forests. The most infamous tree diseases

include Dutch elm disease caused by Ophiostoma species, chestnut blight caused

by Cryphonectria parasitica, and sudden oak death, ramorum leaf blight, and

ramorum shoot blight all caused by the oomycete Phytophthora ramorum. These

diseases have dramatic consequences on forest composition and their associated

biota, with some tree species even disappearing from continents. For instance, the

chestnut blight fungus caused the death of 80% of the native American chestnut

trees throughout eastern forests from Maine to Georgia during the first half of the

twentieth century. The Dutch elm disease fungus, Ophiostoma ulmi, has led to the

destruction of American elm trees and has altered urban landscapes by killing orna-

mental elms across the country. It has been estimated that more than 77 million

elms have died. Not only trees, but virtually all natural plants have their own patho-

genic fungi. Examples include choke disease on grasses caused by Epichloë spe-

cies, anther smut disease on Caryophyllaceae caused by Microbotryum violaceum,

and powdery mildew on many natural plants.

4.5 New and Emerging Plant Diseases

Fungi are also responsible for about 30% of emerging diseases in plants (sensu

lato, i.e., including oomycetes), which is 3 times more than for emerging diseases

in humans or wildlife (Anderson et al., 2004). These patterns of fungal disease

emergence in plants have elicited great concern for several reasons. First, epi-

demics caused by invasive pathogens have been repeatedly reported to alter natural

ecosystems (Anderson et al., 2004; Desprez-Loustau et al., 2007). Well-documented

examples of emergent diseases in natural plant communities include some of the

ones mentioned earlier, such as the spread of Cryphonectria parasitica that

eliminated the dominant chestnut forests throughout eastern North America at the

end of the nineteenth century. The Dutch elm disease caused by Ophiostoma ulmi
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and O. novo-ulmi appeared in Europe around 1919, and the fungus was described in

Holland in 1921; it was first found in the USA in Ohio in 1930 (Anagnostakis,

2001). Phytophthora cinnamomi that threatens native forests throughout Australia is

also an emerging disease (Anderson et al., 2004; Desprez-Loustau et al., 2007).

Many powdery mildews appear as invasive fungi (Kiss, 2005). Such dramatic dis-

eases not only affect the host plants, but also the whole associated fauna, including

insects, birds, and mammals.

Second, our primary food production is at risk due to emerging crop diseases;

the most dramatic historical example being the Irish Potato Famine caused by

P. infestans on cultivated potato in the beginning of the twentieth century (Birch

and Whisson, 2001). Other examples of invasive fungi parasitizing crops include

Plasmopara viticola, an oomycete causing the grapevine downy mildew, that has

been introduced from North America to Europe in the past two centuries,

Plasmopara halstedii, another oomycete causing sunflower downy mildew

(Delmotte et al., 2008), the soybean rust in North America and the coffee rust in

Asia and South America (Staples, 2000). Crop plants are in fact particularly sus-

ceptible to the emergence of new diseases because of the large-scale planting of

genetically uniform varieties.

Third, epidemics on crop plants generate a huge production of potentially infec-

tious spores (Brown and Hovmoller, 2002). In addition to spreading disease over

agricultural areas, this high propagule pressure on surrounding areas may contribute

to disease emergence in natural plant communities. Indeed, though nonhost resis-

tance is quite durable, host shifts are known to occur (Stukenbrock and McDonald,

2008; Tellier et al., 2010), so epidemics of crop species may pose an undetected and

poorly recognized danger to natural plant communities (Power and Mitchell, 2004).

There has been an increasing focus on identifying the factors that drive the

emergence of new fungal diseases (Anderson et al., 2004; Thrall et al., 2006;

Desprez-Loustau et al., 2007; Stukenbrock and McDonald, 2008). As mentioned

earlier, introduction of pathogens in a new area is one of the most obvious causes.

It has been estimated that between 65% and 85% of plant pathogens worldwide are

alien in the location where they were recorded (Pimentel et al., 2001). The emer-

gence of a new fungal disease following an introduction may be due to the reunifi-

cation of a pathogen and a crop that had been introduced to new continents. This

has been the case for instance for the potato late blight, rubber leaf blight, and cof-

fee rust (Staples, 2000; Birch and Whisson, 2001; Desprez-Loustau et al., 2007).

Fungal pathogens introduced into new continents have also been responsible for

disease emergence in natural plant communities. Examples include the sudden oak

death in North America caused by Phytophthora ramorum (Rizzo et al., 2005), the

oak decline in Europe and Jarrah decline in Australia caused by Phytophthora cin-

namomi (Hardham, 2005), the Dutch elm disease caused by Ophiostoma ulmi and

O. novo-ulmi (Brasier, 2001), and the chestnut blight caused by Cryphonectria

parasitica (Anagnostakis, 2001).

Horizontal gene transfer (HGT) (i.e., the exchange of specific genes between

species that are normally reproductively isolated) has also been invoked to explain

the emergence of new fungal diseases (Stukenbrock and McDonald, 2008). The
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most convincing example is a HGT between Phaeosphaeria nodorum and

Pyrenophora tritici-repentis, both fungal pathogens of wheat with similar foliar

symptoms worldwide. P. tritici-repentis is a very recently emerged pathogen,

which was suggested to be due to the acquisition of a host-specific toxin gene by

horizontal transfer from P. nodorum (Friesen et al., 2006).

Interspecific hybridization involves whole genomes, in contrast to HGTs.

Hybridization is quite common in fungi, and can also lead to the emergence of new

hybrid species (see Section 4.8). Transgressive traits in hybrids could even lead to

the emergence of a disease on a new host that the hybrid would be able to parasit-

ize while its parent species would not (Brasier, 2001; Olson and Stenlid, 2002;

Stukenbrock and McDonald, 2008). In fact, this scenario has been suggested for

some emerging fungal diseases, in particular the rusts caused by Melampsora spp.

on poplar (Newcombe et al., 2000) and the diseased caused by a complex of

Phytophthora species on alder in Europe (Ioos et al., 2006).

4.6 Modern Molecular Epidemiologic Tools for
Investigating Fungal Diseases

To understand the dynamics of fungal diseases and the dynamics of emergence of

new diseases, epidemiology is a necessary step. Epidemiology is indeed a disci-

pline concerned with understanding the factors affecting the dynamics of disease in

space and in time, with an emphasis on being quantitative and predictive. During

the past decade, the integration of molecular biology into traditional epidemiologic

research has revolutionized the discipline (Tibayrenc, 1998; Taylor et al., 1999a).

This led to the development of a new field, molecular epidemiology, which

addresses epidemiologic problems using “the various molecular methods that aim

to identify the relevant units of analysis of pathogens involved in transmissible dis-

ease” (Tibayrenc, 2005). Increasingly sophisticated, sensitive, and reproducible

detection methods have made studies of spatial patterns of disease, nosocomial

infections, or disease outbreaks much more convincing and have provided unprece-

dented opportunities to track pathogen populations with particularly harmful char-

acteristics in pathogenicity, virulence, or resistance to chemicals. Early adoption of

molecular typing techniques to address applied questions in fungi of medical, veter-

inary, and agronomical relevance was soon cross-fertilized by the related field of

molecular evolutionary genetics (Milgroom, 1996; Taylor et al., 1999b). However,

in common with other microbial fields, a plethora of novel platforms and typing

techniques was developed to study the molecular epidemiology of fungi during the

1990s. This multiplication may have, to some extent, confused rather than eluci-

dated fungal epidemiology (Achtman, 1996; Urwin and Maiden, 2003).

Fortunately, the list of esoteric acronyms for typing techniques (or YATMs, for yet

another typing method; Achtman, 1996) eventually ceased to expand as research

coalesced on those platforms that yielded unambiguous and portable data.

Specifically, two methods in particular are now predominant in molecular epidemi-

ologic studies of fungal pathogens: MLST, for multilocus strain typing (Maiden
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et al., 1998) and MLMT, for multilocus microsatellite typing (Fisher et al., 2001).

The advantages of these two techniques as typing approaches are their portability

and reproducibility (typing can be done in any molecular biology laboratory and

generates identical results for identical DNA samples), their archiveability (results

can be compiled by multiple contributors in publicly available web databases) and

their amenability to high-throughput automation. The development of these meth-

ods, designed to be enduring, would not have been possible without the technologic

advances that eased and reduced the cost of generating, determining, storing, and

interpreting genetic data. Currently, new advances in next-generation high-through-

put sequencing techniques mean that MLST and MLMT typing schemes are on the

brink of being absorbed into whole-genome single nucleotide polymorphism

(SNP)-typing platforms. However, the nature of MLST/MLMT typing schemes is

such that older data will be incorporated into new schemes rather than discarded,

as was previously the case.

MLST schemes compare nucleotide polymorphisms within regions of ca. 500

nucleotides from five to seven genes. Traditionally, the regions represent coding

sequences of housekeeping genes, which are under purifying selection to retain

function and persist in genomes. MLST was originally developed to facilitate stud-

ies of epidemiology in bacterial populations (Maiden et al., 1998). Mycologists

were using a similar technique since the mid-1990s championed by J.W. Taylor and

his associates, but it was lacking an acronym and more oriented toward the study of

evolutionary features of fungal species than issues of epidemiology (Taylor et al.,

1999a; Taylor and Fisher, 2003). The principle of an MLST scheme is simple: alle-

lic variants, resulting from SNPs, are recorded as series of integers that together

constitute a barcode called a strain sequence type (ST). The MLMT scheme is a

direct extension of the MLST approach to microsatellite loci, which are short tan-

dem repeats of 2�6 nucleotides. Allelic variants at ca. 5�15 microsatellite loci,

here resulting from variation in the number of repeats of the microsatellite motif,

are recorded as series of integers called microsatellite types (MT). Both MLST and

MLMT have been greatly enhanced by the availability of complete fungal genomes

that render the steps of isolation of new markers less cumbersome and more likely

to succeed. This is particularly true for MLMT schemes, whose development is

often hindered in fungi by the weak representation of microsatellite loci in fungal

genomes, the low abundance of motifs with potentially high mutability (i.e., with

high number of repeats), and the small size of genomes (Dutech et al., 2007).

The main use of fungal MLST is for diagnosis and species identification (Taylor

and Fisher, 2003). Issues such as quarantine, selection of appropriate treatments

and disease control measures, identification of significant sources of inoculum for

epidemics, or nosocomial infections depend on a proper taxonomic assignment

(Palm, 2001). Traditional methods based on phenotype or mating tests, if applica-

ble, were laborious and compromised in their accuracy. Phylogenetic methods

using genealogical concordance phylogenetic recognition (GCPSR) are progres-

sively superseding previous approaches (Taylor et al., 2000; Giraud et al., 2008b).

Gene-sequence data from studies using GCPSR can easily be converted to STs and

stored in web databases accessible to the whole community of mycologists. Species
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recognition studies are also an elementary prerequisite to the design of an MLST

scheme, as molecular epidemiology tools are based on the idea that pathogen popu-

lations form discrete entities that are stable enough to be identifiable. These enti-

ties, and their biologic relevance, are conditioned by evolutionary forces; hence,

the usefulness of a preliminary exploration of species limits and population struc-

ture by evolutionary biologists (Tibayrenc, 2005). The delimitation of species, and

therefore implicitly the design of a new MLST scheme, requires assembling a

diverse collection of isolates on the basis of current knowledge on the ecology of

the fungus and existing typing information (Urwin and Maiden, 2003). Clinical or

field isolates can be quite readily collected, but even a modest sampling of environ-

mental individuals of pathogenic fungi can turn out to be a very difficult task

(Greene et al., 2000; Taylor and Fisher, 2003). Where fungi have been thoroughly

sampled across their range and habitats and have provided a sufficient diversity of

genotypes, MLST schemes can assist in dissecting the factors behind a disease out-

break. For instance, a recent MLST study of the chytrid fungus Batrachochytrium

dendrobatidis (James et al., 2009), suggested as a principal cause for the worldwide

decline of amphibians, found the global epidemic owes to the global dispersal of a

single genotype. This data was used to argue that the observed low allelic diversity

and high heterozygosity provide strong support that the fungus is a novel pathogen

introduced into naı̈ve host populations, over the alternative hypothesis that the spe-

cies is an endemic pathogen whose emergence is due to recent changes in the envi-

ronment. By contrast, an MLST study of Coccidioides immitis, the etiologic agent

of coccidiomycosis revealed that the epidemic observed in California in the early

1990s was not due to the emergence of a virulent genotype but rather governed by

the synchrony of environmental factors (Fisher et al., 2000). In this study, analyses

of clinical isolates with MLST data revealed extensive genetic, genotypic diversity

and a lack of significant association across loci, rejecting the hypothesis of aggres-

sive clonal spread, and in conjunction with these elements, multivariate statistical

treatment of environmental data showing that the number of cases of disease was

best explained by the interaction between two climatic factors.

MLMT-based techniques are more useful in discriminating genotypes within

species and inbred populations than among species, which make their use comple-

mentary to MLST. A primary reason is that the cross-species transferability of

microsatellite appears lower in fungi than in other organisms (Dutech et al., 2007),

which limits their utility to discriminate among species (with some exceptions, e.g,.

Fisher et al., 2002; Matute et al., 2006). A second reason is that microsatellites typ-

ically have high mutation rates in fungi, even though they appear less polymorphic

in this kingdom than in others (Dutech et al., 2007). Factors such as recent specia-

tion, demographic bottlenecks, or selective sweeps associated with a lack of recom-

bination can dramatically reduce variation at housekeeping genes and thus

seriously hamper the discriminatory power of MLST schemes at the intraspecific

level (Morehouse et al., 2003; Couch et al., 2005; Bain et al., 2007). In such cases

where nucleotide variation is not sufficient to address questions at the intraspecific

level, MLMT provide a powerful alternative (Fisher et al., 2004; Morgan et al.,

2007). In a recent study Ivors et al. (2004) sequenced three housekeeping genes in

outbreak isolates of Phytophthora ramorum, the etiologic agent of the devastating
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“sudden oak death” disease. This study showed that all sequences were identical

among all isolates and therefore completely uninformative on the nature of epi-

demic. MLMT tools developed later (Prospero et al., 2004, 2007; Ivors et al.,

2006) proved very useful in tracking the pathogen as it spread in the USA (Cooke,

2007; Prospero et al., 2007). Analyses of MLMT data provided evidence of a his-

torical link between nursery and wild populations of the pathogen, and identified

three common genotypes as the likely founders of the Californian epidemics

(Mascheretti et al., 2008). The potential of MLMT as a tool to resolve interstrain

differences even at fine-scale can also be useful to study basic features of the biol-

ogy of fungi. For instance, in plant pathology it is critical to know the relative

importance of ascospores, mycelium, and conidia in dispersal of fungi and whether

the source of primary inoculum is soil, plant debris, infected seeds, other plants,

etc. The most obvious application of this knowledge in disease management is to

eliminate the source of inoculum by sanitation, debris, and weed management, or

crop rotation (Milgroom and Peever, 2003). MLMT also provides a useful tool to

infer the source and type of primary pathogen inoculum, which are often impossi-

ble to identify by direct observation or using the traditional epidemiologic approach

of studying the distribution of disease foci (Douhan et al., 2002; Peever et al.,

2004). A last original application of MLMT tools in fungi is in plant breeding

efforts. Here, the basic idea is the use of a better representative of existing variation

in pathogen populations to screen for resistant germplasms in order to assist in

breeding plant varieties with more durable and effective resistance. Based on the

assumption that variation at microsatellite markers can be used as a proxy for varia-

tion in pathogenicity traits, MLMT schemes have found use in selecting a core col-

lection of pathogen genotypes that are more representative of extant genetic

diversity than are a random sample of the local inoculum found in the immediate

neighborhood of the nursery (Peever et al., 2000).

What biostatistical methods can be used to track genotypes and species using

MLST and MLMT data? Many fungal species exhibit limited recombination in

nature and form complexes of genetically related haplotypes (Taylor et al., 1999b).

For these taxa, split decomposition (Huson and Bryant, 2006), statistical parsimony

(Clement et al., 2000), or eBURST (Feil et al., 2004; Spratt et al., 2004) can pro-

vide a graphical representation of the relationships among genotypes and their

prevalence (Morehouse et al., 2003; Urwin and Maiden, 2003; Couch et al., 2005;

Fisher et al., 2005; Morgan et al., 2007). These network approaches can be used

to infer the origin of particular isolates, provided that the species have sufficient

host-specific or geographical population structure. Where population structures are

highly recombining, however, network approaches are improper for epidemiologic

tracking because recombination mixes genotypes at individual loci and renders

multilocus genotypes unstable (Tibayrenc, 2005). Therefore, in recombining spe-

cies, determining source populations requires comparing individual isolates in sta-

tistical settings that explicitly model the associations amongst loci. A number of

Bayesian methods have been developed to produce robust assignments for organ-

isms with extensive genetic recombination (Rannala and Mountain, 1997; Pritchard

et al., 2000; Falush et al., 2003; Piry et al., 2004). An example of the utility of this

approach is provided by Fisher et al., 2001 to identify the source populations for
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Coccidioides isolates recovered from patient treated outside the endemic area of

Coccidioides sp. These methods can also be used to exclude possible sources. In

one study, Bayesian tests were used to demonstrate that populations of Venturia

inaequalis, the apple scab fungus, spreading in France on apple varieties harboring

the Vf major resistance gene were not derived from local apple scab populations,

but rather introduced from another region (Guérin et al., 2007).

Recent technologic developments have increased the rate of data generation and

concomitantly greatly enhanced our understanding of fungal species and popula-

tions. The next step will be to increase the level of data sharing and to promote the

development of curated Internet databases that can accommodate the incoming ava-

lanche of SNP-diversity that is generated by next-generation sequencing schemes.

Web-based community tools are still underdeveloped in fungi in comparison with

other microbial pathogens, and an extensive sharing of data could allow more

sophisticated spatio-temporal surveys of epidemics. Recent progress is illustrated

by the development of an MLST-typing scheme for the fungal pathogen C. neofor-

mans that integrates MLST-approaches with new scalable mapping technologies to

ascertain regional and global patterns of spread (http://cneoformans.mlst.net/earth/

maps/) (Meyer et al., 2009). Such informatic technologies will in the future be inte-

grated with next-generation sequencing and combined with the development of pre-

dictive models of disease spread to relate strain typing data with phenotypic traits,

environmental data, and disease risk-assessment decision platforms.

4.7 Population Genetics of Pathogenic Fungi

Population genetics is also needed to understand fungal diseases. The genetic struc-

ture of a species refers to the amount and distribution of genetic variation within

and among populations. Population genetics aims to understand the evolutionary

processes that shape the genetic structures of species. For pathogenic fungi, popula-

tion genetics questions are not simply of academic interest, as these questions have

genuinely practical applications. Issues such as breakdown of plant resistance,

resistance to fungicides, emergence and spread of virulent strains, or the design of

tools for identification are related to the genetic structure of fungal populations. By

providing an understanding of the processes that shaped the structure of a pathogen

species in the past, population genetics offers the opportunity to forecast the emer-

gence of genotypes, populations, or species with detrimental characteristics for

human affairs (McDonald and Linde, 2002; Giraud et al., 2010), and also to inform

practical attempts to bring fungal pathogens into durably effective human control

(Williams, 2009). Currently, a great part of the research effort of population geneti-

cists on fungal pathogens is devoted to fuel the development of risk-assessment

models. Herein, we provide an overview of the tools available to understand three

important components of population structure of fungal pathogens that are related

to their evolutionary potential: the reproductive system, gene flow, and population

subdivision. We also provide examples of case studies where the methods have

been successfully applied to elucidate genetic structures in fungi.

78 Genetics and Evolution of Infectious Diseases

http://www.cneoformans.mlst.net/earth/maps/
http://www.cneoformans.mlst.net/earth/maps/


4.7.1 Reproductive System

Fungi present a striking diversity of life cycles, and studying their reproductive

biology is a challenging task. However, this information is critical to assess the risk

posed by pathogens and for the design of disease management strategies

(McDonald and Linde, 2002). For instance, outcrossing promotes genetic exchange

and can accelerate the spread of new mutations in combination with other benefi-

cial alleles, which is critical in the context of an arms race between hosts (or the

humans that breed or grow them) and pathogens. By contrast, selfing or asexual

reproduction provides insurance of reproduction for species having a low probabil-

ity of finding a mate, and these species can therefore invade distant territories more

easily and/or more rapidly (Taylor et al., 2006). Asexual reproduction is also an

expeditious way of multiplying rapidly favorable combinations of genes built by

past selection (Otto, 2009) and a more efficient strategy of transmitting genes to

the next generation. Indeed, an asexual parent transmits 100% of its genes to the

next generation, against only 50% for a sexual parent, which is called “the twofold

cost of sex” in anisogamous species (Bell, 1982). In the following, we briefly

define the terminology used to qualify different aspects of fungal reproductive sys-

tems, and then we provide an overview of the methods available for their analysis,

with some case studies among the fungal pathogens.

Terminology

Inconsistent use of key terms might be a cause of the slow integration of fungi in

the field of evolution, and more generally unclear definitions of concepts are often

an obstacle in the progress of science (Neal and Anderson, 2005). A proper identifi-

cation of the key features of the reproductive system of fungal pathogens is also

fundamental for the correct selections of appropriate models to study population

structure (Giraud et al., 2008a). Three aspects of the fungal reproductive system

can be distinguished: the reproductive mode, the breeding system, and the mating

system.

Sexual reproduction is the process by which progeny is formed through the com-

bination of two parental nuclei, generally involving syngamy and meiotic recombi-

nation (Schurko et al., 2009). In fungi, genes can be transmitted across generations

through asexual, sexual, or mixed modes of reproduction (“mixed” referring

to the alternation of sexual and asexual reproduction during the life cycle).

Approximately one-fifth of described fungal species have been thought to be asex-

ual, but population genetic studies have revealed that most show footprints of

recombination, which is incompatible with strictly asexual reproduction (Taylor

et al., 1999b). The difficulty in determining the reproductive mode mostly stems

from the failure of morphologic observations of sexual structures. There is also the

complication that fungal species often participate in both sexual and asexual repro-

duction, and therefore the same fungal species can display different reproductive

modes in different places or at different times. It is often asserted that mitotic

recombination via parasexuality can mix parental genomes and mimic the effect of
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sexual reproduction in fungi (Taylor et al., 1999b), but the importance of parasexu-

ality in nature remains to be determined (but see Milgroom et al., 2009).

The term “breeding system” refers to the physiologic determinants of compati-

bility among individuals (Neal and Anderson, 2005). Mating compatibility in fungi

is regulated strictly in the haploid stage by mating-type loci. For most species, the

successful fusion of gametes can occur only between haploids carrying functionally

different mating-type alleles, a phenomenon called heterothallism. Compatibility

can be determined by alleles at a single locus (a condition termed bipolar hetero-

thallism) or by alleles at two unlinked loci (a condition termed tetrapolar hetero-

thallism). Some fungi are homothallic, meaning that they do not require genetic

differences for mating compatibility.

The term “mating system” refers to the degree of genetic relatedness between

mates. Outcrossing corresponds to the mating between cells derived from meioses

in two different unrelated diploid genotypes, whereas inbreeding corresponds to the

mating between related individuals. Inbreeding can be caused by selfing, the mat-

ing between meiotic products of the same diploid genotype. Three subcategories of

selfing can be distinguished: intertetrad, intratetrad, and intrahaploid mating.

Intertetrad mating refers to the union of cells derived from the same diploid indi-

vidual but from different meiotic tetrads. Intratetrad mating refers to the union of

cells derived from the same meiotic tetrad. Intrahaploid mating is allowed by

homothallism, where genetic differences between pairing individuals are not

required, permitting union between haploid mitotic descendants of the same mei-

otic product. We invite the reader to note that, contrary to persistent misconcep-

tions in the fungal literature, the breeding system has little influence on the mating

system. For instance, heterothallism does not prevent selfing, because any diploid

individual is necessarily heterozygous at the mating-type locus (see Giraud et al.,

2008c, for more details), and homothallism may have been selected for more effi-

cient outcrossing rather than for allowing intrahaploid mating, the latter having lit-

tle advantage over asexuality while retaining some of the costs of sex (Billiard

et al., 2010). Tetrapolarity is often suggested to promote outcrossing. If one consid-

ers biallelic breeding systems, it is true that tetrapolarity is less favorable to intrate-

trad mating than bipolarity, since the chance that any two siblings are compatible is

50% in a bipolar cross compared to only 25% in a tetrapolar cross (Hsueh et al.,

2008). However, if gametes disperse before mating, these odds of compatibility

within a progeny will be of little relevance. Whereas the breeding system cannot be

determined without laboratory experiments, the mating system and reproductive

mode of fungi cannot be inferred without analyzing patterns of genetic variation in

natural populations.

Analysis of the Reproductive System

Following Milgroom (1996), we can distinguish three basic questions usually asked

by fungal population geneticists: (1) Is population structure consistent with random

mating? (2) Is there evidence for recombination? (3) What is the degree of related-

ness between mates? In practice, answers to these questions are not independent
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and investigators often take the inability to reject a random mating hypothesis as

an evidence for recombination.

The identification of populations and species is an essential prerequisite to the

study of the reproductive mode and mating system. Hidden population subdivision

or cryptic species within the units defined to perform analyses can indeed lead

to erroneous conclusions on the reproductive biology of a fungus. This causes devia-

tions from random mating or from random association among alleles. A well-known

example is the Wahlund effect, where the failure to detect population subdivision

influences measures of inbreeding and association among alleles at different loci

and leads to the same signal as inbreeding. Although they form a prerequisite to the

study of reproduction, methods to analyze population subdivision generally do not

provide a genuine assessment of the characteristics of the mating system (Gao et al.,

2007), and therefore specific analyses are needed.

The most immediate consequence of asexual reproduction is the occurrence of

repeated identical genotypes. The ratio of the number of multilocus genotypes

found over the sample size can give an idea as to the rate of asexual reproduction,

ranging from zero for a completely clonal population to one for a sexually reprodu-

cing population. Many populations of plant pathogens actually fall between the two

extremes, having annual sexual cycles and asexual epidemic phases that amplify

clones (Milgroom, 1996). One approach to analyzing the reproductive biology of

these pathogens is to include a single representative of each multilocus genotype

(an approach referred to as “clone correction”). However, one should ensure prior

to clone correction that repeated genotypes do not simply result from insufficient

discriminative power of the molecular markers assayed. This can be tested by cal-

culating the likelihood that a multilocus genotype observed more than once in a

sample is the result of sexual reproduction, given the observed allele frequencies

and assuming random mating (Stenberg et al., 2003). The GENODIVE (Meirmans and

Van Tienderen, 2004) and GENCLONE (Arnaud-Haond and Belkhir, 2007) programs

offers user-friendly implementations of clone correction methods.

Under random mating, the frequency of multilocus genotypes is expected to be

equal to the product of the allelic frequencies. Deviation from this expectation (or

linkage disequilibrium) can hence serve as a test for random mating. A first

approach is to analyze linkage disequilibrium between pairs of loci. The lack of

association among pairs of loci in two isolated groups of the agent responsible for

gray mold (Botrytis cinerea), for example, supported regular events recombination

despite the absence of a sexual structure in field observations (Giraud et al., 1997).

The existence of linkage equilibrium was also taken as evidence for sexual repro-

duction in populations of the wheat pathogen Mycosphaerella graminicola in

regions where the teleomorph is rare or absent (Chen and McDonald, 1996; Zhan

et al., 2003). Another, more powerful approach is to analyze linkage disequilibrium

over multiple loci. This forms the basis of the test based on the index of association

(IA; Maynard-Smith et al., 1993). The IA statistic relies on the variance of the num-

ber of differences among individual allelic profiles. This variance is higher than

expected if mating is nonrandom due to an excess of very close and very large dis-

tances among individuals. The statistical significance of the IA statistic can be
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established using the program MULTILOCUS, by comparing the observed value of the

statistics to the distribution obtained from datasets for which alleles at each locus

are resampled without replacement to simulate the effect of random mating

(Agapow and Burt, 2001). This procedure has been applied to investigate the repro-

ductive mode of Penicillium marneffei, the causal agent of biverticilliate mycosis

in mammals. Analyses revealed very high and significant values of the IA statistic

(Fisher et al., 2005), providing one of the very rare cases of a fungus showing no

evidence of recombination by population genetic criteria (Taylor et al., 2006).

Another striking example of a fungus displaying a highly clonal population struc-

ture is provided by the European populations of the yellow rust of wheat (Puccinia

striiformis f. sp. tritici). There are also several examples where the IA suggested the

existence of cryptic sexual reproduction in fungal pathogens in species where sex

has not been observed in nature, such as the human pathogens Coccidioides immitis

(Burt et al., 1996), Aspergillus nidulans (Pringle et al., 2005), and the alfatoxin pro-

ducing A. flavus (Geiser et al., 1998).

Several tests for recombination or random mating were adapted from phyloge-

netic methods. A popular implementation of this approach is the parsimony tree

length permutation test (PTLPT; Burt et al., 1996) that tests for random mating.

The statistic used is the tree length, in number of steps, and the data are allelic pro-

files. The rationale for using PTLPT is that asexual populations produce few short,

well-resolved genealogies, whereas the contrary is expected for recombining popu-

lations (Taylor et al., 1999b). The significance of the PTLPT can be assessed using

the same method and program as the IA. Significance is calculated based on the

proportion of trees in simulated datasets that are at least as long as those built from

data. Other phylogenetic approaches search for the presence of recombination,

based on sequence data. These tests exploit the predictions that in the absence of

recombination, alleles at different regions are associated and all gene trees should

therefore be congruent (Maynard-Smith, 1999) and have mutation (reversals, paral-

lelisms, or convergence) as the sole possible cause of homoplasy (Hudson and

Kaplan, 1985; Maynard-Smith and Smith, 1998). For instance, Matute et al. (2005)

analyzed gene genealogies from eight regions to search for recombination in the

pathogen Paracoccidioides brasiliensis. Incongruence among gene genealogies was

examined by comparing the sum of the lengths of the most parsimonious trees

inferred for each region to the sum of the length of trees obtained by permuting

characters among regions (the incongruence length difference test; Farris et al.,

1994). The null hypothesis of congruence for all isolated and all regions could be

rejected, consistent with a lack of association among alleles, and thus with recom-

bination. Another elegant application of methods inspired by phylogenetic analysis

to search for recombination is provided by Couch et al. (2005). On the basis of a

worldwide collection of isolates of the rice pathogen Magnaporthe oryzae, they

investigated the reproductive mode of the fungus using a pairwise compatibility

matrix for polymorphic sites built from the combination of nine sequence loci.

A compatibility matrix is a visual representation of Hudson and Kaplan’s four gam-

ete test (Hudson and Kaplan, 1985) for all possible pairs of sites (the program

SITES, available from Jody Hey’s website at Rutgers University, can be used to
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perform such analyses). Incompatible sites are sites that support conflicting geneal-

ogies (and therefore introduce homoplasy in tree reconstructions) due to recombi-

nation or recurrent mutations. The finding of large blocks of incompatibility among

loci from the same chromosome and from different chromosomes was interpreted

as a sign of recombination on some, but not all, hosts of this pathogen.

In diploids or dikaryotic fungi, insights into the reproductive mode can be pro-

vided by the use of Wright’s F-statistics (Halkett et al., 2005). F-statistics are hier-

archical measures of the correlations of alleles within individuals and populations.

A very informative F-statistic in this context is FIS, a measure of the deviation

from random mating. FIS corresponds to the identity of alleles within individuals

relative to the identity of alleles randomly drawn from two different individuals

within the same population (Balloux and Lugon-Moulin, 2002; De Meeus et al.,

2006). The value of FIS can vary between 21 (all individuals being heterozygous)

and 11 (all individuals being homozygous). Large negative values are expected

for asexuals (Goyeau et al., 2007), and large positive values for selfers (Giraud,

2004). Several programs implement the calculation and test of FIS (e.g., GENODIVE,

Meirmans and Van Tienderen, 2004; GENEPOP, Rousset, 2008b; FSTAT, Goudet,

1995). For instance, the finding of FIS values nonsignificantly different from zero

allowed Mboup et al. (2009) to conclude to the existence of sexuality in Chinese

populations of P. striiformis f. sp. tritici, a fungus showing a highly clonal popula-

tion structure in other regions of the world. In another application of this approach,

James et al. (2009) revealed a significant excess of heterozygous genotypes for half

of the loci surveyed (i.e., FIS,0) in worldwide samples of the amphibian-killing

fungus Batrachochytrium dendrobatidis, suggesting a predominantly asexual mode

of reproduction. Another remarkable particularity of diploids is the “Meselson

effect,” where the absence of sex over long evolutionary times allows alleles at a

single locus to become highly divergent within individuals as the two gene copies

accumulate mutations independently in the absence of recombination (Birky, 1996;

Welch and Meselson, 2000). Meselson effects have been evidenced in European

populations of P. striiformis f. sp. tritici (Enjalbert et al., 2002; Mboup et al., 2009)

and in Scutellospora castanea, an arbuscular mycorrhizal (nonpathogen) fungus

(Kuhn et al., 2001).

A number of methods have also been developed to estimate the population

recombination rate (ρ) from haplotype data representing multiple positions in the

genome (i.e., typically, moderate to large genomic dataset) (Hudson, 1987) and

Wakeley (1997) developed moment estimators of the population recombination

rate from the variance in pairwise differences. By making use of only a summary

of the data, these methods are not computationally demanding at the expense of

some loss in accuracy (Wall, 2000). Other methods use coalescent models to relate

genetic variation in random population samples to the underlying recombination

rate. Some approaches use conditioning on the complete dataset to obtain a maxi-

mum likelihood of the recombination rate (Griffiths and Marjoram, 1996; Kuhner

et al., 2000; Nielsen, 2000; Fearnhead and Donnelly, 2001). These full likelihood

methods have the advantage of making use of all of the information available in

the data, but they become impractical for genomic regions of moderate size
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(Fearnhead and Donnelly, 2001). Hudson (2001), Fearnhead and Donnelly (2002),

and McVean et al. (2002) proposed a “composite-likelihood” approach for estimating

rates of recombination for large genomic regions. The principle of the composite-

likelihood approach is to calculate likelihoods for subsets of data (pairs of sites or

small genomic regions) and multiplying likelihoods obtained for each subset. A

promising recent development is the approximate likelihood approach developed

by Li and Stephens (2003). This approach relies on a “copying model” to represent

haplotypes (Davison et al., 2009) and overcome several limitations of the

approaches described earlier (see Li and Stephens [2003] for details). A population

genomics study has recently been conducted to gain insights into the reproductive

biology of the wild yeast Saccharomyces paradoxus. Tsai et al. (2008) analyzed

DNA sequence variation on the third chromosome (containing the mating-type

locus) among 20 isolates. By comparing estimates of population size obtained from

the population mutation rate θ (Watterson, 1975) and from three distinct estimates

of the population recombination rate ρ (using methods of Wakeley, 1997; McVean

et al., 2002; Li and Stephens, 2003), in addition to using estimates of the rates of

mutation and recombination per base pair per generation from S. cerevisiae, the

author inferred from this discrepancy that sexual reproduction occurs once every

1000�3000 generations in this species. They also estimated the frequency of intra-

tetrad mating to be approximately 94%. This was accomplished by comparing

values of the population recombination rate for regions located near the mating-

type locus and for the whole chromosome.

4.7.2 Dispersal, Migration, and Gene Flow

Dispersal is the movement of gametes or individuals. Parameters of dispersal can

be estimated by: (1) direct methods, relying on direct observation of dispersing

individuals at particular life-history stages, which provides a measure of actual dis-

persal; or (2) by indirect methods that use the changes in some characteristics of

populations caused by movement of individuals and provide a measure of effective

dispersal (Slatkin, 1985; Broquet and Petit, 2009). Because the movement of indivi-

duals obviously leads to movement of genes, the study of dispersal is tightly related

to the study of gene flow (direct methods) and the monitoring of particular geno-

types (indirect methods). The two types of methods are treated together here. We

use the term “gene flow” synonymously with “migration,” as is often the case in

population genetics (though migrants that do not reproduce in a new environment

do not contribute to gene flow).

Gene flow can be defined as the change (in gene frequency) due to movements

of gametes, individuals, or groups of individuals (Slatkin, 1987). Implications of

gene flow among populations and species are so manifold that it is difficult to pro-

vide a synthetic and concise overview. Generally speaking, gene flow can be

regarded as either a constraining force that prevents adaptation to local conditions

or a creative force that promotes evolution by spreading new genes and combina-

tions within and between species (Slatkin, 1985, 1987). For fungal pathogens, in

practical terms, some of the most unfortunate consequences of gene flow for human
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affairs include immigration of genotypes capable of defeating a resistance gene,

exchanges of alleles allowing resistance to antifungal molecules (and more gener-

ally the spread of variants with increased pathogenicity), increase in population

size which in turns increases the probability of accumulating mutations, and

increase the efficacy of selection (and the possibility of selective sweeps). The

degree of gene flow is also of central importance in the formation and maintenance

of pathogen species. Humans have moved many pathogens far beyond their natural

dispersal limits, and it is a safe bet that many pathogens are still transported among

continents today (Yarwood, 1970; McDonald and Linde, 2002). These introduc-

tions likely have set the stage for the formation of reproductively isolated popula-

tions adapting to local hosts or environments (Giraud et al., 2010) or for secondary

contacts followed by introgression or hybridization among species (Stukenbrock

and McDonald, 2008). Gene flow is thus a critical target for disease management

tactics. The objective is dual: first to set up or maintain barriers to gene flow

among fungal pathogen populations, and second to prevent the emergence of new

diseases. This requires a comprehensive understanding of transmission pathways

and of the processes that govern gene flow in focal species, as well as the role of

gene flow in species formation or maintenance. Three different aspects can be dis-

tinguished in analyses of gene flow and dispersal: rate and direction of gene flow,

dispersal distance, and distribution of gene flow in time and in the genome.

Rate and Direction of Gene Flow

Pathogenic fungal species are often organized into discrete populations. Population

genetics usually assumes a simple model of n populations, each of which is equally

likely to receive and give migrants to and from each of the other populations (the

n-island model; Wright, 1931; Latter, 1973). Under this model, providing addi-

tional simplifying assumptions, a relationship between Neme (Ne being the effective

size of each population; me being the effective migration rate between populations)

and FST (a F-statistic that measures genetic differentiation among populations by

quantifying the differences in allele frequencies between populations) can be

derived: FST � 1/(11 4 Neme). The same type of relationships can be established

from other measures of differentiation, using the same assumptions (Slatkin, 1985;

Excoffier, 2007). This approach has been severely criticized by some authors

(Bossart and Prowell, 1998; Whitlock and McCauley, 1999) who raised concerns

about the unrealistic assumptions under the n-island model (constant population

sizes, symmetrical migration at constant rates, no selection, and persistence for per-

iods of time long enough to achieve migration-drift equilibrium), leaving only little

quantitative information to be gained about gene flow from measures of population

differentiation. Hence, although Neme was taken as an effective number of migrants

in the original model, it is safer to interpret its value as the per-generation number

of migrants that would characterize an idealized island system having the same FST

value as the study system (Broquet and Petit, 2009). For the fungal pathogens. a

major pitfall of estimating migration rates from allele frequency data is the assump-

tion that the whole population has reached equilibrium between migration and
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genetic drift. However, many fungal pathogens have been introduced recently into

new areas, or have recently invaded continents. Therefore, populations may not

have had sufficient time to reach equilibrium. The time to reach a new equilibrium

can be extremely long if population sizes are large and migration rates are low

(Whitlock and McCauley, 1999). Even though they do not provide reliable esti-

mates of rates of gene flow, measures of population differentiation can nonetheless

be used to gain information on the history of dispersal. Several studies reported

very low differentiation among samples of fungal pathogens of agricultural crops

or forestry trees from different localities across a continent, including Fusarium

verticillioides (Reynoso et al., 2009), M. graminicola (Linde et al., 2002), Venturia

inaequalis (Tenzer and Gessler, 1999; Gladieux et al., 2008, 2010c), Gibberella

zeae (Zeller et al., 2004), Phaeosphaeria nodorum (Keller et al., 1997), and

Melampsora larici-populina (Barres et al., 2008). These patterns of weak popula-

tion structure within continent are likely due to the superimposition of moderate to

high levels of contemporary gene flow and relatively recent colonization. However,

other pathogens of cultivated crops show highly significant differentiation within

continents. For example, North American populations of the chickpea blight patho-

gen Ascochyta rabiei are highly differentiated, possibly due to restricted dispersal

and possible selection by host cultivar combined with some life cycle characteris-

tics conducive to differentiation (Peever et al., 2004; Giraud, 2006). High popula-

tion differentiation is also a footprint of the “founder effect” that occurs following

introduction in a new region. Such patterns have been evidenced for newly virulent

populations of V. inaequalis spreading in northern France (Guérin et al., 2007), for

populations of Mycosphaerella fijiensis spreading on banana plantations in Africa

(Rivas et al., 2004), and for populations of several species that spread across conti-

nents (Salamati et al., 2000; Engelbrecht et al., 2004; Ordonez and Kolmer, 2007;

Zhou et al., 2007; Zaffarano et al., 2009).

The coalescent theory (Kingman, 1982) relates patterns of common ancestry

within a set of genes to the structure of the populations from which they were sam-

pled. In coalescent models, patterns of relationships among genes are represented

by a genealogy, and the structure of the population is represented by parameters

such as population size, rates of population growth, or rates and directions of gene

flow (as is relevant in the present section). Both the genealogy and the parameters

are generally unknown, and one usually wants to estimate the parameters of the

model. It is generally impossible to jointly consider all possible ancestral relation-

ships and parameter values and to search for the combinations that maximize the

probability of the model. Instead, approaches have been developed that simulta-

neously explore many relatively probable genealogies (loosely speaking, irrelevant

genealogies are disregarded) and parameter values (see Stephens, 2008; Kuhner,

2009 for reviews). These approaches are collectively referred to as “coalescent

genealogy samplers”; there are two families of such samplers: Markov chain

Monte Carlo (MCMC) algorithms and important sampling algorithms. Several

methods relying on coalescent genealogy samplers were designed to estimate,

among other parameters, rates of gene flow between species or populations

(Griffiths and Tavare, 1994; Wang et al., 1997; Beerli and Felsenstein, 1999, 2001;
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Nielsen and Wakeley, 2001; Hey and Nielsen, 2004, 2007). These methods offer

the advantage of allowing less restrictive models than the more traditional methods

presented earlier, and thus they accommodate complexities that are typical of real

populations, such as nonsymmetrical gene flow. These methods have been success-

fully applied to infer the ancestral routes of colonization for several fungal globally

distributed plant pathogens such as the wheat pathogens M. graminicola (Banke

and McDonald, 2005) and P. nodorum (Stukenbrock et al., 2006), the barley scald

pathogen Rhynchosporium secalis (Brunner et al., 2007; Zaffarano et al., 2009), and

the apple scab pathogen V. inaequalis (Gladieux et al., 2008). Programs using

coalescent genealogy samplers can also be applied to assess gene flow between well-

defined species. The isolation-with-migration model implemented in the IMa pro-

grams (Hey and Nielsen, 2007) was used, for instance, to demonstrate unidirectional

gene flow from Microbotryum lychnidis-dioicae into M. silenes-dioicae, respectively

anther smut pathogens of the white and red campions (Gladieux et al., 2010b).

Additional information on historical migration routes can also be retrieved by

examining the relationship between patterns of diversity and the putative history of

introduction of the species in different regions from a source population. Under a

model of serial founder effects, genetic variation is expected to decrease steadily

from the earliest to the latest populations formed along the colonization route

(Austerlitz et al., 1997; Ramachandran et al., 2005; Linz et al., 2007; Szpiech

et al., 2008). The existence of such patterns has been uncovered for V. inaequalis,

in which allelic richness tends to be lower in regions where apple has been intro-

duced more recently, suggesting that the pathogen tracked its host during the spread

of apple cultivation worldwide (Gladieux et al., 2008).

Methods based on coalescent genealogy samplers remain computationally

demanding. For many datasets and models of population structure, they even

remain computationally intractable. As a result, there is an increasing interest in

developing alternative approaches that are faster and easier to implement, without

loosing too much accuracy (Marjoram and Tavare, 2006; Stephens, 2008; Nielsen

and Beaumont, 2009). The most promising approaches are rejection sampling and

approximate Bayesian computation (Tavare et al., 1997; Li and Fu, 1999; Pritchard

et al., 1999; Beaumont et al., 2002), composite-likelihood methods (Hudson, 2001),

and product of approximate conditionals (Li and Stephens, 2003; Davison et al.,

2009). These methods also potentially offer the advantage of being more easily tai-

lored to the specificities of fungal pathogens, such as for life cycles with both sex-

ual and asexual modes of reproduction, or histories of sequential introduction with

exchanges of migrants among neighboring populations. Approximate Bayesian

computation has been shown to be particularly powerful to determine the origin

and routes of introduction of invading pest species (Miller et al., 2005; Cornuet

et al., 2008; Guillemaud et al., 2010), and it is very likely that it will also provide

important insights into the history of fungal pathogens.

A number of approaches have been developed for inferring recent gene flow by

extracting information from the transient disequilibrium observed at individual

multilocus genotypes of migrants or their recent descendants. These methods can

serve as direct estimators of recent migration (Paetkau et al., 1995; Rannala and

87Epidemiology and Evolution of Fungal Pathogens in Plants and Animals



Mountain, 1997; Cornuet et al., 1999; Pritchard et al., 2000; Dawson and Belkhir,

2001; Anderson and Thompson, 2002; Gaggiotti et al., 2002; Gao et al., 2007) or

even rates of recent gene flow (Wilson and Rannala, 2003). More details on these

methods are given in Section 4.7.3. Such an approach was used, for instance, to

estimate the frequency of cross host-species disease transmission and hybridization

between two species of anther smut fungi (Gladieux et al., 2010b), or to demon-

strate intercontinental dispersal and admixture of populations of the destructive dry

rot fungus Serpula lacrymans, possibly linked to the development of worldwide

shipping activity with wooden sea vessels (Kauserud et al., 2007). For pathogens

with very little genetic variation and also with life cycles violating assumptions of

the above-cited methods, approaches based on measures of the percentage of iden-

tity between isolates from recently colonized areas and putative source populations

can also provide an easy-to-use and rapid method for the identification of migration

routes. Hovmoller et al. (2008) used this approach, in combination with pathotyp-

ing, to demonstrate the foreign incursion of particular strains of the wheat yellow

rust fungus in regions of North America, Australia, and Europe where severe epi-

demics have been observed in recent years.

Dispersal Distance

There is considerable interest in estimating the distance fungal pathogens disperse

at agriculturally relevant scales, such as fields or production areas. This information

can be inferred from patterns of genetic variation by fitting a model of isolation by

distance (Wright, 1943, 1946; Kimura, 1953). A general formulation of isolation

by distance models is the infinite lattice model (Malécot, 1951), in which indivi-

duals or populations are distributed on a lattice with spatially homogenous demo-

graphic parameters (i.e., homogenous population sizes or density and dispersal;

Broquet and Petit, 2009; Guillot et al., 2009). The slope of the regression of differ-

entiation statistics (e.g., FST) onto the log-transformed geographic distance among

individuals or populations allows estimation of the product of D, the population

density, and σ2, the second moment of dispersal distance (Rousset, 1997, 2000,

2008a; Vekemans and Hardy, 2004). For fungal pathogens that alternate asexual

and sexual reproduction during their life cycle, these methods are not suitable due

to the occurrence of repeated genotypes (Dutech et al., 2008). This specificity must

be considered for correct inference of dispersal distance. Wagner et al. (2005)

developed a weighting procedure that retains the spatial positions of all individuals

but also applies a weighting to each genotype inversely proportional to its fre-

quency. They also showed that variograms (i.e., plots of the semivariance in num-

ber of differences between genotypes against distance) are efficient tools to

estimate the degree and extent of spatial genetic structure accounting for autocorre-

lation (which is the tendency that nearby observations to be more similar than dis-

tant ones). Variograms were used to study dispersal in the chestnut blight fungus

(Cryphonectria parasitica), showing that asexual spores probably disperse over

several hundred meters, which is a far larger spatial scale than previously thought

(Dutech et al., 2008).
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Distribution of Gene Flow in Time and Along the Genome

The coalescent-based implementation of the isolation-with-migration model in the

IM and IMa program (Nielsen and Wakeley, 2001; Hey and Nielsen, 2004, 2007)

offers the opportunity to gain valuable insights into the history of gene flow

between species. An interesting feature of the program is that counts and dates of

migration events in sampled genealogies can be recorded during the course of the

MCMC at stationarity for each locus to obtain the migration time distribution. IM

was used to demonstrate that the wheat pathogen M. graminicola emerged in the

Fertile Crescent at the time of wheat domestication following a series of introgres-

sions from populations infecting three different uncultivated grasses (Stukenbrock

et al., 2007). Estimates of the time of gene flow events indicated that populations

from wheat and uncultivated grasses diverged in the face of gene flow but are now

genetically isolated. This approach was also used to show that the species of anther

smut fungi M. lychnidis-dioicae and M. silenes-dioicae initially diverged in allopa-

try without gene flow and exchanged genes only recently following secondary con-

tact (Gladieux et al., 2010b). Gene flow between the two species of Microbotryum

appeared restricted to four loci, supporting the view that genomes are mosaics with

respect to interspecific gene flow, with some regions more or less permeable to

genetic exchanges (Wu and Ting, 2004).

4.7.3 Population Subdivision

Fungal pathogens, like all organisms, are not homogenously distributed across the

environment, which can lead to genetic structure. There are two main sources of

population subdivision in fungal pathogens: geography and hosts. While some spe-

cies have very broad host ranges (e.g., the amphibian pathogen B. dendrobatidis,

.350 host species, Fisher et al., 2009; or the gray mold B. cinerea, .235 host spe-

cies, Fournier et al., 2005; Staats et al., 2005), others display clear subdivisions that

correspond to the host of origin of populations (e.g., Verticillium dahliae, Atallah

et al., 2010; V. inaequalis, Gladieux et al., 2010a, or A. rabiei, Frenkel et al.,

2010). Such host-specific divergence may evolve as a consequence of limited dis-

persal or of trade-offs in adaptation (Timms and Read, 1999; Giraud et al., 2006).

Among pathogen species found on a single host, some species display clear geo-

graphically distinct populations (e.g., the mammalian pathogen Histoplasma capsu-

latum, Kasuga et al., 2003); or the white campion smut M. lychnidis-dioicae,

Vercken et al., 2010), while others appear to have global distributions such as the

human pathogen A. fumigates (Pringle et al., 2005; Rydholm et al., 2006). These

patterns of geographical subdivision result from a complex interplay between con-

temporary and historical gene flow processes.

Understanding the origin of population subdivision is fundamental to our knowl-

edge of the mechanisms responsible both for disease emergence and for the biodi-

versity of fungi. Four main approaches are available to analyze population

subdivision: measures of differentiation, evolutionary trees, multivariate methods,

and model-based clustering algorithms.
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Measures of Differentiation

Population subdivision can be assessed by calculating differentiation indices (e.g.,

FST) between pairs of populations (see Section 4.7.2 for a detailed discussion). A

more general framework to study population subdivision has been developed by

Cockerham (1969; 1973), who introduced the use of the analysis of variance

(ANOVA) framework to decompose the total variance of gene frequencies into var-

iance components associated to different subdivision levels (reviewed in Excoffier,

2007). Later, Cockerham’s ANOVA of gene frequencies was extended to include

information conveyed by the amount of differences (mutations) between alleles

(the analysis of molecular variance, AMOVA; Excoffier et al., 1992). The

AMOVA framework is widely used in population genetics studies of fungal patho-

gens. It is implemented in the ARLEQUIN (Excoffier et al., 2005) and GENETIC STUDIO

packages (Dyer, 2009). The principle is to summarize population differentiation

into F-statistics by partitioning molecular variance among the different hierar-

chically nested levels of sampling represented in a dataset (which can be localities,

host species, regions, continents, etc.). The main drawback of this procedure is that

the sampling units must be assigned into given hierarchical subdivisions by investi-

gators, which may be a relevant issue. The main advantage is that it is a very fast

way to get a summary representation of the differentiation existing among the dif-

ferent assumed levels of subdivision within a species. A useful application of the

AMOVA procedure is for instance to determine whether the most important source

of differentiation within a species is the host or the region of origin (e.g., see

Morgan et al., 2007 or Gladieux et al., 2010c).

The issue of defining an a priori model of population arrangement can be side-

stepped by using a multivariate graph-theoretic approach called population graphs

(Dyer and Nason, 2004). The principle is to measure the genetic covariance rela-

tionships among all sampling units simultaneously and to represent these relation-

ships graphically. Examples of application to fungal pathogens can be found in

Guérin et al. (2007) and Fournier and Giraud (2008). Population graphs can be built

using GENETIC STUDIO (Dyer, 2009).

Evolutionary Trees

The most traditional approach to track population subdivision from genetic data is

to build an evolutionary tree. Such trees are often improperly called “phylogenetic

trees,” though a phylogeny describes the pattern of ancestry among species, rather

the pattern of genetic ancestry among pieces of DNA sampled within a species or a

set of closely related species (Hey and Machado, 2003). Two main classes of evo-

lutionary tree construction methods are available: (1) clustering methods use an

iterative method (e.g., neighbor-joining) to combine samples in a hierarchical fash-

ion, (2) searching methods that consider a range of possible trees and choose the

ones that best fit the data according to an optimality criterion (such as maximum

parsimony, maximum likelihood, or maximum Bayesian probability; Holder and

Lewis, 2003). In practice, clustering methods are often used for data from multiple

loci (typically, microsatellite markers) summarized by a matrix of distances among
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samples (Kalinowski, 2002), while searching methods are used for data from

individual loci (typically, sequence data). Note that a very useful application of

evolutionary trees based on sequence data is for species identification, but this

approach is developed in Section 4.8, and we therefore focus on intraspecific subdi-

vision here.

Evolutionary trees are appealing because they provide a graphical representation

of the relationships among samples (Hey and Machado, 2003). When constructed

from multilocus data, evolutionary trees can be very useful for exploratory data

analysis or for visualizing the main subdivisions within a dataset. When interpret-

ing an evolutionary tree, there are two main reasons to be cautious: (1) the stochas-

tic variance in evolutionary trees (the problem being greater for evolutionary trees

based on a single locus), and (2) the inadequacy of a bifurcating model when

applied at the intraspecific level. The stochastic variance in evolutionary trees is

due to the fact that different loci that have passed through the same demographic

history, leading to evolutionary trees that vary widely in topology and branch

lengths (Hey and Machado, 2003). The cause of this variance is that the processes

that produce treelike relationships among gene copies (i.e., birth, death, and

Mendelian reproduction, in a neutral model) and mutations are stochastic

(Felsenstein, 2007). The other potential issue is that bifurcating models may not be

appropriate to represent relationships at the intraspecific level. Several phenomena

lead to violation of the assumptions underlying reconstruction methods and lead to

poor resolution or inadequately portray genealogic relationships (reviewed in

Posada and Crandall, 2001). These phenomena include low divergence among

alleles, the persistence of an ancestral allele together with its descendants within a

population, the existence of multiple descendants for a single allele, recombination

among alleles through crossing-over, and exchanges of alleles (gene flow) between

lineages. An alternative to tree-based approaches for representing relationships

among samples is to use a network. Several methods of network reconstruction

have been developed. Networks offer the advantage over evolutionary trees of

being able to incorporate persistent ancestral nodes, multifurcations, and reticula-

tions (Posada and Crandall, 2001). Examples in fungal pathogens can be found in

Morgan et al. (2007) or Couch et al. (2005).

Another caveat for the use of evolutionary trees concerns the so-called popula-

tion trees. The distance among populations is often represented as a tree in studies

analyzing the population structure of fungal pathogens. However, this approach is

questionable, as there is no reason to think that a model in which populations split

from a common ancestor and subsequently do not mix represents the reality of pop-

ulation evolution.

Model-Based Bayesian Clustering Algorithms

The aim of model-based Bayesian clustering algorithms (or assignment methods) is

to infer groups of individuals (called clusters or populations) that fit some genetic

criteria that define them as distinct groups (Guillot et al., 2009). The use of a clus-

tering method is an almost unavoidable step in every population genetic study. This

field has been flourishing for a decade, and we will not give an extensive
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description of all the methods currently available. The most popular program is

STRUCTURE (Pritchard et al., 2000; Falush et al., 2003). The method assumes a model

in which there are K clusters, each of which is characterized by a set of allele fre-

quencies. Assuming Hardy�Weinberg and linkage equilibrium within clusters, the

program simultaneously estimates allele frequencies in each cluster and then

assigns every individual probabilistically to a single cluster (“no-admixture

model”), or estimates the proportion of ancestry of every individual in every cluster

(“admixture model”). It uses a variant of MCMC to approximate the probabilities

of assigning individuals to clusters or membership proportions. The method has

also been modified to allow for linkage of the loci (Falush et al., 2003). When using

STRUCTURE, one usually wants to determine the number of clusters that is optimal

for describing the population structure. The program does not estimate such an opti-

mal number of clusters, but a heuristic method for selecting K can be used, based

on the rate of change in the log-probability of data between successive K value

(Evanno et al., 2005). Other Bayesian clustering programs can be used to obtain

estimates of the optimal number of clusters based on various statistical methods

(Dawson and Belkhir, 2001; Pella and Masuda, 2006; Corander and Tang, 2007;

Huelsenbeck and Andolfatto, 2007), some of which are subject to debate (Durand

et al., 2009; Guillot, 2009a,b). However, the biologic interpretation of any “best K”

estimate may not be straightforward (Pritchard et al., 2007) and should not be taken

at face value. This is all the more true as there may be several different relevant K

numbers, in particular if the population structure is hierarchical. The best approach

is therefore to provide a representation of several K values and not a single “opti-

mal” one. Departures from the structure of the model due to isolation by distance

or inbreeding can lead to spurious signals of population structure and artificially

increase the number of inferred clusters (Gao et al., 2007; Guillot et al., 2009). This

issue is partially alleviated when using the INSTRUCT program (Gao et al., 2007), an

extension of the approach implemented in STRUCTURE that eliminated the assump-

tion of Hardy�Weinberg equilibrium within clusters and instead estimates individ-

ual membership on the basis of inbreeding or selfing rates. Last, we note that in

case of poorly informative datasets (too few loci or individuals, or not enough dif-

ferentiation among populations), group information such as host or region of origin

of samples or geographic coordinates can be incorporated to achieve better results

in analyzes of population subdivision (briefly reviewed in Hubisz et al., 2009).

Multivariate Methods

The principle of multivariate analyses, when applied to genetic variation among

individuals or populations, is to extract and summarize multivariate genetic infor-

mation into a few synthetic variables (Jombart et al., 2009). Methods such as prin-

cipal component analysis have long been applied to population genetics questions

(Cavalli-Sforza, 1966). They benefit from a renewed interest thanks to recent

results of theoretical statistics and the development of software packages specifi-

cally devoted to the multivariate analysis of genetic data (Patterson et al., 2006;

Jombart, 2008). Multivariate methods offer three main advantages. A first
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advantage is that they perform much faster than methods that are based on evolu-

tionary trees or Bayesian clustering algorithms. The speed of analytical tools will

become an increasingly important criterion of choice with the development of pop-

ulation genomics datasets of hundreds of markers for hundreds of individuals. A

second advantage is that these methods make no assumption of population struc-

ture, such as Hardy�Weinberg or linkage equilibrium. This can be particularly use-

ful for fungal pathogens with asexual or partially asexual modes of reproduction,

for which Bayesian clustering algorithms present a high risk of producing spurious

assignments (Falush et al., 2003). A principal component analysis was applied to

investigate the origin of French populations of the chestnut blight fungus, a species

in which high rates of asexual reproduction and may be also of intrahaploid sexual

reproduction (allowed by homothallism) result in high frequencies of repeated mul-

tilocus genotypes (Dutech et al., 2009). Analyses revealed three distinct genetic

lineages with separate geographic distributions, suggesting independent introduc-

tion events with limited gene flow among lineages descending from the three origi-

nal groups of founding strains.

4.7.4 Conclusion

Empirical population genetics studies have revolutionized our understanding of

fungal pathogen evolutionary biology. The distribution range of pathogens (in

space and on hosts), their reproductive system, and transmission pathways are cru-

cial features of pathogen biology that would have remained inaccessible based

solely on phenotypic data and without the powerful inferential framework of popu-

lation genetics. How could have we showed that “everything is not everywhere”

and that many broadly distributed fungal pathogens are actually subdivided into

populations constrained to small geographical areas? How could have we known

that only very few fungal pathogens are ancient strictly asexual species and that the

deuteromycota do not constitute a formal phylum of fungi? The upcoming flood of

genomic data should galvanize investigations on central topics such as the evolu-

tion of reproductive systems (Heitman et al., 2007; Billiard et al., 2010), the acqui-

sition of virulence to new hosts, resistance to disease control strategies

(Stukenbrock and McDonald, 2008; Hogenhout et al., 2009; Morris et al., 2009;

Giraud et al., 2010), and the evolution of reproductive isolation (Kohn, 2005;

Taylor et al., 2006; Giraud et al., 2008b). However, this technologic leap should be

accompanied by the development of population genetic models tailored to the spe-

cificities of fungal pathogens, such as the possibility of complex life cycles or non-

panmictic mating systems. There is still much to discover using population

genetics. Most existing work has been focused on fungal species causing disease of

humans, agricultural crops, or domesticated animals in the developed world

(Taylor and Fisher, 2003; Morris et al., 2009). Studies are needed of pathogens

from wild species in natural settings, from developing areas, and of nonpathogenic

species that might be the pathogens of the future.
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4.8 Species and Speciation in Pathogenic Fungi

Understanding how the 1.5 million fungal species estimated to exist (Hawksworth,

1991) have arisen is of fundamental interest and has tremendous applied conse-

quences for understanding emergent diseases on plants and animals (Giraud et al.,

2010). We will briefly summarize here the main recent advances on fungal specia-

tion, but more extensive reviews on speciation and species recognition in fungi

have been written elsewhere (Taylor et al., 2000; Kohn, 2005; Giraud et al., 2008b).

4.8.1 Species Concept Versus Species Criteria

To study speciation, an obvious first step is to define species. The continual pro-

posal of new species concepts may lead one to think that there is no general agree-

ment about what species are. The apparently endless dispute about species concepts

stems from the confusion between a species definition (describing the kind of entity

that is a species) and species criteria (standard for judging or recognizing whether

individuals should be considered members of the same species). Many so-called

species concepts actually correspond to species criteria (i.e., practical means to rec-

ognize and delimit species) (Taylor et al., 2000; Hey, 2006; De Queiroz, 2007).

The biological species concept (BSC) for instance emphasizes intersterility, the

morphological species concept (MSC) emphasizes morphologic divergence, the

ecological species concept (ESC) emphasizes adaptation to a particular ecologic

niche, and the phylogenetic species concept (PSC) emphasizes nucleotide diver-

gence. These species criteria correspond to the different events that occur during

lineage separation and divergence, rather than to fundamental differences in what

is considered to represent a species. To the contrary, it has been argued that all

modern biologists agree on a common “species concept” or “species definition”

that would be segments of evolutionary lineages that evolve independently from

one another (de Queiroz, 1998).

One may wonder why there are conflicts over which species criterion we adopt.

In fact, there are three main reasons why such criteria cannot be universal: (1) spe-

ciation is a temporally extended process, but one which varies tremendously in its

pace among different types of organisms; (2) several modes of speciation can

occur, during which the phenomena used for species recognition do not necessarily

appear in the same chronologic order (Figure 4.1); and (3) characteristics of certain

organisms render some criteria difficult to apply. The most useful criterion to apply

to recognize species in nature thus necessarily depends on the type of organism, on

its history of speciation, and on the degree of achieved divergence. Searching for a

single species criterion that would be applicable to all cases thus appears funda-

mentally hopeless.

Until quite recently, the most commonly used species criterion for fungi has

been the MSC. However, many cryptic species have been discovered within mor-

phologic species, using the BSC (Anderson and Ullrich, 1978), or the genealogical

concordance phylogenetic species recognition (GCPSR) (Taylor et al., 2000), an

extension of the PSC. This latter species criterion uses the phylogenetic
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concordance of multiple unlinked genes to indicate a lack of genetic exchange, and

thus evolutionary independence of lineages. Species can thus be identified that can-

not be recognized using other species criteria due to the lack of morphological

characters or incomplete intersterility. The GCPSR criterion has proved immensely

useful in fungi, because it is more finely discriminating than the other criteria in

many cases, or more convenient (e.g., for species that we are not able to cross),

and is currently the most widely used within the fungal kingdom (Koufopanou

et al., 2001; Dettman et al., 2003a; Fournier et al., 2005; Johnson et al., 2005;

Pringle et al., 2005; Le Gac et al., 2007a).

4.8.2 Fungal Speciation

How new species arise in nature is still a highly active field of research. It has long

been believed that species originate mostly through allopatric divergence (Mayr,

1963), because extrinsic geographic barriers seemed obvious impediments to gene

flow. Fungi could appear as exceptions because eukaryotic microorganisms have

long been considered to have global geographic ranges (ubiquitous dispersal

hypothesis; Finlay, 2002), at least for those not dependent on a host having a

restricted range. This was in particular true for airborne fungal pathogens because

their spores can be dispersed over a very long distance (Brown and Hovmoller,

2002). Among the numerous complexes of sibling species recently uncovered using

the GCPSR criterion, many however appear consistent with allopatric divergence

because the cryptic species occupy nonoverlapping areas separated by geographic

barriers (Taylor et al., 2006). This is the case for the species complexes of the

model organism Neurospora crassa (Dettman et al., 2003a), the yeast

Saccharomyces paradoxus (Kuehne et al., 2007), the plant pathogen Fusarium gra-

minearum (O’Donnell et al., 2004), and the mushrooms Schizophyllum commune

(James et al., 1999) and Armillaria mellea (Anderson et al., 1980, 1989).
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Figure 4.1 Schematic divergence of two species, in two hypothetical cases of respectively

allopatric and sympatric speciation, with the progressive appearance of various criteria

traditionally used to recognize species.
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In contrast to the wide acceptance of allopatric speciation, the possibility of

sympatric speciation in sexual populations had long been dismissed. This is

because recombination between different subsets of a population that are adapting

to different resources or habitats counteracts natural selection for locally adapted

gene combinations (Felsensein, 1981; Rice, 1984). Recombination indeed prevents

both the building of linkage disequilibrium between adaptive alleles at different

loci and divergence at loci not under disruptive selection.

Theoretical models have shown that the simplest way to eliminate the role of

recombination in breaking down the effects of selection, and thereby allow sympat-

ric speciation, is to have the same gene(s) controlling pleiotropically both enhanced

fitness in a specialized habitat and assortative mating (mate choice, i.e., prezygotic

isolation) or both fitness and habitat choice if mating takes place within habitats

(Rice, 1984). Such “magic traits” (Gavrilets, 2004) have, however, proved difficult

to find in nature. Another way to reduce recombination between two populations

specialized on different niches is to build up an association (linkage disequilibrium)

between habitat-based fitness genes and either assortative mating genes and/or hab-

itat choice genes if mating is restricted within habitats (Dickinson and Antonovics,

1973; Johnson et al., 1996). Theoretical models have shown that this is plausible

under certain conditions, although the limitations to the process are far from trivial.

Fungi are passively dispersed and cannot actively choose the habitat in which

they will grow, but for many fungal species sex must occur in the habitat after

mycelial development (e.g., on or within the host for fungal pathogens). A recent

model has shown that, due to this important characteristic of the lifestyle (inability

to disperse between development on the host or habitat and mating), mutations pro-

viding adaptation on a new habitat can affect pleiotropically both the fitness on the

habitat and the ability to mate in this habitat. Adaptation to a new habitat can thus

be sufficient to restrict gene flow in sympatry in fungi for which mating occurs

within their specialized host or habitat, without requiring active assortative mating

(i.e., prezygotic intersterility) (Giraud, 2006; Giraud et al., 2006). Specialization

would act in these fungi as a “magic trait” (Gavrilets, 2004), pleiotropically allow-

ing both adaptation to the new host or habitat and reproductive isolation, thus facil-

itating sympatric speciation (Giraud et al., 2010). This mechanism where a single

gene controls both host adaptation and assortative mating is different from that

seen in phytophagous insects mating onto their host plants, and where a linkage

disequilibrium has to evolve between a gene controlling host choice and a gene

controlling host adaptation (Johnson et al., 1996). The mechanism of speciation by

host adaptation causing pleiotropically assortative mating is closer to the recently

proposed “reduced viability of immigrants” barrier to gene flow (Nosil et al., 2005;

Giraud, 2006; Giraud et al., 2006).

Sympatry is often said to be difficult to define for microorganisms and patho-

gens. For instance, pathogens specialized on different sympatric hosts are some-

times considered allopatric (Huyse et al., 2005). A simple, widely applicable

definition of sympatry is available: “In sympatry, the probability of mating between

two individuals depends only on their genotypes,” (Kondrashov, 1986) and not on

extrinsic barriers. Two populations of pathogens adapted to different hosts but able
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to disperse to both hosts are therefore truly in sympatry: only their genes responsi-

ble for host adaptation will prevent them meeting within their respective hosts to

mate (Giraud et al., 2006).

Compelling evidence for the sympatric divergence is extremely difficult to pro-

vide because excluding a past period of allopatry is almost always impossible

(Coyne and Orr, 2004, p. 142). Even the most famous candidate cases are still

debated, such as the phytophagous insect Rhagoletis pomonella (Coyne and Orr,

2004; Feder et al., 2005, pp. 159�162) or the cichlid fishes in African lakes

(Coyne and Orr, 2004, pp. 145�154). Evidence consistent with sympatric diver-

gence of fungal populations driven by parasitic adaptation to different hosts has,

however, been reported.

An example is provided by Ascochyta pathogens, where recent multilocus phy-

logenetic analyses of a worldwide sample of Ascochyta fungi causing blights of

chickpea, faba bean, lentil, and pea have revealed that fungi causing disease on

each of these hosts form distinct species (Peever, 2007). Experimental inoculations

demonstrated that infection was highly host-specific, yet in vitro crosses showed

that the species were completely interfertile. The host specificity of these fungi

may therefore constitute a strong reproductive barrier, and the sole one (Peever,

2007), following a mechanism of sympatric divergence by host usage (Giraud,

2006; Giraud et al., 2006). More generally, there exist many close species of asco-

mycete pathogens that are sympatric but isolated by weak intersterility barriers (Le

Gac and Giraud, 2008). The coexistence in sympatry of interfertile populations,

specialized on different hosts, and that remain genetically differentiated cannot

indeed be explained currently by models other than the reduced viability of immi-

grants (Nosil et al., 2005; Giraud, 2006; Giraud et al., 2006). This mechanism

seems to be able to maintain the species differentiated in sympatry and could simi-

larly have created the divergence in sympatry. It is difficult to exclude a period of

allopatry in the past that would have facilitated specialization, such as the accumu-

lation of different alleles beneficial on alternate hosts, as has been proposed for the

well-studied case of the phytophagous insect R. pomonella (Coyne and Orr, 2004,

pp. 159�162).

An elegant way to demonstrate the sympatric occurrence of speciation is to

show that gene flow has occurred after initial divergence using approaches based

on coalescence (Wu and Ting, 2004). Such approaches appear very promising and

have been used in the fungal plant pathogen Mycosphaerella graminicola, showing

that this wheat pathogen arose recently, most probably during wheat domestication

in the fertile crescent, by differentiation from Mycosphaerella species pathogens of

natural grasses in the face of gene flow (Stukenbrock et al., 2007).

Many examples exist in fungi of divergence of sibling pathogen species on dif-

ferent hosts. In disagreement with the long-prevailing view that coevolution

between host and pathogens should lead to cospeciation, these radiations of differ-

ent hosts most often involved hosts’ shifts (Roy, 1998; Refrégier et al., 2008;

Tellier et al., 2010). This also seems the case for some fungi causing diseases on

crop plants, having arisen from shifts from natural plants (Couch et al., 2005;

Brunner et al., 2007; Stukenbrock and McDonald, 2008; Zaffarano et al., 2008).
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As seen earlier, a sine qua non of speciation in sexually reproducing organisms

is the decrease of gene flow between incipient species due to the development of

reproductive barriers. Two types of reproductive barriers are usually distinguished,

premating and postmating. Premating isolation has been shown to prevent gene

flow in fungi, with different types of barriers: (1) for organisms depending on

biotic vectors, specialization of these vectors can prevent contact between two

populations even if they lie close to one another, yielding ecological isolation. For

example, the endophyte Epichloë typhina is preferentially chosen by its fly vectors

Botanophila as opposed to Epichloë clarkia (Bultman and Leuchtmann, 2003),

which may promote a certain degree of reproductive isolation. Another example is

the complex Microbotryum violaceum, where the insect vectors are different to

some extent between host species, leading to a reduction in mating opportunities

among strains from different plants, although the barrier is not complete (van

Putten et al., 2007); (2) specialization may also allow for ecological premating iso-

lation if mating occurs within habitats (hosts for pathogens), as discussed earlier

(Giraud, 2006; Giraud et al., 2006); (3) allochrony, or differences in the time of

reproduction, may also be efficient to promote premating isolation. The sister spe-

cies Saccharomyces cerevisiae and S. paradoxus exhibit different cell growth kinet-

ics; this allows most individuals of one species to undergo homospecific crosses

before or after reproduction of the individuals of the other species. Proportion of inter-

specific matings can therefore be significantly reduced without the need of incompati-

bility factors (Murphy et al., 2006); (4) as has been invoked in plants (Fishman and

Wyatt, 1999), a high rate of selfing may be efficient in limiting interspecific matings.

Selfing has been suggested to act as a reproductive barrier in the anther smut fungus

M. violaceum (Giraud et al., 2008c); and (5) assortative mating due to mate recogni-

tion occurs if individuals or gametes are able to discriminate between conspecifics

and heterospecifics. Assortative mating seems to be especially important in the repro-

ductive isolation of Homobasidiomycota, where clamp connections between mycelia

of opposite types are almost exclusively observed when the tested mycelia belong to

the same species when in sympatry (Le Gac and Giraud, 2008).

Postmating isolation refers to barriers associated with hybrid inviability and ste-

rility and is expected to arise as a result of the divergence of incipient species. In

the case of postmating isolation, heterospecific crosses occur and lead to the pro-

duction of unfit offspring. Hybrids may be inviable or sterile due to genetic incom-

patibilities if mutations fixed independently in the diverging lineages display

negative epistatic interactions when brought together in the same individual, a phe-

nomenon known as Dobzhansky�Müller incompatibilities (Orr and Turelli, 2001).

This kind of intrinsic postmating reproductive isolation is responsible for the

numerous reported cases in fungi of crosses that initiate and subsequently abort

during in vitro experiments. For instance, heterospecific crosses among

Microbotryum species produce in vitro fewer viable mycelia than conspecific ones

(Le Gac et al., 2007b), and hybrids are sterile (Sloan et al., 2008; de Vienne et al.,

2009); crosses among Neurospora species lead to few or abnormal perithecia or to

few viable ascospores (Dettman et al., 2003b). Dobzhansky�Müller incompatibili-

ties have been identified between a nuclear gene and a mitochondrial gene as
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causing sterility in hybrids between two yeast species (Lee et al., 2008).

Chromosomal rearrangements have also been proposed as mechanisms generating

sterility in fungi given their high genomic fluidity (Zolan, 1995; Poggeler et al.,

2000; Delneri et al., 2003; de Vienne et al., 2009). However, the karyotypically dif-

ferentiated strains may also have differed in their genic content, and showing that

the rearrangements were a cause of the divergence and not only its consequence

remains a challenging task.

Speciation in fungi can also occur by hybridization between species (see

Brasier, 2001; Olson and Stenlid, 2002; Schardl and Craven, 2003; Giraud et al.,

2008b; Aguileta et al., 2009 for extensive reviews). Allopolyploid hybrids (with

higher ploidy level than the parental lines) have been identified in diverse genera.

Examples include Botrytis allii, the agent of gray mold neck rot of onion and garlic

(Staats et al., 2005), several Neotyphodium species, symbiotic endophytes of

grasses (Moon et al., 2004), and several Saccharomyces species empirically

selected for brewing (Masneuf et al., 1998). Homoploid speciation (with no change

in chromosome number) has also been described in fungi. A well-known case is

that of the rust Melampsora3 columbiana that emerged from hybridization of

M. medusa, pathogen of Populus deltoides, and M. occidentalis, pathogen of P. tri-

chocarpa (Newcombe et al., 2000), and that is able to parasitize the hybrid trees.

In conclusion, important advances have been made recently on the speciation in

fungi, and they have proved tractable biologic models for the general study of spe-

ciation. Fungi also exhibit some specific and interesting modes of speciation, and

many open questions remain which will be fascinating to explore.

4.9 Mating and Pathogenesis

Within the fungal kingdom, the ability to undergo sexual reproduction is linked to

pathogenesis from a number of different aspects. The four major links to pathogen-

esis include the ability to form infectious spores, the production of invasive hyphae,

the generation of genetic diversity through meiotic recombination, and in some spe-

cies an association of mating type with virulence.

Sexual reproduction in many fungal pathogens leads to the formation of infec-

tious spores. Spores are one of the likely routes of infection for human pathogens,

including Cryptococcus, and have recently been documented to be infectious like

yeast cells (Giles et al., 2009; Velagapudi et al., 2009). In representative plant

pathogens including the Ustilago and Microbotryum genera, sexual reproduction is

stimulated in association with the host plant and the dikaryotic hyphae produced by

mating are the infectious form, thus requiring sexual reproduction for successful

infections (Bakkeren et al., 2008). In Cryptococcus (Xue, 2010), it has been shown

that a full sexual cycle, leading to the production of infectious spores, can be com-

pleted in association with plants, in some cases triggering hyphal penetration and

disease in leaves and triggering jasmonate-mediated plant defenses, further linking

the animal and plant fungal pathogens (Xue et al., 2007). Following these studies,
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recent work has shown that the inositol permease family is expanded in

Cryptococcus (Xue et al., 2010), and inositol stimulates mating and can be supplied

by the plant. These findings in a plant-associated human pathogen complement anal-

ogous mechanisms defined in well-characterized plant pathogens. For example, a

recent study described a novel sucrose transporter in U. maydis that is required for

virulence, which allows the pathogen to scavenge sucrose from the host while

avoiding immune recognition by enabling direct carbon source utilization without

the production of extracellular monosaccharides (Wahl et al., 2010). In contrast to

the plant pathogenic basidiomycetes, the infectious form of Cryptococcus in animals

is the yeast cells, and hyphal forms are only rarely observed in tissue sections from

infected patients and animals.

Sex can create diversity by enabling genetic exchange within a population of a

given species, but can also impact the evolution of virulence via introgression of

more limited genomic regions between closely related species (Kavanaugh et al.,

2006) or hybridization between two different species (Cogliati et al., 2001;

Lengeler et al., 2001). There are a series of reports on hybridization events, likely

that occurred via sexual reproduction between distinct species, which have resulted

in isolates with altered virulence properties in plant and insect pathogens, including

both fungi and oomycetes (Viaud et al., 1998; Olson and Stenlid, 2002; Schardl

and Craven, 2003). In these cases, hybrid vigor may be the cause of altered host

range, environmental niche, or virulence properties. Studies in plant pathogens

have also found that hybridizations between species can lead to mitochondrial

transfer, impacting virulence (Olson and Stenlid, 2001). These mitochondrial find-

ings have garnered interest from the Cryptococcus field, as recent studies of the

C. gattii outbreak genotypes indicate a strong association between the mitochon-

drial genome and virulence, although studies in C. neoformans found no link asso-

ciated with the exchange of serotype A and D mitochondrial genomes and

virulence (Toffaletti et al., 2004; Ma et al., 2009).

While the mammalian fungal pathogens do not require sex for infections, sexual

reproduction has been retained, and in a number of cases, shown to be critical for

aspects of successful infections. A recent seminal discovery of sexual reproduction

in Aspergillus fumigatus reported that sex occurred only after 6 months of incuba-

tion on oatmeal supplemented agar, and may lead to the production of aerosolized

resistant infectious spores (O’Gorman et al., 2009). Through whole genome analy-

sis, it was revealed that the dandruff causing basidiomycete Malassezia has retained

many of the genes related to mating and meiosis, including the mating-type locus,

leading to the current hypothesis that this organism may complete a sexual cycle in

association with human skin (Xu et al., 2007). Similar bioinformatics studies in the

ascomycete dermatophytes, the dimorphic pathogens, and an examination of

Pneumocystis also found evidence for mating-type loci and meiotic genes, indicat-

ing likely roles of sexual reproduction in these human pathogens and possibly

occurring with a commensal or infectious state in humans (Smulian et al., 2001;

Bubnick and Smulian, 2007; Fraser et al., 2007; Mandel et al., 2007; Burgess et al.,

2008, 2009; Li et al., 2010). In the case of Pneumocystis, a group of obligate patho-

genic species that only proliferate in the lungs of their infected hosts and which are
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highly species-specific, pathologic studies have suggested that sexual reproduction

may be occurring in the lung of the infected host. Genomic studies have revealed

genes encoding meiotic gene homologs, and when heterologously expressed in the

closely related fission yeast Schizosaccharomyces pombe, these genes can comple-

ment to restore meiotic function in mutants lacking the S. pombe ortholog (Burgess

et al., 2008). This suggests the potential capacity for an extant sexual cycle that

may remain to be defined in the Pneumocystis sp. Additionally, mating has been

observed to occur in vivo during infections with C. albicans, with reports docu-

menting mating on the skin, in the GI tract, and other regions, and might therefore

influence the evolutionary trajectory in response to, for example, antifungal drug

therapy (Hull et al., 2000; Lachke et al., 2003; Dumitru et al., 2007).

Phylogenetic studies reveal that the Malassezia species, which are specialized to

survive as commensals on human skin and associated with a myriad of inflamma-

tory skin disorders, are basidiomycetes closely related to the plant pathogen of

corn, Ustilago maydis. Although no extant sexual cycle has been defined for the

Malassezia species, as discussed earlier, the genome reveals a mating-type locus

similar to that of the bipolar species Ustilago hordei that infects barley (Bakkeren

et al., 2008), and the machinery for mating and meiosis. Thus, like U. maydis, this

raises the possibility that sexual reproduction might occur in conjunction with and

even be stimulated by the host, and could be associated with infection. It further

raises the possibility that the infectious form in humans could be a filamentous

dikaryon produced by mating, rather than the yeast form. Further studies to address

this interesting hypothesis are clearly warranted, and might reveal that sex produces

novel antigens associated with disease manifestations.

Another distinct way in which the sexual cycle of fungi is linked to virulence

involves roles for the mating-type locus itself in promoting pathogenesis. This has

been most clearly established in C. neoformans, in which the serotype D variety

neoformans lineage strains of the α mating type are more pathogenic than congenic

strains of the a mating type (Kwon-Chung et al., 1992; Nielsen et al., 2005a).

There appears to be an influence of genetic background, and thus the α locus con-

tributes to virulence to a greater extant compared to the a locus in some serotype D

genetic backgrounds but not others (Nielsen et al., 2005b), consistent with models

in which virulence is a quantitative trait and the mating-type locus represents one

of several genomic loci that contribute to infection. In contrast to these findings in

serotype D, in the serotype A variety grubii lineage congenic strains of the α and a

mating type were found to be of equivalent virulence in several different animal

models, including heterologous model hosts (Nielsen et al., 2003). Thus far this has

only been addressed in congenic strains derived from the sequence reference strain

H99, and whether there might be a virulence difference for strains of opposite mat-

ing type during solo infections of the host remains to be explored in other serotype

A strain backgrounds. Thus, it may emerge that this is a serotype/variety-specific

difference, or it may emerge that in both serotype D and A that the mating-type

locus contributes to virulence but that the impact is dependent on the strain back-

ground. Construction of additional serotype A congenic strain pairs will be neces-

sary to examine this question in further detail.
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Interestingly, during co-infections of the serotype A congenic strains of opposite

mating type, the α strain has a greater predilection to penetrate and infect the cen-

tral nervous system (CNS) compared to a co-infecting strain of a mating type

(Nielsen et al., 2005a). This involves crossing the blood�brain barrier, as there is

no apparent difference in colonization of the lung, or dissemination to the spleen,

but fewer a cells are observed in the CNS compared to α cells in most infected ani-

mals. When the inocula was directly delivered to the CNS rather than to the lung,

there was no difference in survival of the α and a strains, providing evidence that

their interaction occurs at the level of crossing the blood�brain barrier (Nielsen

et al., 2005a). Recent findings provide evidence that the Ste3 pheromone receptor

is involved in the interaction between α and a cells, in that a strains lacking the

ste3a receptor are enabled to compete with α cells for CNS penetration, suggesting

that a form of pheromone-based quorum sensing may occur between the two mat-

ing types during co-infection (Okagaki et al., 2010).

Similar types of interactions may occur with other fungal pathogens during infec-

tion of the host, and which may involve a dialog between cells in the population

involving mating machinery but which does not actually lead to sexual reproduction.

For example, Soll and colleagues have presented evidence that long-distance com-

munication occurs between a/a and α/α MTL homozygous strains of C. albicans in

the context of a biofilm, and that this pheromone communication alters the forma-

tion and adhesiveness of the resulting biofilm (Daniels et al., 2006).

Sexual reproduction among eukaryotes is pervasive and a major driving force in

evolution. Among the fungi, sexual reproduction often occurs at a lower frequency

than asexual propagation, although all species examined thus far appear to retain

genes encoding meiotic machinery. Thus, there may be few if any true asexual

fungi but many that are cryptically or covertly sexual, enabling recombination and

increasing genetic diversity. Among the fungal pathogens, sexual reproduction also

leads to the production of infectious spores and invasive hyphae. While sex is not

yet known to be directly necessary for successful animal infections, it is in several

examples linked to aspects of pathogenicity. In the plant pathogens the links

between pathogenicity and sex are often obligatory, illustrating a requirement of

sex for infection. Overall, sexual reproduction remains a central aspect of fungal

virulence in both the plant and animal kingdoms, and whether sex plays a more

intimate role in fungal infection of animals remains a provocative hypothesis to be

explored in future investigations, as in fungi infecting plants.

4.10 Genomics of Fungi: What makes a Fungus Pathogenic?

4.10.1 Comparative Genomics of Plant Pathogens

In this section, we are interested in exploring the genomic characteristics that allow

some fungi to infect plants and, more rarely, animals (for a thorough review see

Aguileta et al., 2009). The pathogenic fungi are most often opportunistic

(Richardson, 1991; Pfaller and Diekema, 2004). Their capacity to derive nutrients

from a large range of plant hosts appears to rely on a battery of genomic resources

102 Genetics and Evolution of Infectious Diseases



that are the result of different evolutionary processes. Perhaps the most important

source of new genes and gene functions that are specific of fungal pathogens are

derived via expansions of gene families that facilitate the infection of the host

(Sidhu, 2002; Keller et al., 2005). Typically, these gene families include cell sur-

face receptors such as the G-protein-coupled receptors (GPCRs), which bind exoge-

nous ligands and participate in signaling cascades (Dean et al., 2005; Cuomo et al.,

2007); secreted proteins, which constitute a diverse group of small peptides such as

toxins, proteinaceous effectors, hydrolytic and degrading enzymes (Machida et al.,

2005; Hane et al., 2007; Xu et al., 2007); protein effectors that suppress plant

defenses and alter cellular metabolism (Kamper et al., 2006; Hane et al., 2007);

and secondary metabolites such as nonspecific and host-specific toxins (Soanes

et al., 2007). Key gene families involved in the biosynthesis of toxins include poly-

ketide synthases (PKS) (Hopwood, 1997; Shen, 2000), nonribosomal peptide syn-

thesis genes (NRPS) (Yuen et al., 2003), hybrid PKS-NRPSs (Kroken et al., 2003;

Bohnert et al., 2004), and cytochrome P450 (Deng et al., 2007). Other genomic ele-

ments that have expanded include genes that trigger regulatory cascades (Martin

et al., 2007; Martin et al., 2008). Gene families typically expand by gene duplica-

tion, which in fungal genomes range from whole-genome duplications (Dujon

et al., 2004; Kellis et al., 2004; Scannell et al., 2006) to several instances of tandem

duplications, such as events involving pathogenicity-related gene families including

adhesins (Verstrepen and Fink, 2009), cellular motors called kinesins (Schoch

et al., 2003), the ABC transporters and MFS drug efflux systems that help fungi

detoxify products from the plants defenses (Howlett, 2006), the multidrug resis-

tance transporter families (Gbelska et al., 2006), major surface glycoproteins, hex-

ose uptake (Dulermo et al., 2009), TRK potassium transporters (Miranda et al.,

2009), related proteins, and proteases (Keely et al., 2005). Gene duplications

related to adaptations to the pathogenic lifestyle have also been documented, as in

the case of the oxidative phosphorylation pathway, whose components have

evolved by functional divergence with several instances of gene loss and duplica-

tion (Marcet-Houben et al., 2009). Following duplication, rapid rates of evolution

and positive selection can give rise to novel gene functions that allow the fungus to

coevolve with its host or to infect new hosts. In fungal genomes, positive selection

has been found to act in the evolution of functionally important gene families, in

particular those that confer an adaptation to a pathogenic lifestyle. These include

genes coding for defense systems or for evading host resistance mechanisms, toxic

protein genes, and other virulence-related genes (Staats et al., 2007). Particular

examples of genes under positive selection that have been identified in fungal gen-

omes include the mycotoxin gene cluster in Fusarium (Ward et al., 2002; Cuomo

et al., 2007), various phytotoxin genes in Botrytis (Staats et al., 2007) and

Phytophthora infestans (Liu et al., 2005), the aflatoxin gene cluster in Aspergillus

(Carbone et al., 2007), host-specific toxin the wheat pathogen Phaeosphaeria

nodorum (Stukenbrock and McDonald, 2007), antigens in Coccidioides human

pathogens (Johannesson et al., 2004), and serine proteases in 10 fungal species (Hu

and Leger, 2004). Positive selection in the plant defense R-genes is frequently fol-

lowed by coevolution in the avirulence genes of the fungal pathogen (Jones and

Jones, 1997; Parniske et al., 1997; Meyers et al., 1998). This gene-for-gene
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interaction with corresponding responses in both the host and the pathogen gen-

omes is referred to as an “arms-race” process (Dawkins and Krebs, 1979).

In terms of the structure of fungal genomes, it has been shown that genes encod-

ing biochemical products aiding in infection are often clustered together (Jargeat

et al., 2003). Clustering of important gene families appears to offer several advan-

tages for pathogenicity (Sidhu, 2002; Keller et al., 2005). Indeed, evidence shows

that fungal genes interacting in the same metabolic pathway tend to be clustered

together (Keller and Hohn, 1997). Another mechanism linking genes in the genome

is the suppression of recombination that occurs surrounding the genes that deter-

mine mating compatibility, which are clustered at the mating-type loci

(Herskowitz, 1989). Protein products of mating-type loci additionally may serve

functions for mating and virulence through common G-protein-mediated environ-

mental sensing and response pathways (Bolker, 1998). Interestingly, and in contrast

with gene clustering, genetic variation created by chromosomal rearrangements has

been reported to favor the adaptation to novel hosts or nutritional environments

(Larriba, 2004), thus contributing to pathogenicity. Transposable elements are

another class of genomic elements that have also been shown to play a significant

role in enhancing the pathogenic capacities of fungi (Wostemeyer and Kreibich,

2002). In several pathogenic fungi, including Leptosphaeria maculans and

Magnaporthe grisea, sequences coding for avirulence genes are found in genomic

regions dense with transposable elements (Kang et al., 2001; Gout et al., 2006;

Rehmeyer et al., 2006; Fudal et al., 2007), potentially contributing to the extreme

variability of avirulence genes that are associated with host�pathogen coevolution.

Telomeres are rapidly evolving genomic regions particularly prone to the accumu-

lation of transposable elements, and they sometimes contain avirulence genes,

thereby playing a role in host adaptation (Rehmeyer et al., 2006; Chen et al., 2007;

Sánchez-Alonso and Guzman, 2008). Sometimes the genes that confer pathogenic-

ity to fungi come from other species, either via HGT or hybridization. Although

HGT is not as pervasive in fungal genomes as it is in bacteria, it appears to have

occurred multiple independent times (Penalva et al., 1990, Kavanaugh et al., 2006).

Occasionally, complete clusters are speculated to have been horizontally transferred

(Walton, 2000). Finally, hybridization is another way to mix genes and produce

new crosses with increased pathogenic capacities. There has been growing concern

during the past decade over the number of reported hybridizations in fungi, particu-

larly among pathogenic species (see Olson and Stenlid, 2002, for a review).

Several hybridization events have thus been identified among pathogens and mutu-

alists from all clades of fungi. Some have been related to an increase in virulence

or host range, a shift in host spectrum or even a switch toward mutualism (Olson

and Stenlid, 2002).

Fungal genomes are extremely plastic. This is highlighted by the different geno-

mic processes that have generated a versatile repertoire of biochemical functions

that allow fungi to colonize a diverse range of environments and to also establish

relationships with other species, either by infection or symbiosis, with an extensive

array of partners. New genomic data will continue to fascinate us with examples of

amazing potentials for adaptation.
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4.10.2 Comparing Animal and Plant Pathogens

Pathogenic fungi are mostly intracellular pathogens, indicating that at some point

during the interaction between the host and the invading species the pathogen lives

inside the host cell. Despite the variety of intracellular fungal pathogens infecting

both plant and animal cells in seemingly unique ways, there are only a few general

solutions to the challenge of penetrating and surviving inside host cells

(Casadevall, 2008). Indeed, the problem represented by intracellular infection has

been tackled by convergent solutions that have evolved in parallel in the different

fungal lineages (Morris et al., 2009) of both plant and animal pathogens. It is inter-

esting to note that among fungi there appear to be many more species that parasit-

ize plants than animals (Desprez-Loustau et al., 2010). The reasons for this

imbalance are not very clear and deserve further attention. Typically, fungi main-

tain closer relationships with plants and have evolved many biochemical functions

to take advantage of their plant hosts to obtain nutrients (Pallen and Wren, 2007;

Boller and He, 2009; Burdon and Thrall, 2009; Pringle et al., 2009). An intriguing

hypothesis posits that fungi became pathogenic through the evolution of dual-use

traits. It is hypothesized that this first appeared as a mechanism to defend from

environmental aggressions, such as predation by amoebae, and later allowed inva-

sion of plant and animal cells alike (Morris et al., 2009). C. neoformans provides a

good example of dual-use traits that have helped this species to defend itself from

amoebal predation and infect animal cells. Dual-use traits include, but are not lim-

ited to, capsule formation, and the production of melanin, laccase, phospholipase,

proteases, and ureases (Casadevall et al., 2003). Also, according to this thesis, orig-

inally saprophytic interactions existed among plants, animals, and fungi that

allowed the evolution of interkingdom biochemical exchanges by different strate-

gies (Dodds et al., 2009; Oldroyd et al., 2009). Later on, these innovations were

exploited to invade plant and animal cells and derive benefits (Brun et al., 2009;

Grant and Jones, 2009). Examples of the new uses of previous adaptations to sapro-

phytic lifestyles abound, and include toxin production, adhesins to adhere to host

cells, injectors to penetrate the cell, interaction of fungal cells with host effector

cells, and microbial efflux pumps for managing toxic environmental compounds

that also help detoxify the fungal cell from defense plant products (Morris et al.,

2009; Panstruga and Dodds, 2009).

The genomes of fungal animal pathogens have not been as extensively studied

as phytopathogens. However, work has been published on a few of the best known

infect animals. These include Aphanomyces astaci (Bangyeekhun et al., 2001;

Oidtmann et al., 2004), which causes the crayfish plague; Cordyceps tuberculata

(Sung et al., 2007) and Beauveria bassiana (Coates et al., 2002), both of which are

entomopathogens; Batrachochytrium dendrobatidis (Kilpatrick et al., 2010), a chy-

tridiomycete fungus that is suspected to have caused the demise of many frog spe-

cies; and recently an emergent disease of bats resulting in a population decline in

excess of 75% has been associated with the pathogenic fungus Geomyces destruc-

tans (Blehert et al., 2008; Puechmaille et al., 2010). Also, there are the documented

cases of Malassezia globosa (Xu et al., 2007), the causative agent of dandruff; the

105Epidemiology and Evolution of Fungal Pathogens in Plants and Animals



infamous species A. fumigatus (Nierman et al., 2005; O’Gorman et al., 2009),

which is responsible for aspergillosis in immunosuppressed human patients; and

the well-known infections caused by C. albicans (http://www.candidagenome.org/),

C. neoformans (Loftus et al., 2005), Coccidioides immitis (Johannesson et al., 2004),

and Histoplasma capsulatum (Magrini et al., 2004). In all of these examples, lineage-

specific gene family expansions have played a significant role in pathogenicity.

More research needs to be conducted and more animal pathogens need to be

sequenced before we have a comprehensive view of the genetic basis, if any, of the

differences between the fungal genomes of plant and animal pathogens. Most

mechanisms and gene functions may be shared, as has been shown by a study of

the NLP toxin whose fold is conserved and shows similarities with that of bacteria

(Ottmann et al., 2009), so we can speculate about lineage- and host-specific genes

and gene functions in each case.

4.11 Conclusion

Comparative genomic studies in plant pathogenic and symbiotic fungi, although

still in the early stages and limited to a few pathogens, have already brought many

insights into the evolution of the pathogenic lifestyle, in particular into the mechan-

isms of virulence and host adaptations. There is a marked bias in the sequencing

efforts toward pathogenic fungi, but current projects are covering the fungal gen-

omes of species with very diverse lifestyles, that will hopefully allow us to gain

further insights into the genomics of pathogenicity.

Regarding epidemiology, molecular methods have much to offer to the study of

fungal pathogens, allowing elucidation of ecological and microevolutionary pro-

cesses. Population genetic approaches have provided important insights for some

fungal pathogens on their mating systems, dispersal, and population structure.

However, much wider employment of these methods is warranted to study fungal

pathogens, where it is still too restricted, although much progress has been made

recently. Microsatellite markers in particular are very powerful tools (Jarne and

Lagoda, 1996) and should be more widely used for population studies in fungi,

despite the technical challenges of their isolation in this kingdom (Dutech et al.,

2007). Further, new methods to analyze data are being developed at a rapid pace,

some using the Bayesian or coalescence frameworks, or coupling geography and

genetics to unravel migration and speciation histories, which should allow even

more powerful inferences on the evolutionary processes. However, further theoreti-

cal development is badly needed to apply the extant molecular methods to the vari-

ety and specificities of the fungal life cycles, such as pervasive clonality and

alternation between haplo- and diploid phases (Balloux and Lugon-Moulin, 2002;

Halkett et al., 2005).

Important advances have also been made recently on the speciation in fungi.

Recently developed analytical methods for studying past gene flow and dif-

ferentiation should be useful to determine in which cases fungal speciation by spe-

cialization onto novel hosts has occurred in sympatry (Hey and Nielsen, 2004; Hey

et al., 2004). Deciphering the genetics of speciation should also prove to be
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fascinating; for instance, by finding markers segregating with inviability or sterility

in interspecific progeny.
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migration) en génétique des populations. Annales de l’Université de Lyon A 14, 79�117.
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Développement sur l’Elevage en zone Subhumide (CIRDES), Bobo-Dioulasso,
Burkina-Faso, 2CNRS, Délégation Languedoc-Roussillon, Montpellier, France,
3Génétique et Evolution des Maladies Infectieuses (GEMI), UMR CNRS/IRD
2724, Centre IRD de Montpellier, Montpellier, France

5.1 Introduction

Asexual reproduction is probably the most widespread means of biological propa-

gation (De Meeûs et al., 2007b, 2009b) and is probably the oldest one, though

recombination might be almost as old (Cavalier-Smith, 2002). But this of course

depends on what is meant and what is understood (not always the same thing) by

clonality and recombination.

Asexual reproduction has been the subject of numerous studies and reviews

from diverse biological disciplines (Bell, 1982; Jackson et al., 1985; Hughes, 1989;

Asker and Jerling, 1992; Savidan, 2000; Otto and Lenormand, 2002). The issue

appears to be perceived differently for specialists working on Bacteria, Archaea,

Eukaryota, unicellular, or pluricellular animals or plants. In this review, we will

therefore first deal with specific definitions, as this subject area is littered with

vocabulary that sometimes has ambiguous meanings. We will then try to go back

in time to the origin of asexual reproduction and recombination and attempt to

describe the diversity of ways in which prokaryotes and eukaryotes reproduce asex-

ually and recombine. Following this, we will describe the various ways that asexual

reproduction is incorporated in eukaryotic life cycles. After a brief attempt to quan-

tify the importance of asexuality in living organisms, the genetic consequences of

asexuality are reviewed, followed by a section on the evolution and the paradox of

sex. What evolutionary advantages are brought by clonality? What disadvantages

result from clonality? What is the so-called twofold cost of sex? The last section

will deal with clonal microevolution. It will consist of two parts: the first one treat-

ing neutral gene variability in clonal populations (population genetics structure),

and the second addressing selective issues like the evolution of resistance or viru-

lence in clonal populations. Finally, we will conclude with economic and medical

issues linked to asexual organisms.
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5.2 Definitions

Asexual reproduction is a process of genetic propagation of genomes, following

which the genomes that descend from this process are strictly identical to the

parental genome, in terms of quantity and quality, with the exception of uncor-

rected errors during the duplication process (i.e., mutations) (De Meeûs et al.,

2007b). Besides cell division (e.g., mitosis in unicellular eukaryotes), many other

processes correspond to clonal propagation as agametic (animals) or vegetative

(plants) reproduction, ameiotic thelytokous parthenogenesis, endomitotic automictic

parthenogenesis with pair formation of sister chromatids occurring before meiosis,

automictic parthenogenesis with fusion of two polar bodies, deuterokous partheno-

genesis, gynogenesis, apomixy, or agamospermy (reviewed in De Meeûs et al.,

2007b).

Sexual reproduction is not initially a propagation mode even if it is now 100%

correlated with the multiplication of many organisms (e.g., mammals). It is a recom-

binational repair tool (Cavalier-Smith, 2002; Ramesh et al., 2005; Glansdorff et al.,

2009a), hence the use of sexual recombination (SR) in the rest of this paper as a syn-

onymous for meiotic sex. Recombination in the wide sense is present in the three

domains of life (Archaea, Bacteria, and Eukaryota), although through very different

means (Cavalier-Smith, 2002), while SR is a eukaryotic hallmark (Cavalier-Smith,

2002; Solari, 2002; Glansdorff et al., 2009a). Recombination can take three forms in

Bacteria and Archaea: conjugation, transformation, and transduction (Luo and

Wasserfallen, 2001; Cavalier-Smith, 2002; Poole, 2009). Conjugation concerns plas-

mid exchange through a specialized structure called pilus. It is unidirectional in

Bacteria (donor and recipient) and apparently bidirectional in Archaea (Luo and

Wasserfallen, 2001). Transformation is the absorption of soluble naked DNA present

in the microenvironment by a recipient cell and its further inclusion (recombination),

if compatible, in the chromosome. Transduction is a horizontal gene transfer (HGT)

mediated by viruses. Calling transduction, transformation and conjugation sex is

unsound and true sex, with meiosis and syngamy, is only found in eukaryotes and

never in prokaryotes (Cavalier-Smith, 2002).

Panmixia defines a population where zygotes (eggs) are produced by the random

syngamy (union) of available sexual cells. It can thus only occur in eukaryotes, if

any. Then, talking about panmictic bacteria is inappropriate as well. The genetic

consequence of panmixia is the establishment of the famous Hardy�Weinberg

(HW) genotypic proportions of the form p2, 2pq and q2 (for two alleles of frequen-

cies p and q). These proportions are only expected to be approximately met in

populations of highly mobile monoecious individuals with panmictic sex.

Consequently, talking of panmixia for a microbe is also fairly unsound.

Linkage disequilibrium (LD) reflects the statistical association between different

alleles at different loci in the genome. LD can be generated by virtually all evolu-

tionary forces. Besides the obvious physical linkage, selection, population structure

(small subpopulation sizes and migration), mutation, and reproductive system

(except panmixia) all have a positive impact on LD. Estimation and testing of

134 Genetics and Evolution of Infectious Diseases



positive LD is a hard task and only very strong signals are expected to be detected,

the variance of which is expected to be substantial (De Meeûs and Balloux, 2004;

De Meeûs et al., 2009a). Furthermore, very strong interactions between sampling

design, reproductive system, and population structure can considerably bias LD

perception (Prugnolle and De Meeûs, 2010). Consequently, assessing reproductive

systems through LD measures is at best risky, and measuring it through the propor-

tion of significant LD tests found is definitely flawed.

5.3 The Origin of Life, the Origin of Propagation
and Recombination

Whether a RNA phase came before the DNA world will not be discussed here.

There is nevertheless a large consensus on the fact that all extant life is the descent

of a single ancestor (Glansdorff et al., 2009b). The last universal common ancestor

(LUCA), also known as the cenancestor (Cavalier-Smith, 2002), originated some

3�3.5 billion years ago (Vaneechoutte and Fani, 2009). The emergence of LUCA

probably followed a phase of extensive HGT between the different arising entities

(Glansdorff et al., 2009a,b). The order of branching of Bacteria, Eukaryota, and

Archaea domains is controversial, one interesting hypothesis being that eukaryotes

emerged as the result of a symbiotic fusion of some bacterial and archaeal lineages

(Gargaud et al., 2009). Confusion finds its origin in the potential important disturb-

ing HGT believed to occasionally or often occur between prokaryotic organisms

(Gribaldo and Brochier, 2009). Evolution of meiosis is viewed by certain as a

defense mechanism that evolved against HGT to promote the best coordination

between coevolved functions. When chromosomes pair during meiosis, a number

of mechanisms such as repair, conversion, and recombination are triggered, allow-

ing the elimination of deleterious differences, which is viewed as a protection

against HGT (Glansdorff et al., 2009a). Nevertheless, meiosis probably arose from

mitosis, which is also specific to eukaryotes (Cavalier-Smith, 2002). According to

this author, SR appeared about 850 million years ago as a cell cycle repair mecha-

nism to correct accidental polyploidy. Many of the enzymes involved in meiosis

have related enzymes in prokaryotic toolkits for controlling replication fidelity (res-

cue of broken or stalled replication forks, recombination or mismatch corrections)

(Cavalier-Smith, 2002; Solari, 2002).

Consequently, clonality evolved first (whether prokaryotes appeared first or

not), but recombination probably arose soon after or at the same time to control for

intensive HGT and/or polyploidy, and this was then followed by SR in eukaryotes.

It is noteworthy that SR emergence is not presented as a response to a changing

environment (red queen hypothesis) or to prevent Muller’s ratchet of deleterious

allele accumulation (e.g., Otto and Lenormand, 2002; De Meeûs et al., 2007b for

review) but as a mechanism for restoring genomic harmony after replication mis-

takes or any DNA damage. The fact SR did not evolve in prokaryotes probably

comes from the constraints resulting from their particular peptidoglycan envelope
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said to act as a “chastity belt” (Cavalier-Smith, 2002). It is nevertheless a proof

that SR is by no means a necessity to adapt to variable environments or fight

against Muller’s ratchet.

Microbes represent the major part of genetic diversity on earth, most of which is

still represented by uncultivated organisms (Gribaldo and Brochier, 2009).

Clonality is thus as old as life. It does not evolve in competition with recombina-

tion or SR but coevolves with it in most situations.

5.4 Clonal Modes

Prokaryotes have various ways to recombine and only one way to divide (Cavalier-

Smith, 2002). On the contrary, eukaryotes, and in particular pluricellular ones, have

barely a single way for recombination (if we exclude possible gene transfer through

viruses or with endosymbionts) and many different ways to propagate clonally.

Reviewing all these modes would be tedious and unnecessary as most was already

presented in a recent review (De Meeûs et al., 2007b). It is interesting, though, to

focus briefly on a particular family of clonal modes that diverted SR to, so to

speak, reintegrate back clonal reproduction. The different forms of parthenogenesis

that produce daughters identical to their mother (see earlier) correspond to that. It

is obvious that these cases attracted the most attention of the evolutionary biolo-

gists working on the evolution of sex, in particular the famous asexual scandal of

bdelloid rotifers (Judson and Normark, 1996; Mark Welch and Meselson, 2000). In

fact, fixed clonality has rarely been demonstrated, but the coexistence of both sys-

tems is much more the rule as in aphids, other rotifers (except purely sexual

acanthocephalans), cycliophorans, and many others (De Meeûs et al., 2007b). The

fact that it must have been a real challenge to divert meiosis apparatus and that this

nevertheless evolved many times in complex eukaryotes appears as a spectacular

illustration of how costly SR must be, hence the impressive amount of works dedi-

cated to this issue (see later).

In recent reviews, De Meeûs et al. (2007b, 2009b) found it convenient to clas-

sify organisms according to the kind of cycle they are involved in with regard to

clonal propagation. We will stick to this classification in the following. This classi-

fication separates four kinds of cycles: (1) the purely sexual cycle (Sex) corre-

sponds to organisms that can only reproduce through SR; (2) complex life cycles

with an instantaneous clonal phase with only one (I) clonal generation per cycle;

(3) complex life cycles with several generations of asexuality (S) where the clonal

phase involves more than one clonal generation; and (4) life cycles where sexual

reproduction is more or less frequent (or even absent) with an acyclic pattern (A).

In cases (2) and (3), and for all surviving individuals, SR must intervene at one

point in the cycle to form zygotes. In case (4) the life cycle is not defined by a reg-

ular pattern of sexual or asexual reproduction. Case (1) is typical of vertebrates,

especially mammals and birds but also cestodes, lice, or nematodes. Cycle (2)

applies to all species with polyembryony and many budding species. For example,

this cycle is typical of trematodes (flukes). Case (3) is typical of aphids,
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monogonont rotifers, cladocerans, many fungi, and most Sporozoa (parasitic unicel-

lular organisms, including the malaria agents Plasmodium spp.). Finally, case (4) is

common in plants and unicellular organisms. In particular, it is found for strictly

clonal organisms, or at least those organisms for which sex is unknown, such as

bdelloid rotifers, imperfect fungi (e.g., Candida albicans), Parabasalia

(Trichomonas vaginalis), Metamonadina (Giardia lamblia), parasitic amoebas, and

kinetoplastid parasites (Leishmania, Trypanosoma).

5.5 Quantifying the Importance of Asexuality
in the Biosphere

There are two ways to comprehend this issue. In terms of described (known) spe-

cies, purely sexual species are the most represented (De Meeûs et al., 2009b).

Nevertheless, there is an obvious bias in accounting biological diversity through

described species (De Meeûs and Renaud, 2002; De Meeûs et al., 2003). As quoted

earlier, microbes (cycles S or A) represent the major part of genetic diversity on

earth, most of which is still represented by uncultivated organisms (Gribaldo and

Brochier, 2009). It can thus be safely postulated that organisms with a clonal phase

represent the major part of biodiversity. If this was accounted for in terms of

energy devoted to clonality and SR on earth per second, SR would probably look

like an epiphenomenon. This should be trivial as the real way to propagate for life

is through cell (hence asexual) division while SR is in fact meant to DNA repair

and/or control DNA replication fidelity.

The numeric importance of clonal parasitic eukaryotes was already reviewed by

De Meeûs et al. (2009b). Whole described species again give a biased advantage to

purely sexual species. Nevertheless, a glance at the most documented human para-

sitic fauna completely reverses the tendency, thus suggesting that: (1) parasites rep-

resent the most important part of eukaryotic biodiversity, and (2) that clonal species

(i.e., using this mode at one stage of their life cycle) are the majority among them. If

Archaea and Bacteria are included, known species number is useless. There are

indeed more known bird species than the sum of known Archaea and Bacteria,

which is nonsense. Prokaryotes are so numerous everywhere that estimating how

much of their diversity specialized in parasitism looks impossible. We can, however,

suspect this number to be tremendous regarding all bacterial diseases that can affect

mankind (around 43 after a quick and dirty look in the web). For eukaryotic para-

sites, it was recently estimated that more than a billion people are affected by such

diseases (De Meeûs et al., 2009b), some of which are the most severe ones (e.g.,

malaria). Clonality in infectious disease cannot thus be treated lightly.

5.6 Genetic Consequences of Asexuality

This issue was reviewed many times (e.g., in Suomalainen et al., 1976; Jackson

et al., 1985; Tibayrenc et al., 1990, 1991; Maynard-Smith et al., 1993; Carvalho,
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1994; Tibayrenc, 1995, 1998, 1999; Judson and Normark, 1996; Milgroom, 1996;

Taylor et al., 1999; Savidan, 2000; Tibayrenc and Ayala, 2002; Halkett et al.,

2005; De Meeûs et al., 2006, 2007a,b, 2009b), so we will be brief and stick to the

essential. In haploid organisms, clonality tends to create and maintain statistical

associations between the different loci of the genome irrespective of their location.

In purely asexuals this should end with the presence of numerous repetitions of a

certain clone, and hence of the same multilocus genotype (MLG). Depending on

population structure, MLG diversity will vary from low (e.g., a single MLG) to

high variability (several MLGs). As linkage is total, MLGs can be considered as

the different alleles of a single locus. If no SR is involved it is expected that the

different MLGs that can be maintained can potentially be highly divergent. This

may represent a problem because at a given level of divergence it is probable

that adaptive differences will arise. Moreover, especially in small subpopulations

that are not expected to maintain much equivalent different MLGs, the

stable maintenance of highly diverged MLGs of the same “species” might lead to

interpret it as an ecological divergence. When some SR is involved, the combina-

tion between drift, reproduction, and sampling renders difficult the interpretation of

the patterns of genetic variability in haploids. This is also true for diploids even if,

when the amount of SR is large enough, populations display patterns of genetic

variability close to that observed for a sexual population.

In diploids, haplotypic consequences are similar, but here in the absence of SR,

the two alleles of a lineage will continuously diverge since the last SR event.

Consequently, as illustrated in Figure 5.1, divergence between the two alleles of

the same individual will be higher than mean divergence between lineages. This is

the Meselson effect (Judson and Normark, 1996; Mark Welch and Meselson,

2000). Another way to see it is that in lineages that have stayed clonal for a suffi-

cient amount of time, all loci will be heterozygous for all individuals. Genomic

fixed heterozygosity can thus represent an unambiguous signature of full clonality.

5.7 Evolution and the Paradox of Sex

The paradox of sex essentially concerns parthenogenetic multicellular organisms

and, as explained earlier, microbes are not concerned. This has been the subject of

an impressive amount of literature and, except for plant parasitic arthropods

(insects, mites) and nematodes, very few animal parasites are parthenogenetic

(some nematodes, gyrodactilid monogens, rare cestodes, and trematodes) (De

Meeûs et al., 2007b). It would be useless to do something more than a short

reminder here. Parthenogenetic females produce twice as many offspring as sexu-

ally reproducing females that need to produce half “useless” males, which them-

selves cannot produce eggs. This has been called the twofold cost of sex (Hurst and

Peck, 1996). Consequently, parthenogenetic females should quickly invade the

whole planet. There are several reasons why this is not so, most of which are not

exclusive and probably account together for the maintenance of sex in such

situations.
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First of all, as mentioned earlier, the hijacking of SR for producing clonal des-

cents is probably extremely difficult, and the diversity of tricks that evolved to

achieve it, sometimes through extremely (at least in appearance) odd means, can be

the sign of how difficult it is to reach that point. For instance, automictic partheno-

genesis with fusion of two polar bodies illustrates this last point (see Figure 3b in

De Meeûs et al., 2007b). The rarity of emergence of parthenogenesis, apparently

restricted in few lineages (but this can be misleading because of biases in the inten-

sity of work devoted to certain groups), can thus largely be explained by such con-

straints. For instance, it seems impossible to evolve in mammals or in birds.

Secondly, the problem only arises for populations that exclusively reproduce

either sexually or parthenogenetically and for which these two morphs compete for

the same resources. This might be rare. Some aphids might correspond to this, as

for instance Rhopalosiphum padi (Delmotte et al., 2002), though it is not well

established how similar the ecological niche of these two morphs is.

According to the red queen hypothesis (Judson and Normark, 1996), pure par-

thenogenetic females cannot efficiently fight against the continuously evolving

aggressors (parasites and predators) or victims (preys or hosts) as compared to sex-

ual females that produce many different combinations of offspring at each genera-

tion. This hypothesis alone has two important drawbacks. First, in pure sexuals, the
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Figure 5.1 Illustration of the

Meselson effect. In (A) the

evolutionary relationships

among three asexual diploid

lineages are represented

(L1�3). The genetic divergence

is also represented with varying

colors providing the two alleles

present in each taxon (alleles a

and b). If we develop the tree

corresponding to all DNA

sequences (all alleles) as in (B),

it is easily seen that the

maximum divergence is

obtained between the two

alleles of the same lineage. This

is what is expected in ancient

clones and can be used as a

criterion for detecting a long

absence of sex in a group of

taxa (Meselson method). (For

interpretation of the references

to color in this figure legend,

the reader is referred to the web

version of this book.)
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best combination is lost in the next generation. Second, most populations are not

that polymorphic and often are small and thus inbred. The possible combinations

created by SR might not be that diverse or new.

Muller’s ratchet (Kondrashov, 1993) imposes to parthenogenetic lineages an

accumulation of deleterious mutations that could lead to an eventual collapse of

such lineages as compared to sexual lineages where deleterious mutations are more

efficiently removed. This model alone also has two drawbacks. First it requires sev-

eral generations to work efficiently, and might even be almost silent in diploids.

Second, as above, small sexually reproducing populations might also be affected

by Muller’s ratchet.

Finally, as mentioned earlier and elsewhere (Schaefer et al., 2006), SR may also

be viewed as a resetting process that evolved to restore the best combinations, a

purpose for which it indeed evolved for in the first eukaryotes. Such a view also

has the advantage to explain why SR often concerns genetically related partners,

hence the evolution of reproductive isolation often observed in pluricellular eukar-

yotes (De Meeûs et al., 2003).

5.8 Clonal Microevolution

This aspect can be tackled differently depending on what kind of genetic informa-

tion we are dealing with: neutral variation, and its use as a signature of demo-

graphic events, and variation under selection.

5.8.1 Neutral Loci Variability in Clonal Populations
(Population Genetics Structure)

Neutral variation and its distribution in time and space can be used to make useful

inferences on the population biology of the targeted organisms. Under certain

hypotheses, several inferences can be made as regard to population size, dispersal,

and reproductive mode. Most tools were developed for sexual species but recent

works have made available equivalent tools for clonal populations (see De Meeûs

et al., 2006, 2007a, 2009b for reviews). In that case special care must be given to

how to deal with MLGs. For A cycles complete datasets must be kept. For I cycles,

it was shown that besides analyzing complete datasets, population subdivision is

better assessed if only a single representative of each MLG is kept (Prugnolle

et al., 2005; Caillaud et al., 2006). For S cycles, it all depends where in the cycle

individuals are sampled. A strategy similar to the one used for I cycles is to be

used if individuals are sampled early after the last SR event. If individuals are sam-

pled after a substantial amount of clonal generations, then a strategy similar to the

one used for A cycles is preferred.

For A cycles, if clonal reproduction is so prevalent that no perceptible signature

of any SR can be noticed, then tools specific to that situation should be used for

ecological inferences. This of course must take into account some basic knowledge

of the population. When the population can be assumed to be strongly subdivided
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in numerous demes, it was shown that the number of migrants can be estimated

through the formula (De Meeûs and Balloux, 2005; Nébavi et al., 2006):

Nðm1 uÞ5 2
11FIS

4FIS

ð5:1Þ

where N is the clonal subpopulation size, m the proportion of migrants that each

subpopulation contain, u the mutation rate, and FIS the Wright’s fixation index

(Wright, 1965; De Meeûs et al., 2007a) measuring inbreeding within individuals

relative to inbreeding between individuals. In that case, estimating independently N

and m, even if we assume u negligible as compared to m, is not easy and will

require further studies. When the population can be assumed to comprise only two

subpopulations, then more precise estimates can be made (Koffi et al., 2009):

N5 2
11FIS

8uFIS

ð5:2Þ

and

m5
1

2
12

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FST

FST 2 4uFIS

r� �
ð5:3Þ

where FST is Wright’s fixation index measuring the between individuals inbreeding

within subpopulations relative to inbreeding between subsamples. It also requires

knowledge of u. Finally, when subpopulations are assumed completely isolated,

their clonal size can be estimated as (Simo et al., 2010):

N5 2
11FIS

4uFIS

ð5:4Þ

Now if some SR influences the distribution of genetic diversity, then it is usually

wiser to use classical population genetics tools (De Meeûs et al., 2007a) except for

cases of extremely rare SR events where the behavior of most parameters is odd and

thus inferences can only be very general (De Meeûs et al., 2006). Similar advice can

be given for I and S cycles if individuals studied are sampled just after SR.

5.8.2 Selection and Adaptation in Clonal Populations

The vast majority of mutations are neutral or deleterious (Loewe and Hill, 2010).

Extensive study of such mutations has explained the genetic diversity in many

populations and has been useful for inferring population parameters and histories

from data as explained earlier. Yet beneficial mutations, despite their rarity, are

what cause long-term adaptation and can also dramatically alter the genetic diver-

sity at linked sites (see Nielsen, 2005 for a review). Unfortunately, our understand-

ing of their dynamics remains poor, especially in asexual populations.
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Adaptation by natural selection occurs through the spread and substitution of

mutations that improve the performance of an organism and its reproductive success

in a particular environment. For example, this happens in a pathogen when an allele

increases in frequency in the population because it confers a certain degree of resis-

tance against a particular drug. Most early works on the dynamics of adaptation in

asexual populations considered that beneficial mutations only occurred very rarely

(Atwood et al., 1951a,b). Under such circumstances, the rates of adaptation of asex-

ual populations is the same (all else being equal) as that of sexual populations and

depends only on the time separating the appearance of two beneficial mutations.

This conventional model, known as the “periodic selection” model, remained a very

influential theory until the 1990s despite the classic works of Muller (1932) that

clearly showed that the dynamic of adaptation in sexual and asexual populations

could be very different when beneficial mutations were common.

One particularity of the dynamic of adaptation of asexual populations when ben-

eficial mutations are common is that beneficial mutations that have arisen indepen-

dently in different individuals cannot recombine and therefore have to compete for

fixation. This effect is called “clonal interference” (Gerrish and Lenski, 1998;

Desai and Fisher, 2007; Desai et al., 2007). To date, two main models of clonal

interference have been proposed: the one-by-one mutation model (Gerrish and

Lenski, 1998) and the multiple mutations model (Desai and Fisher, 2007; Desai

et al., 2007). These two models differ in how and where new beneficial mutations

appear. We will not enter into the details of these models here and we advise read-

ers to refer to recent reviews for more details. We simply want to stress that, under

the two models, beneficial mutations enter into competition and some beneficial

mutations are therefore “wasted” during the process of adaptation (Gerrish and

Lenski, 1998; Gerrish, 2001; Rozen et al., 2002; Wilke, 2004). This leads to a

slowdown in the rate of adaptation in purely asexual populations as compared to

sexual populations. Note that a similar effect was described for sexual populations

in the case of physically linked genes, which is known as the Hill�Robertson effect

(Hill and Robertson, 1966).

Clearly, a complete picture of adaptation in asexual populations should also

include the impact of deleterious mutations. They indeed play an important role in

adaptation because their presence influences the fate of beneficial mutations, and

consequently affects the strength of clonal interference (Felsenstein, 1974;

Charlesworth, 1994; Bachtrog and Gordo, 2004). It is indeed well established that

deleterious mutations can cause a severe reduction in the adaptation rate, as a con-

sequence of reducing the effective population size. The simplest situation corre-

sponds to the case in which only beneficial mutations that occur in individuals that

are mutation-free contribute to the adaptive process.

Here, we have mainly focused on complete clonal organisms (life cycle A with

100% clonality). As shown here, clonal reproduction occurs under several forms

and in several life cycles. Models analyzing the dynamic of adaptation under such

life cycles have not been done yet, but we think that as soon as a bit of recombina-

tion occurs the dynamic of adaptation will be similar to the one described by mod-

els dealing with the problem of interference (or Hill�Robertson effect) in sexual
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organisms. However, since pure sexuals tend to lose the most beneficial combina-

tions built in previous generations, clonal populations with rare sex probably dis-

play much more efficient adaptive dynamics. A rare sexual event can build an

“optimal” combination that will be easily and faithfully propagated by clonal repro-

duction. This might help understanding the formidable adaptive speed of microbes

and, in particular, pathogenic microbes.

5.9 Conclusions

Clonal reproduction is as old as life itself and is widespread in the living world. SR

appeared in Eukaryota, after this group evolved mitosis, not as a propagation tool

alternative to clonal reproduction but as a repairing tool to preserve the most har-

monious combinations of the numerous genes necessary to build a eukaryotic cell

and because of the mitosis apparatus that evolved only in this lineage, a necessary

prerequisite for meiosis. Sex is totally linked to propagation only in two pluricellu-

lar lineages (Metazoa and Metabionta). Only in those complex lineages SR can be

in competition with clonal reproduction under certain precise circumstances.

Clonality is the most important propagation mode used by pathogenic agents and

its genetic consequences must be understood precisely, though SR or recombination

is also very important to take into account for those diseases that practice it. When

SR is so rare that no signature can be found in the genetic architecture of popula-

tions, some specific patterns arise as presence of multilocus repeated genotypes

and, for diploids, fixed heterozygosity. These patterns can be exploited for demo-

graphic inferences using specific tools. If SR has even a small influence, then clas-

sical tools of population genetics can be used to infer subpopulation sizes and

dispersal. It is thus possible to infer population sizes and dispersal for clonal para-

sites with the study of variable molecular markers, which is good news as the popu-

lations of such organisms are difficult to study directly. Such information can

reveal very important to understand the epidemiology of diseases.

Though purely sexual populations are at a theoretical advantage as compared to

purely asexual lineages as regards the dynamics of adaptation, things become less

clear if the most general case is taken into account. Clones with more or less rare

sex (or recombination) may indeed represent an extremely efficient (and hence

widespread) way to adapt to the environment. This helps explain the speed at which

pathogenic agents respond to defense mechanisms, including pharmacologically

mediated ones, of their victims.

Abbreviation list:

HGT Horizontal gene transfer

HW Hardy�Weinberg

LD Linkage disequilibrium

LUCA Last universal common ancestor

MLG Multilocus genotype

SR Sexual recombination
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population structure and genetic diversity of Candida albicans in AIDS patients from

Abidjan (Cote d’Ivoire). Proc. Natl. Acad. Sci. U.S.A. 103, 3663�3668.

145Clonal Evolution



Nielsen, R., 2005. Molecular signatures of natural selection. Annu. Rev. Genet. 39,

197�218.

Otto, S.P., Lenormand, T., 2002. Resolving the paradox of sex and recombination. Nat. Rev.

Genet. 3, 252�261.

Poole, A.M., 2009. Horizontal gene transfer and the earliest stages of the evolution of life.

Res. Microbiol. 160, 473�480.
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Prugnolle, F., Théron, A., Pointier, J.P., Jabbour-Zahab, R., Jarne, P., Durand, P., et al.,

2005. Dispersal in a parasitic worm and its two hosts: consequence for local adaptation.

Evolution 59, 296�303.

Ramesh, M.A., Malik, S.B., Logsdon, J.M., 2005. A phylogenomic inventory of meiotic

genes: evidence for sex in Giardia and an early eukaryotic origin of meiosis. Curr. Biol.

15, 185�191.

Rozen, D.E., de Visser, J.A.G.M., Gerrish, P.J., 2002. Fitness effects of fixed beneficial

mutations in microbial populations. Curr. Biol. 12, 1040�1045.

Savidan, Y., 2000. Apomixis: genetics and breeding. Plant Breed. Rev. 18, 13�86.

Schaefer, I., Domes, K., Heethoff, M., Schneider, K., Schon, I., Norton, R.A., et al., 2006.

No evidence for the “Meselson effect” in parthenogenetic oribatid mites (Oribatida,

Acari). J. Evol. Biol. 19, 184�193.

Simo, G., Njiokou, F., Tume, C., Lueong, S., De Meeûs, T., Cuny, G., et al., 2010.
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6.1 Coevolution of Host and Pathogen

6.1.1 Introduction to Coevolution of Host and Pathogen

No species is an island: every individual organism is in constant interaction with

other species around it, whether it is with prey, predators, herbivores, competitors,

mutualists, pollinators, or pathogens. These biotic interactions often have large

effects on individual fitness and can significantly alter the evolutionary trajectory of

a population. Importantly, selection imposed by species interactions can drive genetic

divergence between populations and maintain diversity both locally (Haldane, 1949;

Parker, 1989; Salvaudon et al., 2008) and globally (Buckling and Rainey, 2002b;

Thompson, 2005; Laine, 2009; Paterson et al., 2010). This is because a given geno-

type might have a very different fitness in the context of one environment/commu-

nity than another, as the species and genotypes with which it will interact in each

environment/community are likely to differ. When biotic interactions drive reciprocal

change in both populations, as one species imposes selection on the other and vice

versa, the species are said to be coevolving (Janzen, 1980).

Coevolutionary dynamics between hosts and pathogens has been perhaps the

most well-studied interspecific interaction. This is due to the tight coupling of

the two players and the implications of these dynamics for understanding the struc-

ture of communities (Hudson et al., 2006), population dynamics (Lively, 1999), the

maintenance of sexual recombination (Jaenike, 1978), and the trajectory of species

invasions (Prenter et al., 2004). Recent research on host�parasite interactions has

indicated that coevolution occurs in relatively short time periods (Buckling and

Rainey, 2002a; Forde et al., 2004; Morgan et al., 2005; Koskella and Lively,

2007; Jokela et al., 2009) and that the trajectories of coevolution are strongly influ-

enced by the spatial structure of populations (Gandon and Van Zandt, 1998;

Nuismer et al., 2003; Thompson, 2005; Nuismer and Goodnight, 2009). For those

host�pathogen interactions in which there is an underlying genetic basis to infection,

both the size and genetic makeup of the pathogen population at any point in time

will be a function of the frequency, and in many cases density, of susceptible host
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genotypes in previous generations. Similarly, the probability that a given host will

become infected is a function of the frequency of pathogen genotypes in the popula-

tion that can infect it, which is again determined by past genotype frequencies in

both populations. Accordingly, each population acts as a moving target for the other

and it is these dynamic changes of one population in response to another that can

maintain polymorphism over time, as different alleles will be favored in one genera-

tion relative to the next (Haldane, 1949; Hamilton, 1982; Nee, 1989).

In this chapter, we first discuss the process of host�pathogen coevolution. We

then outline common methods for examining pathogen adaptation to hosts, and

host response to pathogens and highlight a few key examples to illustrate that this

process is both common in nature and critically important in explaining the amount

of genetic variation found on the planet. Finally we discuss the implications of

coevolution and summarize the importance of studying coevolution.

6.1.2 Antagonistic Coevolution

Pathogens, by definition, have deleterious fitness effects on their hosts, and thus have

the capacity to act as major selective forces on host populations. At the same time,

pathogens are often reliant on their hosts for some stage of their life cycle, and so

any change in the host population will have strong impacts on the pathogen popula-

tion. This interaction between host and pathogen will have different outcomes

depending on factors ranging from the degree of pathogen specialization to the abi-

otic environment in which the interaction occurs. The interaction is not always a

coevolutionary one; in some cases selection only acts on one partner. For example, a

generalist pathogen may sweep through a small population of a rare host species and

significantly alter the host dynamics without being changed itself. However, due to

the tight genetic interaction between many hosts and pathogens, an evolutionary

change in one partner is likely to cause evolutionary change in the other, leading to

ongoing coevolution. Therefore, a common definition of host�pathogen coevolution

is “the reciprocal evolution of interacting hosts and pathogens.”

Host�pathogen coevolution is usually antagonistic, since an increase in fitness

of one player typically leads to a decrease in fitness of the other. For example,

hosts may evolve resistance (incurring higher fitness in the face of harmful patho-

gens) and pathogens may evolve counter infectivity. Such antagonistic coevolution

may be either directional or cyclical (see Box 6.1). If it is directional, hosts and

parasites evolve ever-mounting resistance and infectivity in the form of an “arms-

race”: where future types are more resistant and infective than their ancestors

(Thompson and Burdon, 1992; Parker, 1994; Buckling and Rainey, 2002a). This

type of coevolution is typical of the interaction between bacteria and bacteriophage,

and plants and their pathogens. In its simplest form, this type of directional, arms-

race coevolution will lead to the extinction of one player or the other, as genetic

variation is ultimately exhausted. However, in cases where there are significant

costs to resistance and infectivity, these dynamics can be continuous and cyclical,

as costs build up, and the “arms-race” crashes (Sasaki, 2000). An example of such

a crash may occur with the modification of a host cell receptor to stop a pathogen
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binding. The modification of the receptor may have some negative effect on the

function of the receptor, and therefore affect the fitness of the host organism. The

pathogen would have increasing costs associated with a reduction in its ability to

bind to the receptor, and so fewer successful infections. The modification of the

host receptor may continue up to a point where the negative fitness effects would

be so great that sensitive hosts with fully functioning receptors would be fitter than

the resistant host. The cycle would then restart (Sasaki, 2000). Although it remains

unclear how ubiquitous these costs to resistance and infectivity might be, there is

strong evidence that host resistance is costly from at least a few studies (Buckling

et al., 2006; Morgan et al., 2009; Boots and Begon, 1993; Ferdig et al., 1993;

Fellowes et al., 1998; Langand et al., 1998); and that parasite virulence is costly

from a few others (Bahri et al., 2009; Grim et al., 2009; Huang et al., 2010).

Cyclical coevolution, on the other hand, occurs when successful infection of a

host requires specific genotypic matching of pathogens. For example, host A is sus-

ceptible to pathogen A but not pathogen B, and host B is susceptible to pathogen B

but not pathogen A (see Box 6.1). Under this scenario, resistance and infectivity do

not increase through time, as no parasite is universally virulent and no host is inher-

ently more resistant than another. Instead, all fitnesses are determined by the fre-

quency of “matching” genotypes in the population. Under this scenario, pathogens

will evolve to infect the most common host genotype, giving rare hosts an advan-

tage (Hamilton, 1980; Nee, 1989; Frank, 1994). These rare genotypes might

increase in frequency until they become common, and eventually the target of local

pathogens. These cyclical dynamics are often referred to as “Red Queen” dynamics

(Bell, 1982) after the character in Lewis Carroll’s Through the Looking Glass who

explains to Alice that, in Wonderland, “it takes all the running you can do, to keep

in the same place” (Carroll, 1871). Similarly, populations of hosts and pathogens

are engaged in a constant coevolutionary battle but are, on average, maintaining

the same fitness with respect to one other. The Red Queen metaphor is also used

more generally to describe antagonistic coevolution whether dynamics are cyclical

or directional (Woolhouse and Webster, 2000).

6.1.3 The Evolution of Pathogen Virulence

Although it is intuitively clear that pathogens might harm their hosts as a by-

product of passing themselves on from one generation to the next (e.g., by redirect-

ing host resources away from host reproduction and into pathogen reproduction), it

is less clear why there are more virulent pathogens that kill or sterilize their hosts.

The dilemma arises because an increase in pathogen fitness via greater within-host

reproduction might lead to a decrease in fitness via lower rates of transmission if

the host becomes too sick to interact with other hosts or spread infectious propa-

gules into the environment. This “trade-off hypothesis” is the most popular evolu-

tionary explanation for why pathogens often do not reach their maximum

reproductive potential (Anderson and May, 1982; de Roode et al., 2008b; Frank,

1996; Day, 2001). Increases in virulence can accompany shifts to new host popula-

tions or species (Bolker et al., 2010), drastic changes in host population size or
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Box 6.1 Infection Genetics

One critical determinate of host�pathogen coevolutionary dynamics is the

underlying genetic interaction between them. Theoretical work has shown

that tight genetic specificity for infection can lead to oscillations in genotype

frequencies (i.e., Red Queen dynamics), and the long-term maintenance of

genetic diversity (Seger, 1988; Morand et al., 1996). These oscillatory dynam-

ics are key to many central theories regarding host�parasite coevolution,

including both local adaptation and the maintenance of sexual reproduction

(Hamilton, 1980; Bell, 1982; Price and Waser, 1982; Hamilton et al., 1990).

Two models describing infection specificity in host�parasite interactions

have been most commonly used, although numerous others exist.

The first model is the “matching alleles model” (MAM); based upon a sys-

tem of self/nonself recognition molecules where hosts can successfully defend

against any parasite genotype that does not match their own (Hamilton, 1980;

Peters and Lively, 1999; Grosberg and Hart, 2000). A parasite must specifi-

cally match host alleles at infection loci in order for it to evade detection by

the immune system and successfully infect the host. The MAM assumes that

one parasite genotype will have a different subset of susceptible hosts than

another parasite genotype such that infection success is determined by both

host and parasite genotype. The tight specificity leads to cyclical “Red

Queen” Dynamics.

The second model, referred to as the “gene-for-gene model,” (GFGM) pre-

dicts that the interaction between parasite virulence loci and host resistance loci

determines successful infection (Flor, 1956). The GFGM is based on resistance

and virulence genes found in plants and their pathogens, respectively, and is

characterized by directional “arms-race” dynamics (Thompson and Burdon,

1992; Parker, 1994; Sasaki, 2000). At an interacting locus, pathogens can have

either an avirulence or virulence gene, and the host will have either a susceptible

or resistance gene. A pathogen with an avirulence gene at an interacting locus

can infect a host with a susceptible gene, but not a host with a resistance gene. A

pathogen with a virulence gene can infect a host with either a susceptible or

resistance gene. There may be several loci involved, so initially at the start of the

coevolutionary interaction a parasite may have several avirulence genes and the

host several susceptible genes. During the course of coevolution a host suscepti-

ble gene would evolve to be a resistance gene at one locus and the corresponding

parasite locus would counter evolve from an avirulence gene to a virulence

gene. This process would continue at other loci until, in the absence of costs

associated with infectivity and resistance, parasites become super-generalists,

infecting a wider and wider range of host genotypes, and hosts become generally

resistant to wider and wider range of parasite genotypes (Thompson and Burdon,

1992; Parker, 1994; Sasaki, 2000; Buckling and Rainey, 2002a).

The MAM and the GFGM are probably two ends of a spectrum, and the

interaction between most hosts and pathogens is likely to lie somewhere
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between the two extremes with some degree of specialization and some gener-

alization. This may be due to costs in the GFGM. Where gaining several viru-

lence and resistance genes may be costly to the parasite or host, which may

prevent super-generalists fixing in the population with virulence or resistance

genes at every locus (Sasaki, 2000). The cost would give a fitness advantage

to a host with susceptibility genes in the presence of a pathogen with the cor-

responding virulence loci. Once hosts with susceptible genes increase in fre-

quency, selection will favor pathogens with avirulence genes as these can also

infect the common susceptible hosts, but do not carry any costs associated

with virulence. This will lead to cyclical dynamics like those seen in the

MAM (Sasaki, 2000). Recent theory have suggested that a combination of the

two models might capture more biological realism and relax the assumptions

required for the maintenance of genetic diversity by parasites (Agrawal and

Lively, 2002, 2003; Salathé et al., 2005). For example, in one model the

pathogens have full infectivity on matching genotypes, as assumed under the

MAM, but there is a continuum where other genotypes can be infected as

under the GFGM except the parasites have lower fitness and the host suffers

less than they would if the genotypes fully matched (Agrawal and Lively,

2002). In this model any departure from a pure GFGM leads to cyclical

dynamics, as under the MAM.

Understanding how successful infection is determined at the genotypic level

is critical in understanding how disease spreads through a population.

Specifically, if infection success is based solely on host resistance or parasite

virulence, as is true under the strict GFGM, virulent parasites should quickly

sweep through any susceptible host populations and infect most of the host pop-

ulation (Sasaki, 2000). Alternatively, if infection success is determined by an

interaction between host and parasite genotype, as is true under the MAM, only

a subset of host genotypes will be infected, and only a subset of parasite geno-

types will be infective at any given time. Testing the underlying assumption of

tight genetic specificity for infection has thus far produced mixed results.

Although it is clear that there exists a great deal of natural variation in host

resistance and parasite infectivity (Henter and Via, 1995; Kraaijeveld et al.,

1998; Webster and Woolhouse, 1998; Little and Ebert, 1999; Salvaudon et al.,

2005), it is less clear whether specific host-genotype by parasite-genotype inter-

actions typically govern the outcome of infection (Blanford et al., 2003).

Evidence from natural populations of hosts and parasites has shown that

invertebrate host resistance is often highly specific to parasite genotype (Carius

et al., 2001; Schulenburg and Ewbank, 2004; Lambrechts et al., 2005; Rauch

et al., 2006). However, results from experiments in which parasite specificity is

selected upon via experimental passaging on single host genotypes have pro-

duced mixed results. For example, when the trypanosome parasite, Crithidia

bombi, was passaged through individuals from a colony of worker bees, the

parasite did not gain infectivity on its own colony but did lose infectivity to
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structure (Boots et al., 2004), or competition with other pathogens (Bremermann

and Pickering, 1983; Brown et al., 2002). However, ongoing coevolution between

host and parasite populations is expected to lead to decreased virulence, as fitness

of both populations is optimized.

Evidence for decreased virulence over time has been demonstrated in experi-

mental populations of Red Flour beetles, Tribolium castaneum, and the microspori-

dian parasite, Nosema whitei. After only 11 generations of experimental

coevolution, parasite lines became less virulent, as measured by host mortality,

without losing their ability to infect hosts (Bérénos et al., 2009). Further evidence

comes from experimental systems of bacteria and plasmids (circular strands of

DNA often carried by bacteria that can carry beneficial genes, such as those confer-

ring antibiotic resistance). Plasmids can be considered parasitic in that hosts harbor-

ing these elements suffer a reduction in growth rate, possibly due to the additional

expression of plasmid products which compete for the host ribosomes with the

expression of host genes (Zund and Lebek, 1980). In an experimental study,

Bouma and Lenski (1988) show that the costs of carrying a plasmid were reduced

during experimental evolution, albeit via changes in the host only. A different study

further demonstrated that genetic changes in both the host cell and the plasmid lead

to increases in reproductive fitness of the host cell (Modi and Adams, 1991).

Aside from the trade-off model there have been several other theories to explain

the evolution of virulence. Some have suggested that mixed infections of different

pathogen genotypes within a single host may have important effects upon viru-

lence, in some cases decreasing virulence while in others increasing it (Brown

et al., 2002; Nowak and May, 1994; Frank, 1996). Models where virulence

increases have a similar assumption to the trade-off model: selection will favor the

parasite with the fastest within-host growth rate, rather than a more prudent host

exploiter. The parasite with the faster growth rate is predicted to outcompete the

slower growing parasite and to have a higher probability of transmission, leading to

the evolution of higher virulence than that expected for single infections.

Alternatively, if parasites produce a “public good” that are utilized by all the para-

sites within a host, mixed infections may select for cheating behavior because of

low relatedness (i.e., they are different genotypes) between parasites (Turner and

Box 6.1 (cont’d)

other, allopatric colonies (Yourth and Schmid-Hempel, 2006). Similar results

were found when an RNA bacteriophage was passaged through novel geno-

types of bacterial hosts (Duffy et al., 2007). It is also becoming clear that

increased specificity is not always indicative of genotype by genotype interac-

tions. When a bacterial parasite, Holospora undulate, was passaged on host

lines of the protozoan host Paramecium caudatum, for example, no host-line by

parasite-line interactions were found despite evidence for increased infection

success on sympatric host�parasite combinations (Nidelet and Kaltz, 2007).
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Chao, 1999). Examples of public goods include siderophores (Griffin et al., 2004),

which are iron-scavenging molecules in bacteria, and coat proteins in viruses

(Turner and Chao, 1999). Such molecules may be costly for a parasite to produce.

If a parasite “cheats” and does not produce them, but uses the molecules produced

by a competing parasite, it does not pay the costs but gains the benefits, giving it a

higher growth rate or competitive advantage. Such cheating behavior will therefore

have a selective advantage, and the cheats will increase in frequency (Griffin et al.,

2004). However if there are too many cheats there won’t be enough parasites pro-

ducing the “public goods” to support all the cheats, decreasing the growth rate of

the parasite population, and ultimately its virulence (Harrison et al., 2006).

At an even greater extreme, initially parasitic organisms may evolve to benefit

the host by increasing the host’s fitness, changing the interaction to a mutualistic

one (Frank, 1995). There is evidence for this type of transition between a grain wee-

vil Sitophilus zeamais and a bacterial mutualist, Sitophilus zeamais primary endo-

symbiont (SZPE). The genome of SZPE encodes a type III secretion system, and

expression of these genes coincides with the timing of bacteriome infection within a

developing weevil (Dale et al., 2002). There is evidence that the ancestor of SZPE

was originally pathogenic, as type III secretion systems are found in a diverse range

of bacteria pathogenic to plants or animals, including Salmonella spp. and

Pseudomonas spp. (Buttner and Bonas, 2002) and are used by these pathogens to

invade the host cell (Galan and Collmer, 1999). It is likely that through the course

of evolution, SZPE has evolved to become a mutualist, but still uses the same

method to enter its host as its ancestral pathogenic bacterium did (Dale et al., 2002).

It is important to note that virulence is not necessarily a fixed characteristic of a

pathogen. Rather, virulence is often context-dependent and can be influenced by

host condition (Brown et al., 2000; Pulkkinen and Ebert, 2004), host density

(Bedhomme et al., 2005; Lively, 2006), or interactions with species at other trophic

levels (De Roode et al., 2008a). Understanding the evolution of virulence is critical

to understanding the process of host�pathogen coevolution because the magnitude

of parasite-mediated selection on host populations is a direct function of both path-

ogen prevalence, which determines the likelihood of becoming infected, and patho-

gen virulence, which determines the fitness cost of being infected.

6.2 The Process of Antagonistic Coevolution

6.2.1 Introduction to the Process of Antagonistic Coevolution

There are several factors that are thought to affect the dynamics of antagonistic coevo-

lution, including both biotic and abiotic factors. The biotic factors include the genetic

basis of host�pathogen interactions (Box 6.1) (Hamilton, 1980; Sasaki, 2000), muta-

tion and recombination rates (Gandon and Michalakis, 2002), relative generation times

of host and parasite (Lively, 1999; Gandon and Michalakis, 2002), and interactions

with other parasites. Abiotic factors include environmental productivity and barriers to

gene flow. Other factors, such as migration rate, may be a combination of biotic and
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abiotic effects (Lively, 1999; Gandon, 2002). Together, these factors may affect the

rate of coevolution, or may give either the host or pathogen an advantage over the

other. When either the host or parasite population has an evolutionary advantage over

the other, it can rapidly adapt to changes in its local coevolving partner.

6.2.2 Migration, Mutation, and Recombination

The supply of new genetic diversity plays a crucial role in shaping coevolution.

For hosts and pathogens to coevolve, there needs to be a constant input of new

alleles upon which selection can act, as one population responds to changes in the

other. Genetic diversity may be increased by mutation, recombination, or migration

rates, all of which can be affected by population size. Mutation and recombination

have the potential to generate novel genetic diversity within a population.

Migration can also introduce novel alleles if there is spatial structuring. For exam-

ple, populations are often thought to exist as metapopulations (populations divided

into discrete subpopulations), resulting from environmental factors such as differ-

ences in productivity or geographic barriers. Coevolution may then drive diver-

gence between subpopulations, as they follow different coevolutionary trajectories

(Thompson, 1999; Gomulkiewicz et al., 2000; Buckling and Rainey, 2002b). Low

rates of migration will introduce variation from one subpopulation to another but

high rates of migration might decrease genetic diversity as the metapopulation

becomes homogenized. Population size is also related to diversity: a large popula-

tion will have a higher total number of mutants and migrants than a smaller popula-

tion when the mutation and migration rates are equal; and it will also reduce the

chances of beneficial mutations being lost by drift (Gandon and Michalakis, 2002).

If mutation, recombination, migration rates, and population sizes are equivalent

between hosts and parasites, then they are predicted to coevolve together at similar

rates. An increase in any of these factors for both coevolving organisms is pre-

dicted to increase the rate of coevolution, as they will increase the genetic supply

rate, shortening the time for reciprocal adaptation to occur. It is more likely, how-

ever, that these factors will differ between host and parasite populations, giving

one of the coevolving partners an evolutionary advantage. Since parasites typically

have higher mutation, recombination, migration rates, and larger population sizes,

they can rapidly respond to changes in local host populations and are predicted to

be ahead in the coevolutionary race (Price, 1980; Ebert, 1994; Lively, 1999;

Gandon and Michalakis, 2002; Greischar and Koskella, 2007).

6.2.3 Generation Time

Generation time is also thought to be an important determinant of rate and strength

of coevolution. A shorter generation time allows favorable genotypes that have

arrived in the population by mutation, recombination, or migration to rapidly

increase in frequency (Gandon and Michalakis, 2002). In most cases parasites have

shorter generation times than their hosts. Although conventional wisdom suggests

that the coevolving partner with the fastest generation time gains an evolutionary
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advantage, theoretical predictions and empirical data suggest that this may not

always be the case (Gandon and Michalakis, 2002; Morgan and Buckling, 2006;

Greischar and Koskella, 2007). A faster generation may allow an organism to

become rapidly adapted to host, but this may come at a cost of purging the genetic

diversity of a population, if the supply of new genetic diversity is limited by low

mutation, migration, or recombination rates. If the host subsequently adapts to the

parasite, the parasite is less able to counteradapt due to its low genetic diversity.

6.2.4 Environmental and Community Context

In addition to the factors influencing the rate of population change outlined earlier,

the trajectory and outcome of host�pathogen coevolution will be strongly influ-

enced by both the community context and the abiotic environment in which it

occurs. The Geographic Mosaic theory states that coevolution is shaped by three

genetic and ecological attributes of species interactions: coevolutionary hot spots

and cold spots, whereby the intensity of reciprocal selection among populations dif-

fers; selection mosaics, whereby the structure of the interaction differs among

environments; and remixing of coevolved traits, whereby gene flow, mutation,

genetic drift, and local extinction result in a continual reshuffling of coevolved

genes among populations (Thompson, 1994, 2005). This geographic variation can

result from genetic divergence among populations and/or by differing abiotic or

biotic environments.

Among the more obvious examples of biotic factors that might influence coevo-

lution are (1) the presence of alternate host species for more generalist pathogens,

(2) the prevalence of other parasite species within a community, and (3) the pres-

ence or absence of final host species for parasites with complex life cycles or

hyperparasites (i.e., parasites that infect parasites). For example, coevolution

between polyphagous insects and their parasites is likely to be influenced by the

plant upon which the insect feeds. The plant environments may differ in regard to

chemistry, architecture, or palatability; all of which could influence the fitness of

hosts, fitness of parasites, and the interaction between them (reviewed in Cory and

Myers, 2003). Host plant environment has also been shown to influence the infec-

tivity, virulence, and transmission probability of nucleopolyhedrovirus among

island populations of western tent caterpillars, Malacosoma californicum pluviale

(Cory and Myers, 2004). A similar result was found for the interaction between

protozoan parasites, Ophryocystis elektroscirrha, and monarch butterflies, Danaus

plexippus L. across two milkweed species (De Roode et al., 2008a). Variation in

host plants is also likely to influence coevolution between bacterial pathogens and

hyperparasites, such as bacteriophage. For example, a study of phage adaptation to

natural populations of Pseudomonas syringae on horse chestnut trees suggests that

the microenvironment within the tree host (surface versus interior of leaves) deter-

mines the magnitude of phage adaptation to local bacteria (Koskella et al., 2010).

These studies emphasize that the biotic environment, in addition to the abiotic envi-

ronment, can create selection mosaics across space (Thompson, 2005).
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6.3 Testing for Host�Pathogen Coevolution

6.3.1 Introduction to Testing for Host�Pathogen Coevolution

Several different methodologies have been used to test for coevolution between

hosts and pathogens. Coevolution can be directly measured, but to successfully do

this, a system must allow for measurement of changes that have occurred through

time and testing of whether these changes can be attributed to coevolution.

Furthermore, the coevolutionary change must be rapid enough to be detected by

the chosen methodology within the timescale of the experiment. The direct mea-

surement of coevolution has been achieved in several different ways, including the

simultaneous measurement of host resistance and parasite infectivity over time and

of population genetic changes. For systems in which direct testing is not feasible,

either due to timescale or difficulty of experimental manipulation, evidence of

coevolution can be gleaned from studies of adaptation across space by studying

reciprocal adaptation of parasites and hosts from multiple populations.

6.3.2 Direct Comparisons Between Coevolving Organisms Across Time

Perhaps the most straightforward way to test for host�pathogen coevolution comes

from experimental systems in which reciprocal changes over time can be explicitly

compared. These “time-shift” experiments, as they are sometimes known (Gaba

and Ebert, 2009) have been achieved in several different ways, but are most com-

monly utilized in microbial systems. Here, we highlight how coevolution between

bacteria and bacteriophage can be measured in the laboratory.

Microbial systems are highly amenable models for the study of coevolutionary

processes (Elena and Lenski, 2003; Buckling et al., 2009). They have large popula-

tion sizes and short generation times, which allow rapid coevolution in a short

period of time: over a matter of days and weeks. Multiple populations can be kept

in a laboratory enabling easy replication of experiments, and variables of interest

can be directly manipulated while controlling for all other effects. Perhaps the key

advantage of using microbes to study coevolution is that they can be frozen and

stored in “suspended animation” at regular intervals during coevolution experi-

ments. These frozen lines give a “living fossil record” where samples from differ-

ent time points can be directly compared to show how the populations have

changed over time.

The majority of these bacteria-phage studies use lytic phage that infect a given

host bacterium, hijacking its cellular machinery and turning it into a “factory” that

produces more phage progeny inside the cell. In order for phage to “escape” the

host cell and infect other host cells, they must burst the host cell open, beginning

the cycle again. Because phages are obligate killers, there is strong selection for

bacteria to evolve resistance, and equally strong selection for counteradaptation by

the obligatory parasitic phage to infect. Lysogenic phage have also been used as

model organisms for host�pathogen evolution, and are an interesting contrast in

that they are not always obligate killers and are often vertically transmitted between
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bacterial generations. After infecting a host cell, a lysogenic phage may go down

one of two paths: either producing more copies of the phage and lysing the host

cell (as the lytic phage do) or integrating into the host genome and being transmit-

ted vertically to the next generation of the bacteria. Therefore, lysogenic phage can

be used as a model to investigate the processes that favor horizontal versus vertical

transmission and the subsequent evolution of virulence (Bull et al., 1991).

An example of how coevolution can be measured in a bacteria-lytic phage sys-

tem is illustrated by the bacterium Pseudomonas fluorescens SBW25 and the lytic

DNA phage SBW25Φ2 (Buckling and Rainey, 2002a). This system has been shown

to coevolve in the laboratory for more than 500 bacterial generations (Morgan

et al., 2005; Morgan and Buckling, 2006). The bacteria and phage (at least in the

early stages of coevolution) typically follow a gene-for-gene model (GFGM) of

coevolutionary interaction, where the bacteria and phage evolve to become ever-

more resistant and infective respectively to a wider range of genotypes (Buckling

and Rainey, 2002a).

To measure coevolution during the course of an experiment, samples of bacteria

and phage are frozen and stored at regular intervals. After the specified period of

coevolution, bacterial colonies are isolated from each of the frozen samples. These

colonies are streaked on an agar plate across samples of a population of phage iso-

lated from either (1) a time point before the focal bacteria was isolated, (2) the

same time point as the focal bacteria, or (3) a time point after the focal bacteria.

After incubation, the bacterial colonies are scored as either sensitive or resistant to

phage depending on ability to grow over the phage zone. As coevolution in these

experiments is typically escalatory, the majority of colonies in a population are

resistant to phage from previous time points, an intermediate number of colonies

are resistant to phage from the same time point, and colonies are mostly susceptible

to phage from later time points. This gives a negative change for the proportion of

bacteria resistant to phage through time as shown in Box 6.2. The steepness of the

slopes indicates the rate of coevolution, with steeper slopes indicating that coevolu-

tionary change is occurring more rapidly (Buckling and Rainey, 2002a; Brockhurst

et al., 2003). This allows for a comparison between different factors that may affect

the rate of coevolution, such as mutation rate (Morgan et al., in press).

Another way to compare the rates of coevolution between populations of

P. fluorescens and SBW25Φ2 is to measure resistance and infectivity ranges.

Because coevolution is directional in the early stages and the bacteria and phage

become more resistant and infective to a wider range of genotypes, they follow a

predictable trajectory. Therefore, bacteria and phage from faster coevolving popula-

tions will have wider resistance and infectivity ranges as they will be further along

this trajectory than slower coevolving populations (Buckling and Rainey, 2002a). To

determine resistance and infectivity ranges in the P. fluorescens�SBW25Φ2 system,

bacterial colonies from each population are streaked across phage from the same

time point but from all the different populations. This gives an average measure of

resistance of the bacterial population to all the phage and the infectivity for all phage

populations on the bacteria. Typically comparisons are between different treatments

where a factor that is predicted to change the rate of coevolution, such as migration
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rate (Morgan et al., 2005; Morgan et al., 2007) or generation time (Morgan and

Buckling, 2006), is manipulated. In this case multiple replicates are used for each

treatment, and the resistance of each replicate population of bacteria is measured

against all phage replicates from all replicate populations and all treatments.

As an example of a time-shift experiment from the field, an eloquent study by

Decaestecker et al. (2007) took sediment cores from a pond that contained dormant

eggs of the waterflea Daphnia magna and dormant isolates of one of its parasites,

the bacterium Pasteuria ramosa. These sediments contained about 39 years of

coevolutionary history preserved in a sequential “living fossil record,” which is

Box 6.2 Rates of Coevolution Between the Bacterium Pseudomonas
fluorescens SBW25 and Phage SBW25Φ2
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This figure shows a stylized example of the typical relationship between

the resistance of bacteria to phage from different time points, thus indicating

the rate of coevolution. All lines represent a single bacterial population, but

are broken up into time points whereby each separate symbol represents the

bacteria from a corresponding time point. The three points on each line (from

left to right) represents the resistance of bacteria from one particular time

point to phage from the same population but from the (1) previous time point,

(2) same time point the bacteria under test were isolated from, and (3) next

time point. Therefore, the lines show a negative slope as the infectivity of the

phage has increased through time. The steepness of the slope indicates the

rate of change through time and so consequently the rate of coevolution.

The graph also illustrates how bacterial resistance increases through time.

Where there are two data points at the same point in time, the bacteria from

two time points (two different data lines) are being compared on the same

phage from one point in time (i.e., the contemporory phage for bacteria from

one point in time is the past phage for the bacteria from the subsequent point

in time). In this graph the bacteria always have higher resistance to a phage

population from a particular time point than bacteria from the previous

time point, so we can conclude that the bacteria has evolved increased resis-

tance through time.
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effectively the same as bacteria and phage being stored in the freezer during coevo-

lution experiments, yet over a much longer time scale. The authors examined the

resistance of Daphnia to the parasites from one layer below (past), the same layer

(contemporary), and the layer above (future). Contemporary parasites were found

to be more infective than the past and future parasites, which was consistent with

the matching alleles model (MAM) of Red Queen coevolution.

6.3.3 Measuring Genetic Change

In a coevolving system, genotypes of hosts and pathogen will change in frequency

through time, as one responds to selection imposed by the other. Molecular methods

can enable the measurement of genetic change over time, and give an indication of

whether molecular evolution is influenced by the process of coevolution. In a recent

study with the P. fluorescens�SBW25Φ2 bacteria-phage system, Paterson and col-

leagues (2010) allowed phage populations to experimentally evolve in the presence

of either (1) coevolving bacterial host populations or (2) static, nonevolving bacterial

populations, in which the bacteria was continually discarded and replaced with the

ancestral strain. After, 24 days, the entire genome of each phage line was sequenced.

The genome of SBW25Φ2 is approximately only 40 kbp long, which is 100 times

smaller than the genome of E. coli, allowing for rapid sequencing and analysis. The

authors then compared the number of nonsynonymous mutations in the coevolved

and evolved phage, relative to the ancestor and found that coevolved phage had dou-

ble the genetic divergence from the ancestor than the evolved phage; the coevolved

phage had more mutated sites than the evolved phage; and there was more genetic

divergence between populations of the coevolved lines than populations of the

evolved phage. The results clearly show that coevolution, relative to directional evo-

lution, leads to increased genetic divergence between populations and, ultimately, to

the maintenance of genetic variation over space and time.

6.3.4 Pathogen-Mediated Rare Host Advantage

In 1949, Haldane suggested that parasites could be a significant evolutionary force,

as they are under selection to infect the most common genotypes in a host popula-

tion, thereby giving a fitness advantage to rare host genotypes. Specifically, when a

host genotype is common in a population, any parasite able to infect that genotype

will have a large fitness advantage, and will thus increase in frequency over time

(Jaenike, 1978; Hamilton, 1980; Hutson and Law, 1981; Bell, 1982). This will, in

turn, lead to a decrease in the frequency of the susceptible host genotype and a sub-

sequent decrease in the corresponding parasite genotype, further driving popula-

tions apart via parasite-mediated selection. Although this hypothesis has fueled a

good deal of theoretical investigation (Clarke, 1976; Hutson and Law, 1981;

Bremermann and Fiedler, 1985; Hamilton, 1993), there have been relatively few

empirical tests of host rare advantage (Dybdahl and Lively, 1998; Little and Ebert,

1999; Stahl et al., 1999; Koskella and Lively, 2009; Wolinska and Spaak, 2009).

A key feature of Red Queen dynamics is the time lag between the rise in frequency
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of a recently rare and resistant host genotype and the subsequent chance introduc-

tion of a matching parasite genotype via migration, mutation, or recombination.

Once introduced, this parasite would realize a significant fitness advantage and,

after a time lag, drives down the frequency of its host in the population. This time

lag (or phase difference) is essential for driving oscillatory dynamics and has there-

fore been the focus of much theoretical work (Hutson and Law, 1981).

Parasite-mediated negative frequency-dependent dynamics can be tested

directly, using either an experimental evolution approach or a time-shift experi-

ment. The process can also be examined indirectly by following infection dynamics

over time in natural populations. One system that has proven ideal for these meth-

ods is the New Zealand mudsnail, Potymopyrgus antipodarum, and its trematode

parasite, Microphallus sp. Upon successful infection, the trematode sterilizes, but

does not kill, its snail host. Instead, the parasite reproduces within the snail and

remains there, as metacercaria, until the snail is eaten by a duck, the trematode’s

final host. Given the parasite’s high virulence (as a sterilized host has zero repro-

ductive fitness), and thus strong potential as a selective agent, the lack of direct

horizontal transmission and the relatively short generation times, this system is

amenable to experimental coevolution methods in the laboratory. For example, a

recent experiment, in which artificial populations of snails were evolved (1) with

coevolving parasites, (2) with parasites that were lagged behind by one host genera-

tion, or (3) the absence of the trematode parasites, showed evidence for time lagged

tracking of host populations by local parasites. After only six host generations,

there was evidence for reciprocal change in both the host and the parasite popula-

tions, and hosts were found to be more resistant to parasites that were lagged

behind than they were to coevolving parasites (Koskella and Lively, 2007).

This result was then followed up with a direct test of whether parasites were dis-

proportionately infecting common host genotypes, thereby giving rare host genotypes

a fitness advantage (Koskella and Lively, 2009). The genes involved in determining

infection for this system are unknown, but the asexual reproductive mode of the snail

means that any infection alleles will be necessarily linked to neutral allozyme mar-

kers. By comparing genotype frequencies of each experimental population across

three time points, the start, midpoint, and end of the experiment, the authors were

able to demonstrate that the initially common clone declined in frequency over time

in the presence, but not in the absence, of parasites. These results are consistent with

negative frequency-dependent dynamics, as predicted under the MAM of coevolution

and support previous evidence, from the field, that the trematode can impose strong

selection on host populations (Lively, 1989) and maintain host genetic diversity over

time via rare advantage (Dybdahl and Lively, 1995; Jokela et al., 2009).

There have also been a number of key studies from Daphnia and their parasites

that have directly measured the change in frequency of host and/or pathogen geno-

types under both experimental (Capaul and Ebert, 2003) and field conditions

(Duncan and Little, 2007; Duffy et al., 2008; Wolinska and Spaak, 2009). Daphnia

has been used as a model host organism to examine coevolution with a number of

different naturally occurring parasites (Ebert, 2008). In one study, genotypic compo-

sitions of natural D. magna populations were compared before and after epidemics of
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the bacterial pathogen Pasteuria ramosa. Resistant host genotypes were found to

dominate the population after the parasite epidemic. Also, parasitism temporarily

decreased genetic diversity within a population, as all susceptible genotypes were

wiped out (Duncan and Little, 2007). Another elegant coevolution study used the

Daphnia galeata x hyalina x cucullata species complex to investigate negative fre-

quency-dependent selection imposed by four of its common parasites: a protozoan, a

fungal-like oomycete, and two bacterial species (Wolinska and Spaak, 2009). The

authors tracked changes in host genotypes through time across natural lake popula-

tions using allozyme analysis. By comparing these changes with dynamics in popula-

tions where no infections were found, the authors show that, on average, the most

common host genotype was underinfected by parasites. This indicated that the host

had an evolutionary advantage, which the authors suggested could be because hosts

can migrate between lakes via birds transporting their eggs, while the parasites could

not. Secondly, it was found that in most cases the common genotype declined

through time in the presence of parasites, but not in the populations without parasites,

clearly demonstrating parasite-mediated, negative frequency-dependent selection.

6.3.5 Pathogen Local Adaptation

“Red Queen” dynamics are considered to be one of the major driving forces of

pathogen local adaptation (LA), defined as either (1) the better performance of a

local parasite on its local host compared to other, allopatric parasites or (2) the bet-

ter performance of a parasite on its local host compared to its performance on

other, allopatric hosts (Parker, 1985, 1989; Roy, 1998; Kawecki and Ebert, 2004;

Morgan et al., 2005). A host genotype that is common in one population, and thus

being targeted by local parasites, is unlikely to be also common in another at a

given point in time. However, since parasites are lagged in their tracking of host

genotypes (i.e., are always responding to changes in the host population), it is pre-

dicted that parasites will occasionally be locally maladapted and thus do better on a

population of allopatric hosts (Morand et al., 1996). For many systems it is diffi-

cult, if not impossible, to measure coevolutionary change through time. Therefore,

it is often easier to study the outcome, consequences, or signatures of coevolution

rather than the process itself. Pathogen LA, as a signature of coevolution, is rela-

tively easy to measure, and can be examined over space (i.e., across multiple popu-

lations) as a way to understand what is likely happening over time.

The degree of parasite LA is essentially a measure of the strength of

host�parasite coevolution. Parasites which are more closely able to track local host

populations, and thus drive changes in local host dynamics, are expected to do bet-

ter on their own hosts than they would on a randomly picked allopatric host source.

The absence of LA, however, can be interpreted in one of three ways: first, that

parasites are not currently successful in tracking the host population; second, that

hosts are ahead in the coevolutionary game and responding to selection more effec-

tively; or third, that coevolution is not occurring, or is weak, in that host�parasite

population (i.e., that the population is acting as a coevolutionary cold spot;

Thompson, 1994). As predicted, parasites are often found to be locally adapted to
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host populations (reviewed in Kaltz and Shykoff, 1998; Greischar and Koskella,

2007; Hoeksema and Forde, 2008), suggesting that coevolutionary dynamics are

driving population divergence in many natural systems. However, there are also

many cases in which parasites are found to be maladapted, indicating that hosts can

often be ahead in the coevolutionary battle.

6.4 Implications of Coevolution

6.4.1 Diversification and Speciation

Host�pathogen coevolution may cause rapid divergence between populations that

are isolated or have minimal levels of migration between them (Thompson, 1999).

Hosts and pathogens impose strong selection pressures upon each other, so

host�pathogen coevolution happens relatively quickly in evolutionary time and

represents an interesting case in which ecological and evolutionary timescales

might overlap. By chance, different populations will follow divergent trajectories

(Thompson, 1999), so different hosts and pathogens may dominate separate popula-

tions. In one study, coevolving populations of bacteria and bacteriophage were

found to have higher allopatric diversity relative to control populations (Buckling

and Rainey, 2002b). Such rapid between-population divergence is a prerequisite of

local adaptation (LA), as populations must be different for differential performance

of hosts and pathogens (Gandon et al., 1996; Lively, 1999; Gandon, 2002; Gandon

and Michalakis, 2002; Kawecki and Ebert, 2004; Morgan and Buckling, 2006).

Ultimately, populations of hosts and pathogens may diverge so much that they

become separate species. Although there is good evidence that host�pathogen

coevolution can lead to sympatric diversification and speciation of parasites (e.g.,

following a host shift; Weiblen and Bush, 2002; Zietara and Lumme, 2002;

Sorenson et al., 2003), no direct evidence that host�parasite coevolution has

caused host speciation exists. Several studies have shown that the phylogenies of

hosts and parasites are congruent, suggesting cospeciation over time (Hafner and

Nadler, 1988; Hafner and Page, 1995; Storfer et al., 2007; Shafer et al., 2009).

6.4.2 The Maintenance of Genetic Diversity

The evolution and maintenance of sex is a central theoretical problem in biology.

This is because there is a “cost of males,” who do not produce offspring them-

selves. Therefore, an asexual female would be able to produce twice as many

reproducing offspring as a sexual female, and sexual reproduction should be

severely disadvantageous (Maynard Smith, 1978; Hurst and Peck, 1996). Despite

the high theoretical cost of sex, which is high, most eukaryotes are still sexual.

Several theories have been suggested to explain why sexual reproduction is

retained. Some simply suggest that it is physically impossible to revert back to

asexuality, as sex may be an integral part of the organism’s development, as for

example, meiosis in ciliates allows an escape from senescence (Bell, 1988); or the
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benefits of male care outweigh the costs (Maynard Smith, 1997). One of the two

major explanations is that the recombination associated with sexual reproduction

purges deleterious mutations and reverses “Muller’s Ratchet” (Kondrashov, 1988;

De Visser et al., 1996). The other, the Red Queen hypothesis, is that parasites play

a role in the maintenance of sex by selecting for rare or novel genotypes (Hamilton

et al., 1990; Lively et al., 1990; Peters and Lively, 1999; Salathe et al., 2008).

Sexual recombination brings together genes from two genomes and can create or

recreate rare/novel genotypes. This allows the host to constantly change every gen-

eration and “keep up” with a rapidly evolving parasite. In addition to the evidence

for parasite-mediated rare advantage discussed earlier in the chapter, there is direct

evidence for increased meiotic recombination within experimental populations of

the red flour beetle Tribolium castaneum in the presence of a parasitic microspori-

dian (Fischer and Schmid-Hempel, 2005).

Like sex, a high mutation rate may also introduce the required genotypic diver-

sity to allow a host to keep up with a rapidly evolving parasite. Although an ele-

vated mutation rate is typically disadvantageous when an organism is adapted to its

environment (as deleterious mutations will outweigh beneficial mutations), it may

be advantageous when an organism is in a new or changing environment (Giraud

et al., 2001). For hosts, a parasite may act as a constantly changing environment,

and thus a host with a higher mutation rate might benefit. This has been supported

by an experimental evolution study that showed laboratory populations of bacteria

were more likely to evolve a higher mutation rate, in the order of 50�100 times

higher, when coevolving with phage than populations that were not exposed to

phage. The mutations that conferred a higher mutation rate in genes were involved

in the DNA repair pathway (Pal et al., 2007).

6.5 Summary/Future Outlook

Host�pathogen coevolution is a critical and rapidly paced evolutionary force, shap-

ing both the diversity and population structure of hosts and their pathogens.

Coevolution has been demonstrated in a diverse set of host�parasite systems and,

due to the ubiquity of parasites, it is likely to be very widespread across ecosystems.

Although there is a large body of literature on host�pathogen coevolution, there are

still several open questions in need of empirical investigation. For example, the ques-

tion of what makes a pathogen more virulent, instead of mutualistic, is far from being

resolved. The commonly known trade-off model of the evolution of virulence is con-

tested by some researchers (Ebert and Bull, 2003), but there is little evidence sup-

porting alternative hypotheses. Another open question is why some pathogens evolve

to be specialists and others to be generalists. Again, there is thought to be a trade-off

underlying the polymorphism in pathogen strategies whereby pathogen specialization

allows for increased infectivity on a given host but decreased infectivity at the com-

munity level (Wilson and Yoshimura, 1994; Regoes et al., 2000).

Perhaps the largest and most important open questions are regarding how human

activity impacts host�pathogen coevolution. It remains to be determined whether
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knowledge of host�pathogen interactions can be beneficially applied to manipulate

the outcome of coevolution. For example, theory and empirical evidence has shown

that migration, particularly asymmetric migration of host and pathogen, can radically

alter host resistance and pathogen virulence (Lively, 1999; Gandon, 2002; Morgan

et al., 2005; Morgan et al., 2007). Recent centuries have seen increased movement of

humans over greater distances, especially with the advent of air travel. With them

have traveled their pathogens, pathogens of animals and plants, and animal and plant

hosts. How this movement has impacted on the evolution of disease of humans, and

diseases in natural ecosystems and economically important animals and crops, has

received little investigation so far. For example, we need to understand how parasites

influence species invasions (Tompkins et al., 2003; Prenter et al., 2004; Torchin and

Mitchell, 2004) and how host shifts might change parasite virulence and transmission

(Antonovics et al., 2002; López-Villavicencio et al., 2005; Duffy et al., 2007).

However, human intervention could deliberately alter host�pathogen coevolution

in favor of one of the coevolving organisms. For example, when using pathogens as

biocontrol agents to kill pests in agriculture, it may be advantageous to manipulate

coevolution, such as increasing migration, to tilt the balance in favor of the pathogen,

and away from the host pest. The medical field could also use knowledge of coevolu-

tion to reduce the effects of disease. For example, bacteriophage have been suggested

as an alternative to antibiotics in treating bacterial infections (Levin and Bull, 2004;

Wright et al., 2009). The advantage that bacteriophage have over antibiotics is that

they can evolve to overcome resistance, whereas once a bacterium becomes resistant

to an antibiotic, it is no longer of use. In this case, knowledge of the evolutionary the-

ory behind host�pathogen coevolution could tip the evolutionary advantage toward

the bacteriophage. Similarly, coevolutionary theory could be used to alter the outcome

of coevolution in favor of the host in halting the spread of disease. Thus, the area

where knowledge and manipulation of coevolution could have its most dramatic appli-

cation is within the medical field. The approach has been dubbed “Darwinian

Medicine” and has received a lot of attention since the late 1990s (Williams, 2010).

Indeed it has been suggested that all medics should be obliged to study evolution

(Nesse et al., 2010). To parasitize the famous phrase from Dobzhansky (1973), we

suggest that “no disease makes sense except in the light of coevolution.”
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7.1 Introduction

A major aspect of human evolutionary biology consists of disentangling origins

and migrations. To this aim, human population genetics has been directly investi-

gated using polymorphic markers such as proteins, mitochondrial DNA (mtDNA),

Y-chromosome, microsatellites, or single nucleotide polymorphisms (SNPs) (see

Cavalli-Sforza, 1998; Cavalli-Sforza and Feldman, 2003, for reviews). These stud-

ies, combined to morphologic, anthropologic, and linguistic ones, have led to the

formulation of a standard model of modern human evolution. This theory advocates

that humans originated in East Africa and dispersed first throughout much of

Africa B100,000�150,000 years ago and subsequently—between 60,000 and

40,000 years—into Asia and then Europe (Cavalli-Sforza and Feldman, 2003).

However, recent genetic analyses suggested that the out of Africa was more recent than

expected, i.e., 60,000 years ago. The settlements of the Americas and Oceania seemed

to occur later through several migrations out of Asia (Eshleman et al., 2003; Hurles

et al., 2003). These successive waves of migrations resulted in a relatively low genetic

diversity within modern human populations and in a decrease of genetic diversity from

the horn of Africa. The genetic differentiation increases with geographic distances fol-

lowing an isolation by distance (IBD) model, but remains low (Fst , 2%). Therefore,

human genetic studies are often weakly resolved and moderately informative

(Prugnolle et al., 2005; Ramachandran et al., 2005; Liu et al., 2006).

As stated earlier, the use of human genetic markers has contributed to the under-

standing of human evolution but has also failed to elucidate some recent features.

Several issues still remain controversial such as the timing, source, and number of

migrations to America (O’Rourke and Raff, 2010) and to Oceania (Moodley et al.,

2009). In addition, relationships between closely related populations are difficult to

decipher because of their too-recent divergence. Indeed, direct inference of human
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evolutionary history is limited because of the low genetic variability due to the strong

genetic bottlenecks that humans were subjected to during migrations. Other techni-

ques such as microsatellites or SNPs, supposedly more variable than other markers,

also present technical limitations to resolve human migrations (Wirth et al., 2004).

To overcome these hindrances, an alternative is to focus on human pathogens

since they have coevolved with humans and reflect their evolutionary histories

(Wirth et al., 2005). Pathogens present generally higher mutation rates and shorter

generation times than humans (Whiteman and Parker, 2005). Thus, their popula-

tions are more diversified genetically, making the study of their population struc-

ture more informative than that of human ones. However, not all microbes are

good candidates to infer host evolution and their efficacy depends on several fac-

tors (Whiteman and Parker, 2005). In addition, the choice of the pathogen will also

be influenced by the timescale of the study (Nieberding and Olivieri, 2007).

Several pathogens have proven their usefulness in deciphering humans migra-

tions and origins (Wirth et al., 2005). In particular, their study allows the distinc-

tion between closely related groups of humans, which previously was not directly

possible, due to a lack of resolution of markers and/or a sampling failure for

instance (Wirth et al., 2004; Moodley et al., 2009). In this review, after a brief sec-

tion on some advantages and disadvantages of pathogens in the context of human

host history inference, we shall illustrate pathogen utility with some relevant exam-

ples that pointed out congruence or discrepancies with human migratory history.

7.2 Using Pathogens as Genetic Tracers for Host History

Parasites have often been used to infer their host evolutionary history (Whiteman

and Parker, 2005), usually using phylogeographical analyses, due to their narrow

relationships with their hosts as well as their generally higher levels of genetic

diversity. However, even if both protagonists share a common history, their geneal-

ogies are not necessarily similar (Holmes, 2004; Nieberding and Olivieri, 2007)

and several evolutionary mechanisms can lead to identical gene trees (Rannala and

Michalakis, 2003). Therefore, microbes have to be carefully chosen to be relevant

in this context, some pathogen traits being of particular importance to correctly

infer host history. Crucial features and parameters that will determine their useful-

ness are degree of intimacy with host species and mode of transmission, as well as

mutation and recombination rates (Rannala and Michalakis, 2003; Whiteman and

Parker, 2005; Nieberding and Olivieri, 2007).

First of all, parasites without any secondary hosts or free-living stages are pref-

erable for those with complex life cycles that may evolve independently from the

host of interest (Nieberding and Olivieri, 2007). Also, pathogens are more relevant

to infer host history if they are persistent and transmitted vertically (from parents to

children). When pathogens are transmitted through an epidemic, their population

structure tends to reflect their own demographic history (frequent bottlenecks fol-

lowed by rapid expansions) than those of their host (Holmes, 2004). However, low

rates of horizontal transmission, if occurring within and not among divergent
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populations, in parallel with vertical transmission, will not lead to incongruence

between parasite and host trees (Wirth et al., 2005; Nieberding and Olivieri, 2007).

Therefore, in the selection of a pathogen species as an inferential tool, one has to

know its life cycle and mode of transmission, which can be achieved by means of

ecologic surveys, experimentations, and within-family studies (Schwarz et al.,

2008).

The rate of molecular evolution also greatly determines the efficacy of microbes

as tracers. If the mutation rate is too low, the resolution of phylogenies can be

crude and recent events may not be detected due to a lack of signal. Thus, in such

cases, the use of parasites to infer host genealogies is not obvious. The opposite is

also questionable: with a mutation rate that is too high, one can overlook informa-

tion due to saturation at informative sites and homoplasy. In addition, depending

on the mutation rate of their DNA, studies of pathogens give insight on past or

recent events in their host histories. A wrong estimation of the mutation rate may

lead to misinterpretations.

Another important parameter is the recombination rate. Indeed, recombination,

even at a low rate, leads to intermediate genotypes, larger terminal branches, and

an underestimation of the time to the most recent common ancestor (MRCA)

(Schierup and Hein, 2000). However, recombination generally occurs between

related populations which permits the maintenance of the genetic structure even if

the signal is weaker. Several methods are now available to estimate the recombina-

tion rate (see, e.g., Martin et al., 2005) including coalescent and Monte Carlo-based

simulation methods (Gibbs et al., 2000; Nielsen, 2000; Worobey, 2001; McVean

et al., 2002). Otherwise, the homoplasy test (Maynard Smith and Smith, 1998) or

the compatibility matrices test (Jakobsen and Easteal, 1996) detect and estimate the

frequency of recombination events (see, e.g., Achtman et al., 1999). When evidence

of recombination is found, other approaches such as a Bayesian clustering method,

which can deal with recombination, are preferable.

Finally, selection can also dramatically reduce the reliability of molecular phy-

logenies since populations can be clustered together because they are under identi-

cal selection regimes despite the distinct histories they present (see Wirth et al.,

2005, for a comparison of phylogenies based on neutral sequences and on

sequences under selection). Another illustration can be found in a study by Devi

et al. (2006) in which H. pylori population structure has been investigated from

housekeeping genes and the cag pathogenecity island (cagPAI), which is under

selective pressure. In this study, all Peruvian strains harbored a “western” type

cagPAI, suggesting a European origin, while the analysis based on the housekeep-

ing genes revealed that some clustered with the hpAmerind population (see later),

suggesting an Asian origin for these strains. Hence, an analysis based on cagPAI

only would not include all information. Selection can be detected in protein-coding

genes by comparing the number of nonsynonymous amino acid changes (dN) with

the number of synonymous amino acid changes (dS) with standard (DNASP) or more

sophisticated (phylogenetic analysis by maximum likelihood [PAML]) tools. If the

ratio dN/dS is equal to 1, the gene is under neutral evolution while if it is different

from 1, the gene is either under purifying (,1) or directional (.1) selection.
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To overcome some of these discrepancies (such as mutation and recombination

rates or selection), reconstructing phylogenies from several genes is preferable.

Incongruence among individual gene signals can be tested with the partition homo-

geneity test (Farris et al., 1994). When this test reveals homogeneity among data-

sets, the different genes can be concatenated. In addition, to confirm pathogen

efficiency to infer host evolutionary history, it would be advisable to directly com-

pare host and pathogen phylogenies by collecting data from the same material.

7.3 Candidates

7.3.1 Bacteria

Helicobacter pylori

The ubiquitous bacterium H. pylori has been shown to be a powerful tracer of

human population structure (Falush et al., 2003; Wirth et al., 2004) and it is one of

the most studied pathogens in human history inferences. H. pylori is a Gram-

negative bacteria that infects human stomachs and is associated with gastrointesti-

nal diseases such as gastritis, ulcers, or cancers although infections are mostly

benign (Dunn et al., 1997). Prevalence of the infection exceeds 50% of the human

population but decreases in industrialized countries (Dunn et al., 1997; Schwarz

et al., 2008). Until recently, H. pylori was thought to be mainly transmitted verti-

cally during childhood (Suerbaum et al., 1998; Suerbaum and Michetti, 2002; Kivi

et al., 2003). However, recent investigations on the transmission of this bacterium

in both developed and developing countries revealed that horizontal transmission

might not be negligible and might depend on socioeconomic status (Delport et al.,

2006; Schwarz et al., 2008). Mixed infections of H. pylori are not rare but gener-

ally involve one dominant strain (Raymond et al., 2004; Delport et al., 2006;

Schwarz et al., 2008). This bacterium species shows an unusually high level of

genetic diversity which may result from a combination of high mutation rates, fre-

quent recombination events, and a continuous acquisition of new strains (Achtman

et al., 1999; Kraft and Suerbaum, 2005; Delport et al., 2006; Kraft et al., 2006).

Falush et al. (2001) implemented a Bayesian model to estimate the mutation and

the recombination rates from 10 gene fragments. They estimated the rates to be

less than 43 1025 and around 73 1025 respectively. H. pylori appeared to

be nearly panmictic (Suerbaum et al., 1998) although several studies revealed phy-

logeographical differences. This apparent contradiction could be explained by fre-

quent recombinations between geographically related strains so that the population

structure can be maintained (Delport et al., 2006).

The suggestion that H. pylori has coevolved with humans and that its population

structure reflects human migrations was first reported in studies that investigated

the genetic differences between bacterial populations from distinct areas (Achtman

et al., 1999; Covacci et al., 1999). Since then, several studies allowed a fine timing

of the relationships between H. pylori and humans and the elucidation of ancient

human migrations. Linz et al. (2007) documented a linear relationship between

176 Genetics and Evolution of Infectious Diseases



geographic distance from Africa and the microbial genetic diversity. IBD patterns

was also observed both at a global and a local (European) scale. Similar correla-

tions were obtained in humans, highlighting an intimate association between

H. pylori and humans over a long period of time. Ramachandran et al. (2005)

observed, in addition to such an IBD pattern, a decrease in the expected heterozy-

gosity (estimated from 783 microsatellite loci) with distance from Addis Ababa.

Using simulations, the authors evidenced that this pattern can be explained by

serial founder effects starting at a single origin, thus confirming sequential waves

of migration during modern human history. Linz et al. (2007) also investigated the

origin and demography of H. pylori by means of demographically explicit genetic

simulations. Three alternative scenarios were tested for the origin of H. pylori:

an East African, a South African, and an East Asian origin. The best model (based

on the proportion of total variance explained by the model and the Akaike informa-

tion criterion) argued in favor of an East African origin. The simulations also indi-

cated that H. pylori spread from Africa about 58,000 years ago, which is consistent

with the dating of human migrations out of Africa (Liu et al., 2006) and suggests

that humans were already infected before their initial migrations (Linz et al., 2007).

Linz et al. (2007) concluded that all these parallels between bacteria and humans,

observed at both global and local scales, reflect an expansion of H. pylori via

ancient human migrations and genetic admixture after horizontal transmission or

through recent migrations.

Using Bayesian clustering analyses performed on concatenated sequences from

seven housekeeping gene fragments and one virulence gene, H. pylori from a

global sample split into seven populations and subpopulations characterized by

clear geographical distributions reflected in their name: hpAfrica1 subdivided into

two subpopulations, hspWAfrica and hspSAfrica; hpAfrica2; hpEastAsia contain-

ing hspAmerind, hspEAsia, and hspMaori subpopulations; and hpEurope (Falush

et al., 2003). Later on, three additional populations, hpAsia2 and hpNEAfrica (Linz

et al., 2007) and hpSahul (Moodley et al., 2009) were described using extended

datasets. All these populations and subpopulations are derived from six ancestral

populations (Ancestral Africa1, Ancestral Africa2, Ancestral East Asia, Ancestral

Europe1 [AE1], Ancestral Europe2 [AE2], and Ancestral Sahul; Falush et al.,

2003; Linz et al., 2007; Moodley et al., 2009). The geographical distribution and

genetic relationships between these populations are consistent with the classical

model of human migrations (i.e., two subsequent waves of migration from Africa

into Asia and Europe and a colonization of America from Asia through the Bering

Strait and more recently from Europe) (Falush et al., 2003; Figure 7.1).

The division of the hpEurope population into subpopulations failed. This is

probably due to its complex history, namely colonization by several independent

waves of migration of genetically distinct populations. This is supported by the

observation of two opposite clines, namely AE1 and AE2 within European popula-

tions that correlated with the first two principle components of European human

diversity (Falush et al., 2003; Linz et al., 2007).

Hence, the geographical and genetic structures of H. pylori populations at a

global scale are consistent with ancient human migrations. These studies are
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Figure 7.1 (A) Neighbor-joining tree of 769 concatenated sequences from H. pylori strains.

Colors indicate the population assignment of each strain into one of the nine subpopulations

defined by the Bayesian clustering analysis in Linz et al. (2007): hpAfrica, hspSAfrica,

hspWAfrica, hpNEAfrica, hpEurope, hpAsia2, hspAmerind, hspMaori, and hspEasia.

(B) Geographical distribution of the nine H. pylori subpopulations. At each sampling

location, the proportion of strains assigned to different bacterial subpopulations are

represented by pie charts. (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this book.)

Source: From Linz et al. (2007).
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congruent with the accepted human history scenario but do not necessarily supply

more information than former human genetic studies. However, the seminal study

of Falush et al. (2003) on H. pylori populations clearly showed that its spread could

be attributed to human migrations. They initiated a series of studies that provided

evidence of the usefulness of this bacterium species to infer global and small scale

evolutionary history of their host. We describe hereunder the main results gathered

from some of these studies that improved our understanding of human population

structure. Most of these studies are based on the same seven housekeeping gene

fragments and implemented their own data in addition of those available on the

H. pylori multilocus sequence typing (MLST) database. Unless we precise it, the

results we relate below are based on these gene fragments and Bayesian clustering

methods and phylogenetic analyses.

One of the most devious human settling is that of the Pacific. Several scenarios

have been suggested depending on the evidence (archaeological, linguistic, or

genetic; see Gray et al., 2009 for a description of the main models) but, until

recently, the details have remained unclear. Recently, H. pylori isolates from native

inhabitants in Taiwan, Papua New Guinea, New Caledonia, and Australia allowed

the clarification of Pacific settlement and supplied proof of the utility of this bacte-

rium species to infer host history (Moodley et al., 2009). This study advocates, for

the Pacific peopling via two major waves of migration: the first one, from Asia to

New Guinea and Australia, which was accompanied by hpSahul strains and

occurred 31,000�37,000 years ago and the second one, from Taiwan through the

Pacific 5,000 years ago, which led to the Austronesian expansion and hspMaori dis-

persal (Figure 7.2). Interestingly, these results are consistent with another study

that aimed at testing Austronesian expansion using language phylogenies (Gray

et al., 2009; Renfrew, 2009). With a large dataset based on language similarities

(400 Austronesian languages) and Bayesian phylogenetic methods, Gray et al.

(2009) resolved the peopling of the Pacific by Austronesian speakers. Like

Moodley et al. (2009) in the genetic study, Gray et al. (2009) observed that

Austronesian people originated from Taiwan B5,200 years ago. The linguistic

study also described several expansion pulses and pauses after the first migration

from Taiwan that led to the actual distribution of Pacific people (Gray et al., 2009;

Figure 7.2).

Another attractive aspect of H. pylori is that its population structure reflects

human history at a local or fine scale (Wirth et al., 2004; Linz et al., 2007; Latifi-

Navid et al., 2010). For instance, Wirth et al. (2004) were able to detect differences

in population genetic structure of H. pylori from Ladakhi Buddhists and Muslims,

two major ethnic groups in Ladakh socially separated in this province since 500 to

1,000 years ago due to cultural and religious differences. The H. pylori isolates

from the two ethnic groups presented different ancestries: while isolates from

Buddhists derived from AE1 and Ancestral East Asia populations, isolates from

Muslims mostly derived from AE1 and a few strains from AE2. Therefore,

Buddhism was introduced in Ladakh by Tibetans (carrying hpEastAsia bacteria)

into an ancestral Ladakhi population (carrying AE1 bacteria) and Islamism by a

few people carrying AE2 bacteria (Wirth et al., 2004). Altogether, these results
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reflect cultural differences and the recent history of population movements in

Ladakh, which were not detectable with classical human markers (microsatellites

and the mitochondrial D-loop). In the same vein, Latifi-Navid et al. (2010)

observed ethnic and geographic differences in H. pylori isolates from Iranian

patients from seven ethnic groups. Using the Bayesian clustering method, Iranian

H. pylori isolates fall into the hpEurope population and are derived from AE1 and

AE2. However, at the population level, most of Iranian and European populations

were genetically differentiated. A neighbor-joining tree based on pairwise Fst

revealed that H. pylori isolated from the different Iranian populations were not

clustered together but clustered with strains isolated (ethnically or geographically)

from nearby countries reflecting historical contacts during the past 2,000 years

(Latifi-Navid et al., 2010). Thus, the Iranian-Arab population, which reached Iran

during the Islamic conquest of Persia in the seventh century, was close to the
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Palestinian and Israeli isolates; two populations from West Central Iran were close

to Turkish strains, probably reflecting contacts with Turks during the Ottoman

Empire and, later, two populations from the northeastern part of Iran were close to

isolates from Uzbekistan, which could be the consequence of contacts during the

fight for the control of the region between Uzbeks and Iranians in the sixteenth

century (Latifi-Navid et al., 2010).

Other studies focused on even finer scales. Either within areas that have compli-

cated history because of their localization, at the boundaries of several continents,

or where multiple ethnic groups were present. For instance, investigations on

H. pylori isolated from the three major ethnic groups in Malaysia (Chinese,

Indians, and Malays), revealed a common origin of Malaysian Indian and Malay

strains, which was different from that of Chinese isolates (Tay et al., 2009). The

authors observed that most Indian isolates clustered within the hpAsia2 population

and most Chinese within the hspEAsia population. In contrast, Malay strains were

not assigned to one particular population but belonged to five different (sub)popu-

lations, the majority of them belonging to the hspAsia2 one. By completing the

hpAsia2 population with Malaysian isolates, these authors identified a subdivision

of this population into two subpopulations, hspLadakh, which contained Ladakhi

strains only, and hspIndia, comprising the majority of both Malaysian Indian and

Malay isolates. Tay et al. (2009) advocated for a common origin of Malaysian

Indian and Malay strains, which was different from that of Chinese isolates and a

recent acquisition of H. pylori by Malay populations from other populations. Devi

et al. (2006) detected an hpEuropean genetic signature for the majority of strains

from native Peruvians but also detected an hpAmerind signature for some of them

(B20%). At the same time, the analysis of the cagPAI revealed that all native

Peruvian strains, even the hpAmerind ones, presented a “western” type. The

authors concluded that European strains that have spread into South America dur-

ing the last 500 years might have outcompeted the hpAmerind ones, probably as a

result of a selective advantage. In addition, they suggested that lateral gene transfer

occurred between hpEuropean and hpAmerind strains during the colonization of

Peru, since some isolates presented two different genetic signatures depending on

the markers (housekeeping genes or cagPAI). Finally, Devi et al. (2007) observed

that 63 Indian isolates showed European genetic signatures, suggesting a common

ancestral origin between the two populations. The authors suggested that H. pylori

strains might have arrived with the Indo-Europeans B4,000�10,000 years ago.

To conclude, H. pylori, with its unexpected high diversity, has been proven to

be a good human migration tracer, both in short and long timescales. Despite fre-

quent recombination events, its populations were geographically structured, sug-

gesting that recent migrations did not completely obscure the signatures left by

geographic isolations and therefore rather reflect ancient human history (Suerbaum

and Achtman, 2004). Moreover, the presence of recombination allows the detection

of admixture between several ancestral populations, revealing multiple independent

waves of migration and sometimes multiple ethnicity signatures within a single

genome. Today, the frequency of infections has decreased, in industrialized coun-

tries in particular (in the USA, less than 10% of the children are infected; Blaser,
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2006), highlighting the need for other candidates to infer human evolutionary his-

tory and to urgently collect specimens from endangered ethnic groups.

Mycobacterium

Mycobacterium tuberculosis, one of the most important human pathogens, belongs

to the M. tuberculosis complex (MTB complex), which includes seven other

closely related species and subspecies infecting both humans and animals. Each

subspecies of the MTB complex shows a distinct host preference without being

dependent on this sole host (Smith et al., 2009). M. tuberculosis is a Gram-positive

bacterium and is the etiologic agent of the human tuberculosis that killed B1.3

million persons in 2008 (World Health Organization, 2009). Bacilli, which dissemi-

nate through air and dust, are inhaled and penetrate into the lung via the respiratory

tract. M. tuberculosis infects one-third of the world’s population, although preva-

lence and mortality are higher in developing countries. Most often, infections are

latent but 5�10% of the infections expand into disease or even cause death (Smith

et al., 2009). The MTB complex presents a strictly clonal population structure with

none or few recombinations (Smith et al., 2003; Supply et al., 2003; Hirsh et al.,

2004; Wirth et al., 2008). Initially, studies on the MTB complex showed a low

genetic diversity and weak or starlike phylogenies (Gagneux and Small, 2007) but

this was based on studies with important limitations due to the choice of the mar-

kers and/or to problems linked with the ascertainment bias (see Hershberg et al.,

2008 for more details). Recent advances in mycobacterial genomics have revealed

higher levels of genetic diversity than previously thought and documented the

detection of geographical and/or ethnical structures within M. tuberculosis popula-

tions (Gagneux and Small, 2007; Achtman, 2008). These include several recent

studies based on either gene sequences (Dos Vultos et al., 2008; Hershberg et al.,

2008; Pepperell et al., 2010) or mycobacterial interspersed repetitive units (MIRUs

that contained variable number of tandem repeats [VNTR]; Dou et al., 2008;

Mokrousov, 2008; Wirth et al., 2008).

Using VNTR markers, Wirth et al. (2008) tackled the origin, timing, and spread

of the MTB complex and estimated that M. tuberculosis and humans probably

coevolved for at least 40,000 years. They drew a M. tuberculosis phylogeny from

24 MIRU loci and from 355 isolates representative of the MTB complex distribu-

tion and estimated the divergence time between main clades using two approaches:

probabilistic and distance-based. Both individual and population-based phylogenies

evidenced two major lineages, which were confirmed by a Bayesian clustering

analysis: clade1 encompassed all M. tuberculosis sensu stricto (all from humans)

except for the East African Indian (EAI) population. Clade2 grouped all strains

from animals plus the West African populations. The EAI population was basal

and suggested a human origin for this mainly animal-associated clade. Clade1 pre-

sented a geographical substructure with an African, an Asian, a Latin

American�Mediterranean, and an African-European cluster. Wirth et al. (2008)

estimated the mutation rate of VNTR loci to be B1024 and the emergence of the

two clades was dated about B40,000 years ago, which is consistent with the first
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human migrations from Africa. Clade1 emerged from the MTB complex B30,000

years ago and dispersed with humans through the other continents through several

waves of migration. The second clade is dated at B20,000 years and descended

from an EAI-like population that has been transmitted from humans to animals

(and not the opposite), probably in Mesopotamia some 13,000 years ago, when

domestication began. Using Bayesian statistics, Wirth et al. (2008) showed that all

human M. tuberculosis populations exhibited consistent expansion rates—the high-

est expansion was detected for the Beijing population, which had a 500-fold

increase—and that the expansion began 180 years ago, at the same time as the

modern demographic explosion of humans, the industrial area, and modern inter-

continental movements. Hence, this study highlights the noteworthy parallel demo-

graphic evolution between humans and M. tuberculosis.

Whichever genetic markers are used (large sequence polymorphisms, SNPs, indel

analyses), global phylogenies are concordant and lead to a biogeographic consensus,

namely the existence of six lineages that appeared to be associated to particular areas

and may reflect human history (Gagneux and Small, 2007; Achtman, 2008). For

instance, Hershberg et al. (2008) constructed maximum parsimony and neighbor-

joining phylogenies of MTB complex using 89 concatenated gene sequences from

108 strains comprising a representative sample of the MTB complex. Both phyloge-

nies were congruent and showed similar topologies to the phylogeny from Wirth

et al. (2008), that is to say, the existence of two primary branches splitting “ancient”

and “modern” lineages according to Brosch et al. (2002); Figure 7.3(A). The pres-

ence of the six main lineages in Africa and the deeply rooted West African branches

(the only deeply rooted ones) argued in favor of an African origin of M. tuberculosis

and its sequential spread into Europe and Asia. According to them, land in the

Indian Ocean would have been colonized by modern humans from Africa quite early

on. Therefore, M. tuberculosis seemed to reflect as well past human history, but

interestingly, it also appears to mirror recent colonization movements and demo-

graphic changes in human populations (Figure 7.3B�E). For instance, Euro-

American strains were found almost everywhere, possibly reflecting the numerous

migrations after the European population increase from Europe to America during

the nineteenth century and to Africa, Asia, and Middle East during the post-

Columbian era. Similarly, the presence of East Asian strains in South Africa might

be explained by the import of slaves from Southeast Asia by Dutch colonialists dur-

ing the seventeenth and eighteenth centuries, or by Chinese migrants who came into

South Africa in the early 1900s to work on gold mines.

MTB therefore appears to be of particular interest in the inference of recent host

history and this might also be true for the livestock that are affected by this disease.

Mokrousov (2008) collected the data of 11 VNTR loci from 1302 Beijing strains

(a particularly successful M. tuberculosis lineage), mainly from Eurasia, and per-

formed phylogenetic network and multidimensional scaling (MDS) analyses. He

observed that the geographic distribution of this particular M. Tuberculosis lineage

in Eurasia mirrors geographical, political, and sociocultural differences

(Mokrousov et al., 2005; Mokrousov, 2008). Another study that focused on Taiwan

documented associations between M. tuberculosis genotypes and ethnic and
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migratory populations (Dou et al., 2008). The authors studied strains from three

Taiwanese populations differing in their ethnicity and in the time of arrival in

Taiwan: the first population was composed of aborigines who descended from

Austronesian people and inhabited Taiwan at least since the sixteenth century,

while the others were two Han Chinese populations. The two latter populations

were composed of veterans who were born in Mainland China and migrated into

Taiwan during the Chinese civil war from 1946 to 1950, and the general

Taiwanese population composed of individuals whose ancestors migrated from

China 200�400 years ago. Hence, the three populations differed in their ethnicity

and/or in their time of arrival in Taiwan. The authors discriminated the different

genotypes by combining several genetic tools (VNTR, spoligotyping, and indel

analyses), which provided a high discriminatory power. They performed an

unweighted pair group method with arithmetic mean (UPGMA) tree and looked at

the separation of the genotypes. Their analyses showed that the genotypes differed

between populations and that isolates from aborigines were comparatively more

ancient than those from veterans and from the general Taiwanese population, thus

arguing in favor of an association between genotypes, ethnicity, and migratory

movements (i.e., the length of migratory time in Taiwan; Dou et al., 2008).

Hence, as in the case of H. pylori, M. tuberculosis seems to harbor a population

genetic structure, even at a small scale, that correlates with human history. Past and
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Figure 7.3 Evolutionary history of human MTB complex. (A) Maximum parsimony tree of

89 concatenated sequences from M. tuberculosis isolates. (B) Global human population size

during the last 50,000 years. The time periods correspond to graphs (C), (D), and (E) are

indicated above the graph. (C) Putative ancient migrations of MTB complex lineages.

(D) Increase of global human population size during the last century (one gray dot

corresponds to 1 million people) and global spread of modern lineages of the MTB complex

with recent human migrations, trades, and conquests. (E) Actual human population size

and distribution of the main MTB lineages.

Source: From Hershberg et al. (2008).
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recent human migrations and expansions influenced M. tuberculosis population

structure probably because of the strong and stable association between the two

protagonists (Hirsh et al., 2004; Gagneux et al., 2006). Some discrepancies have,

however, been highlighted. This is the case in the study of Mokrousov (2008),

where proximities between Japanese and Russian populations were found.

Moreover, the pattern observed in Chinese strains was unclear, suggesting that

M. tuberculosis structure might reflect unknown human migrations, epidemiologic

links between these populations, or that M. tuberculosis population structure is

affected by high and rapid horizontal transmission events during epidemics in these

regions.

Likewise for M. tuberculosis, it has been shown that M. leprae reflects human

migrations (Monot et al., 2005, 2009). This pathogen causes chronic dermatologic

and neurologic diseases and has humans as a unique known reservoir. The

M. leprae genome contains an amazing number of pseudogenes and is exception-

ally well-conserved (Cole et al., 2001; Monot et al., 2005, 2009). Like its close

relatives, M. leprae is highly clonal (Monot et al., 2005). Monot et al. (2005) first

described four subtypes that were geographically structured from three informative

SNPs (SNP type1 were found in Asia, Pacific, and East Africa, SNP type4 in West

Africa and the Caribbean, SNP type3 in Europe, North Africa, and the Americas,

and SNP type2, the rarest, in Ethiopia, Malawi, North India, and New Caledonia).

They proposed a scenario for the origin of leprosy and its spread though ancient

human migrations, colonization, and the slave trade. However, the origin of leprosy

was unclear. In a second study with an extended dataset, they confirmed their ini-

tial results and clarified the origin of leprosy. According to these two studies, SNP

type2 from South Africa was the ancestral type and gave rise to SNP type1 and

SNP type3, which dispersed into Asia and Europe, respectively. However, two

independent introductions of leprosy seemed to occur in Asia: the first one

occurred when humans left Africa and a second one came from Europe and was

associated to the Silk Route. SNP type4 appeared to originate from SNP type3 and

was found in West Africa and countries linked to the slave trade. Finally, the

authors observed that leprosy in America most likely originates from Europe rather

than from Asia through the Bering Strait reflecting the relatively recent massive

migrations from Europe to America. Complete genomes’ approaches are certainly

advisable to clarify these preliminary results.

Streptococcus mutans

Streptococcus mutans belongs to the mutans streptococci group and is associated

with human caries. This bacterium has a ubiquitous distribution and seems to be

indigenous to humans. The transmission of S. mutans is mainly vertical

(Lapirattanakul et al., 2008), the colonization is stable and probably lifelong, which

makes the bacterium a good candidate to infer human evolutionary history although

its population structure and phylogeny has been poorly investigated (Caufield

et al., 2007). A recent study presented results in agreement with this idea albeit

it emphasizes the importance of the choice of markers (Caufield et al.,
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2007; Caufield, 2009). Indeed, the authors investigated the population structure of

S. mutans from five continents using several genetic markers to reconstruct molecu-

lar phylogenies. They observed a certain number of incongruences between the dif-

ferent trees, possibly due to horizontal gene transfers. One phylogeny was based on

a 600 bp hypervariable region (HVR) of a plasmid because this noncoding region

presented high polymorphism. However, the HVR phylogenies showed evolution-

ary incongruence with ethnic or geographic human hosts. The second phylogeny

was based on the intergenic spacer region (IGSR) between the 16S and 23S rRNA

genes, which showed only few polymorphisms (nine informative sites over 388 bp).

Using a polyphasic approach, which combines genetic traits (here the serotype and

mutacin types) and DNA sequences, Caufield et al. (2007) reconstructed a phylog-

eny in which geographical substructures were visible but apart from the Asian group,

the other groups (African1, African2, and Caucasian) were supported by low boot-

strap values (Caufield, 2009). In addition, the phylogenetic position of the

Caucasians was intriguing. An important shortcoming in Caufield’s studies

(Caufield et al., 2007; Caufield, 2009) is that they were restricted to S. mutans

strains that harbored a plasmid, dismissing 95% of the natural occurring strains that

do not harbor this genetic element (Do et al., 2010). Nakano et al. (2007) developed

a MLST scheme to address S. mutans population structure and observed no genetic

structure in strains lacking the plasmid. However, this study only contained strains

from Japan and Finland and does not reflect the true diversity. Therefore, before

using S. mutans as an inferential tool, complementary studies with extended datasets

based on MLST are required and both plasmid-positive and plasmid-negative strains

should be investigated.

7.3.2 Viruses

Many viruses have been proposed as providing valuable insights on human popula-

tion history. Among them we can cite human T-cell lymphotrophic viruses 1 and 2

(HTLV-1 and -2), the human polyomavirus JC (JC polyomavirus [JCV]) and its

closely related BK virus (BKV), the human papillomavirus (HPV), and the hepatitis G

virus (GBV-C/HGV). However, most often, the hypothesis of viral and human

codivergences is not well supported or evidenced and/or is founded only on geo-

graphical associations that may be coincidental or may result from other factors

such as natural selection (see Wirth et al., 2005). Indeed, most of these viruses

seemed to suffer from drawbacks, making them poor candidates to elucidate past

human migrations (Holmes, 2004, 2008). For instance, a majority of viruses are

often transmitted horizontally, which leads to fast genetic admixture. Here, we shall

detail the cases of JCV, GBV-C/HGV, and HPV to illustrate some of the kinds of

problems we can encounter when studying viruses with regard to human history.

Human Polyomavirus

One of the most investigated viruses in the context of human migrations is the

JCV. JCV is a double-stranded DNA virus responsible for harmless kidney
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infections, except for immunocompromised patients where leukoencephalopathy

can develop (Weber and Major, 1997). The virus is acquired during childhood and

persists in renal tissues for life (Chesters et al., 1983). JCV is human-specific and

ubiquitous with an estimated seroprevalence of at least 70% in the human popula-

tion (Padgett and Walker, 1973). Evidence for both vertical and horizontal trans-

mission have been found, although horizontal transmission seems to occur

preferentially between closely related populations (Kunitake et al., 1995; Kato

et al., 1997; Suzuki et al., 2002). In addition, Kitamura et al. (1997) detected identi-

cal strains from sequential samples from the same patients taken B6 years apart,

suggesting that multiple infections might rarely occur, thus limiting recombination

events between divergent JCV strains. All these features have led to the hypothesis

that JCV might be useful to reconstruct human migrations.

Several major viral strains and subtypes showing geographical associations have

been described from partial gene (Agostini et al., 1997b; Sugimoto et al., 1997)

and whole-genome sequences (Jobes et al., 1998). Since then, numerous studies at

global and local scales have documented the genetic relationships and the geo-

graphical distributions of these genotypes. Briefly, type 1 was found mainly in

Europe (Agostini et al., 2001; Sugimoto et al., 2002), types 2 and 7 in Asia

(Agostini et al., 1997b, 1998; Sugimoto et al., 1997, 2002), types 3 and 6 in Africa

(Guo et al., 1996; Agostini et al., 1997a; Sugimoto et al., 2002), type 4 in the USA

and Europe (Stoner et al., 2000; Agostini et al., 2001), and type 8 has been detected

in Papua New Guinea and the Pacific Islands (Jobes et al., 2001; Yanagihara et al.,

2002). Type 2 was subdivided into several subtypes presenting variations in abun-

dance according to area: subtype 2A was preponderant in the Japanese and Native

American populations, subtype 2B in Eurasians, subtype 2D in Indians, and 2E in

Australians and populations from the West Pacific (Yanagihara et al., 2002). In the

same way, type 7 included subtype 7A preponderant in Southern China and

Southeast Asia, subtype 7B which was found in higher proportion in Northern

China, Mongolia, and Japan (Cui et al., 2004). Cui et al. (2004) detected a third

subtype called 7C in northern and southern China. Finally, type 5 was shown to

combine type 6 and type 2B sequences and is the unique example of recombinant

JCV strain (Hatwell and Sharp, 2000).

Interestingly, the multiple origins of American people was detectable by analyz-

ing JCV genotypes (Stoner et al., 2000). Native Americans represented by two eth-

nic groups (Flathead People and Navaho) were mostly infected by subtype 2A,

a genotype found in East Asia and Japan, which may reflect an Asian origin

through the Bering Strait (Agostini et al., 1997b). In contrast, European Americans

carried type 1 (European genotype) for a majority and in lower proportion type 4

(14%) and type 2 (less than 10%) (Stoner et al., 2000). Surprisingly, no type 6 was

found in the African-American population but type 1 (32%), type 4 (44%), and

type 3 (18%), suggesting a genetic admixture between African and European types

and reflecting both past and recent migratory movements (Chima et al., 2000).

Stoner et al. (2000) suggested that the high frequency of European strains in

African-European populations could be due to a selective advantage of these strains

compared to African ones.
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JCV populations also appears to be geographically structured in the Pacific

Islands, probably due to multiple human migration waves (Jobes et al., 2001;

Yanagihara et al., 2002). Four subtypes were identified within JCV populations

from western Pacific Islands: subtype 8A restricted to Papua New Guinea, subtypes

8B from non-Austronesians and 2E from Austronesians widely distributed through

Pacific Islands, and subtype 7A rarely found. Yanagihara et al. (2002) proposed

that subtype 8A first arrived in Papua New Guinea or Sahul followed by subtype

8B. Later (B5,000 years ago), Austronesian expansion might have led to the spread

of subtype 2E. Recent migrations from South China or Taiwan might have brought

subtype 7A into Guam. Surprisingly, Australian JCV strains belonged to subtype

2E, which is genetically close to the subtype found in East Asia (subtype 2A). This

is in sharp contradiction with the known history of Pacific peopling which was con-

firmed by H. pylori population studies and language phylogeny (see Section

Helicobacter pylori). Indeed, the first wave of migrations from Asia into the

Pacific Islands led to the peopling of both Australia and New Guinea. Therefore,

we expected to find in native Australian strains the same subtypes as those found

in New Guinea.

In accordance with these results, Pavesi (2003, 2004, 2005) tackled the evolu-

tion of JCV genotypes by means of principal component analyses based on JCV

sequences from the five continents. These analyses evidenced that type 6 (the

African one) might be the ancestral genotype that gave rise to two major indepen-

dent lineages, one clustering types 1 and 4 while the other contained types 2, 3, 7,

and 8. This analysis has led the author to propose an alternative to the classical

model of human migrations namely “the two-migration model.” This model

hypothesizes two early routes of expansion out of Africa: one route into Asia and

the second one into Europe. However, phylogenies based on whole JCV genome

sequences showed some discrepancies (Wooding, 2001). For instance, the basal

European clade position was paradoxal (Sugimoto et al., 1997; Hatwell and Sharp,

2000; Agostini et al., 2001; Jobes et al., 2001). This is inconsistent with the hypoth-

esis of an infection of humans by JCV before their expansion from Africa. Pavesi

(2003) handled this question by reconstructing two phylogenies based on slow- and

fast-evolving sites defined from the Shannon entropy index. Phylogenies based on

invariants plus slow-evolving sites and on invariants plus fast-evolving sites were

different. When invariants and slow-evolving sites were used to reconstruct phylog-

eny, the topology was similar to topologies obtained from the whole-genome

sequences with the European clade at the basal position and type 6 as the ancestral

type of all other types. In contrast, the phylogeny based on invariants and slow-

evolving sites placed the type 6 on the deepest branch. This is consistent with an

African ancestry. However, other questionable findings remain to be clarified, such

as the higher genetic diversity observed in European and Asian than in African

JCV (Wooding, 2001). Coincidences between geographical association between

JCV and human populations may result from other factors such as natural selection

or specific viral life-history traits. More studies on JVC are therefore needed before

concluding with regards to human migrations. In addition, the molecular clock

needs to be carefully reevaluated (Wooding, 2001).
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One debatable point of all these studies is that they have relied on the hypothesis

of JVC and human codivergence and on a slow mutation rate, which has not been

tested independently from the coevolution hypothesis. Mutation rates were first esti-

mated to range between 1 and 43 1027 per site per year (Hatwell and Sharp, 2000;

Fernandez-Cobo et al., 2002). These estimations were founded on the assumption of

a longtime coevolution between JCV and humans (at least since the expansion from

Africa B150,000 years ago) and estimations were calibrated from host divergence

times. Hence, this approach is somewhat tautologic. In contradiction with the above,

two recent studies found much faster mutation rates using a Bayesian Markov chain

Monte Carlo (MCMC) approach which is free from the assumption of codivergence

and is based on coalescent analysis of sequences sampled at different times

(Shackelton et al., 2006; Kitchen et al., 2008). Shackelton et al. (2006) tested con-

gruence between JCV and human phylogenetic trees by mapping consensus JCV

trees onto three possible human trees, thus creating “tanglegrams.” From each of

these tanglegrams, the potentially optimal solutions were determined by evaluating

the noncoevolutionary events (i.e., duplication, horizontal transfer, loss of a virus by

a host population) required to reconcile JCV and human trees. Randomizations of

the branches of the viral tree were used to test the hypothesis that the viral tree was

more congruent with the human tree than a random tree would be. In both studies,

no evidence for codivergence between human and virus phylogenies was found

(Shackelton et al., 2006; Kitchen et al., 2008). Shackelton et al. (2006) estimated for

humans the age of the MRCA to be in accordance with the accepted estimates (i.e.,

between 100,000 and 150,000 years) and provided evidence for an expansion start-

ing 50,000 years ago when major cultural changes occurred. In contrast, the MRCA

for JCV was estimated not to exceed 3,100 years ago. Both studies found a signifi-

cantly higher mean substitution rate for JCV than previous estimations (more than

100-fold faster: 1.73 1025 [Shackelton et al., 2006] and 3.63 1025 [Kitchen et al.,

2008]). Considering this faster mutation rate, skyline plots, a coalescent method for

estimating past population dynamics (Drummond et al., 2005), revealed that the

global viral population increased during the last 350 years (Shackelton et al., 2006)

and that posterior population estimates for viruses and humans differed totally

(Figure 7.4; Shackelton et al., 2006; Kitchen et al., 2008).

These last two studies demonstrated that JCV populations should not be used to

infer past human history because their population dynamics occurred at timescales

that are too recent. It seems more likely that JCV population phylogenies and

dynamics reflect recent societal and epidemiologic shifts in human behavior or

technological innovations (Kitchen et al., 2008). In agreement with this, skyline

plots indicated expansions of JCV in Africa, Europe, and Japan that began B50

years ago (Kitchen et al., 2008). Expansions in Europe and Japan 50 years ago may

be due to societal changes that occurred after the World War II.

Hepatitis G Virus

GBV-C/HGV, a positive-strand RNA virus, was proposed to be a tracer for prehis-

toric human migrations because it showed an African origin and its genotypes
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presented geographical or ethnic associations (Pavesi, 2001; Muerhoff et al., 2005).

However, trees differed depending on the regions used to reconstruct phylogenies

and supports for distinct groups of genotypes were generally low (Smith et al.,

2000; Muerhoff et al., 2005). In addition, estimates of the mutation rate for GBV-

C/HGV gave very different results. According to the selected approach, estimations

ranged between B4.1024 and 3.1023 when analyzing viral sequences sampled at

different periods (Nakao et al., 1997; Sarrazin et al., 2000) and B1027 when

assuming the hypothesis of coevolution between humans and GBV-C/HGV (Suzuki

et al., 1999). Using the same Bayesian approach as Shackelton et al. (2006),
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Figure 7.4 Bayesian skyline plots performed on JCV genomes (A) and on human mtDNA

sequences (B) with nucleotide substitution rates of 3.6423 1025 and 1.73 1028 for virus

and human sequences respectively. The x-axis is the number of years before present and the

y-axis is the scaled population size (5Ne3 g). The median estimate of the population size

(Ne3 g; black line) and the 95% confident intervals (light gray line) are given.

Source: From Kitchen et al. (2008).
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Romano et al. (2008) estimated the mean mutation rate for GBV-C/HGV to range

between 1022 and 1023, much faster than previous estimations but more similar to

other RNA viruses. This high substitution rate is opposed to the weak degree of

divergence between GBV-C/HGV sequences and is incompatible with GBV-C/

HGV epidemiologic distributions (Simmonds, 2001). Following the observation of

an excess of invariant synonymous sites in the coding sequences, it was suggested

that genomes might be under selective pressures, probably because of functional

constraints on RNA secondary structures, resulting in a lower variability at sites

involved in secondary structure (Simmonds and Smith, 1999). Therefore, if we also

consider the large viral population sizes, we may conclude that GBV-C/HGV

evolve apart from humans (Simmonds, 2001).

Human Papillomavirus

Papillomaviruses (PVs) are a family of viruses that comprise more than 180 types

clustered into at least 16 genera (types and genera being defined according to their

nucleotide sequence similarities and biologic features) and present a wide host

range (de Villiers et al., 2004; Bernard et al., 2010). Infections cause mucosal and

cutaneous lesions. They are most often benign but they can cause cancers. PVs are

mainly sexually transmitted (Vaccarella et al., 2006), although a direct contact can

be sufficient. There are growing evidences of mixed infections (Liaw et al., 2001;

Clifford et al., 2005; Angulo and Carvajal-Rodriguez, 2007; Antonishyn et al.,

2008) and inter- and intra-types recombination (Angulo and Carvajal-Rodriguez,

2007; Carvajal-Rodrı́guez, 2008; Jiang et al., 2009). The PV genomes are double-

stranded circular DNA of B8 kb with 8 protein-coding genes (genes E1, E2,

E4�E7 involved in viral replication, transcription, and transformation, and genes

L1 and L2 encoding capsid proteins) and a noncoding regulatory long control

region (LCR). Using a Bayesian approach to analyze 108 nucleotide sequences of

PV isolated from several hosts, Shah et al. (2010) estimated independently from

the coevolution hypothesis the mean substitution rates of the E1 and L1 genes to be

respectively 7.13 1029 (61.493 1029) and 9.573 1029 (62.083 1029) per site

per year.

Until recently, PVs were assumed to be host specific and to have coevolved

with their hosts although no clear evidences were found. In addition, host and virus

phylogenies were rarely congruent and several recent studies argued that incon-

gruences between host and PV gene trees might reveal a complex evolutionary his-

tory of PV involving several mechanisms (ancient recombination, viral divergence

before host speciation, host transfer, and/or selection on particular genes or gene

fragments) in addition to cospeciation (Narechania et al., 2005; Varsani et al.,

2006; Gottschling et al., 2007b; Shah et al., 2010). Shah et al. (2010) applied

important sampling techniques to Bayesian methods to test whether virus diver-

gence times were consistent with host divergence times (cospeciation hypothesis)

or occurred before (viral radiations before host speciation) or after (host transfer)

host divergence times. The authors observed that most often the cospeciation

hypothesis was not rejected, but they also evidenced radiations of some PV
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lineages prior to host speciation and a single example of host transfer. Using this

method, prior viral divergence and host transfers can be underestimated if they

occurred too close from host divergence time. Analyses of L1 genes of nonhuman

and human β-PV revealed that nonhuman PV were polyphyletic and nested within

human β-PV suggesting host transfer events (Gottschling et al., 2007a). These stud-

ies suggest that horizontal transfers can arise between closely related species and

much rarely between phylogenetic distant species (Gottschling et al., 2007b).

However, these studies highlight that cospeciation only cannot explain PV evolu-

tionary history at a deep taxonomic level but can be assumed at a shallower level

such as the species one (Gottschling et al., 2007b).

HPV, represented by more than 100 types, showed some evidences of coevolu-

tion with modern humans since their origin (Bernard et al., 2006). Two particular

HPV types, HPV-16 and HPV-18, have been extensively studied because of their

high worldwide prevalence and their importance in human health. The distribution

of their variants presented some geographic and ethnic specificities arguing in favor

of their usefulness to elucidate human migrations. The analysis of a 364 pb seg-

ment of the LCR of 301 HPV-16 variants isolated from individuals that belonged

to 25 different geographic locations and ethnic groups revealed five main HPV-16

lineages. Two lineages, Af1 and Af2, were predominantly found in Africa, one in

Asia and Americas (AA), one in East Asia (As), and another one mainly collected

in Europe (E) but also found elsewhere except in Africa (Ho et al., 1993). The

authors suggested an African origin of these HPV-16 variants although they could

not root the tree because of difficulties to align HPV-16 variants with their closest

related types (HPV-31 and HPV-35). These five distinct lineages were also

detected when analyzing the E6 gene, a region of L1 and the LCR of a worldwide

sample by PCR-based hybridization methods and a phylogenetic analysis (Yamada

et al., 1997). Analyses of the LCR of HPV-18 variants gave consistent results.

Three main phylogenetic branches of HPV-18 variants were detected: an African,

an Asian-American, and a European one (Ong et al., 1993). These main lineages

were confirmed when HPV-18 variants were analyzed using other regions (LCR-

E6,E2 and L1, Arias-Pulido et al., 2005; LCR,E6 and E1, Cerqueira et al., 2008).

HPV-18 tree was rooted against a closely related type HPV-45, which revealed an

African origin for HPV-18 variants. These results suggest that HPV-16 and HPV-

18 have coevolved with the three main human lineages (Africans, Caucasians, and

Asians). Some discrepancies with the geographic/ethnic repartition of HPV-16 and

HPV-18 variants were observed but they may illustrate some recent migration

events or founder effects (Wirth et al., 2005; Bernard et al., 2006). The correlation

between ethnicity and HPV-16 and HPV-18 variants is unclear and seems to

depend on the degree of admixture of the investigated populations (Sichero et al.,

2007; Junes-Gill et al., 2008). For instance, HPV-16 and HPV-18 variants from

women from the USA were found to be race-associated and to persist longer when

host ethnicity and geographical origin of the variants matched (Schlecht et al.,

2005; Xi et al., 2006). Similarly, Chimeddorj et al. (2008) investigated HPV-16

diversity among Mongolian women and detected a correlation between virus var-

iants and the small ethnic groups. On the contrary, no significant association
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between host ethnicity and HPV-16 and HPV-18 variants were detected in popula-

tions from Brazil and Costa Rica (Villa et al., 2000; Hildesheim et al., 2001;

Sichero et al., 2007; Junes-Gill et al., 2008). However, the lack of significant corre-

lation between ethnicity and HPV variants may be due in some studies to a small

sample size or to ethnic categorization (Junes-Gill et al., 2008). In addition,

P-values of statistical tests are often close to the significant threshold (0.05).

The question of an association between HPV variants and host ethnicity therefore

remains open. Worldwide distribution of other less predominant HPV types

have also been investigated and showed specific patterns according to the studied

type, in accordance or not with human migratory history (Heinzel et al., 1995;

Stewart et al., 1996; Calleja-Macias et al., 2004, 2005a,b; Prado et al., 2005; Li

et al., 2009). The differences between HPV patterns of evolution may result from

distinct rates of molecular evolution (Prado et al., 2005; Bernard et al., 2006).

Moreover, the lack of correlation between geography and HPV variants observed

within these types may also result from their lower prevalence and/or differences in

susceptibility between ethnicities.

7.4 Conclusion

In this chapter, we made a brief overview in the emerging field of the use of

microbes or parasites as proxies for human migrations. Now, nearly two decades

after the first attempts using viruses for this purpose, we have reached the age of

maturity. Though many candidates have been tested, the most convincing and inno-

vative results were obtained with H. pylori. This was mainly driven by the intrinsic

qualities of this bug, but also by a decent sampling scheme, the accumulation of

large datasets and a good geographic coverage. Indeed, H. pylori MLST brought a

lot of information in terms of genetic diversity and structure of this pathogen and

indirectly of its human host. However, with the advent of the new sequencing tech-

nologies (pyrosequencing, Solexa, and Solid) and the increasing facility to generate

complete microbial genome at reasonable costs the paradigm of H. pylori might

shift toward other bacterial species that displayed too few mutations in an MLST

scheme but that might unravel precious information at the genomic scale.

Therefore, the shift from a multiple gene approach to a genomic approach will

potentially give raise to a new golden age in this field and will rely on new popula-

tion genomic tools and algorithms. The next targets will certainly belong to the

cluster of the human pathogens where financial support are easier to obtain, how-

ever, commensals should not be dismissed, and the strategies presented here might

be applied for all kinds of nonhuman hosts. The evolutionary history of our little

“companions” can be seen like a multilayer information box; different species

might certainly not provide us with a unique congruent scenario but will unravel

the complexity of host�parasite interaction from neutral coinciding genetic pat-

terns to extreme selection biases. Extending the use of bugs to infer host migrations

of other mammals or organisms is certainly one of the future challenges we might

face. The origin and dispersal of our animal stocks could be revisited; the
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demography and “ghost” genetic structure of endangered species (big cats) could

be evaluated. The limits are our imagination and the difficulty to handle the new

generation metadata.

List of Abbreviations

AE1 Ancestral Europe1

AE2 Ancestral Europe2

BKV BK polyomavirus

cagPAI cag pathogenecity island

EAI East African Indian

GBV-C/HGV Hepatitis G virus

HTLV Human T-cell lymphotrophic virus

HPV Human papillomavirus

HVR Hypervariable region

IBD Isolation by distance

IGSR Intergenic spacer region

JCV JC polyomavirus

LCR Long control region

MCMC Markov chain Monte Carlo

MIRUs Mycobacterial interspersed repetitive units

MLST Multilocus sequence typing

MRCA Most recent common ancestor

MTB Mycobacterium tuberculosis

mtDNA mitochondrial DNA

SNP Single nucleotide polymorphism

UPGMA Unweighted pair group method with arithmetic mean

VNTR Variable number of tandem repeats
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8 Phylogenetic Analysis of Pathogens
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8.1 Introduction

One of the most famous statements in the biological sciences is that “nothing in

biology makes sense except in the light of evolution” (Dobzhansky, 1973). This

was a deliberate overstatement by the author, intended to emphasize an important

point. That point is as relevant today as it was 40 years ago: if biological evolution

has occurred, then we need to interpret biological phenomena in the light of the

history of how those phenomena arose. Which phenomena are possible and which

are impossible is determined by their historical development; and our ability to

understand, explain, and (most importantly) predict the phenomena thus depends

heavily on our ability to correctly determine the evolutionary history.

This being so, it is clearly important to be able to reconstruct the phylogeny (the

branching sequence of the lineages during their evolutionary history), both for a group

of species and also for the individuals within those species. Unfortunately, this is one

of the hardest forms of data analysis known. The events under study are unobservable

historical accidents, and so we can neither make direct observations of them nor per-

form experiments to investigate them. Indeed, some researchers see phylogenetics as

being outside of “normal” empirical science. Nevertheless, phylogenetics is based on

the use of observable characteristics of contemporary organisms to try to deduce the

sequence of events that occurred during the descent of those organisms. That is, we

use what we can see now to infer the events that led to what we can see.

Charles Darwin’s main contribution to biology was to recognize that there are

two distinct types of biological evolution: (i) transformational evolution, in which

individual objects each change through time, and (ii) variational evolution, in

which groups of variable objects change their relative proportions through time.

Transformational evolution is common in the physical sciences as well as in bio-

logy, but variational evolution has a special place in the biological sciences because

isolated changes in variation will ultimately lead to new species. Both types of evo-

lution can best be represented as a tree-like diagram (Figure 8.1), because this can
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show the phylesis (changes through time) as relative branch lengths and the clado-

genesis (speciation) as the relative branching order. The base of the tree represents

the common ancestor, while the bifurcating branches represent a successive series

of descendants, arriving finally at the contemporary organisms at the twigs.

This chapter introduces the important facets of the topic of producing phyloge-

netic trees, discussing those points that are of most direct relevance to the study of

infectious organisms. This chapter provides an overview and an introduction to the

recent literature. For more general issues, there are a number of essays (e.g., Baldauf,

2003; Stevens and Schofield, 2003; Delsuc et al., 2005; Morrison, 2006a) as well as

excellent books, varying from the introductory (Bromham, 2008; Hall, 2008; Lemey

et al., 2009) to the detailed (Nei and Kumar, 2000; Felsenstein, 2004; Yang, 2006).

8.2 The Uses of Phylogenies

The importance of knowing the phylogenetic history of all living organisms has

become increasingly widely recognized. There are now many biological studies

based on phylogenies in all sorts of fields, including such diverse subjects as immu-

nology, epidemiology, and conservation. Also, many new areas of study have

recently arisen that make extensive use of phylogenies, such as evolutionary devel-

opment (known as evodevo) and evolutionary ecology. Elucidating phylogenies is

therefore now an important component of nearly all of the biological sciences.

Phylogenies form the framework within which we can best arrange our knowl-

edge of all aspects of biology (Lecointre and Le Guyader, 2006). It has taken biolo-

gists a long time to explicate the simple idea that it is the study of biodiversity that

makes biology different from other sciences—the nature and scale of the interrela-

tionships among organisms is something that has never been conceived of within

physics and chemistry. Evolutionary history is our explanation for the origin of that

biodiversity, and so the best way to present biodiversity is in the context of phylo-

genetic trees. For pathogens, we are interested in the evolution of the diseases at

the genetic level and what this can tell us about their past and present diversity.

Thus, we care about the phylogenetic study of diversity because the phylogenetic tree

organizes our knowledge of biodiversity. It tells us how closely organisms are related to

Common ancestor

Cladogenesis

Phylesis

Taxon A

Taxon C

Taxon B

tneserPtsaP

Figure 8.1 Phylogenetic tree for three

contemporary taxa (A�C), showing the various

relevant characteristics used for interpretation of

the diagram.
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each other (e.g., all of the animals are more closely related to each other than they are to

plants), and we can recognize groups of organisms (e.g., animals form a group). These

groups are most conveniently arranged into a hierarchical taxonomic scheme.

The scientific study of biology requires a stable taxonomy based on a robust

phylogeny. The groups named in the taxonomy should represent real evolutionary

groups (called clades), so that these groups can be used for what is now termed

comparative biology. In comparative biology, the evolutionary groups identify the

pertinent experimental comparisons that are needed for the quantitative study of

biodiversity patterns and evolutionary processes.

If taxonomy is to reflect phylogeny (as it should), then phylogenetic evidence is

the crucial evidence. That is, the key to a robust and well-accepted classification is

a robust and well-accepted phylogeny, in which the evolutionary relationships are

not subject to change as new evidence accumulates, and which can therefore be

accepted by nonexperts. Too often, traditional taxonomic schemes have been utili-

tarian rather than phylogenetic, which often means that they are very anthropocen-

tric. This applies particularly to the study of pathogens.

The term “pathogen” was devised about 1880, which was a time of great activity

in the attempt to depict organismal relationships as trees, notably with the work of

Ernst Haeckel. If we consider pathogenic organisms such as viruses, bacteria,

microfungi, protists, and helminths, then it is clear that the members of some of

these groups are not closely related to each other in the evolutionary sense, notably

the organisms grouped as protists and helminths. Recognizing and understanding

that these are utilitarian groupings based on nonevolutionary criteria has been one

of the major contributions of phylogenetic analyses to modern biology.

Pathogens are often grouped on the basis of phenotypic similarity (e.g., hosts,

predilection sites, infection route, microscopy) or similarity of disease (e.g., symp-

toms, diagnostic procedures). However, these criteria do not automatically imply

similarity of evolutionary history. For example, the traditionally recognized group

helminths (“worms”) consists of the Platyhelminthes (flatworms) and the Nematoda

(roundworms). However, the latter have a body cavity enclosed by mesoderm

(called the coelom) whereas the former do not, and so we infer that the roundworms

are more closely related to (for example) insects than they are to the flatworms.

Perhaps the most valuable uses of a phylogeny are for explaining and predicting

organismal features. The strongest argument for a phylogenetic classification

scheme is that it organizes our knowledge in a way that maximizes information

content by being both explanatory and predictive (Farris, 1979). For example,

Cryptosporidium (Apicomplexa) causes cryptosporidiosis in mammals, and its life

cycle and ultrastructure are similar to those of the agents causing coccidiosis, toxo-

plasmosis, and neosporosis in vertebrates; thus it has traditionally been placed

within the Coccidia. Recent molecular-based phylogenies contradict this placement

(Barta and Thompson, 2006), however, indicating instead that it is related to the

Gregarina, which infect invertebrates. This revised placement helps explain why

anticoccidial treatments are ineffective on members of this genus: if susceptibility

to anticoccidial agents is a trait inherited from the common ancestor of the

Coccidia, then any unrelated organisms will lack this trait.
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Similarly, Sarcocystis is also part of the Coccidia, causing sarcocystosis in verte-

brates. It has a two-host (indirect) life cycle, with the definitive host a carnivore and

the intermediate host usually a herbivore. Sometimes species have been collected only

from the intermediate host, and we thus need to predict the definitive host. Our best

prediction will be that the host is the same as for the closely related species. For exam-

ple, Sarcocystis alces was originally collected only from European elk, the intermedi-

ate host, but Dahlgren and Gjerde (2008) suggested that it is part of an evolutionary

group that has canids as their definitive host; and so this would be our best prediction.

This hypothesis was tested successfully by Dahlgren and Gjerde (2010), who demon-

strated that both red foxes and arctic foxes (canids) can act as definitive hosts.

There are many other important uses of phylogenies (Harvey et al., 1996),

including the study of co-phylogeny of hosts and pathogens (e.g., understanding

the role of hosts in pathogen evolution) and pathogen biogeography (e.g., under-

standing the spread of pathogens). Different pathogens have different distributions,

different patterns of spread, and different rates of evolution. This results in very

different characteristics at the genetic and geographic levels. For example, the phy-

logenetic tree can be compared to the geographic locations of the samples in order

to investigate the spread of disease, or so-called molecular clocks can be applied to

estimate the age of important events in the origin and spread of new pathogens.

These relationships are discussed in more detail in other chapters of this book.

8.3 The Logic of Phylogeny Reconstruction

Reconstructing a phylogenetic history is conceptually straightforward, although it

took a long time for someone (Hennig, 1966) to explicate the most appropriate

approach. Interestingly, the study of historical linguistics has developed the same

methodology (Platnick and Cameron, 1977; Atkinson and Gray, 2005), thus inde-

pendently arriving at exactly the same solution to what is, in effect, exactly the

same problem. From this point of view, the methodology itself is uncontroversial,

and its generic nature means that it can be used for any objects with characteristics

that can be identified and measured, and that follow a history of descent with modi-

fication. It has thus been applied to several other types of historical studies (see

Barbrook et al., 1998; Mace et al., 2005; Lipo et al., 2006).

The objective is to infer the ancestors of the contemporary organisms, and the

ancestors of those ancestors, etc., all the way back to the most recent common ancestor

of the group of organisms being studied. Ancestors can be inferred because the organ-

isms share unique characteristics. That is, they have features that they hold in common

and that are not possessed by any other organisms. The simplest explanation for this

observation is that the features are shared because they were inherited from an ances-

tor. The ancestor acquired a set of inheritable (i.e., genetically controlled) characteris-

tics, and passed those characteristics on to its offspring. We observe the offspring, and

from the resulting observations we infer the existence of the unobserved ancestor(s).

For example, we might note that a subset of our organisms all have an internal

(bony) skeleton. No other organisms are known to possess this complex structure.

There are only two realistic explanations for this observation: the organisms
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developed this structure independently, or they inherited it from their common

ancestor. The second explanation is the simplest one, and so it constitutes our

working hypothesis of the evolutionary history of the organisms.

If we collect a number of such observations, what we usually find is that they

form a set of nested groupings of the organisms. For example, one subset of the

organisms with an internal skeleton also possesses feathers, thus leading us to infer

that this subgroup has a more recent common ancestor than does the skeleton group.

These nested sets and subsets of organisms can be represented in a tree diagram

(Figure 8.1), which has been the conventional way to denote hypotheses of phylo-

genetic history since the work of Charles Darwin. Each internal branch on such a

tree indicates an inferred ancestor, and each terminal branch (or leaf) represents an

observed organism. The branching order of the tree indicates the order of the his-

torical events leading to divergence of the organisms, often called the “sister-

group” relationships of the organisms. The length of the branches is commonly

(but not always) used as a convention to represent the amount of evolutionary

change that occurred in each ancestor, so that the length of a particular branch is

proportional to the number of unique characteristics inferred to have been acquired

by that ancestor (and passed on to its offspring).

These hypotheses of ancestry (both branching order and relative branch lengths)

are open to testing by acquiring observations of other features of the organisms.

These may support the previous observations or they may conflict with them. The

practical process of reconstructing the phylogenetic history of a group of organisms

consists of evaluating the (often) contradictory nature of the evidence. We collect

as many observations as is practicable (given time, money, and other resources),

and we compare the various pieces of evidence in order to arrive at the most plausi-

ble scenario for the historical events.

As a specific example that this logic can work in practice, Lemey et al. (2005)

studied the transmission history of the HIV-1 virus among a particular group of peo-

ple. In this case there was independent evidence concerning the transmission history,

based on interviews with the nine people concerned, so that we have a pretty good

idea who passed the virus to whom and when. This known transmission history con-

stitutes the true evolutionary history (Figure 8.2). Some of the genes of the virus

were also sequenced in these same people at varying time intervals. This means that

we can independently attempt to reconstruct the evolutionary history (phylogeny)

using these sequence data. In this case, the known history and the reconstructed phy-

logeny turn out to be identical, for at least some of the known types of phylogenetic

analysis, and so we can justifiably conclude that our phylogenetic methods are valid.

As an example of an experimentally produced evolutionary history, we can con-

sider the work of Sanson et al. (2002). These workers used known errors in gene

copying within Trypanosoma cruzi (Kinetoplastida), to mutate a single rRNA gene

sequence into a set of eight descendant sequence clones, where all of the intermedi-

ate ancestral clones were sequenced as well. In this case, we have molecular data

for all of the ancestors and all of the descendants, and we know the true historical

relationship among them all. Here, all of the known methods for reconstructing

phylogenetic trees from molecular data produce exactly the same solution, which

perfectly matches the known history.
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Phylogeneticists therefore feel confident that these phylogenetic methods also

apply to situations where direct knowledge of the past is absent. If this were not so,

then there would be no purpose to the analyses.

8.4 Characters and Samples

Phylogenetic analysis can be used for any objects with characteristics that can be

identified and measured, and that follow a history of descent with modification.
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Figure 8.2 The known transmission history (upper panel) along with the phylogeny (lower

panel) reconstructed from the env gene of the HIV-1 virus, based on the data of Lemey et al.

(2005). In the transmission history the arrows indicate the direction and time of

transmission. So, for example, male A infected female F, who subsequently infected male G.

The times at which samples were taken for DNA analysis are indicated by x. In the

reconstructed evolutionary history, different samples from the same individual are indicated

by labels 1 and 2. The inferred phylogeny is identical to the transmission history. For

example, individuals F and G have a very closely related form of the virus, which is also

closely related to the isolates A1 and A2.

Source: Modified with permission from Morrison (2011).
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The objects being sampled are usually referred to as “taxa” and the characteristics

being measured are “characters.”

The taxa can be any part of the standard taxonomic hierarchy (species, genera,

families, etc.) or they can be individuals or populations. They can also be cultures

or pathology samples, or even fossils. It is expected that the characters will be mea-

surable on most of these taxa, although some of the taxa may lack some of the

characters.

The sample of taxa used to construct the phylogenetic tree needs to be adequate

in order to provide a convincing case for particular phylogenetic relationships.

Showing that a problem exists is easy with a small sample size, but revealing the

solution takes much more effort. Furthermore, a biased sample usually leads to

biased estimates of phylogenetic relationship. Relationships cannot be detected if

the related groups have not been sampled, for example.

Unfortunately, pathogens are difficult to study because they are usually hard to

find. Access to hosts can be difficult, and endoparasites often can be found only in

symptomatic individuals. Therefore, sampling to date for many taxonomic groups

has been almost entirely opportunistic (Barta, 2001). Opportunities for sampling

arise principally from case studies of medical and veterinary diseases, rather than

from purposive experimental designs. Phylogenetic relevance has often not been

the criterion for sample choice, which leads to a small and biased sample.

As a result of the large biodiversity of many pathogen groups, we need to

choose exemplar taxa for a worthwhile phylogenetic analysis (e.g., at least one spe-

cies from each genus). This is difficult if the biodiversity has not been well

cataloged. In particular, the Apicomplexa, bacteria, and viruses are the three worst-

known groups in terms of their named biodiversity, each with ,1% of their esti-

mated number of species having been described to date (Morrison, 2009a). This

compares very unfavorably with all other taxonomic groups. Even the Insecta,

which is usually considered to be the prime example of a poorly known group, has

B1 million species known out of an estimated total of 4.5�30 million. This situa-

tion creates several possible impediments for the phylogenetic study of pathogens,

which are discussed by Morrison (2008) for the Apicomplexa as an example.

Obviously, the characters measured must be heritable, which means that they

must be genotypic characteristics rather than merely phenotypic ones (i.e., those

greatly influenced by environmental variables). Most pathogens are unicellular or

multicellular without specialized tissues, which severely limits the number and

range of available characters. Traditionally, the characters used for phylogenetic

and taxonomic analyses have been based mainly on life cycle features, disease

characteristics, and ultrastructure. It may be rather difficult to determine homolo-

gies among such characters (i.e., their evolutionary comparability), so that related

character states are being compared, and the data are also regrettably incomplete

for most species. Consequently, phylogenies based solely on these characters have

been rare, and they have not been particularly robust.

For this reason, molecular data have now become the predominant character

data for phylogenetic studies of pathogens. DNA mutates, the sequences change,

and as pathogens spread they bring these changes with them. Molecular characters

209Phylogenetic Analysis of Pathogens



include allozymes, DNA-DNA hybridization, randomly amplified polymorphic

DNA (RAPD), restriction fragment length polymorphism (RFLP), amplified frag-

ment length polymorphism (AFLP), protein sequences, and nucleotide sequences.

Of these, nucleotide sequences are now by far the most common, for all taxa not

just pathogens. Indeed, many microbiology journals have guidelines stating that a

phylogenetic context is required for the publication of new taxa, so that their nucle-

otide sequences and organismal phylogenies are part of the “publication pipeline.”

Many generalist and specialist databases exist to store these sequences. Most of

these sequence databases are uncurated, so that the sequences submitted are

entirely the responsibility of the submitter. Unfortunately, there is cause for con-

cern about the quality of these data. There are four main potential problems with

uncurated public-access sequence databases: wrongly annotated genes (location,

orientation, boundaries); poor sequence quality; inconsistencies between the data-

base data and the published data; and misidentified and mislabeled taxa.

Experience with the use of these databases shows that all four of these problems

will be encountered repeatedly in practice. The unknown (and perhaps unknowable)

quality of the data raises the serious question as to whether these databases are of

any use for high-quality phylogenetic analyses. Indeed, it is obvious that increasing

numbers of authors are becoming very selective about which, if any, database

sequences will be included in their own phylogenetic analyses.

This does not mean that we should despair, of course. Misannotation, for

example, can often be dealt with by careful comparative analysis. Poor sequenc-

ing can be corrected if the DNA is still available, although there are no generally

accessible depositories for preserving DNA. Inconsistencies can be dealt with by

contacting the authors, although this is sometimes a frustrating experience. Taxon

misidentification and mislabeling can be straightforward to deal with by having

voucher specimens, cultures, or microscope slides for every sequence. Sadly,

deposition of vouchers in any of the many available depositories has been infre-

quent for many groups of pathogens (particularly protists). It is therefore impor-

tant to emphasize that without an extant voucher of the sequence source the

identification can never be verified, and the sequence might as well be labeled as

“unidentified.”

We need to reconstruct the phylogenetic tree of the organisms involved. For

nucleotide sequences, only concordance between the phylogenies derived from sev-

eral molecular sequences will be accepted as evidence for the organism phylogeny.

A tree from a single molecular sequence represents only the phylogeny of that one

gene, which does not necessarily reflect the phylogeny of the organism (Doyle,

1992). Just how many genes might be required to reconstruct the organismal phy-

logeny is an open question (Gatesy et al., 2007), however. Many other molecular

data types (e.g., AFLPs) sample widely from the genome, and so they should natu-

rally represent the organismal phylogeny.

To date, most pathogen phylogenies have been based on the sequence of a single

gene, usually the nucleotide sequence of the small-subunit (16S or 18S) ribosomal

RNA gene. Indeed, most of the reclassification of the bacteria since the late 1970s

has been based principally on this gene (Sapp, 2009). Many of the other genes
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sequenced are those for host recognition or for dealing with the host immune sys-

tem (perhaps sequenced as part of projects producing new drugs or vaccines),

which are often unique to each taxonomic group or are subject to heavy selection

and are thus not necessarily useful for phylogeny. In particular, bacterial genomes

often have clusters of functionally related genes such as those for antibiotic resis-

tance (Hedges, 1972), which can affect phylogenetic analysis. Consequently, the

character data are rather fragmentary for many taxonomic groups. A multigene

phylogeny is therefore unlikely to be produced from these current data.

Missing characters occur either because some taxa could not be completely

sequenced for a particular gene or they could not be sequenced at all for that gene.

Characters with missing data should be excluded from the analysis if they result

from technical problems that can cause ambiguity, such as sequence repeats or

inadequate priming. However, including incomplete taxa in a tree-building analysis

is more likely to increase the accuracy of the tree building than to decrease it

(Wiens et al., 2005), although the degree depends on the proportion of missing

data. Taxa with lots of missing data are more problematic than are characters with

lots of missing data, as these can be positively misleading (de la Torre-Bárcena

et al., 2009). Supertree methods (Cotton and Wilkinson, 2008) provide one possible

approach to the phylogenetic analysis of disparate datasets.

An obvious source of multigene sequence data is complete genomes, the neces-

sary techniques being routinely feasible nowadays for prokaryotic organisms, at

least. Thus, there are now available hundreds of complete genomes for bacterial

taxa, although less than a dozen exist for the eukaryotic Apicomplexa, for example.

Sequences of complete genomes have contributed much to comparative geno-

mics, which assumes that the phylogeny is known and can be used as the basis

for comparisons among species. However, these genomes might never prove to

be useful for phylogeny reconstruction itself. The only situation where they are

likely to be useful is where the original gene samples were biased, because the

genomes might then correct the sampling error. However, if the genes previ-

ously examined were a representative sample of the genome, then the complete

genomes will only confirm what was already known in terms of both confident

and problematic relationships (for an example, see Kuo et al., 2008). Of particu-

lar importance here is the possibility of horizontal gene exchange (as opposed to

the vertical inheritance assumed by phylogenetics), which will be discussed

below.

We therefore need to be realistic about what we can expect from the phyloge-

netic analysis of sequence data, especially genomic sequences. Of particular impor-

tance will be our ability to locate representative genes that are appropriate to the

evolutionary timescale being examined, rather than merely the quantity of the data

per se. There needs to be a widespread base of people actively collecting a purpo-

sive sample of phylogenetically relevant multigene data (Tenter et al., 2002).

Without this base, both the taxon and character sampling will be inadequate, in the

sense that data will not be available for the critical exemplar taxa. This leads to

uncertainties about organismal relationships, and concordance of multiple gene

sequences cannot be demonstrated.
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8.5 The Practice of Phylogeny Reconstruction

Even though we cannot examine evolutionary history directly in any experimental

way, scientists have developed sophisticated methods that allow us to use contem-

porary data, such as phenotypic or genotypic characteristics, to reconstruct phylo-

genetic trees. While the logic of phylogeny reconstruction is straightforward,

applying this logic in practice, in the face of conflicting evidence, is far from

straightforward.

Phylogenetic analysis of molecular sequences (the predominant type of data

these days) usually consists of three distinct procedures: (i) sequence alignment,

(ii) character coding, and (iii) tree building. These steps are performed in this order,

and all three of them need to be fully described for a phylogenetic analysis to be

repeatable (in the scientific sense). Also, there are many known artifacts potentially

associated with each of these procedures, and they need to be seriously considered

in all analyses. Some of these issues and ways of dealing with them are illustrated

by Morrison (2006a, 2009a), using pathogens as the examples.

Alignment is the process of establishing the possible homology relationships

among the sequence residues (Morrison, 2006b, 2009b). Homology refers to the

relationships of features that are shared among taxa due to common ancestry (i.e.,

they all inherited the feature from their most recent common ancestor). That is, we

hypothesize that each of the aligned residues has descended from a common ances-

tral residue. Unfortunately, the term “homology” has been used historically to refer

to a wide variety of concepts, and it is important to understand its strict evolution-

ary definition (Reeck et al., 1987).

Sequence similarity is often used as strong evidence for potential homology, and

this is the basis of all automated alignment procedures (i.e., computer programs).

However, sequence similarity decreases rapidly as taxa become evolutionarily

more distant, so that processes causing sequence length variation become more

probable (such as duplication, translocation, deletion, and insertion). Under these

circumstances, similarity cannot be treated as homology (see Figure 8.3). In evolu-

tionary terms similarity5 homology1 analogy, and analogy (chance similarity due

to parallelism, convergence, or reversal) increases with increasing evolutionary dis-

tance. This exacerbates the problems of poor taxon sampling. It also exacerbates the

problems caused by distant outgroups, which can be very difficult to align with the

ingroup (see later).

For the degree of sequence similarity that commonly occurs in phylogenetic

analyses, automated alignment methods have proved to be inadequate. For this rea-

son, more than three-quarters of phylogeneticists manually intervene in the align-

ment process (Morrison, 2009c), either by manually adjusting the alignment output

by the computer program or by producing a completely manual alignment. This

reflects the simple fact that there is not yet any automated procedure capable of

producing a multiple sequence alignment that reflects homology. Personal judg-

ment may not be perfect, but at least it can consciously be based on homology as a

concept.
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For molecular data types other than sequences, homology often refers to homol-

ogy of the bands appearing on the gels, and thus to the primers used. For example,

AFLP data are based on a set of randomly chosen primers, and we must hypothe-

size that bands in the same position on the gels are homologous (i.e., they represent

amplification by the primer pair of the same genetic sequence). The inability to

assess these hypotheses is sometimes listed as a major limitation of nonsequence

character data.

Character coding (Müller, 2006; Ochoterena, 2009) is often overlooked as an

important step in sequence analyses. Those parts of the sequence alignment involv-

ing length variation (where there are so-called gaps) are sometimes considered to

be uncertainly aligned, and most computer programs treat gaps as missing data.

Furthermore, some regions in the sequence alignment might be considered to be

ambiguously aligned across the dataset, even if some subsets of the sequences have

been aligned with certainty. These regions are often excluded from the tree-

building analysis (Lee, 2001). In both cases, phylogenetic information is lost (see

Figure 8.4). This issue can be dealt with by coding the length-variable regions as a

Figure 8.3 Two alternative alignments of part of the nuclear large-subunit ribosomal RNA

gene for the Lepocreadioidea (Platyhelminthes). Two of the sequences have an extra

nucleotide in length compared to the others, and this length variation needs to be addressed.

The alignment on the left is the similarity-based alignment produced by the ClustalX

computer program, which simply puts the extra nucleotides as far to the right as possible

based on the relative “gap weights.” The alignment on the right is based directly on putative

homologies, implying in this case that the extra nucleotides have been formed as tandem

repeats (or microsatellites). Note that there are considerable differences in the phylogenetic

information, concerning the relationships of the taxa “Neolepidap” and “Profundive” to the

other taxa, in two of the three columns that differ between the two alignments.

Source: The data are from Bray et al. (2009).

213Phylogenetic Analysis of Pathogens



(A) Alignment 
Caecincola CAGCAATGAGTACGGTTATATTGACTTGGC
Siphodera CAGCAATGAGTACGGTAATATTGACTTGGC
Paracrypto CAGCAATGAGTACGGTAATGCTGACATGGC
Mitotrema CAGCAATGAGTACGGTAATGCTGACATGGC
Schistorch CAGCACTGAGTACGGTAATCTGGAAATGGC
Callohelmi CAGCATTGAGTACGGT-TTATGGACATGGC
Homal_arma CAGCATTGAGTACGGT---ATGGACATGGC
Homal_syna CAGCATTGAGTACGGT---ATGGACATGGC
N_splende1 CAGCATTGAGTACGGT---ATGGACATGGC
N_splende2 CAGCATTGAGTACGGT---ATGGACATGGC

(B) Coding 1— standard
Caecincola CAGCAATGAGTACGGTTATATTGACTTGGC
Siphodera CAGCAATGAGTACGGTAATATTGACTTGGC
Paracrypto CAGCAATGAGTACGGTAATGCTGACATGGC
Mitotrema CAGCAATGAGTACGGTAATGCTGACATGGC
Schistorch CAGCACTGAGTACGGTAATCTGGAAATGGC
Callohelmi CAGCATTGAGTACGGT?TTATGGACATGGC
Homal_arma CAGCATTGAGTACGGT???ATGGACATGGC
Homal_syna CAGCATTGAGTACGGT???ATGGACATGGC
N_splende1 CAGCATTGAGTACGGT???ATGGACATGGC
N_splende2 CAGCATTGAGTACGGT???ATGGACATGGC

(C) Coding 2— gaps deleted
Caecincola CAGCAATGAGTACGGT ATTGACTTGGC
Siphodera CAGCAATGAGTACGGT ATTGACTTGGC
Paracrypto CAGCAATGAGTACGGT GCTGACATGGC
Mitotrema CAGCAATGAGTACGGT GCTGACATGGC
Schistorch CAGCACTGAGTACGGT CTGGAAATGGC
Callohelmi CAGCATTGAGTACGGT ATGGACATGGC
Homal_arma CAGCATTGAGTACGGT ATGGACATGGC
Homal_syna CAGCATTGAGTACGGT ATGGACATGGC
N_splende1 CAGCATTGAGTACGGT ATGGACATGGC
N_splende2 CAGCATTGAGTACGGT ATGGACATGGC

(D) Coding 3—indels informative
Caecincola CAGCAATGAGTACGGTTATATTGACTTGGC  00
Siphodera CAGCAATGAGTACGGTAATATTGACTTGGC   00
Paracrypto CAGCAATGAGTACGGTAATGCTGACATGGC  00
Mitotrema CAGCAATGAGTACGGTAATGCTGACATGGC  00
Schistorch CAGCACTGAGTACGGTAATCTGGAAATGGC  00
Callohelmi CAGCATTGAGTACGGT?TTATGGACATGGC  10
Homal_arma CAGCATTGAGTACGGT???ATGGACATGGC  11
Homal_syna CAGCATTGAGTACGGT???ATGGACATGGC  11
N_splende1 CAGCATTGAGTACGGT???ATGGACATGGC  11
N_splende2 CAGCATTGAGTACGGT???ATGGACATGGC  11

Figure 8.4 Alignment of part of the nuclear large-subunit ribosomal RNA gene for

the Lepocreadioidea (Platyhelminthes). The alignment (A) has several taxa with a gap that

might be phylogenetically informative, and which can be coded in any of several ways

that do not represent the same phylogenetic information (B�D). Most phylogeny programs

treat the gaps as missing data (B), so that each alignment column independently contributes

information only for those taxa with nucleotides in that column. Here, the gaps are not
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set of independent characters, which are then included in the tree-building analysis

(Müller, 2006).

A cautionary note is warranted here. When dealing with nonmolecular character

data, it is common to decide a priori which characters will be sampled and which

ones will not. However, when collecting molecular data, this only applies to the

choice of genes to be sequenced or to the primers to be used. It does not apply to

the actual data collected. This leaves the experimenter open to choose to include or

exclude the observations at will after the data have been collected. This applies

when we decide to exclude characters that cannot be aligned unambiguously, align-

ment positions that appear to be overly variable or saturated (such as third-codon

positions), or even simply positions where gaps have been introduced into the

alignment (Morrison, 2006a). Although there are objective criteria for deleting

regions of variable or ambiguous alignment in phylogenetic analyses (Castresana,

2000), a posteriori data exclusion should be treated with caution, as it has the obvi-

ous potential to introduce bias as well as to alleviate it.

Tree building is the third step of a phylogenetic analysis, and it simply displays

the information obtained from the sequence alignment and coding steps as a branch-

ing diagram (Morrison, 2006a). That is, conceptually all it should do is change the

tabular data (the alignment) into a picture of the data (the tree), all of the hard work

having been done in the previous two steps. In practice, it is rarely this simple.

A number of different types of analysis have been developed, based on different

mathematical optimality criteria. Some of these are based on estimated genetic dis-

tances while others are based directly on the characters, such as parsimony, likeli-

hood, and Bayesian analysis. The latter try to maximize the amount of inferred

homology on the tree (or minimize the amount of inferred homoplasy) as part of

their optimality criterion, which gives them a theoretical advantage (and one that

also appears in practice). Choosing among such methods is discussed later.

Unfortunately, different tree-building methods often add to the tree artifactual

information that does not reflect evolutionary history. For example, substitutional

saturation is an almost universal problem (due to superimposed substitutions; Xia

et al., 2003) and compositional heterogeneity is a recurring problem (e.g., A1T

bias or codon bias; Jermiin et al., 2004), as are juxtaposed long and short branches

(resulting in what is known as long-branch attraction; Bergsten, 2005). It is worth

noting that many of the currently recognized practical problems (e.g., long-branch

attraction, compositional bias, and saturation) are merely specific examples of how

analogy appears in molecular biology. Analogy exacerbates the problems caused

by poor taxon sampling and distant outgroups.

Figure 8.4, (Caption Continued) treated as indels, but as missing information.

Alternatively, many researchers simply delete alignment columns that contain gaps (C), thus

losing all of the potential phylogenetic information. Here, the indels do not exist at all. Other

researchers code the gapped columns as separate indels (D). Here, extra characters are added

that represent the sharing of the indel patterns among the taxa, which are then

phylogenetically informative when analyzed.

Source: The data are from Bray et al. (2009).
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While it is impossible to make generalizations about the phylogenetic problems

of pathogens, because the different groups are not closely related, there are

recurring themes. For example, the main cause of substitutional saturation and

long-branch attraction is large evolutionary distances among the taxa, which is a

common situation for unicellular organisms such as most pathogens. Similarly,

nucleotide composition biases reflect mutational as well as selective forces, so that

AT-richness often characterizes mutation-prone genomes such as those of intracel-

lular bacteria, although there are also bacteria (such as the Actinobacteria) that are

GC rich instead. Nucleotide bias is also associated with the parasitic lifestyle, such

as in the AT-richness of Plasmodium falciparum (Apicomplexa), where it is pre-

sumably advantageous as it permits rapid genetic selection in response to survival

threats.

Computationally, artifacts arise because one or more of the assumptions of the

analysis have been violated. All data analyses are based on some form of underly-

ing model, whether explicit or implicit, which specifies the assumptions that need

to be met by the data in order for the results of the analyses to be reliable (Penny

et al., 1994). The choice among phylogenetic models should be quantitatively

assessed rather than arbitrarily chosen (Johnson and Omland, 2004), as this is the

only proactive way of dealing with artifacts. These issues often can be dealt with

by deleting length-variable regions and autapomorphies from the alignment, or by

choosing appropriate evolutionary models for the analysis (Morrison, 2006a).

The most basic assumption of the models is that the model does not change

through time along the evolutionary lineages (i.e., in different subtrees). If this is

so, then mathematically the model is said to be stationary. Biologically, stationarity

is an unlikely assumption, because the physical constraints on the macromolecule

coded for by the gene are likely to have varied through time, and so the DNA

sequence is expected to have been subjected to temporal variation as well.

Suggestions have recently been made that allow for temporal variation in para-

meters of likelihood models (see Morrison, 2006a; Gascuel and Guindon, 2007).

Unfortunately, few of the current suggestions have yet been incorporated into the

most commonly used computer programs, mainly because they do not fit easily as

extensions of the current simple models.

Phylogenetic analysis of all organisms is usually treated as being rather similar,

except for viruses and perhaps bacteria. Otherwise, the differences between differ-

ent pathogen groups are quantitative rather than qualitative. Some groups have cer-

tain genotypic characteristics more strongly than do others, and these will thus

affect the analyses to varying degrees. Bacteria often are subject to horizontal gene

flow of some sort, as well as hierarchical inheritance, and this can confound phylo-

genetic inferences. This is discussed in more detail in a later section. For viruses, it

is often possible to study the genotypic changes occurring during the course of

infection from serial samples.

The phylogenetic techniques that are presented here were developed to investi-

gate what are sometimes called “well-behaved” evolutionary problems, where his-

torical relationships are typically represented by a bifurcating tree with a small

number of taxa appearing as the terminal branches. In viral epidemiology the
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picture can be more complex than this. Even if there is a single underlying phylo-

genetic tree, it may have thousands of branches, and many of these may have mul-

tifurcations. Furthermore, when the evolution of a virus is studied by serial

sampling in patients, data will be available for taxa distributed throughout the tree,

not just for the taxa at the terminal branches. This is particularly true for RNA

viruses, which have a very high substitution rate, and whose molecular evolution

may be up to two orders of magnitude more rapid than that of eukaryotic or pro-

karyotic genes (Holmes, 2009). Suitable methods for the phylogenetic analysis of

serial samples are currently under development (e.g., Rodrigo et al., 2007;

Hasegawa et al., 2009).

8.6 Choosing a Method

It is possible to perform all three procedures of a phylogenetic analysis (sequence

alignment, character coding, and tree building) simply by choosing some popular

computer programs and then using the default parameter values of those programs.

For example, one strategy popular in the literature is to choose Clustal for align-

ment, to ignore any explicit coding, and then to choose PAUP* for tree building.

Unfortunately, this is a very naı̈ve approach, because it does not consider the possi-

ble unsuitability of the analyses for the specific dataset at hand, which may lead to

results that are artifacts (e.g., Roger and Hug, 2006).

This notwithstanding, several “analysis pipelines” have appeared recently,

mostly aimed at microbiologists, which do indeed combine several computer pro-

grams together to perform a single phylogenetic analysis at the press of a button.

These include BIBI (Devulder et al., 2003), PhyloGena (Hanekamp et al., 2007),

WASABI (Kauff et al., 2007), AMPHORA (Wu and Eisen, 2008), and ASAP

(Sarkar et al., 2008). Probably a better approach is provided by services that allow

you to mix and match various programs (e.g., Dereeper et al., 2008; Gouy et al.,

2010). Attempts have even been made to provide descriptions of “standard proce-

dures” for phylogenetic analysis (Peplies et al., 2008).

Which phylogenetic method you choose depends both on what you want to do

and on the data you have at hand. Phylogenetic analysis is based on assessing

unobservable historical patterns. Direct empirical evidence is usually lacking for

independently verifying the performance of phylogenetic methods (except where

sequences have been sampled through time, as in some experimental and epidemio-

logical studies). Consequently, the only protection that we can have against false

conclusions is the quality of the data and the quality of the data analysis. A phylo-

genetic analysis is only as good as the steps taken to ensure the highest quality of

data and to evaluate and use the most appropriate mathematical model for the data

analysis.

Unfortunately, in some areas of biology overly simplistic analyses still seem to

be the order of the day for many practitioners. In the modern world, however, with

the advent of more realistic models of character evolution, phylogenetic analyses

217Phylogenetic Analysis of Pathogens



need no longer be treated as “black boxes” into which data are fed and from which

a tree spontaneously emerges. We need to be aware of what assumptions are made

by different analyses and how to interpret the information that comes out. This

knowledge will help to choose an appropriate phylogenetic analysis for the data.

This chapter is not the place to review the pros and cons of each method, and

this can be found in several books (e.g., Felsenstein, 2004). You will find that there

are several important concepts to bear in mind when considering different method-

ologies: efficiency; the objective function used; the search strategy used (exhaus-

tive, branch-and-bound, heuristic); robustness; power; consistency; reconstruction

probability; and falsifiability. The method chosen will probably be a compromise

from among these criteria, as no method has yet shown itself to be superior on

more than a few of them.

There are two distinct types of error that will affect a phylogenetic analysis: (i)

random or stochastic error, and (ii) systematic error. Stochastic error is error that

results from sampling. That is, we cannot make a complete inventory of all of the

data that could be collected, and so we collect a sample instead. That sample may

not be representative of the complete collection of data, and this results in random

error. Systematic error, on the other hand, results from mismatches between our

goal and our sampling and analytical procedures. That is, we may (unintentionally)

collect data from taxa that are inappropriate (e.g., diseased), or choose to analyze

the data with an inappropriate evolutionary model. Systematic error is thus associ-

ated with the accuracy of the answer (i.e., how close to the truth we get), while ran-

dom error is associated with the precision with which we can present that answer

(i.e., how repeatable it is).

In a phylogenetic study, random error is always expected to occur but we can

attempt to reduce its impact, while systematic error is something that we actively

strive to avoid if we can. Random error can usually be dealt with by increasing the

sample size, either of characters or taxa as appropriate. Systematic error, however,

cannot be fixed by increases in sample size because the same bias will exist

throughout the genome (Jeffroy et al., 2006). For example, several of the gene trees

of the Microsporidia have been shown to suffer problems with long-branch attrac-

tion due to fast-evolving lineages (Thomarat et al., 2004), and this is not alleviated

by studying whole genomes because these fast-evolving genes occur genome-wide.

If systematic bias affects many or most of the genes then the reconstructed organis-

mal tree will be wrong, and adding new genes will not resolve the issue. Similar

problems have been reported for whole genomes of the Apicomplexa, where incon-

gruent phylogenetic relationships based on a small number of genes were simply

confirmed as incongruent by whole-genome phylogenies (Kuo et al., 2008).

As the number of multigene datasets increases, an important methodological

decision is how best to derive the organismal phylogeny from the collection of

gene phylogenies (i.e., how to get the species tree from the gene trees). Note that

there are actually two separate issues here. First, a tree produced from any one

dataset may or may not represent the true history of the taxa in that dataset (e.g.,

the reconstructed gene tree might not be the true gene tree). Second, even if we

have the true tree for the dataset, it still may or may not represent the true history
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of the taxa (e.g., the gene tree might not be the same as the species tree). Indeed,

there are compelling reasons to expect that most gene trees will not match the spe-

cies tree (Avise and Robinson, 2008). Dealing with both of these issues simulta-

neously is no mean task.

There are two basic strategies for analyzing combined data from multiple data-

sets (Morrison, 2006a): (i) combine the data into one set and then produce a single

tree from it; and (ii) produce a tree from each of the datasets and then combine these

into a single tree. That is, we can do the combining either before or after we do

the tree building. The first strategy can be called concatenation (since we concate-

nate the data) while the second can be called consensus (since we produce a consen-

sus of the trees), although these strategies have been called many different things in

the literature (e.g., supermatrix and supertree, respectively). These two strategies

may produce mutually contradictory answers, although they often do not, and there

is a long history of unresolved debate concerning their relative merits (Rannala and

Yang, 2008). Indeed, methods are under constant development to improve upon

these approaches by estimating the organismal tree directly rather than indirectly

(e.g., Degnan and Rosenberg, 2009; Knowles, 2009; Ren et al., 2009).

8.7 Phylogenetic Trees

The idea of a tree as the appropriate representation of phylogenetic relationships

has been with us for 150 years now, and yet is quite clear from the literature that

many biologists have still not fully grasped this idea and its consequences

(Gregory, 2008). That is, misinterpretation of trees, and the taxon groupings

(clades) represented by those trees, is endemic in comparative biology (Baum

et al., 2005). Indeed, this failure of “tree thinking” seems to be deep-seated in the

general public as well (O’Hara, 1997).

In particular, the distinction between an unrooted tree and a rooted tree is often

not made, or is wrongly made, leading to blatantly incorrect interpretations of the

trees. For example, authors sometimes write about “branching order” on a tree

when the tree has no root, and yet it is the root that determines the order; or they

write about “groups” or “clusters” of taxa on an unrooted tree, when it is the root

that determines the groupings. These logical contradictions seem to pass unnoticed

by the authors, the referees, and the editors of the papers, indicating that we have

here a very serious problem.

As far as relationships among organisms are concerned, evolutionary trees are

intended to replace the traditional Aristotelian ladder (also known as the Great

Chain of Being), which arranges organisms in a linear sequence ending with human

beings as the ultimate biological form. Instead, we now use a branching diagram in

which humans are merely one twig among many, thus supplanting the traditional

anthropocentric viewpoint. Unfortunately, many people seem to be imagining a

pine tree (O’Hara, 1997), with a single central axis leading to the “most derived”

species and many side branches leading to “lesser” organisms, rather than picturing

a continuously branching bush-like structure (Figure 8.5).
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An evolutionary tree obviously must have a time direction (from ancestors to

descendants), which is provided by the root. That is, the internal nodes of the tree

represent ancestors and the external nodes represent the final descendants. If the

taxa were species, each node would then represent a speciation event and the

branch lengths would represent the amount of change in the sequences.
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Hair

Homeothermy
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Dermal
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Internal skeleton
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Figure 8.5 Phylogenetic tree showing some of the known characteristics of a selection of

extant vertebrate groups. Each of the morphological changes indicates a derived character

state that appeared in the ancestor represented by the relevant branch. All of the characters

shown are compatible except for homeothermy, which is indicated as having arisen twice

(i.e., in two unrelated groups). The branches show only some of the known vertebrates, as

no fossil groups have been included (e.g., dinosaurs). A tree such as this shows sister-group

relationships; for example, birds are the sister group to crocodiles rather than crocodiles

being the ancestor to birds.

Source: Modified with permission from Morrison (2011).
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An unrooted tree cannot be a picture of evolutionary history because there is no

indication of the direction of evolutionary change across the tree (which would be

away from the root). However, an unrooted tree can be an important step toward

obtaining a picture of evolutionary history. For example, for nine taxa there are

135,135 unrooted binary trees, each of which can be rooted in any one of 15 differ-

ent places (Figure 8.6), yielding 2,027,025 possible rooted trees. Finding the

unrooted tree thus eliminates 2,027,010 of these trees, leaving us with only 15 pos-

sible trees. This is clearly a major step, even if we never work out the precise loca-

tion of the root.

Nevertheless, almost all of the questions being asked by biologists, which they

are trying to answer by performing a phylogenetic analysis, can only be answered

using a rooted diagram. It is inappropriate to identify evolutionary “groups” of taxa

on an unrooted tree (Morrison, 2006a; Wilkinson et al., 2007), because only mono-

phyletic groups (called clades) make any sense in an evolutionary context. A clade

includes the most recent common ancestor of the group plus all of its descendants;

and so, by definition, a clade cannot be determined from an unrooted tree. An

unrooted tree only indicates partitions (or splits) in the collection of taxa. For

example, there are three possible ways to split four taxa into partitions of two taxa

each, and an unrooted tree will show only one of them. Thus, an unrooted tree con-

tains information that allows us to eliminate possible groups from consideration.

However, it does not contain positive information about groups because both of the

partitions do not necessarily form evolutionary groups.

A

B

D
C

E

A B C D E D E C A B C A B D E A B C D E

B A C D E E D C A B D E C A B

Figure 8.6 An unrooted tree of five taxa (top), which can be rooted on any of its seven

branches, yielding seven rooted trees (below). It should be clear which branch of the

unrooted tree has been used as the root for each of the seven rooted trees. Thus, there are

more rooted trees than unrooted trees because every unrooted tree can potentially be rooted

on any of its branches.
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Furthermore, relationships among clades are equal, in the sense that each clade

is the sister to some other clade and vice versa. Thus, clades cannot be “basal” or

“crown’” (Krell and Cranston, 2004), because each single clade branches from

some other single clade, rather than each clade being a side-branch from a main

stem. Logically, at each speciation event two new species arise, rather than one

species producing an extra offshoot species. There is no main stem in an evolution-

ary tree, but instead there is a series of branches leading to a series of twigs, even

if some of the branches do have more twigs than others. Furthermore, neither of

the sisters represents the ancestor; instead they share a common ancestor, which

may not look like either of them.

Finally, characters change through time (Figure 8.5), and so character states can

be either ancestral (the original form) or derived (modified in some descendant).

However, clades themselves cannot be either ancestral/primitive (“lower”) or

derived/advanced (“higher”), as each clade will have a combination of ancestral

and derived character states. There is no chain leading from ancestral species to

derived species. Instead, each species (or group) is the sister to some other species

(or group), with which it shares some characters inherited from their ancestors and

from which it differs by some unique characters. Any group that is interpreted to

be ancestral is paraphyletic (since it does not contain all of the descendants from

the common ancestor) rather than monophyletic, and thus has no phylogenetic

relevance.

All of this leads us inevitably to the question of how best to root a phylogenetic

tree. For molecular data, there are basically six ways that have been proposed

(Huelsenbeck et al., 2002; Morrison, 2006a): (i) a priori polarizing of the character

states; (ii) via reversible substitution models; (iii) midpoint rooting; (iv) using the

molecular clock, or minimizing tip�root variance; (v) coalescence theory for popu-

lation samples; and (vi) using an outgroup. Some of these methods have been more

popular than the others, and not all of them are equally effective.

Use of an outgroup (vi) is far and away the most widely used method of rooting,

and rightly so. The outgroup consists of one or (preferably) more taxa that are not

part of the study group (i.e., the ingroup). The root of the tree is then simply the

branch that connects the outgroup taxa to the ingroup taxa. The main limitation of

this method is the choice of the taxa to be included in the outgroup. For robust phy-

logenetic analysis (Smith, 1994) the outgroup needs to consist of several members

of the sister taxon to the ingroup (i.e., the most closely related group to the

ingroup), preferably ones with relatively short branch lengths to the ingroup.

Evolutionarily more distant species can end up rooting the ingroup at what is effec-

tively a random location, due to the lack of relevant phylogenetic signal involved

in the long branch lengths leading to the outgroup. Alternatively, evolutionarily

close species may not be reciprocally monophyletic with the ingroup, due to

incomplete separation of their gene flows; this means that there will be multiple

“true” root locations on the tree. So, choosing an appropriate outgroup is a balancing

act between too close and too distant, even for genomic datasets (de la Torre-Bárcena

et al., 2009).
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The only way to root the tree of life, which is of some interest when dealing

with pathogens, since many of these groups were intimately involved in the origin

of life, is to use method (i). This has been a topic of long-standing interest in evolu-

tionary biology (Valas and Bourne, 2009).

It is also worth mentioning that it is possible to bias the presentation of a phylo-

genetic tree (O’Hara, 1992; Sandvik, 2009), either inadvertently or deliberately.

Such biases include: (i) presenting a sequence of contemporary taxa so that an axis

passes through the diagram; (ii) the left�right ordering of the taxa at the tips;

(iii) the selective pruning of side branches; (iv) the use of paraphyletic groups; and

(v) the differential resolution of branches.

8.8 Phylogenetic Networks

The view of phylogenetics described above assumes a hierarchy of bifurcating (or

sometimes multifurcating) groups. Indeed, the assumption of a universal Tree of

Life hinges upon the process of evolution being tree-like throughout history

(Lecointre and Le Guyader, 2006). In eukaryotes, the molecular mechanisms and

species-level population genetics of variation mainly do cause a tree-like structure

over time, but in prokaryotes they often do not, as there are known to be many

mechanisms for genetic exchange that disrupt a genealogical tree.

This has lead to an ongoing discussion about whether bacterial phylogenetics, in

particular, should be based on the concept of a tree (Galtier and Daubin, 2008) or

not (Bapteste et al., 2009). We have previously used a series to represent biodiver-

sity (the Great Chain of Being) and we have used a tree (the Tree of Life)—does

our increased understanding of molecular evolution mean that it is time to find a

new representation?

To this end there has been interest in the use of networks rather than trees as the

basis for phylogenetic analysis. The intention here is to replace the Darwinian

model of a bifurcating tree by a “reticulating tree” (Ragan, 2009), with the reticula-

tions representing evolutionary processes other than lineal descent with modifica-

tion. Such processes involve gene flow of some sort, including: hybridization,

introgression, recombination, horizontal (or lateral) gene transfer, genome fusion,

ancestral polymorphism (also called deep coalescence or incomplete lineage sort-

ing), and gene duplication�loss (or hidden paralogy). It is now more than 30 years

since the difficulties of fitting bacteria (Sneath, 1975) and hybrids (Bremer and

Wanntorp, 1979) into a phylogenetic tree were first aired, but the issues have only

recently received widespread attention.

Unfortunately, this field is rather poorly developed at the moment (Morrison,

2010a). Networks that try explicitly to represent evolutionary history (called “evo-

lutionary networks”) all have serious restrictions on the types of patterns they can

analyze, and on the allowed complexity of those patterns. As noted by Huson et al.

(2009), there are many promising directions to follow and rudimentary software
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implementations, but there is no tool currently available that biologists can rou-

tinely use on real data. Of course, an evolutionary network must be rooted in order

to form an hypothesized evolutionary history. All of the internal nodes should be

(inferred) ancestors and all of the branches should represent inferred evolutionary

events (with a direction of transformation). Nodes where two or more lineages con-

verge (a reticulation node) indicate pooling of genetic material; and nodes with one

branch coming in and two or more going out (a tree node) represent genetic diver-

gence (see Figure 8.7).

What we have, instead, is a wide array of methods for displaying data conflict

in phylogenetic datasets (called “data-display networks”). That is, compatible or

congruent data patterns are displayed as a tree, while incompatibilities in the data

are displayed as reticulations in the tree (Figure 8.8). Incompatibilities can also

arise, in addition to the gene-flow processes listed earlier, from: (i) analogous

rather than homologous characters (e.g., parallelism, convergence, reversal); or (ii)

methodological issues in data collection (e.g., taxon sampling, character sampling,

outgroups) or data analysis (e.g., model mis-specification, choice of optimality cri-

terion). We cannot distinguish, from the network alone, the cause of the character

incompatibility, and so the nodes do not necessarily represent ancestors (as they

would in a rooted tree), and the branches do not necessarily represent biological

character transformations (from ancestor to descendant). Data-display networks are

very useful for exploratory data analysis (Morrison, 2010b) or estimating genetic

diversity (Minh et al., 2009), but they should not be confused with (or treated as)

evolutionary networks.

It is becoming increasingly obvious that the basic biological model for most

evolutionary studies is a (relatively well-supported) tree on which is superimposed

a (smaller) collection of nontree (reticulation) events; metaphorically, this is a tree

obscured by vines. The choice of a tree or a network to display evolutionary history

then depends on the extent to which the tree has been obscured by the vines. Since

most gene trees are not expected to match the species tree, even when one exists,

when is it worthwhile to reconstruct a species tree? Resolving this issue, and devis-

ing methods for constructing evolutionary networks, may be the biggest current

challenges for bacterial phylogenetics (Galtier and Daubin, 2008; Bapteste et al.,

2009; Doolittle, 2009; Koonin, 2009), in particular.

Much of the problem arises from the lack of sexual reproduction and lack of

available macrocharacters in prokaryotes, so that molecular mechanisms loom large

in their phylogenetic datasets, particularly horizontal gene transfer. Furthermore,

sequences of the small-subunit rRNA gene have played the dominant role in micro-

biology, and one gene phylogeny cannot be used reliably to reconstruct the organis-

mal evolutionary history. The sequences of the small-subunit rRNA gene may well

have a tree-like history but that does not automatically entail that the genomes

have a similar structure.

The rest of the problem comes from whether we see the Tree of Life primarily as

a metaphor (i.e., a model) for the structure of the evolutionary past, or whether it is a

specific hypothesis about that structure (i.e., the evolutionary process really does

generate a tree). Obviously, there is a tree-like history generated by cell divisions of
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Figure 8.7 Recombination network for 1542 aligned nucleotides from 72 samples of

Dictyocaulus viviparus (Nematoda). This evolutionary network shows the inferred historical

relationships among 64 farm samples and 8 samples from a laboratory isolate (used to root

the network, at the left). Most of the samples from each farm are closely related in a simple

divergent fashion through time. However, two groups of samples descend from reticulation

nodes (indicated by arrows), thus indicating the pooling of two distinct sources of genetic

material. The farms involved (29 and 65) may thus have multiple sources of infection.

Source: The data are mitochondrial protein, rRNA and tRNA gene sequences, from Höglund

et al. (2006).
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prokaryotes, but is this Tree of Cells the most useful way of organizing our knowl-

edge of biodiversity? Microbiologists seem to have been at times wary of phyloge-

netic analysis, and much of the history of bacterial classification has unfolded by

deliberately ignoring the basic principles that are summarized here (Sapp, 2009).

Indeed, it may be that microbiology and phylogeny are incompossible. If so, then

microbiologists need another paradigm; but those who object to trees do not yet

seem to have one (i.e., they are anti-tree rather than pro-something-else).
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(1997).
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9.1 Introduction

Humans have a typical mammalian immune system, with three components: exter-

nal barriers, the innate immune system, and the adaptive immune system. External

barriers include physical barriers such as skin and mucosal surfaces as well as anti-

bacterial secretions like lysozyme and defensins.

The second component, the innate immune system, responds quickly to attack but

is not tailored to the specific attacking pathogen. It has built-in features that recognize

and attack pathogens using pattern recognition receptors, which are triggered by char-

acteristic molecular signatures associated with certain classes of disease organisms,

such as the lipopolysaccharides found in the cell walls of Gram-negative bacteria. It

also includes some very specific defenses against particular pathogens. The innate

immune system knows that certain molecules are danger signs, but it does not learn.

Its knowledge was generated by natural selection rather than individual experience,

rather like the fear of snakes that is especially easily invoked in humans.

The third component, the adaptive immune system, can tailor responses to a spe-

cific pathogen and retains the ability to rapidly respond to future visitations by that

pathogen. It acts as an individual immunological memory.

The human immune system has defenses which work against practically any

conceivable pathogen (the adaptive system), defenses that are pre-tuned against tra-

ditional classes of pathogens such as bacteria, RNA and DNA viruses, protozoa,

parasitic worms, and fungi, and a number of other defenses that are specifically

aimed at particular pathogens. For example, there are genes that defend against

Herpes simplex (Sancho-Shimizu et al., 2007), Epstein�Barr virus (Rigaud et al.,

2006), and certain dangerous strains of human papilloma virus (Ramoz et al.,

2002). People with two broken copies of such a gene almost inevitably have serious

or lethal infections of the associated pathogen.

Some human defenses protect against regional pathogens. Mainly that means

malaria, which we will discuss at length later, but we also know of a built-in

defense that is effective against Trypanosoma brucei, the cause of a common
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African trypanosomal infection known as nagana in livestock. The molecule is

APOL-1 (Pays et al., 2006), a lipoprotein: normally such molecules transport lipids,

but this one also plays a role in killing trypanosomes. APOL-1 has, we think,

played a role in human evolution. First, it is a pretty clear signal that human

evolved in sub-Saharan Africa, since that is where nagana is found. It probably

says something about our preferred habitats in the early days of human evolution,

since the tsetse flies carrying the disease are mainly found near rivers and lakes, in

forests along watercourses, and in wooded savanna. Tsetse flies are not common in

arboreal environments, and interestingly, chimpanzees do not have this defense

(Puente et al., 2005), although gorillas do.

Innate human nagana defenses are not just another signpost pointing to Africa.

They also suggest possible ecological explanations for some patterns in the fossil

record, for example, for the fact that Neanderthal remains have never been found in

Africa. Given several hundred thousand years living in areas without tsetse flies,

Neanderthals probably had nonfunctional versions of this defense, due to relaxed

selection and mutation accumulation. The loss of this defense (and most likely of

other defenses against specific African pathogens) would have made it almost

impossible to expand back into Africa. Since Africa was pathogen-rich compared

to Europe and southwest Asia, the main Neanderthal homeland, the situation was

not symmetrical. Hominids could leave Africa, but they could not go home again.

Many known or suspected genetic responses to infectious disease in human are

loss of function mutations, damaged or broken genes. This is the case for nearly all

the known malaria adaptations: we will discuss falciparum malaria in some detail

later. Other protective variants that are known or suspected are also damaged ver-

sions of the wild type. Most tropical Africans have the Duffy-negative chemokine

receptor, which confers protection against vivax malaria. For many years it has

been thought that the deletion had no negative consequences, but recently Reich

et al. (2009) have shown that the Duffy-negative allele itself causes a significant

reduction in neutrophil count in people of African descent. This reduced white cell

count is almost certainly not a good thing for its bearers.

9.2 Parasites as Our Friends

Of course parasites can also be helpful. Invading modern humans may have carried

diseases that hit archaic humans harder during the original modern human diaspora

out of Africa. This effect helped the Europeans expand into the New World.

Venereal diseases would be good candidates since they can propagate successfully

at the low human densities typical of hunter-gatherers. Directly transmitted crowd

diseases, on the other hand, would not have been particularly devastating to the

low-density archaic populations encountered in the Levant and Europe during that

early expansion (as opposed to the high-density agricultural populations in the New

World encountered by the Spanish).

Parasites may also have contributed to human success in hunting. We picked up

three species of taeniid tapeworms from African predators (another sign of our
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origin) several hundred thousand years ago (Hoberg et al., 2001), one from hyenas

and two from lions. These tapeworms, like many other parasites, have a complex

life cycle, forming cysts in herbivores (the intermediate host) and reaching maturity

in the carnivorous definitive host. Obviously their interests conflict with those of

their intermediate hosts, since they benefit when their host is eaten.

In such a situation, there is an evolutionary incentive for parasites to manipulate

the behavior of their intermediate host, for example, by making them easier to

catch (Lagrue and Poulin, 2010). This may be the case for toxoplasma, a protozoan

that uses many herbivores as intermediate hosts and cats as the definitive host.

Toxoplasma has been shown to cause fearlessness in rats and mice (Berdoy et al.,

2000): who benefits? There is evidence that Echinococcus, another taeniid tape

worm with canid definitive hosts, increases predation on its intermediate hosts

(e.g., moose). Those human tapeworms may have played an important role in

human hunting success, particularly in the olden days when human weapons and

hunting skills were far less sophisticated than those used by contemporary hunter-

gatherers. Before agriculture, those tapeworms used wild pigs and ungulates as

intermediate hosts. Now they cycle through domesticated pigs and cows, suggest-

ing another way in which those parasites could have aided humans by fostering

domestication (Ivy Smith, personal communication).

Wild boars are quite formidable, but the auroch (the wild ancestor of domesti-

cated cattle) was simply terrifying, being 2 m high at the shoulder and weighing

over a ton. Domestication sounds difficult and dangerous—but it might have been

easier if a parasite was, for its own reasons, reducing the aurochs’ fear of humans.

9.3 Demography and Parasites

Pathogen dynamics can have a major influence on long-term demographics—and

the other way around, of course. Pathogens typically require a minimum number of

hosts in fairly close proximity (called the critical community size) in order to sur-

vive. Consider measles: it is infectious for no more than 10 days, and survivors

have lifelong immunity. Clearly measles can only flourish in a situation where

there is a steady supply of fresh, never-infected hosts; that is to say, children.

Because of these facts, measles has a critical community size of roughly a quarter

of a million people: it could not have existed in its present form back in hunter-

gatherer times, since there were no such large population concentrations (Black,

1966).

At the opposite extreme, chickenpox, after infecting children, lingers in nerve

ganglia. It often recurs much later in life as shingles, which cause excruciating

pain. Children can catch chickenpox from their grandfather’s case of shingles. So,

due to its persistence and ability to wait, chickenpox has a critical community size

around 1000 (Black et al., 1974).

These facts about infectious disease imply certain things about our ancestral

demographics. For one thing, a population crash would have usually been followed

by a boom, partly because resources become more abundant in such situations, but
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also because infectious diseases become less important at low population densities.

A mega-crash, one in which humans had a brush with extinction, could thus have

had a silver lining: some human-specific parasite could have gone extinct. If that

parasite had imposed a heavy fitness burden, humans would have flourished after

the crash. Something similar (a bottleneck in space rather than time) happens some-

times when a species colonizes a new continent—the settler population is too small

to carry along key parasites and thrives to a surprising degree in its new home.

Africa is rich in human pathogens. Since we originated there, African pathogens

have had a long time to adapt to humans and other primates. We mentioned that

populations such as Neanderthals that spent a long time outside of Africa probably

lost defenses that would have been necessary in Africa, and thus could not go back.

The other side of this coin is that those vigorous defenses against African patho-

gens had costs, costs that were no longer necessary in cooler climates. Leaving

Africa may have had substantial payoffs, first for archaic humans in Eurasia and

later for anatomically modern humans.

9.4 Agriculture

The biggest demographic change ever experienced by humans was the population

explosion made possible by the development of agriculture. Our numbers increased

by factors of 50�100, which had a fundamental (and highly unpleasant) impact on

human infectious disease. Pathogens that already infected humans became more

common and had greater impacts on fitness, while new pathogens arose that could

only spread in high-density populations—crowd diseases. We acquired most of

these crowd diseases from other animals. Some originated in the animals we

domesticated, while a number of others came from African primates. Some proba-

bly evolved from older human pathogens moving into newly available ecological

niches.

The human genome responded to the new disease pressures, and we have

observed the resulting changes in many components of the immune system. The

35delG mutation of connexin-26 causes deafness in homozygotes, but also changes

characteristics of the skin (thicker) and sweat (saltier): it may protect against infec-

tions of the skin such as erysipelas (Meyer et al., 2002). It is also a common cause

of deafness in homozygotes. There is evidence of selection on a number of genes

in the innate immune system such as CR-1 (a malaria defense) and some of the

Toll-like receptors (TLRs) that recognize characteristic pathogen molecules. Some

changes, such as the mutations causing familiar Mediterranean fever (Chae et al.,

2006) and alpha-1-antitrypsin deficiency (Lomas, 2006), loosen protective restric-

tions on some of the more aggressive components of the immune system—you

might compare these to unleashing the police, always a dangerous thing to do.

There have been changes in the adaptive immune system as well, particularly in

the major histocompatibility complex (MHC). We have recognized many of these

changes because they cause serious Mendelian diseases that would hardly have
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reached such high frequencies unless there was some form of heterozygote advan-

tage. Genomic scans have discovered other adaptive changes that do not have such

high costs.

It is an odd fact that we seem to see fewer of these expensive disease defenses

in East Asia, particularly considering only those that defend against something

other than falciparum malaria. We know of no obvious reason why this should be

so: conceivably it might be a result of looking harder at European genetics (ascer-

tainment bias) but right now it is something of a puzzle.

9.5 Some Lessons from Malaria

The case of malaria illustrates a number of general principles about the relationship

between infectious disease, biological evolution, and social evolution in humans.

We will discuss aspects of malaria biology in some detail, but much the same story

could be told for other infectious diseases of humans, for example, yellow fever.

Falciparum malaria is the most serious human infectious disease and has been the

strongest and best understood selective force acting on humans over the past few

thousand years. This selection pressure operated in the peoples of the Old World

tropics and subtropics—but not elsewhere—and so caused those populations to

diverge from the rest of humanity in some ways (Pennington et al., 2009). The

most dramatic impact has been the rise to high frequency of many protective

alleles. A number of those alleles (the best-studied ones) are overdominant and

cause major health problems in homozygotes.

The sickle-cell mutation is the most famous protective allele. Heterozygotes

gain substantial protection against falciparum malaria while homozygotes suffer

from a severe anemia that is usually lethal in childhood without modern medical

treatment (even with treatment, it continues to cause substantial morbidity and mor-

tality). It is the most common lethal mutation in humans, with a gene frequency of

around 10% or more in many populations of tropical Africa.

There are a number of similar protective polymorphisms, which are also disease

alleles. Some change the hemoglobin molecule, either by amino acid changes (like

hemoglobin C and hemoglobin E) or by changing the relative numbers of hemoglo-

bin subunits, as in the thalassemias. Others change the red cell in different ways,

interfering with its metabolism (G6PD deficiency) or altering membrane proteins

(Melanesian ovalocytosis). It seems likely that falciparum malaria has existed in its

present form for 5000 years or less. The approximate age of some of the protective

polymorphisms has been determined, and they all seem to be younger than that

(Ohashi et al., 2004; Saunders et al., 2005).

Increasingly, researchers are discovering alleles favored by malaria selection

that apparently do not cause disease, not even in homozygotes. Some affect famil-

iar targets like the red cell membrane, as we see with glycophorin C (Maier et al.,

2003) and type O blood (Rowe et al., 2009). We also see variants of immune sys-

tem molecules such as CD36 (Pain et al., 2001) and CR-1 (Cockburn et al., 2004).
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This trend of discoveries is likely to continue, and we should eventually observe

malaria-induced changes in the frequencies of many alleles, even those that have

only weak effects on resistance. That is the typical pattern seen in artificial selec-

tion experiments. Strong selection for any trait other than fitness itself causes nega-

tive changes in other traits—so resistance to malaria has most likely had significant

costs. Obviously we know of the costs of many that take the form of Mendelian

diseases, but there are likely others as well.

Falciparum malaria’s unusual virulence can be explained in part by its means of

transmission. Natural selection favors low virulence in many infectious diseases

that are spread directly from person to person, since immobilizing the host inter-

feres with transmission. Since malaria is a vector-borne disease (spread by mosqui-

toes), a severe infection can still spread, even if the host is bedridden (Ewald,

1994). If high parasite blood counts increase the probability of transmission, severe

infection may be a favored strategy. The other major kind of human malaria,

Plasmodium vivax, is also mosquito-borne. It is a fairly serious disease, although

much less so than falciparum. It is often found in temperate climates, where it must

survive winters without active mosquitoes. In order to do so, it has the ability to

hide in liver cells for long periods, in some cases for decades. Of course, this strat-

egy would not work if the host died, which explains why vivax malaria has rela-

tively low virulence. Falciparum mainly exists in warmer climates where mosquito

transmission occurs throughout most or all of the year, so that it can keep moving

to new hosts.

Malaria has another characteristic that increases its severity. Unlike most other

pathogens, malaria repeatedly switches its surface proteins. A single parasite clone

has about 60 antigenic variants and thus can stay ahead of the immune system for a

year or more, while greater variety in the parasite population as a whole means that

a single infection does not result in lasting immunity (Scherf et al., 2008). This

defensive tactic of malaria has made the development of an effective vaccine very

difficult: no such vaccine is clinically available at this time.

Selection for malaria resistance in humans illustrates several key evolutionary

principles: some of these are very well known, while others are not so obvious.

First, it shows that adaptive evolution is a continuing process in humans, one that

can cause significant changes over historical time and whose direction is not the

same in every population.

This may have been especially the case over the Holocene, during which

humans experienced substantial climate change and were exposed to the selective

pressures associated with agriculture, and greatly increased in number.

Malaria selection is also a clear example of convergent evolution. The protective

alleles in Southeast Asia are entirely different from those in Africa: some are differ-

ent mutations of genes that have produced defensive alleles in Africa (e.g., G6PD

deficiency) while others involve different genes. One sees the same thing in artifi-

cial selection experiments: the phenotypic changes are similar in different lines

experiencing the same selective pressures (people in both Africa and Southeast Asia

are resistant to malaria) but the genetic details are in general different. Another point

is that strong selection evokes changes in many genes, changes that are concentrated
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in a few metabolic paths. In this case we know of many polymorphisms that affect

the red cell and hemoglobin, as well as a number that result in immunological

changes. We have seen arguments that this pattern is somehow unparsimonious: one

sweep might be caused by strong selective pressures, but surely not many! But in

fact strong selection is likely to cause a number of sweeps—basically, every gene

that significantly affects the trait under selection is a candidate for an adaptive

mutation.

These convergent adaptations also show us something about the way in which

advantageous alleles have spread through populations. Particular protective alleles

have spread through much of sub-Saharan Africa, across New Guinea, or through-

out the coastal regions of the Mediterranean, but few have managed to cross the

Sahara Desert or move between India and Southeast Asia. Strong geographical bar-

riers (and limited time) have prevented high-fitness alleles from spreading to all

the places they would have worked, and thus local protective variants took their

place. Evolution was faster than gene flow.

Many of these protective alleles are overdominant, since homozygotes suffer

from serious disease. Overdominance means that the heterozygote has higher fit-

ness than the homozygote: such alleles never go to fixation. A recessive lethal-like

sickle cell is clearly overdominant, but some of the other defensive alleles that do

not cause obvious disease may also have lower fitness in homozygotes. A number

of domesticated animals also have overdominant alleles that are products of recent

strong selection, such as myostatin mutations in whippets and cattle. This may be a

general feature of strong selection: many of the sweeping alleles generated by such

selection may therefore reach maximum frequencies well under 100%.

Another interesting point comes from a simple thought experiment: there must

have been a time when falciparum malaria had not existed for long and protective

alleles were as yet rare. In those days, sickle cell heterozygotes (for example)

should have had a larger fitness advantage, relative to the population average, than

they do today, since in those days the average person had no other protective

alleles. Today, on the other hand, someone in Africa who does not carry the sickle

cell allele is likely to have a number of other protective alleles: alpha thalassemia,

G6PD deficiency, etc. Africans who do not carry sickle cell are still far more resis-

tant to falciparum malaria than northern Europeans or Amerindians. So the fitness

advantage of being a sickle cell carrier (which was as high as 20% in recent centu-

ries) must have been even larger thousands of years ago. This means that the rate

of growth, and the equilibrium frequency, if overdominant, of every allele that pro-

tected against malaria slowed down as time passed, as the population acquired

more and more resistance to malaria from other alleles. This effect can also stop a

selective sweep short of fixation.

We think that falciparum malaria has had another interesting effect on human

evolution, in that it often kept populations below the Malthusian limit—that is, kept

population density below the level at which resource limitations would have stopped

further growth. In a Malthusian situation, resources are short and individuals com-

pete for them. Selection in that situation favors efficient use of available resources,

which would involve improvements in metabolic and work efficiency—basically,
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farmers who can plow more acres per calorie. It also favors paternal investment.

At the limit, you end up with hardworking peasant couples (both father and

mother) who can just barely manage to raise enough food for themselves and the

two children who replace them in the next generation.

In a sub-Malthusian ecology, where factors like disease and/or violence keep

the population well below the subsistence limit, selection pushes in a different

direction. Here the limiting factor might be health rather than wealth. Disease

resistance in a mate could be more valuable than land, so a father’s genetic quality

might be important than his provisioning ability. In much of Africa today, women

do most of the farm work: this low level of paternal investment is only possible

when resources are plentiful. Female self-sufficiency combined with a high value

placed on genetic quality favors polygyny (multiple wives), since man’s genes are

more important than his wages. Polygyny is more common in West Africa than

anywhere else.

9.6 Disease and Standard of Living in Preindustrial
Societies: A Simple Model

We can elaborate the role of disease in shaping human cultural diversity with a

simple model. Disease in a population that would otherwise be Malthusian, that is

to say resource limited, can have the effect of reducing the population size, leading

to an increase in the standard of living of those who remain. A familiar example is

the prosperity and high wages in Europe following the massive human die off with

the great plague epidemics.

We start with a small group of 1000 colonizers in an empty environment.

Initially the population is at such a low density that there is no competition for

resources among people. Births and deaths occur at a constant per person rate.

There is no age structure, no youth nor old people, so everyone is subject to the

same rates—these assumptions make algebraic models easy and they reflect well

what happens in more realistic (but more complicated) models. Plausible generic

values for low-technology human populations are 50 births per thousand people per

year and 30 deaths per thousand people per year. The difference, 20 per thousand

per year, is the intrinsic growth rate, 20 per thousand or 2 per hundred, 2% per

year. In the absence of any limitation the population grows according to this rate

exactly like money at compound interest. After a generation of 25 years the popula-

tion size would be 1000 3 (1.02)25 or 1640 people. This population would double

in about 35 years and would double slightly more than 14 times in 500 years to an

implausibly large size of nearly 20 million people.

The customary models in population geneticists focus on gene frequency

change, and mean fitness, population growth rate, is normalized away in the equa-

tions for genetic change. Here we need to acknowledge the demographic conse-

quences of gene change and retain the mean fitness parameter in order to study the

interaction of demography and genetics. The mean fitness of 1.02 per year (or 1.64
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per generation) occurs at low population densities but gradually declines as the

population grows to the carrying capacity. At this limit the mean fitness is just 1.0;

the population remains stationary.

What are the long-term implications of this modest rate of growth? The rate of

2% per year is commonplace among human populations yet a growth of 2,000,000%

over 500 years seems and is outlandish. Early in the process resources would

become scarce and the rate of growth would slow. Assuming the initial colony occu-

pied 100 square miles, the expanded population after five centuries would need to

occupy nearly 2,000,000 (two million) square miles, about the area of Argentina

or Kazakhstan. This is explosive growth in historical time but it corresponds to

everyday population growth today in many low-technology societies. We know that

over the long period from the modern human diaspora out of Africa about 45,000

years ago to the industrial revolution about 200 years ago human numbers grew but

at long-term rates far below our modest 2% per year. On this long timescale, they

hardly grew at all. It is likely that most of the time populations were growing at rates

like our 2%, perhaps slower, but that there were frequent catastrophic events like

wars, famines, and plagues that cut population sizes back.

9.7 Population Limitation

There is a convenient and standard way to make a model of population limited by

resources called the logistic model. This may not be very accurate but it is simple

and, given our poor understanding of detailed dynamics, more than good enough.

The idea is that there is some carrying capacity K of the environment. Populations

below the carrying capacity in size can grow while populations above the carrying

capacity decline until they reach K. If we write Pt for population in some genera-

tion t and Pt11 for population the following generation then simple population

growth like compound interest, called geometric, follows this formula:

Pt11 5Pt 3 ð11RÞ

where R is just the intrinsic growth rate and (11R) is the mean fitness. We write

R5 0.641 in the expression for the intrinsic growth rate since a rate of 2% per year

corresponds to growth of 64.1% per generation. The logistic model specifies that the

growth rate R is damped by the current ratio of population to carrying capacity:

Pt11 5Pt 3 ð11R3 ð12Pt=KÞÞ

In an empty environment without intraspecific competition, population P is

much less than carrying capacity K and population growth is almost the same as

the simple geometric case. But as population increases the ratio P/K becomes sig-

nificant, growth slows down, and eventually stops when population reaches carry-

ing capacity, that is when P5K. If the carrying capacity of the environment into
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which our population moved were 10,000 people, then the population would grow

at a decreasing rate to reach 10,000.

What if the carrying capacity is not static but increases with the number of peo-

ple? For example, we might imagine that more people bring more farmland under

cultivation so that K itself changes. It turns out (Cohen, 1995) that nothing much

changes if the increase in carrying capacity K is proportionally less than the

increase in population P as would happen if the best land were cleared first while

lower and lower quality land were subsequently brought under cultivation. The

population still approaches a (new, larger) carrying capacity so that as equilibrium

is approached population P is equal to carrying capacity. The end result is that the

standard of living, by which we mean the ratio of resources to people K/P, is still

unity. There are more people but they are not living any better than they did before

the new land was cleared. Such a population, limited by resources, is referred to as

a Malthusian population.

An interesting variant of this model is to introduce a new source of mortality,

perhaps disease or warfare (Armstrong and Gilpin, 1977; Keeley, 1997). In areas of

central Africa with high levels of falciparum malaria the cost to fitness of an indi-

vidual may be around 25%: that means that with malaria an average individual will

leave 25% fewer living descendants one generation later. With a growth rate of 20

per thousand per year, an average individual has 1.64 daughters one generation

later. If malaria now decreases fitness by 25%, the average individual will only

have 75% of 1.64, or 1.23 daughters one generation later. In terms of annual rates,

the malaria cuts population growth from 2% to 0.8% per year. (Notice that we

count only daughters since our model is of a simple population that does not take

into account sexual reproduction.)

Now we can consider the fixed carrying capacity K and examine the conse-

quences for the population and for individual well-being. The algebraic model now

becomes (writing M for the extra density-independent death rate, from malaria in

our example but also likely to be from violence and local warfare):

Pt11 5Pt 3 ð11R2RPt=K2MÞ

We can find the equilibrium population; that is, the population that would

remain unchanging in this environment with the extra mortality. We simply set

Pt11 equal to Pt, rearrange some terms, and find that the new equilibrium is:

P5K3 ðR2MÞ=R

We substitute our assumed values, an intrinsic growth rate R of 0.64 and an

extra mortality rate M of 0.25, to obtain:

P=K5 0:39=0:64B0:61

The population now equilibrates at 61% of the old carrying capacity. A more

interesting way to summarize what we have found by manipulating the logistic
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model is in terms of the standard of living, where a value of 1 means the bare sub-

sistence minimum compatible with life and the maintenance and population size

and a value of, say, 5, means that there is five times the subsistence minimum

amount of resources available to the average person. In our model population, the

standard of living is the reciprocal of 0.61 or 1.6. There is more than half again as

many resources per person as there were before malaria appeared. What this means

on the ground is that people do not have to work very hard to get enough to eat,

that there is fruit on the trees for plucking, and that there are not great labor

demands on anyone. Those who survive the malaria enjoy a much higher standard

of living. Figure 9.1 is a simulation of this process using plausible numbers for a

low-technology human population. The population grows 10-fold from 1000 to

10,000 people in 10 generations, then quickly shrinks to the new equilibrium size

of 6100 people after the introduction of falciparum malaria.

Clark (2007) points out that the medieval English had a higher standard than the

medieval Japanese because there was much more sewage and filth in England and

so a heavier burden of disease. This extra disease translated, as in our malaria

example, to a lower population density and higher standard of living.

What are the social consequences of this new disease for low-technology human

populations? The most important immediate consequence is that there are plentiful

resources for everyone and so, following the nature of the creature, males withdraw

from subsistence work as they find that they can simply parasitize women for food.

In much of central Africa, Oceania, and the Americas, the result is or has been

Figure 9.1 Model population size over time of a population of 1000 introduced into an

empty area with a carrying capacity of 10,000. After 250 years (10 generations) falciparum

malaria appears, and population size quickly drops to about 6500. Generation is on the

x-axis, population size on the y-axis.
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societies in which men do not do anything very useful and women provision them-

selves, their children, and the men. The euphemism in economics for this kind of

society is “female farming system.” Left free of the demands of subsistence the

men start hanging out together, perhaps even all moving into a village men’s house

(not so common in Africa). This leads to local and regional raiding and warfare

and an entrenched culture of local violence.

9.8 Disease, Mating, and Reproductive Strategy

Several decades ago Hamilton and Zuk (1982) showed a correlation in North

American passerines between parasite burden and gaudiness. Their model was that

a slowly changing parasite load leads to parent�offspring correlations in ducks in

parasite resistance leading to mating preferences for bright colors as signals of that

resistance. Subsequent literature suggests that a similar phenomenon occurs in

human societies (Gangestad and Buss, 1993; Low, 1990).

The underlying logic is clear enough, much of it similar to that of the discussion

of endemic malaria. Human females, like all mammals, may obtain provisioning

from a male for herself and her offspring. This is the pattern in many settled agri-

cultural societies where male subsistence labor is necessary for successful repro-

duction: these are so-called dad societies. On the other hand, in societies that are

far below the Malthusian limit, female mate preferences are more likely to favor

males other than good providers. In these societies, often characterized by chronic

local raiding and warfare, males protect females from other males. In places with

high endemic disease loads then, as in ducks, disease resistance can be heritable so

that females prefer to mate with males with “good genes” rather than with males

who are “good providers.” Of course if females are selecting males with good

genes rather than males who are good providers then this is an open door for poly-

gyny. A peasant farmer would have great difficulty provisioning several families

but no difficulty at all simply mating with several females. Traditional societies of

tropical Africa are indeed mostly polygynous.

There seem to be several important ecological routes to quasi-stable high stan-

dard of living non-Malthusian societies. One is warfare: in many well-documented

cases, deaths by violence are one quarter to one half of all deaths with the result

that human densities remain below any purely subsistence population limit. Much

of highland New Guinea appears to be a classic example of this cultural ecosystem.

Nothing much seems to have changed there in many millenia. The rough broken

terrain contributes to the persistence of this system, since the terrain makes it

nearly impossible for an effective constabulary to suppress the chronic violence.

Another route to such a society is through a high burden of endemic disease, as

in the malaria example. Malaria is, of course, the classic case, but yellow fever,

hookworm, and many others should have similar effects. Much of sub-Saharan

Africa is described by economists as “female farming systems,” a euphemism

for societies where men essentially parasitize women for subsistence while they
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commit more effort than males do elsewhere to subtle and not-so-subtle male�male

competition. As females prefer males who appear healthy (for their “good genes”)

there may be selection in males to accommodate this preference, that is, there

should be sexual selection for appearance. Several recently described myostatin

mutants in Africa (Saunders et al., 2006) are probably recently evolved signals of

male quality.

The worldwide fall of fertility rates following the Industrial Revolution in north-

ern nations suggests that a stable non-Malthusian world is attainable without the

unpleasantness and misery of violence and infectious disease. Meanwhile, it is

important to understand that a disease like falciparum malaria not only causes

much human misery directly, it also leaves in its wake damaging genetic traces that

may take hundreds of generations to dissipate. It is also a social order likely not so

well suited for modern industrial society. While fierce, physically attractive males

may be favored in a social system where there are adequate resources for females

to do all the provisioning, they will not do so well in a subsistence ecology that

demands hard agricultural labor and actively sanctions violent behavior.

9.9 Prosperity and the Postindustrial Era Mortality Decline

It has become apparent in the last decade that evolution in humans is an ongoing

process that is even speeding up in the face of drastic cultural changes and the large

number of humans on earth, each of whom is a potential target for mutations,

including favorable mutations (Hawks et al., 2007). Clark (2007) has proposed that

genetic change during the millennium or so before the industrial revolution led to

essentially a new version of humans that made the revolution possible. The greatest

change in human economic history since the origins of agriculture, the industrial

revolution of around 1800 released our species from Malthusian constraints as

income growth suddenly outstripped population growth. This revolution in human

society was accompanied by many changes, and no one has a very clear idea of

how they are related to each other. Clark, whose focus is on Great Britain, empha-

sizes these changes:

� A decline in propensity to violence, especially male violence. In the nations of Europe,

homicide rates fell by one to two orders of magnitude in the millennium before 1800

(Eisner, 2001, 2003). In many preindustrial societies, violent males enjoyed a reproduc-

tive advantage through greater access to mates, but that advantage turned into a severe

disadvantage in settled agricultural societies with effective constabularies.
� Declining interest rates reflecting declining time preference. People were more and more

inclined to delay gratification.
� An increasing affinity for work.
� A strong correlation between wealth and reproductive success of males.

At the same time, there were other equally profound changes:

� A striking mortality decline, the cause of which is not well understood. Civil engineering

and vaccination are often suggested as causes of this decline but the evidence is not very
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clear. The decline may also in part reflect genetic adaptation to new kinds of infectious

disease.
� Birth rates fell drastically. The fall of birth rates lagged the fall in death rates by several

decades. This is the so-called demographic transition from high mortality and high fertil-

ity to low mortality and low fertility. This led to the relationship between wealth and fer-

tility to reverse, as it is today in industrial societies. Today, wealthier people have fewer

surviving offspring, and this reversal was the immediate precursor of the popular eugenics

movement of the late nineteenth and early twentieth centuries.

What is the role, if any, of the mortality decline in this seismic shift in the

nature of society? A possibility is that the decline in pressure from infectious dis-

ease freed up much of the genome to evolve in new directions determined by the

new social environment. Most of the genetic adaptations to infectious disease that

we (think that we) understand involve major or minor damage to genes and to indi-

viduals. We discussed the sickle cell adaptation to malaria above with its high

purely genetic death toll on homozygotes, but there are many parallel adaptations

to falciparum malaria that are known and almost certainly many, many more that

we do not yet understand. In aggregate, they impose a large genetic burden on

populations with a history of living with malaria.

As the prevalence of infectious disease declined in pre- and post-industrial soci-

eties, there may have been widespread relaxation of the selection maintaining these

damaging genetic polymorphisms, with the effect of releasing these constraints on

the genome and facilitating selection to move phenotypes in different, more favor-

able directions in the phenotype space.

References

Armstrong, R.A., Gilpin, M.E., 1977. Evolution in a time-varying environment. Science 195,

591.

Berdoy, M., Webster, J.P., Macdonald, D.W., 2000. Fatal attraction in rats infected with

Toxoplasma gondii. Proc. R. Soc. B. Biol. Sci. 267, 1591�1594.

Black, F.L., 1966. Measles endemicity in insular populations: critical community size and its

evolutionary implication. J. Theor. Biol. 11, 207�211.

Black, F.L., Hierholzer, W.J., Pinheiro, F.D., Evans, A.S., Woodall, J.P., Opton, E.M., et al.,

1974. Evidence for persistence of infectious agents in isolated human populations. Am.

J. Epidemiol. 100, 230�250.

Chae, J.J., Wood, G., Masters, S.L., Richard, K., Park, G., Smith, B.J., et al., 2006. The B30.2

domain of pyrin, the familial Mediterranean fever protein, interacts directly with cas-

pase-1 to modulate IL-1β production. Proc. Natl. Acad. Sci. U.S.A. 103, 9982�9987.

Clark, G., 2007. A Farewell to Alms. Princeton University Press, Princeton.

Cockburn, I.A., Mackinnon, M.J., O’Donnell, A., Allen, S.J., Moulds, J.M., Baisor, M.,

et al., 2004. A human complement receptor 1 polymorphism that reduces Plasmodium

falciparum rosetting confers protection against severe malaria. Proc. Natl. Acad. Sci.

U.S.A. 101, 272�277.

Cohen, J.E., 1995. How Many People Can the Earth Support? W W. Norton & Company,

USA.

246 Genetics and Evolution of Infectious Diseases



Eisner, M., 2001. Modernization, self-control and lethal violence. The long-term dynamics

of European homicide rates in theoretical perspective. Br. J. Criminol. 41, 618.

Eisner, M., 2003. Long-term historical trends in violent crime. Crime Justice 30, 83.

Ewald, P.W., 1994. Evolution of Infectious Disease. Oxford University Press, USA.

Gangestad, S.W., Buss, D.M., 1993. Pathogen prevalence and human mate preferences.

Ethol. Sociobiol. 14, 89�96.

Hamilton, WD, Zuk, M, 1982. Heritable true fitness and bright birds: a role for parasites?

Science 218, 384.

Hawks, J., Wang, E.T., Cochran, G.M., Harpending, H.C., Moyzis, R.K., 2007. Recent accel-

eration of human adaptive evolution. Proc. Natl. Acad. Sci. U.S.A. 104, 20753.

Hoberg, E.P., Alkire, N.L., Queiroz, A.D., Jones, A, 2001. Out of Africa: origins of the tae-

nia tapeworms in humans. Proc. R. Soc. Lond. B. Biol. Sci. 268, 781�787.

Keeley, L.H., 1997. War Before Civilization. Oxford University Press, USA.

Lagrue, C., Poulin, R., 2010. Manipulative parasites in the world of veterinary science:

implications for epidemiology and pathology. Vet. J. 184, 9�13.

Lomas, D.A., 2006. The selective advantage of {alpha}1-antitrypsin deficiency. Am.

J. Respir. Crit. Care Med. 173, 1072�1077.

Low, B.S., 1990. Marriage systems and pathogen stress in human societies. Integr. Comp.

Biol. 30, 325.

Maier, A.G., Duraisingh, M.T., Reeder, J.C., Patel, S.S., Kazura, J.W., Zimmerman, P.A.,

et al., 2003. Plasmodium falciparum erythrocyte invasion through glycophorin c and

selection for Gerbich negativity in human populations. Nat. Med. 9, 87�92.

Meyer, C.G., Amedofu, G.K., Brandner, J.M., Pohland, D., Timmann, C., Horstmann, R.D.,

2002. Selection for deafness? Nat. Med. 8, 1332�1333.

Ohashi, J., et al., 2004. Extended linkage disequilibrium surrounding the hemoglobin E vari-

ant due to malarial selection. Am. J. Hum. Genet. 74, 1198�1208.

Pain, A., et al., 2001. A non-sense mutation in Cd36 gene is associated with protection from

severe malaria. Lancet 357, 1502�1503.

Pays, E., Vanhollebeke, B., Vanhamme, L., Paturiaux-Hanocq, F., Nolan, D.P., Perez-

Morga, D., 2006. The trypanolytic factor of human serum. Nat. Rev. Microbiol. 4,

477�486.

Pennington, R., Gatenbee, C., Kennedy, B., Harpending, H., Cochran, G., 2009. Group dif-

ferences in proneness to inflammation. Infect. Genet. Evol. 9, 1371�1380.

Puente, X.S., et al., 2005. Comparative genomic analysis of human and chimpanzee pro-

teases. Genomics 86, 638�647.

Ramoz, N., Rueda, L.-A., Bouadjar, B., Montoya, L.-S., Orth, G., Favre, M., 2002.

Mutations in two adjacent novel genes are associated with epidermodysplasia verruci-

formis. Nat. Genet. 32, 579�581.

Reich, D., Nalls, M.A., Kao, W.H.L., Akylbekova, E.L., Tandon, A., Patterson, N., et al.,

2009. Reduced neutrophil count in peopl of African dscent is due to a regulatory vaiant

in th Duffy antigen receptor for chemokines gene. PLoS Genet 5, e1000360.

Rigaud, S., et al., 2006. XIAP deficiency in humans causes an X-linked lymphoproliferative

syndrome. Nature 444, 110�114.

Rowe, J.A., Opi, D.H., Williams, T.N., 2009. Blood groups and malaria: fresh insights into

pathogenesis and identification of targets for intervention. Curr. Opin. Hematol. 16,

480�487.

Sancho-Shimizu, V., et al., 2007. Genetic susceptibility to herpes simplex virus 1 encephali-

tis in mice and humans. Curr. Opin. Allergy Clin. Immunol. 7, 495�505.

247Evolutionary Responses to Infectious Disease



Saunders, M.A., et al., 2005. The extent of linkage disequilibrium caused by selection on

G6PD in humans. Genetics 171, 1219.

Saunders, M.A., Good, J.M., Lawrence, E.C., Ferrell, R.E., Li, W.H., Nachman, M.W.,

2006. Human adaptive evolution at myostatin (GDF8), a regulator of muscle growth.

The American Journal of Human Genatics 79, 1089�1097.

Scherf, A., Lopez-Rubio, J.J., Riviere, L., 2008. Antigenic variation in Plasmodium falcipar-

um. Annu. Rev. Microbiol. 62, 445�470.

248 Genetics and Evolution of Infectious Diseases



10Infectious Disease Genomics
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10.1 Introduction

The history and development of infectious disease genomics are tightly associated

with the Human Genome Project (HGP) (Watson, 1990). A series of important dis-

cussions about the HGP were made in 1985 and 1986 (Dulbecco, 1986; Watson,

1990), which led to the appointment of a special National Research Council (NRC)

committee by the National Academy of Sciences to address the needs and concerns,

such as its impact, leadership, and funding sources. The committee recommended

that the United States begin the HGP in 1988 (NRC, 1988). They emphasized the

need for technological improvements in the efficiency of gene mapping, sequencing,

and data analysis capabilities. In order to understand potential functions of human

genes through comparative sequence analyses, they also advised that the HGP must

not be restricted to the human genome and should include model organisms including

mouse, bacteria, yeast, fruit fly, and worm. In the meantime, the Office of

Technology Assessment (OTA) of the US Congress also issued a similar report to

support the HGP (OTA, 1988). In 1990, the Department of Energy (DOE) and the

National Institutes of Health (NIH) jointly presented an initial 5-year plan for the

HGP (DHHS and DOE, 1990). In October 1993, the Sanger Center/Institute

(Hinxton, UK) was officially open to join the HGP. The cost of DNA sequencing was

about $2�5 per base in 1990, and the initial aim was to reduce the costs to less than

$0.50 per base before large-scale sequencing (DHHS and DOE, 1990). The sequenc-

ing cost gradually declined during the subsequent years. In 2004, the National

Human Genome Research Institute (NHGRI) challenged scientists to achieve a

$100,000 human genome (3 Gb/haploid genome) by 2009 and a $1000 genome by

2014 to meet the need of genomic medicine.

The first complete genome to be sequenced was the phiX174 bacteriophage

(5.4 kb) by Sanger’s group in 1977 (Sanger et al., 1977). The complete genome

sequence of SV40 polyomavirus (5.2 kb) was published in 1978 (Fiers et al., 1978;

Reddy et al., 1978). The human Epstein�Barr virus (170 kb) genome was determined

in 1984 (Baer et al., 1984). The first completed free-living organism genome was
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Haemophilus influenza (1.8 Mb), sequenced through a whole-genome shotgun

approach in 1995 (Fleischmann et al., 1995). The second sequenced bacterial

genome,Mycoplasma genitalium (600 kb), was completed in less than a month in the

same year using the same approach (Smith, 2004). The DOE was the first to start a

microbial genome program (MGP) as a companion to its HGP in 1994 (DOE, 2009).

The initial focus was on nonpathogenic microbes. Along with the development of the

HGP, there was exponential growth of the number of completely sequenced free-

living organism genomes. The Fungal Genome Initiative (FGI) (FGI, 2010) was

established in 2000 to accelerate the slow pace of fungal genome sequencing since

the report of the genome of Saccharomyces cerevisiae in 1996 (Goffeau et al., 1996).

One of the major interests was to sequence organisms that are important in human

health and commercial activities. As of September 2009, 1100 completed genome

projects, a 1.7-fold increase from 2 years ago, were documented (Liolios et al.,

2010). These include 914 bacterial, 68 archaeal, and 118 eukaryotic genomes. In

addition, more than 4000 other ongoing sequencing projects were reported.

The genomes of human malaria parasite Plasmodium falciparum and its major

mosquito vector Anopheles gambiae were published in 2002 (Gardner et al., 2002;

Holt et al., 2002). The effort to sequence the malaria genome began in 1996 by tak-

ing advantage of a clone derived from laboratory-adapted strain (Hoffman et al.,

1997). Many parasites have complex life cycles that involve both vertebrate and

invertebrate hosts and are difficult to maintain in the laboratory. Currently, a few

other important human pathogenic parasites, such as Trypansomes (Berriman et al.,

2005; El-Sayed et al., 2005), Leishmania (Ivens et al., 2005), and Schistosomas

(Berriman et al., 2009; Consortium, 2009), have been either completely or partially

sequenced (Brindley et al., 2009; Aurrecoechea et al., 2010). In the meantime, the

genome sequence of Aedes aegypti, the primary vector for yellow fever and dengue

fever, was published in 2007 (Nene et al., 2007). The genome size (1376 Mb) of this

mosquito vector is about 5 times larger than the previously sequenced genome of the

malaria vector Anopheles gambiae. Approximately 50% of the genome consists of

transposable elements. In 2010, the genome sequence of the body louse (Pediculus

humanus humanus), an obligatory parasite of humans and the main vector of epi-

demic typhus (Rickettsia prowazekii), relapsing fever (Borrelia recurrentis), and

trench fever (Bartonella quintana), was reported (Kirkness et al., 2010). Its 108 Mb

genome is the smallest among the known insect genomes. Genome sequencing pro-

jects for other important human disease vectors are in progress (Lawson et al., 2009;

Megy et al., 2009). These include Culex pipiens (mosquito vector of West Nile

virus), Ixodes scapularis (tick vector of Lyme disease, babesia, and anaplasma), and

Glossina morsitans (tsetse fly vector of African trypanosomiasis). The challenge

to sequence the genome of an insect vector is much greater than a microbe. For

example, the genomes of ticks were estimated to be between 1 and 7 Gb and may

have a significant proportion of repetitive DNA sequences, which may be a problem

for genome assembly (Pagel Van Zee et al., 2007). Furthermore, the evolutionary

distances among insect species may also affect homology-based gene predictions.

It is as important to understand the sequence diversity within a species as to

perform a de novo sequencing of a reference genome from the perspective of human
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health. This is true for both hosts and pathogens (Feero et al., 2008; Alcais et al.,

2009). The goal of the 1000 Genomes Project is to find most genetic variants that

have frequencies of at least 1% in the human populations studied (Kaiser, 2008).

One of the similar efforts for human pathogens is the NIH Influenza Genome

Sequencing Project. When this project began in November 2004, only seven human

influenza H3N2 isolates had been completely sequenced and deposited in the

GenBank database (Fauci, 2005; Ghedin et al., 2005). As of May 2010, more than

5000 human and avian isolates have been completely sequenced, including the 1918

“Spanish” influenza virus (Taubenberger et al., 2005). Databases for human immu-

nodeficiency virus (HIV) and hepatitis C virus have also been established.

While most human studies of microbes have focused on the disease-causing

organisms, interest in resident microorganisms has also been growing. In fact, it

has been estimated that the human body is colonized by at least 10 times more pro-

karyotic and eukaryotic microorganisms than the number of human cells (Savage,

1977). It was suggested to have “the second human genome project” to sequence

human microbiome (Relman and Falkow, 2001). Highly variable intestinal micro-

bial flora among normal individuals has been well documented (Eckburg et al.,

2005; Costello et al., 2009; Turnbaugh et al., 2009). Therefore, the Human

Microbiome Project (HMP) was initiated by the NIH to study samples from multi-

ple body sites from each of at least 250 “normal” volunteers to determine whether

there are associations between changes in the microbiome and several different

medical conditions, and to provide both standardized data resources and new tech-

nological approaches (Peterson et al., 2009).

The completed or ongoing genome projects (Table 10.1) will provide enormous

opportunities for the discovery of novel vaccines and drug targets against human

pathogens as well as the improvement of diagnosis and discovery of infectious

agents and the development of new strategies for invertebrate vector control.

Specific examples will be provided to illustrate how the information provided by

various genome projects may help achieve the goal of promoting human health.

10.2 Vaccine Target

Meningococcal isolates produce 1 of 13 antigenically distinct capsular polysacchar-

ides, but only 5 (A, B, C, W135, and Y) are commonly associated with disease

(Lo et al., 2009). The polysaccharide capsule is important for meningococci to

escape from complement-mediated killing. While conventional vaccines consisting

of the conjugation of capsular polysaccharides to carrier proteins for meningococ-

cus serogroups A, C, Y, and W-135 have been clinically successful, the same

approach failed to produce clinically useful vaccine for serogroup B (MenB). The

capsule polysaccharide (α2-8 N-acetylneuraminic acid) of MenB is identical to

human polysialic acid and therefore is poorly immunogenic (Finne et al., 1987).

Alternatively, vaccines consisting of outer membrane vesicles (OMV) have been

successfully developed to control MenB outbreaks in areas where epidemics are

dominated by one particular strain (Bjune et al., 1991; Sierra et al., 1991; Boslego
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et al., 1995; Jackson et al., 2009). The most significant limitation of this type of

vaccine is that the immune response is strain-specific, mostly directed against the

porin protein, PorA, which varies substantially in both expression level and

sequence across strains (Martin et al., 2000; Pizza et al., 2000).

With the completion of the genome sequence of a virulent MenB strain, a

“reverse vaccinology” approach was applied for the development of a universal

MenB vaccine by Novartis (Pizza et al., 2000; Tettelin et al., 2000; Giuliani et al.,

2006). Through bioinformatic searching for surface-exposed antigens, which may

be the most suitable vaccine candidates due to their potential to be readily recog-

nized by the immune system, 570 open reading frames (ORFs) were selected from

a total of 2158 ORFs of the MC58 genome. Eventually, five antigens were chosen

as the vaccine components based on a series of criteria including the ability of can-

didates to be expressed in Escherichia coli as recombinant proteins (350 candi-

dates), the confirmation of surface exposure by immunological analyses, the ability

of induced protective antibodies in experimental animals (28 candidates), and the

conservation of antigens within a panel of diverse meningococcal strains, primarily

the disease-associated MenB strains (Pizza et al., 2000; Giuliani et al., 2006;

Rinaudo et al., 2009). The vaccine formulation consists of an fHBP-GNA2091

fusion protein, a GNA2132-GNA1030 fusion protein, NadA, and OMV from the

New Zealand MeNZB vaccine strain, which contains the immunogenic PorA.

Initial phase II clinical results in adults and infants showed that this vaccine could

induce a protective immune response against three diverse MenB strains in

Table 10.1 The Completed or Ongoing Genome Projects

General

NCBI (Sayers et al., 2010) (http://www.ncbi.nlm.nih.gov/sites/genome)

ENSEMBL (Kersey et al., 2010) (http://www.ensemblgenomes.org/)

JCVI (Davidsen et al., 2010) (http://cmr.jcvi.org/)

GOLD (Liolios et al., 2010) (http://www.genomesonline.org)

Sanger Pathogen Genomics (http://www.sanger.ac.uk/Projects/Pathogens/)

GeMInA (Genomic Metadata for Infectious Agents) (Ecker et al., 2005; Schriml et al., 2010)

(http://gemina.igs.umaryland.edu)

Bacteria

HMP (Nelson et al., 2010) (http://www.hmpdacc.org/)

Fungi

FGI (http://www.broadinstitute.org/science/projects/fungal-genome-initiative)

Parasites

Eukaryotic pathogens (Aurrecoechea et al., 2010) (http://EuPathDB.org)

Parasite genome projects (http://www.pasteur.fr/recherche/unites/tcruzi/minoprio/genomics/

parasites.htm)

Invertebrate vectors

VectorBase (Lawson et al., 2009; Megy et al., 2009) (http://www.vectorbase.org)

Viruses

Influenza virus (Bao et al., 2008) (http://www.ncbi.nlm.nih.gov/genomes/FLU/)

HIV (http://www.hiv.lanl.gov/)

HCV (http://hcv.lanl.gov/)
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89�96% of subjects following three vaccinations and 93�100% after four vaccina-

tions (Rinaudo et al., 2009). In 2010, a phase III trial for this vaccine (4CMenB)

has met primary endpoint.

10.3 Drug Target

Targeting an essential pathway is a necessary but not sufficient requirement for an

effective antimicrobial agent (Brinster et al., 2009). Identification of essential genes

in a completely sequenced genome has been actively pursued with various

approaches (Hutchison et al., 1999; Ji et al., 2001). The indispensable fatty acid

synthase (FAS) pathway in bacteria has been regarded as a promising target for the

development of antimicrobial agents (Wright and Reynolds, 2007). The subcellular

organization of the fatty acid biosynthesis components is different between mam-

mals (type I FAS) and bacteria (dissociated type II FAS), which raises the likelihood

of host specificity of the targeting drugs. Comparison of the available genome

sequences of various species of prokaryotes reveals highly conserved FAS II

systems suggesting that the antimicrobial agent can be broad spectrum (Zhang et al.,

2003). In addition, through computational analyses, new members of the FAS II

system have been discovered in different bacterial species (Heath and Rock, 2000;

Marrakchi et al., 2002). One of the protein components in this system, FabI, is the

target of an anti-tuberculosis drug isoniazid and a general antibacterial and antifun-

gal agent, triclosan (Banerjee et al., 1994; Levy et al., 1999; Zhang et al., 2006).

Through a systematic screening of 250,000 natural product extracts, a Merck

team identified a potent and broad-spectrum antibiotic, platensimycin, which is

derived from Streptomyces platensis and a selective FabF/B inhibitor in FAS II sys-

tem (Wang et al., 2006). Treatment with platensimycin eradicated Staphylococcus

aureus infection in mice. Platensimycin did not have cross-resistance to other anti-

biotic-resistant strains in vitro, including methicillin-resistant S. aureus, vancomy-

cin-intermediate S. aureus, and vancomycin-resistant enterococci. No toxicity was

observed using a cultured human cell line. The activity of platensimycin was not

affected by the presence of human serum in this study. However, the FAS II system

appears to be dispensable for another Gram-positive bacterium, Streptococcus

agalactiae, when exogenous fatty acids are available, such as in human serum

(Brinster et al., 2009; Balemans et al., 2010). The susceptibility to inhibitors target-

ing the FAS II system indicates heterogeneity in fatty acid synthesis or in acquiring

exogenous fatty acids among Gram-positive pathogens (Balemans et al., 2010).

Comparative genomic approaches may be useful to identify and develop a strategy

to target the salvage pathway for Streptococcus agalactiae. Alternatively, similar

approaches as described earlier for MenB vaccine may also be applied for

Streptococcus agalactiae (Group B streptococcus) (Maione et al., 2005).

10.4 Vector Control

An early mathematical model for malaria control suggested that the most vulnerable

element in the malaria cycle was survivorship of adult female mosquitoes
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(Macdonald, 1957; Enayati and Hemingway, 2010). Therefore, insect control is an

important part of reducing transmission. The use of DDT as an indoor residual spray

in the global malaria eradication program from 1957 to 1969 reduced the population

at risk of malaria to B50% by 1975 compared with 77% in 1900 (Hay et al., 2004;

Enayati and Hemingway, 2010). Engineering genetically modified mosquitoes

refractory to malaria infection appeared to be an alternative approach (Curtis, 1968)

given the environmental impact of DDT and the emergence of insecticide-resistant

insects. The Vector Biology Network (VBN) was formed in 1989 and proposed a

20-year plan with the World Health Organization (WHO) in 2001 to achieve three

major goals: (1) to develop basic tools for the stable transformation of anopheline

mosquitoes by the year 2000; (2) to engineer a mosquito incapable of carrying the

malaria parasite by 2005; and (3) to run controlled experiments to test how to drive

the engineered genotype into wild mosquito populations by 2010 (Alphey et al.,

2002; Morel et al., 2002; Beaty et al., 2009). While some proof-of-concept experi-

ments were achieved for the first two aims in 2002 when the Anopheles gambiae

genome was completely sequenced (Catteruccia et al., 2000; Ito et al., 2002), the

progress has been relatively slow (Marshall and Taylor, 2009).

Genomic loci of the Anopheles gambiae responsible for Plasmodium falciparum

resistance have been identified through surveying a mosquito population in a West

African malaria transmission zone (Riehle et al., 2006). A candidate gene, Anopheles

Plasmodium-responsive leucine-rich repeat 1 (APL1), was discovered. Subsequently,

other resistant genes have also been identified (Blandin et al., 2009; Povelones et al.,

2009). Studying the genetic basis of resistance to malaria parasites and immunity of

the mosquito vector will be important to control malaria transmission.

10.5 Diagnostic Target and Pathogen Discovery

Perhaps the most immediate impact of a completely sequenced pathogen genome is

for infectious disease diagnosis. The information may be of great importance to the

public health when a newly emerged or re-emerged pathogen is discovered. The

2009 swine-origin influenza A virus (S-OIV) (Dawood et al., 2009) and 2003

SARS (severe acute respiratory syndrome) coronavirus (Ksiazek et al., 2003; Rota

et al., 2003) are the two most recent examples.

S-OIV emerged in the spring of 2009 in Mexico and was also discovered in spe-

cimens from two unrelated children in the San Diego area in April 2009 (CDC,

2009; Dawood et al., 2009). Those samples were positive for influenza A but nega-

tive for both human H1 and H3 subtypes. The complete genome sequence and a

real-time PCR-based diagnostic assay were released to the public in late April. The

outbreak evolved rapidly and the WHO declared the highest Phase 6 worldwide

pandemic alert on June 11, 2009. S-OIV has three genome segments (HA, NP, NS)

from the classic North American swine (H1N1) lineage, two segments (PB2, PA)

from the North American avian lineage, one segment (PB1) from the seasonal

H3N2, and most notably, two segments (NA, M) from the Eurasian swine (H1N1)

lineage (Dawood et al., 2009). With the available influenza genome database,
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diagnostic assays to distinguish previous seasonal H1N1, H3N2, and S-OIV can be

easily accomplished (Lu et al., 2009).

A comprehensive pathogen genome database is not only useful for infectious dis-

ease diagnosis but also for novel pathogen discovery (Liu, 2008). Homologous

sequences within the same family or among different family members are important

for new pathogen identification even with the advent of third-generation sequencing

technology (Munroe and Harris, 2010). De novo pathogen discovery may be also

complicated by coexisting microorganisms, such as commensal bacteria in the human

body. Without prior knowledge of these microorganisms, one may be misled.

In 2003, a microarray-based assay, designated Virochip, was used to help dis-

cover the SARS coronavirus (Wang et al., 2003). The Virochip contained the most

highly conserved 70mer sequences from every fully sequenced reference viral

genome in GenBank. The computational search for conservation was performed

across all known viral families. A microarray hybridized with a reaction derived

from a viral isolate cultivated from a SARS patient revealed that the strongest

hybridizing array elements belong to families Astroviridae and Coronaviridae.

Alignment of the oligonucleotide probes having the highest signals showed that all

four hybridizing oligonucleotides from the Astroviridae and one oligonucleotide

from avian infectious bronchitis virus, an avian coronavirus, shared a core consen-

sus motif spanning 33 nucleotides. Interestingly, it had been known previously

through bioinformatic analyses that this sequence is present in the 30 UTR of all

astroviruses, avian infectious bronchitis virus, and an equine rhinovirus (Jonassen

et al., 1998). Therefore, a new member of the coronavirus was identified through

the unique hybridizing pattern and subsequent confirmations.

The finding of the seventh human oncogenic virus, Merkel cell polyomavirus

(MCV) (Feng et al., 2008) in 2008 is another example of why conserved sequences

are important for novel pathogen discovery. MCV is the etiological agent of

Merkel cell carcinoma (MCC), which is a rare but aggressive skin cancer of neuro-

endocrine origin. Two cDNA libraries derived from MCC tumors were subjected to

high-throughput sequencing by a next-generation Roche/454 sequencer. Nearly

400,000 sequence reads were generated. The majority (99.4%) of the sequences

derived from human origin were removed from further analyses. Only one of the

remaining 2395 cDNA was homologous to the T antigen of two known polyoma-

viruses. One additional cDNA was subsequently identified to be part of the MCV

sequence when the complete viral sequence was known. Later analyses showed

that 80% (8/10) of the MCC had integrated MCV in the human genome.

Monoclonal viral integration was revealed by the patterns of Southern blot analysis.

Only 8�16% of control tissues had low copy number of MCV infection.

10.6 Conclusion

While we can expect that the efforts of a variety of genome projects may improve

human health, the socioeconomic issues that are not discussed in this chapter may

be substantial. In addition, the tremendous amount of information derived from
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these projects will also be a challenge for scientists as well nonscientists to follow

and understand.
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11.1 Introduction

Living organisms are constantly exposed to pathogens. In any environment, a

molecular war begins when a host encounters a pathogen. In many host�pathogen

associations, the molecular war was in progress a long time ago. Nevertheless, a

disease as an outcome of a pathogen attack remains an exception rather a rule.

Most host species have acquired strategies by selective pressure to mislead the

pathogen and to win fight during their crosstalk (i.e., molecular dialogue).

However many pathogen species have acquired strategies by selective pressure to

bypass the host defenses to win the molecular war and to ensure the completion of

its life cycle. Pathogens remain a significant threat to any host species. Critical to

the mitigation of this threat is the ability to rapidly detect, respond to, treat, and

contain the pathogen transmission. For many centuries, some scientific fields

(i.e., agroecology, evolutionary ecology, evolutionary medicine, biochemistry,

microbiology, medicine, veterinary medicine, immunology, and molecular biology)

have surveyed host�parasite interactions to improve our understanding of patho-

genic diseases and to prevent pathogen transmission in host populations.

During the course of human history, pathogenic diseases have seriously affected

many societies worldwide. In Europe, one of the most dramatic disease events was

the great plague pandemic of the mid-fourteenth century (Watts, 1997; Achtman

et al., 2004). Notably, pathogenic diseases are a leading cause of premature death

in the world. Pathogenic diseases result from an intimate relationship between a

host and a pathogen which involves molecular “crosstalk.” Clearly, elucidation of

this complex molecular dialogue between host and pathogen is desirable in order to

improve our understanding of pathogen virulence, to develop pathogen-specific

*E-mail: dbiron@clermont.inra.fr

Genetics and Evolution of Infectious Diseases. DOI: 10.1016/B978-0-12-384890-1.00011-X

r 2011 Elsevier Inc. All rights reserved.

mailto:dbiron@clermont.inra.fr
http://dx.doi.org/10.1016/B978-0-12-384890-1.00011-X


host biomarkers, and to define novel therapeutic and vaccine targets. Proteomics
applications to decipher host�parasite interactions are in their infancy and should

lead to new insights on host specificity and on the evolution of pathogen virulence.

In this chapter, we present the interest of proteomics to survey host�pathogen

interactions, a synthetic review of previous proteomics studies, the pitfalls of the

current approach in surveys, new conceptual approaches to decipher host�parasite

interactions, a new avenue to decipher the crosstalk diversity involved in trophic

interactions in an habitat (i.e., the population proteomics), and 5-year view for

future prospects on proteomics and host�pathogen interactions.

11.2 Interest of Proteomics to Study Host�Pathogen
Interactions

Since the start of the genomic era in the early 1990s, many parasitologists and

molecular biologists are confident that complete sequencing of the genome of the

partners in host�pathogen associations for pathogens with simple life cycles (i.e.,

one host) and in host�vector�pathogen associations for pathogens with complex

life cycles (i.e., at least two hosts) will enable total understanding of the molecular

mechanisms involved in most pathogenic diseases and will contribute to finding

new drugs for treating them (Hochstrasser, 1998; Degrave et al., 2001).

Unfortunately, little progress has been achieved in the control of such diseases as

malaria and sleeping sickness, despite decades of intensive genomic projects on

host�pathogen interactions, vaccines, and chemotherapeutics. Pathogens continue

to be a major cause of morbidity and mortality in humans and domestic livestock,

especially in developing countries (Ouma et al., 2001; Ryan, 2001; Guzman and

Kouri, 2002; Gelfand and Callahan, 2003).

Until now, many parasitologists and molecular biologists have focused their

studies on DNA analyses based on the central dogma of molecular biology—that is

to say, the general pathway for the expression of genetic information stored in

DNA. Although the basic blueprint of life is encoded in DNA, the execution of the

genetic plan is carried out by the activities of proteins. The fabric of biological

diversity is therefore protein-based, and natural selection acts at the protein level

(Karr, 2008). At the end of the twentieth century it had become clear to many para-

sitologists and molecular biologists that knowing genome sequences, whilst techni-

cally mandatory, was not in itself enough to fully understand complex biological

events like the immune response of a host to a pathogen infection or the molecular

strategies used by pathogens to thwart the host defenses during their interaction

(Barret et al., 2000; Ashton et al., 2001; Fell, 2001; Fields, 2001; Schmid-Hempel,

2008).

The evolution of any given species has tremendously increased complexity at

the level of pre- (gene splicing, mRNA editing) and posttranslational (phosphoryla-

tion, glycosylation, acetylation, etc.) gene�protein interaction. The genomics era

has revealed that: (1) DNA sequences may be “fundamental,” but can provide little

information on the dynamic processes within and between host and parasite during
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their physical and molecular interaction (Barret et al., 2000; Ashton et al., 2001);

(2) the correlation between the expressed “transcriptome” (i.e., total mRNA tran-

scription pattern) and the levels of translated proteins is poor (Anderson and

Seilhaver, 1997; Gygi et al., 1999; Maniatis and Tasic, 2002); and (3) a single gene

can produce different protein products (Fell, 2001; Fields, 2001; Maniatis and

Tasic, 2002). Moreover, the structure, function, abundance, and even the number of

proteins in an organism cannot yet be predicted from the DNA sequence alone

(Anderson and Anderson, 1996; Gygi et al., 1999; Barret et al., 2000). Also, post-

translational modifications such as phosphorylation and glycosylation are often

extremely important for the function of many proteins, although most of these mod-

ifications cannot yet be predicted form genomic or mRNA sequences (Gygi et al.,

1999). Thus, the biological phenotype of an organism is not directly related to its

genotype (i.e., DNA sequences).

Epigenetic systems control and modify gene expression. Almost all the elements

of epigenetic control systems are proteins (Anderson and Anderson, 1996).

The cells of an organism are reactive systems in which information flows not only

from genes to proteins but in the reverse direction as well (Hochstrasser, 1998).

The proteome is the genome-operating system by which the cells of an organism

react to environmental signals (Anderson and Anderson, 1996). It comprises an

afferent arm, the cytosensorium (i.e., many cellular proteins are sensors, receptors,

and information transfer units from environmental signals) and an efferent arm, the

cytoeffectorium (i.e., in cells, reaction of the genome via regulation of either indi-

vidual proteins or a group of proteins in response to environmental changes).

Proteomics is the study of the proteome. In a broad sense, the proteome (i.e., the

genome-operating system) means all the proteins produced by a cell or tissue.

Proteomics will contribute to bridge the gap between our understanding of genome

sequence and cellular behavior. Proteomics offers an excellent way to study the

reaction of the host and pathogen proteomes (i.e., genome-operating systems) dur-

ing their complex biochemical crosstalk (Biron et al., 2005a,b). Using the first gen-

eration proteomics approach, two-dimensional electrophoresis (2-DE) and mass
spectrometry (MS), posttranslational modifications of host and pathogen proteins

(such as phosphorylation, glycosylation, acetylation, and methylation) in reaction

to their interaction can be detected. Such modifications are vital for the correct

activity of numerous proteins and are being increasingly recognized as a major

mechanism in cellular regulation. Although 2-DE offers a high-quality approach

for the study of host and/or pathogen proteomes, several proteomics tools have

been developed that complement this approach (Gygi et al., 1999; Fung et al.,

2001; Lopez and Pluksal, 2003; Wu et al., 2003; Bischoff and Luider, 2004).

Table 11.1 shows a comparison of the most popular proteomics tools.

11.3 Retrospective Analysis of Previous Proteomics Studies

The host�pathogen crosstalks reflect the balance of host defenses and pathogen

virulence mechanisms. Postgenomic technology promises to revolutionize many
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Table 11.1 A Comparison of Proteomics Tools

Name of

Technique

Separation Quantification Identification of

Candidate

Protein Spots

Hydrophic Proteins Low

Expressed

Proteins

Requirement

for Protein

Identification

Potential

for

Discovering

New

Proteins

Detection

of

Specific

Isoforms

Relative

Assay

Time

Cost to

Acquire

and to

Use

2-DE Electrophoresis: IEF

PAGE

Densitomery of

stains

Mass spectrometry

(PMF;MS/MS)

Dependent on

detergents used

Marginal No Yes Yes Moderate Cheap

2-DIGE Electrophoresis: IEF

PAGE

Densitometry of

Cy3- and Cy5-

labeled proteins

normalize to

Cy2

Mass spectrometry

(PMF;MS/MS)

Dependent on

detergents used

Moderate

(especially

with

scanning

gels)

No Yes Yes Moderate Expensive

MuDPIT LC�LC of peptides None Mass spectrometry

(MS/MS)

Theoretically better

than

electrophoresis

but not

systematically

examined

Moderate,

often used

with large

sample

amounts

No Yes Yes Rapid Moderate

ICATt LC of peptides Through use of

heavy and light

tags

Mass spectrometry

(MS/MS)

No better than 2-DE Moderate No Yes No Rapid Moderate

SELDI-

TOF-

MS

Binding of proteins

based on their

chemical and

physical

characteristics

Comparison of MS

peaks

Requires series of

samples or

coupling to

second MS

instrument

Moderate Marginal to

moderate

No Yes No Rapid Expensive

Protein

arrays

Antibody-based

chips (binding to

affinity reagent)

Densitometry of

binding

Binding to

particular

affinity reagent

Unknown Unknown Yes No Yes Rapid Cheap

2-DE: two-dimensional electrophoresis; 2-DIGE: two-dimensional difference in gel electrophoresis; MuDPIT: multidimensional protein identification technology; LC: liquid chromatography; LC�LC: tandem liquid chromatography; PAGE:

polyacrylamide gel electrophoresis; ICAT: isotopecoded affinity tags; SELDI-TOF-MS: spectrum-enhanced laser desorption ionization�time of flight�mass spectrometry; PMF: peptide mass fingerprint; MS/MS: tandem mass spectrometry.



fields in biology by providing enormous amounts of genetic data from model

and nonmodel organisms. Proteomics promises to bridge the gap between our under-

standing of genome sequences and cellular behavior involved in host�pathogen

interactions. Proteomics offers the possibility to characterize host�pathogen

interactions from a global proteomic view. To date, most proteomics surveys on

host�parasite interactions have focused on cataloguing protein content of pathogens

and identifying virulence-associated proteins or proteomic alterations in host

response to a pathogen. Also, many parasitologists and molecular biologists have

used proteomics to find pathogen-specific host biomarkers for rapid pathogen detec-

tion and characterization of host�pathogen crosstalks during the infection process.

In this section, a synthetic retrospective of previous proteomics studies on host�
pathogen interactions and some pitfalls of these surveys are presented.

11.3.1 Deciphering of the Molecular Strategies Involved in Parasite
Immune Evasion

To elude the vigilance of the immune system of a host, particularly a mammal, a

causative microorganism must actually act as a double agent. Indeed, the broad

immunity has a natural or innate and adaptive component. Innate immunity consti-

tutes the first antimicrobial defense and rapidly induces soluble mediators such as

complement, inflammatory cytokines, and chemokines together with effector cells

such as macrophages and natural killers, in order to control or delay the spreading

of the infectious agent. Then a specific response of adaptive immunity will take

place to eliminate pathogens that would have survived innate immune response

(Roitt and Delves, 2001). These immune selective pressures have conducted patho-

gens to develop mechanisms to modulate and alter host responses or to evade

phagocytosis. As a result of these host pathogen interactions, protein expression

profiles of the host immune system (susceptibility/tolerance factors: antibodies, cell

receptors, biochemical pathway, …) and of the pathogen (virulence/pathogenicity

factors: antigens, immunomodulators) are mutually modified (Zhang et al., 2005;

Coiras et al., 2008; Holzmuller et al., 2008).

Depending on the pathogen type (virus, bacteria, fungi, unicellular or multicellu-

lar parasites), strategies of interactions will be different and the subversion of the

host immune responses will exhibit specificities at the protein level (for reviews,

see Walduck et al., 2004; Biron et al., 2005a; Viswanathan and Früh, 2007).

In fact, these molecular dialogues and conflicts can be seen as a chess game

between the host immune cell populations and the pathogen populations, in which

the pathogen plays with the whites (i.e., it starts the game). Because of differences

in host�pathogen organisms’ size and ratio, leading to size differences of respec-

tive proteomes, the pathogen proteome could be considered as overwhelmed by the

host proteome during the interactions. But in terms of immune evasion, this is not

limiting because the immune system works on a qualitative basis, which constitutes

a second advantage for the pathogen that can induce large-scale damages with low

amounts of molecules. By contrast, this represents one major limitation to charac-

terize host�pathogen interactions, but also a challenging perspective for
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proteomics technology. This is why retrospectively proteomics studies were mainly

conducted to evidence pathogenic virulence and pathogenicity factors (Ouellette

et al., 2003; Texier et al., 2005; Sims and Hyde, 2006; Van Hellemond et al., 2007;

Liu et al., 2008a,b; Bird and Opperman, 2009; Jagusztyn-Krynicka et al., 2009;

Premsler et al., 2009; Weiss et al., 2009; Steuart, 2010; Bhavsar et al., 2010;

Holzmuller et al., 2010).

Independently of the proteomics workflow used for analysis, parasite immune

evasion could be illustrated by at least three strategies that are commonly wide-

spread among pathogens: (1) immune evasion based on antigenic variation, (2)

inhibition of adaptive immunity activation systems, and (3) host mimicry. In

African trypanosomes, the antigenic variation of the variant surface glycoprotein

(VSG) constituting the surface coat of the parasite is well described (Morrison

et al., 2009). But as in proteomics study, the parasite population, which has

switched the VSG, is so poorly represented it goes undetected, and therefore always

keeps one step ahead of host immune responses. Also, in trypanosomatids,

Leishmania amastigotes, which establish within macrophage (a major immune

effector cell), developed the ability to degrade class II major histocompatibility
complex molecules to prevent Th1-type immunity to be induced (Antoine et al.,

2004). This strategy can be likened to the concept of histocompatibility testing in

the case of transplant to avoid rejection of non-self by the recipient. Another proto-

zoan parasite, Toxoplasma gondii, generates its parasitophorous vacuole with ele-

ments of the plasma membrane from the targeted host cells, thus using the host

“self” to evade immune recognition (Plattner and Soldati-Favre, 2008). These few

examples perfectly illustrate how difficult it is to decipher, at the protein level dur-

ing interactions, the pathogen molecular components involved in immune evasion.

Nevertheless, advances in proteomics offer challenging perspectives to decipher the

molecular war in host�pathogen interactions.

11.3.2 Host Proteome Responses to Parasite Infection

While it seems obvious to say that when a pathogen will infect a host, it will react

by expressing molecules that can be characterized by clinical proteomics, it is sur-

prising how few studies are devoted to this research. Yet the discovery for biomar-

kers differentiating an infected state from a healthy state is the heart of the

Infectious Disease Research (te Pas and Claes, 2004; Azad et al., 2006), and

expression proteomics has quickly developed to characterize the differential expres-

sion of proteins encoded by a particular gene and their posttranslational modifica-

tions in biological fluids and tissues (Fournier et al., 2008; Hood et al., 2009;

Wilm, 2009). In characterizing the host proteome responses to a pathogen infection,

different levels of analysis have to be considered: soluble biomarkers expressed in

biological fluids (e.g., serum, saliva, urine, and cerebrospinal fluid), tissue biomar-

kers indicative of an organ response and cellular biomarkers indicative of a cell-

type response (e.g., immune cells).

Interestingly, the majority of the proteomics studies on host response to infection

were performed on viral deregulation of host cells proteome ex-vivo (Liu et al.,
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2008a,b; Sun et al., 2008; Zheng et al., 2008; Antrobus et al., 2009; Lee et al.,

2009; Pastorino et al., 2009; Vester et al., 2009; Zhang et al., 2009, 2010a,b). These

works allowed characterization at the molecular level, the overall modifications in

protein profiles of the target cells, and were of high interest to the better under-

standing of the pathogen influence on its host. In bacteria, studies have evaluated

the mode of action of known toxins or bacterial components on host cells (Kuhn,

et al., 2006; Shui et al., 2009). Concerning parasites, ex-vivo experiments on host

cell�parasite interactions have highlighted molecular details of manipulation strate-

gies suffered by target cells during toxoplasmosis Chagas disease or malaria

(Teixeira et al., 2006; Nelson et al., 2008; Wu et al., 2009b). Curiously, few works

directly focused on the subversion of the immune system, mainly through mono-

cyte/macrophage deregulation (Oura et al., 2006; Fischer et al., 2007).

As a paradox, the most striking studies on host proteome response to parasite

infection were performed on arthropod (infectious diseases vectors)�parasite inter-

actions, probably because the parasite induced a strong phenotype modification

(Biron et al., 2005c; Rachinsky et al., 2007), particularly in the case of insect

behavior manipulation (Lefèvre et al., 2007a,b). Although few in number, taken

together these pioneering analyses of the response of the proteome of the host to a

pathogen paved the way for the dynamic analysis of host�pathogen interactions.

These approaches deserve to be strengthened and extended to all infectious diseases

to increase and improve knowledge of the molecular dialogue and conflict that gov-

ern host�pathogen interactions.

On the other hand, the clinical aspect is important in infectious diseases, and a

number of studies have sought to characterize more comprehensively the proteome

response of the host to infection in biological fluids, with a purpose diagnosis. One

interesting pioneering study was performed in rabbits and allowed detection of

intra-amniotic infection by proteomic-based amniotic fluid analysis (Klein et al.,

2005). For human diseases or those of livestock, the biological fluid, which should

enable the detection of infection in the host serum linked to host proteome

response. Several studies performed on this biological sample have allowed dis-

criminating host�commensal from host�pathogen interactions in Candida albicans

(Pitarch et al., 2009) and determining the immunome of pathogens (Sakolvaree

et al., 2007; Ju et al., 2009). Moreover, in African trypanosomiasis, proteomics

analysis of the serum not only was indicative of the host response to infection, but

also was promising for characterizing disease progression toward neurological dis-

order (Papadopoulos et al., 2004; Agranoff et al., 2005). This illustrates how prote-

omics will help in considering at different analytical levels the host proteome

response to a pathogen infection, with the prospect of benefits in improving diag-

nostic and therapeutic.

11.3.3 Biomarkers Linked to Infection Process by a Pathogen Using
SELDI-TOF-MS Technology

High-throughput proteomic technology offers promise for the discovery of disease

biomarkers and has extended our ability to unravel proteomes. In this section,
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we will focus on the surface-enhanced laser desorption time-of-flight mass spec-

trometry (SELDI-TOF-MS) technology. This mass spectrometric-based method

requires a minimal amount of sample for analysis and allows the rapid high-

throughput analysis of complex protein samples (De Bock et al., 2010). SELDI-

TOF-MS differs from conventional matrix-assisted laser desorption ionization

(MALDI)-TOF-MS because the target surfaces to which the proteins and matrices

are applied are coated with various chemically active ProteinChips surfaces (ion

exchange, immobilized metal affinity capture, and reverse phase arrays). Therefore,

it is possible to fractionate proteins within a mixture, or particular classes of pro-

teins, on the array surface prior to analysis. As with MALDI, different matrices can

be used to facilitate the ionization and desorption of proteins from the SELDI array

surface (Merchant and Weinberger, 2000).

This technology was initially applied to the discovery of early diagnostic or

prognostic biomarkers of cancer (Petricoin and Liotta, 2004; Xiao et al., 2005;

Yang et al., 2005). Recently, this technology has been used to discover fluid or tis-

sue protein biomarkers for infectious diseases such as HIV-1 (Luo et al., 2003; Sun

et al., 2004; Missé et al., 2007; Luciano-Montalvo et al., 2008; Toro-Nieves et al.,

2009; Wiederin et al., 2008), hepatitis B and C viruses (Poon et al., 2005; Kanmura

et al., 2007; Fujita et al., 2008; Molina et al., 2008; Wu et al., 2009a,b), severe

acute respiratory syndrome (Pang et al., 2006) and BK virus (Jahnukainen et al.,

2006), African Trypanosomiasis (Stiles et al., 2004; Agranoff et al., 2005), infec-

tion of Artemia by cestodes (Sánchez et al., 2009), tuberculosis (Liu et al., 2010),

bacterial endocarditis (Fenollar et al., 2006), and Helicobacter pylori infection (Das

et al., 2005).

Certain individuals are resistant to HIV-1 infection, despite repeated exposure

to the virus. The analysis of resistance to HIV infection is one of a research avenue

which has the hope of resulting in the development of a more effective treatment

or a successful preventive vaccine against HIV infection. However, the molecular

mechanism underlying resistance in repeatedly HIV-1-exposed, uninfected indivi-

duals is unclear. A complementary transcriptome and SELDI-TOF-MS analyses on

peripheral blood T cells, and plasma or serum from EU, their HIV-1- infected sex-

ual partners, and healthy controls have been performed (Missé et al., 2007). This

study detected a specific biomarker associated with innate host resistance to HIV

infection, as an 8.6-kDa A-SAA cleavage product.

In the same vein, understanding the virus�host interactions that lead to patients

with acute Hepatitis C virus (HCV) infection to viral clearance is a key toward the

development of more effective treatment and prevention strategies. SELDI-TOF-

MS technology have been used to compare, at a proteomic level, plasma samples

respectively from donors who had resolved their HCV infection after seroconver-

sion, from donors with chronic HCV infection and from unexposed healthy donors

(Molina et al., 2008). A candidate marker of about 9.4 kDa was found to be higher

in donors with HCV clearance than in donors with chronic infection. This bio-

marker was identified by nanoLC-Q-TOF-MS/MS as Apolipoprotein C-III and vali-

dated by Western Blot analysis.
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11.4 Pitfalls of the Current Conceptual Approach in many
“Parasito-Proteomics” Studies

During the postgenomics era, the “parasito-proteomics” have been suggested to

study host�pathogen interactions. The “parasito-proteomics” is the study of the

reaction of the host and parasite genomes through the expression of the host and par-

asite proteomes during their biochemical crosstalk. Studies in “parasito-proteomics”

are performed either by following the expression of the parasite proteome during

infection by a given parasite (Langley et al., 1987; Moura and Visvesvara, 2001;

Cohen et al., 2002; Boonmee et al., 2003), by the reaction of the host proteome

following an invasion by a parasite species (Moskalyk et al., 1996; Thiel and

Bruchhaus, 2001; Cohen et al., 2002), or by the injection of immune elicitors
(Han et al., 1999; Vierstraete et al., 2004).

Some elegant studies on the proteome responses of insect hosts during their

molecular crosstalk with pathogens concluded that insects could rapidly react to

infection by a given pathogen (i.e., bacteria or fungi) by producing immune-

induced proteins including peptide or polypeptides (Hoffman, 1995). However, a

key point is to define whether the host genomic responses elicited through activa-

tion of immune constitutive proteins, induction, and/or suppression of proteins dur-

ing the infection by a parasite represent a nonspecific response that might be

induced by any pathogen. Many “parasite-proteomics” studies dealt with a limited

framework by deciphering the host proteome response during the infection process

by a specific pathogen (Huang et al., 2002).

The classical approach in parasito-proteomics makes it possible to identify pro-

teins of interest for a given host�parasite association. For example, Wattam and

Christensen (1992) associated some polypeptides with the genome response of the

host mosquito, Aedes aegypti (Diptera: Culicidae), with the invasion of the filarial

worm, Brugia malayi. This pioneering study provided important new information

on the response of the host insect to invasion by a specific parasite species.

Nevertheless, it was not possible to determine whether that the response detected in

Ae. aegypti is specific to B. malayi (Spiruria: Filariidae), or whether it can be

observed for any parasitic worm species invading a dipterous host.

Other studies have revealed the limitations of the current approach in parasito-

proteomics by showing that in the host�parasite interaction, many immune

mechanisms are involved (constitutive, induced, specific, or otherwise) (Haab

et al., 2001; Levy et al., 2004; Vierstraete et al., 2004). By using two treatments,

the injection of lipopolysaccharides (LPS) and a sterile injury, Vierstraete et al.

(2004) were able to disentangle proteome modifications induced by immunity from

those induced by a physical stress. Levy et al. (2004) studied the immune response

of the fruitfly Drosophila to bacterial (Micrococcus luteus and Escherichia coli)

and fungal (Beauveria bassiana) infections. The data revealed that 70 of the 160

protein spots detected were differentially expressed at least fivefold after a bacterial

or fungal challenge. In addition, the majority of these spots were specifically regu-

lated by one pathogen, whereas only a few spots corresponded to proteins altered
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in all cases of infection. In summary, the classical approach in parasito-proteomics

has many benefits in terms of understanding fundamental aspects of gene�protein

functional interactions. Unfortunately, it is not applicable to different pathogen spe-

cies (and as such, does not encourage the growth of knowledge of general host pro-

teome responses), nor does it necessarily help in the creation of a proteomic

database with a holistic relevance to the understanding of host�parasite

interactions.

Moreover one classical pitfall in “parasite-proteomics” surveys is the use of a

single proteomic technique. Recently, Bridges et al. (2008) have demonstrated by

using a battery of proteomic techniques to characterize the plasma membrane sub-

proteome of bloodstream form of T. brucei that these techniques are complemen-

tary since each one has identified a unique subset of proteins of the plasma

membrane. Although 2-DE offers a high-quality approach for studying the host

and/or parasite proteomes, several proteomic tools have been developed that will

complement this traditional proteomic tool (see Table 11.1). In the same way, MS

analysis could take advantages of combined techniques. For example, the widely

used analysis of peptides via collisionally activated dissociation (CAD) is rapid and

results in reproducible predictable fragmentation behavior for a given peptide

sequence, a substantial proportion of peptide product ion mass spectra does not

result in successful sequence identification (Steen and Mann, 2004). This is well

illustrated by Hart et al. (2009), who showed that a substantial number of proteins

from trypanosome flagellum were identified in their three independent flagellar

proteome investigations, but also that combining electron transfer dissociation

(ETD) with CAD allowed the identification of 168 proteins that were not recog-

nized in their first analysis. This strengthens the idea of integrating both approaches

and technologies to reach exhaustive protein datasets from a given biological

compartment.

Finally, although 2-DE and MS have been very successfully employed to iden-

tify proteins involved in host�parasite crosstalks, many recent papers have empha-

sized the pitfalls of 2-DE experiments, especially in relation to experimental

design, poor statistical treatment, and the high rate of “false positive” results with

regard to protein identification (Barret et al., 2005; Biron et al., 2006a; Holzmuller

et al., 2008). It is necessary to be careful in the interpretation of results for the pre-

vious “parasito-proteomics” surveys on host�parasite interactions (see Biron et al.,

2006a; Holzmuller et al., 2008).

11.5 Toward New Conceptual Approaches to Decipher the
Host�Parasite Interactions for Parasites with Short or
Complex Life Cycle

One main goal of “parasite-proteomics” surveys is to find proteins for use as patho-

gen-specific host biomarkers and to decipher host�pathogen crosstalks. Some
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recent papers emphasize that a significant number of surveys were done with a

nonrigorous experimental design and without a conceptual approach to disentangle

a general host proteome response from a specific host proteome response during

the interaction with a pathogen (Tastet et al., 1999; Ashton et al., 2001; Huang

et al., 2002; Biron et al., 2005a; Holzmuller et al., 2008, 2010). A new attitude is

essential to improve the reliability of proteomics data on host�pathogen interac-

tions. Lately, some conceptual approaches have been proposed to researchers

working on host�pathogen interactions to improve the reliability of “parasite-

proteomics” results and to stimulate the creation of proteomic database with a holis-

tic view of host�pathogen interactions. Thus, in this section, three new avenues to

decipher host�pathogen interactions for any pathogen species (i.e., with simple or

complex life cycle) are presented.

11.5.1 A Holistic Approach to Disentangle the Host and Parasite
Genome Responses During Their Interactions

Some proteomics studies have shown common features in the innate response of

plants, insects, and mammals (Broekaert et al., 1995; Rock et al., 1998; Cao et al.,

2001; Taylor et al., 2003). The plant defense response is mediated by disease resis-

tance genes (R genes), which are abundant throughout the genome and confer

resistance to many microorganisms, nematodes, and/or insects (Dixon et al., 2000).

R genes of several families of plants studied to date show homology with the

Drosophila receptor Toll and the mammalian interleukin-1 receptor (Rock et al.,

1998). In addition, plants, invertebrates, and vertebrates produce the “defensins”
class of peptides, which are pathogen-inducible (Broekaert et al., 1995; Hoffman,

1995). Some peptides and/or proteins used by phytophagous or animal parasites to

modify the genome expression of their host, share many structural and functional

homologies. Thus, for example, phytoparasitic root-knot nematodes of the genus

Meloidogyne secrete substances into their plant hosts in order to make a giant cell

used as a feeding site (Abad et al., 2003; Doyle and Lambert, 2003). A similar

system is observed for the zooparasite Trichinella spiralis (Stichosomida:

Trichinellidae) (Jasmer, 1993). Furthermore, the injection of a peptide isolated

from nematode secretions to either plant protoplasts or human cells enhances cell

division (Goverse et al., 2000). The mechanism is not yet well-known but protein

induction is considered as a strong possibility.

Currently, many data are obtained by genomic and proteomics projects con-

cerned with host�parasite interactions. Nevertheless, as mentioned earlier, gener-

ally little effort is made to elaborate such projects with respect to a holistic view of

the goal to increase knowledge concerning immune responses of a host along with

the biochemical crosstalk between host and pathogen/parasite. Thus far, parasito-

proteomics studies are in their infancy but have already led to new insights con-

cerning molecular pathogenesis and microorganism identification (Moura et al.,

2003; Vierstraete et al., 2004; Levy et al., 2004; Biron et al., 2005d). However,

many parasito-proteomics studies have been done with powerful tools but without
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a conceptual approach to disentangle the host and parasite genome responses dur-

ing their interactions.

A new holistic approach proposed to parasitologists and molecular biologists

based on evolutionary concepts of the immune response of a host to an invading

parasite (for more details, see Biron et al., 2005a). For instance, this new concep-

tual approach enables the classification of the host genomic response to infection

by a parasite according to the immune mechanisms used (constitutive versus

induced) and the degree of specificity. From an evolutionary-ecological point of

view, host immune responses to a particular parasite can be plotted on a chart

according to the immune mechanisms used (constitutive versus induced) and

degree of specificity. The first axis of the defense chart refers to the immune

mechanisms employed by the host with the two extreme cases: (1) a constitutive

immune mechanism used by the host to rapidly impair the invasion by a parasite;

and (2) an induced immune mechanism which has the advantage of avoiding a

costly defense system, yet meanwhile has the disadvantage that the parasite might

escape host control (Schmid-Hempel and Ebert, 2003). The second axis of the

defense chart refers to the degree of specificity of the host immune response.

Whatever the tactics used and the degree of specificity, the host genome

ensures the adequate operation of the immune response via the proteome

(genome-operating system). For each immune tactic, many proteins are implicated.

Consequently, any researcher in parasito-proteomics working with the immune

defense chart will be able to categorize the host genome reaction for any given

parasite at any given time. Also, for the pathogen, from an evolutionary-ecological

point of view, parasite molecular strategies used to counteract host immune system

can be plotted on a chart according to the infection mechanisms used (constitutive

versus induced) and degree of specificity. This type of approach should be as

much hypothesis generating for parasito-proteomics as for evolutionary ecology

itself.

Lately, pioneer proteomics studies on parasite-induced alteration of host behav-

ior (widespread transmission strategy among pathogens) have been carried out on

six arthropod host�parasite associations: two orthoptera�hairworm associations,

two insect vector�pathogen associations, and two gammarid�parasite associations

(Lefèvre et al. 2009). These parasito-proteomics studies were based on the concep-

tual approach suggested by Biron et al. (2005a,b). Thus, in each study, many bio-

logical treatments have been effected to control the potential confusion resulting

from proteins that are nonspecific to the manipulative process and to find the pro-

tein potentially linked with host behavioral changes. Also, for each study, to limit

the possible effects of multiple infection and/or host sex-specific factors on the

host proteome response, only mono-infected host males were used for the protoe-

mics analysis. These parasito-proteomics surveys on the parasitic manipulation

hypothesis showed that proteomic tools and the conceptual approach suggested by

Biron et al. (2005a,b) are sensitive enough to disentangle host proteome alterations

and also the parasite proteome alterations linked to many factors such as the circa-

dian cycle, parasitic status, parasitic emergence, quality of a habitat, and manipula-

tive process.
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11.5.2 Pathogeno-proteomics: A “New” Avenue to Decipher
Host�Vector�Pathogen Interactions

Relationships between pathogens and their hosts and vectors depend on a molecular

dialogue being tightly regulated. The reciprocal influence of a pathogen with its host

or vector will affect the level of their genomes and their expression, respectively

(Holzmuller et al., 2008). Variability and cross-regulation increase from genomic

DNA (mutations, rearrangement, methylation) through RNA transcripts (initiation,

splicing, maturation, editing, stability) to functional proteins (initiation, folding,

posttranslational modifications, localization, function). Pathogeno-proteomics is

a new approach to decipher host�vector�pathogen interactions, which integrate

modifications at all analytical levels (genome, transcriptome, proteome: whole cell

content, and secretome: naturally excreted�secreted molecules) through the analysis

of their end-products’ profile (Figure 11.1).

The concept is based on management with drawers of the analytic workflow,

from the determination of number of experimental treatments and design of the bio-

logical material preparation to the dedicated proteomics and bioinformatics tools

needed to answer a research question in cell immunobiology (directly involved in

host�pathogen interactions) but also in ecology and evolution, population’s biology

and adaptive processes (Biron et al., 2006b; Holzmuller et al., 2008; Karr, 2008).

Moreover, it has been proved that the results of this type of integrated approach has

a concrete impact on the discovery of the causes of infectious diseases, as well as on

improving the diagnosis, vaccine development, and rational drug design

(Doytchinova et al., 2003; Bansal, 2005; Chautard et al., 2009). Despite a theoretical

aspect (Kint et al., 2010), the pathogeno-proteomics concept brought new insights

into important aspects of cell signaling (Kleppe et al., 2006) and molecular medicine

(Ahram and Petricoin, 2008; Ostrowski and Wyrwicz, 2009). As an example, proteo-

mics and bioinformatics tools enable the formulation of relevant biological

Pathogen

Genome

Constitutive

VectorHost

Crosstalks?

Transcriptome
Proteome
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Figure 11.1 Pathogeno-proteomics: integrating analytical levels in host�vector�pathogen

interactions.
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hypothesis on why part of the fungal population is killed while a significantly high

percentage survives in C. albicans�macrophage interactions (Diez-Orejas and

Fernández-Arenas, 2008), leading to edition of a specific database for studying

C. albicans�host interactions (Vialás et al., 2009). Direct applications in terms of

discovery of antifungal drug targets or design of new effective antibacterial vaccines

become reality (Tournu et al., 2005; Jagusztyn-Krynicka et al., 2009). Other studies

have also highlighted the pathogenic changes in the brain of SIV-infected monkeys

(Pendyala et al., 2009), adaptive metabolic changes in Trypanosoma cruzi and

Trypanosoma congolense (Grébaut et al., 2009; Roberts et al., 2009) or molecular

biomarkers of intestinal disorder induced by H. pylori or Tritrichomonas muris

(Wu et al., 2008; Kashiwagi, et al., 2009). More recently, the use of model organ-

isms interacting with infectious agent of medical importance emphasized the com-

plexity and pathogen-specificity of the worm’s immune response (Bogaerts et al.,

2010). Taken together these examples demonstrate the potential of the concept of

pathogeno-proteomics and promote this new research avenue.

11.5.3 Host�Pathogen Interactomes

The past few years have witnessed the birth of new biological entities named inter-

actomes. They correspond in an “ideal world” to the complete set of protein�protein

interactions existing between all the proteins of an organism. In reality they are far

from complete since an unknown number of interactions are yet to be discovered.

Current interactomes are only a part of the whole set of possible interactions occur-

ring within an organism or between organisms. They are generally assembled from

the results of large-scale two hybrid screens (LS-Y2H) around 6000, 4000, 23,000,

and 5500 interactions for yeast (Uetz et al., 2000; Ito et al., 2001), the nematode,

Caenorhabditis elegans (Maupas) (Li et al., 2004), Drosophila spp. (Giot et al.,

2003; Formstecher et al., 2005), and humans (Rual et al., 2005, Stelzl et al., 2005),

respectively; and the interactions identified by low-scale experiments described in

the literature that may be eventually compiled in specialized databases

(e.g., INTACT [Hermjakob et al., 2004], MINT [Zanzoni et al., 2002], HPRD [Peri

et al., 2003], BIND [Alfarano et al., 2005]). Consequently, they do not reflect tem-

poral influences because interactions are gathered from different cell types, tissues,

development stages, and types of experiment.

Interactomes form large intricate networks leading to a renewed vision of cell

biology as an integrated system. However, extracting and revealing the functional

information they contain depends on our ability to analyze them in detail. For this,

bioinformatics methods that partition the interaction network into functional mod-

ules have been proposed. These modules usually correspond to group of proteins

involved in the same pathway, the same protein complex, or the same cellular pro-

cess. Since interaction networks are represented by complex graphs in which nodes

correspond to proteins and edges to the interactions, a number of these network

analysis methods have been grounded on principles that derive from graph theory.

Noticeably, a functional module or a class of protein that is functionally related

and based on network analysis can be deduced from: (i) a search for graph regions

particularly densely populated by interactions (Bader and Hogue, 2003; Spirin and
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Mirny, 2003); (ii) the similarity between the shortest paths in the graph (Rives and

Galitski, 2003); (iii) the progressive disconnection of the graph using a calculation

of edge “betweenness” (Girvan and Newman, 2002; Dunn et al., 2005); and (iv)

the sharing of interactors (Brun et al., 2003; Samanta and Liang, 2003) or a combi-

nation thereof (Brun et al., 2004). Some of these methods use the functional anno-

tations of the protein (such as Gene Ontology annotations) to annotate the

functional modules they predict. Based on the characteristics of a protein of

unknown function to some of these annotated modules or classes, a putative func-

tion for such proteins can be proposed (Brun et al., 2003). Currently, specialized

methods are being developed to investigate the interactomes. But it is clear that the

field starts to move forward. Thus some softwares, plug-ins, or servers are available

for free use by the proteomics research community (for instance, MCODE in

Cytoscape [Shannon et al., 2003]; Prodistin [Baudot et al., 2006]).

Although the deciphering of the interactomes of the main model organisms is

not yet complete, studies of the interactomes of pathogens are increasing. The first

pathogens to be investigated in terms of their interactomes were the hepatitis C

virus (Flajolet et al., 2000) and the bacterium, H. pylori (Rain et al., 2001). More

recently, the interactomes of the herpes viruses (Uetz et al., 2006) and the malaria

parasite, Plasmodium falciparum (LaCount et al., 2005), have been determined.

This makes one believe that in the near future, as initiated by Uetz et al. (2006), the

docking of the interactomes of pathogens onto those of their hosts will be possible.

The analysis of the host�pathogen interactome (i.e., “docked interactomes”) during

the host�pathogen crosstalk is certainly a very promising and exciting aspect of

interactomics because of its obvious potential impacts on human and animal health

(Figure 11.2). The host�pathogen interactome will permit to identify host and path-

ogen protein networks linked to specific functions during their interaction.

Host genome Pathogen genome

Crosstalks?

Host–pathogen interactome
(i.e., docked interactomes)

Figure 11.2 A new biological entities named host�pathogen interactome corresponding to

complete set of protein�protein interactions existing between all the proteins of a host and a

pathogen during their interaction.
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11.6 Population Proteomics, an Emerging Discipline, to
Study Host�Parasite Interactions

The host susceptibility to a pathogen and/or the pathogen virulence are often fluctu-

ating within a host population even when infected hosts are collected in the same

habitat and at the same time. This host phenotypic variability can be caused by

three factors: (i) host genotype and/or pathogen genotype, (ii) different environ-

mental experiences (habitat fragmented in microclimates), and (iii) host coinfection

by pathogens (competition or mutualism among co-infecting pathogens within

hosts). What are the host�pathogen crosstalks at individual and population scales

in a habitat? Is it possible to detect and to decipher the host proteome variability

within a habitat for the molecular mechanisms and for the protein networks

involved in the host�pathogen interactions? In this section, a new emerging disci-

pline in proteomics, the population proteomics, and its prospects are presented with

results of some pioneer studies on this topic, especially in human population

proteomics.

11.6.1 Prospects with Population Proteomics for Any Living Organisms

One limiting factor for the first generation of proteomics tools (such as 2-DE) is

the amount of proteins required to study the host and/or pathogen proteome expres-

sion(s) during their interactions. Most surveys in “parasite-proteomics” were done

by pooling many individuals for any treatment (such as infected and noninfected

hosts) required to answer to a query. Thus, with this kind of experimental protocol,

no data can be acquired on the interindividual variation in expression of host and

pathogen proteomes during their crosstalk. New proteomics tools and methods

have been developed as 2D-LC/MS that can permit to study the interindividual var-

iation of molecular crosstalk in host�pathogen associations (Nedelkov et al., 2004;

Predel et al., 2004; Brand et al., 2005).

At beginning of the century, Dobrin Nedelkov proposed a new scientific field in

proteomics: the population proteomics (Nedelkov et al., 2004). Population proteo-

mics was defined as the study of protein diversity in human populations, or more

specifically, targeted investigation of human proteins across and within populations

to define and understand protein diversity with the main aim to discover disease-

specific protein modulations (Nedelkov, 2008). Biron et al. (2006b) have proposed

to broaden the “population proteomics” concept to all living organisms with the

aim to complement population genetics and to offer a new avenue to decipher the

crosstalk diversity involved in trophic interactions in a habitat, since the execution

of the genetic plan is carried out by the activities of proteins and natural selection

acts at the protein level (Karr, 2008; Cieslak and Ribera, 2009).

The apparent separation between genomics and proteomics that leads to differ-

ent perspectives on the same ecological reality is a fundamental limitation that

needs to be overcome if complex processes, like adaptation, pathogen virulence,

and host susceptibility are to be understood. Population proteomics coupled with
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population genetics has a great potential to resolve issues specific to the ecology,

the evolution of natural populations, the dynamic of host susceptibility to patho-

gens, the evolution of pathogen virulence, and the range of host genotypes that can

be infected with a given pathogen genotype in host�parasite interactions. Some

perspectives for the population proteomics are resumed in Figure 11.3. Even if we

are yet far from this “promised land”, a better understanding of the information

contained in proteomics markers should permit an impressive amount of informa-

tion to be gathered on the past as well as current environmental conditions experi-

enced by a given population of a species, something that could be summarized as

“show me your proteome and I will tell you who you are, where you are from, and

where you should go from here.”

Lately, pioneer surveys on population proteomics have been carried out with

classical proteomic tools (i.e., 2-DE and MS) to determine the genetic variability

between species and between populations of a given species (Chevalier et al.,

2004; Diz and Skibinski, 2007; Valcu et al., 2008), to identify biochemical signa-

tures linked to particular habitat and/or environmental conditions (Thiellement

et al., 1999; Pedersen et al., 2010) and phylogenetic studies (Navas and Albar

2004, Dorus et al., 2006). Nedelkov et al. (2005, 2007) have investigated the

human plasma proteins’ diversity using approaches similar to enzyme-linked

immunosorbent assay but utilizing MS as method of detection (Nedelkov, 2008).

These pioneer results should help to discover disease-specific protein modulations

but also to find pathogen-specific protein biomarkers.

The next subsection will present more in details the Nedelkov results on protein

diversity in human populations.

Prospects in population proteomics

Fundamental

– Deciphering of inter–individual variation in
 expression of host and pathogen proteomes
 during their interactions in a habitat.

– Measurement of genetic variation within
 and between population(s) of a given
 species.

– Estimation of fitness differences between
 gene and genotypes of a given species.

– Taxonomic, phylogentic, and cladistic
 studies.

Applied

– Discovery of disease-specific protein
 modulations.

– Identification of biochemical signatures
 linked to particular habitat and/or
 enviromental conditions.

– Development of biomarkers as “stress
 indicators” to help in the conservation of
 habitats.

– Phylogenetic studies of immune proteins to
 develop new drugs and vaccines.

Figure 11.3 Potential of population proteomics as an emerging discipline in proteomics.
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11.6.2 Human Population Proteomics

Human population proteomics deciphers protein diversity in human populations. In

broader terms, human population proteomics can be compared to human population

genomics, where individuals are interrogated with the aim of cataloguing common

genetic variants and determining how they are distributed among people within

populations and among populations in different parts of the world (Nedelkov et al.,

2004, 2006; Nedelkov, 2005). Although human population proteomics cannot (yet)

claim such outreach and goals, it has the potential to become an important proteo-

mics subdiscipline as the tools and approaches that enable it become more

embraced and practiced.

Human population proteomics does not engage the study of entire proteomes

because it is very likely that, for a specific cell or tissue proteome, there is no

definitive set and number of proteins that is common to all within a group or a

larger population. Instead, human population proteomics focuses on interrogation

of a selected number of proteins but from a large number of individuals, to delin-

eate the distribution of specific protein modifications within these subpopulations.

Hence, targeted protein analysis approaches utilizing MS as detection method are

employed. MS measures a unique feature of each fully expressed protein—its

molecular mass. Changes in the protein structure resulting from structural modifi-

cations are reflected in its molecular mass and can be detected via MS, without a

priori knowledge of the modification. The MS methods utilized in human popula-

tion proteomics must be capable of analyzing hundreds if not thousands of samples

per day, with high reproducibility and sensitivity. Hence, top-down MS approaches

utilizing affinity ligands are the most likely methods of choice for population prote-

omics (Nedelkov, 2006). Surface-immobilized ligands can be utilized to affinity to

retrieve a protein of interest from a biological sample, after which the protein (with

or without the affinity ligand) is introduced in a mass spectrometer. One of the first

affinity MS methods developed was mass spectrometric immunoassay (MSIA)

(Nelson et al., 1995). The approach combines targeted protein affinity extraction

with rigorous characterization using MALDI-TOF MS (Figure 11.4). Protein(s) are

extracted from a biological sample with the help of affinity pipettes derivatized

with polyclonal antibodies. The proteins are eluted from the affinity pipettes with a

MALDI matrix, and are MS-analyzed. Enzymatic digestion, if needed, is performed

on the MALDI target itself. Specificity and sensitivity, as in traditional immunoas-

says, are dictated by the affinity-capture reagents—the antibodies.

However, a second measure of specificity is incorporated in the resulting mass

spectra, wherein each protein registers at specific m/z value. During data analysis,

the major signal in the mass spectrum that corresponds to the targeted protein is

initially evaluated; it should be within a reasonable range (e.g., error of measure-

ment of ,0.05%) from the value of the empirically calculated mass obtained from

the sequence of the protein deposited in the Swiss-Prot databank. Once this mass

value is confirmed (or observed to be shifted), the presence of protein modifica-

tions is noted by the appearance of other signals in the mass spectra (usually in the

vicinity of the native protein peaks), or by mass shifts of the major protein signal.
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Modifications can be tentatively assigned by accurate measurement of the observed

mass shifts (from the wild-type protein signals and/or in-silico calculated mass)

and knowledge of the protein sequence and possible modifications. The identity of

the modifications is then verified using proteolytic digestion and mass mapping

approaches in combination with high-performance MS.

In an initial study of human protein diversity using mass spectrometric methods

of detection, 25 plasma proteins from a cohort of 96 healthy individuals were

investigated via MSIA (Nedelkov et al., 2005). The protocol and an example of the

data generated for one of the protein, transthyretin (TTR), are outlined in

Figure 11.5.

The TTR MSIA were performed in parallel on the 96 human plasma samples

using affinity pipettes derivatized with anti-TTR antibody. Following mass spectro-

metric analysis, data matrix containing all tentatively assigned modifications was

assembled. Then, peptide-mapping experiments were performed on selected num-

ber of samples to identify the specific modifications and finalize the modifications

database. The data for all 25 proteins is presented in Figure 11.6, which lists the
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Figure 11.4 Schematics of the MSIA approach.
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96 plasma samples from individual blood donors

Parallel assaying of 96 samples using affinity pipettes

Automated mass spectra acquisition

Data processing and evaluation

Identification of mass peaks and detection of modifications

1 Cystenylated-TTR
2 Cys side chain into glycine in TTR
3 Cysteline is oxidized in TTR
4 Aulfonated TTR
5 Cysteineglycine-TTR

Point mutation

TTR 1 2 3 4 5 6 7 8 9 10 11 12

A
1 1 1 1

3
1 1 1 12 2 2 2 2

4 4
2 2

5 5 5 5 5 5

1
4

5

1
44 4

1 2

5
4 4

1 2
4

B
1 1 1 1 1 1 1 1 1 12 2 2

4
2 2 2 2 2 2

5 5 5 5 5
4 4 3 4

1 2

5
3 4

1

5
4 4 4

C
1 1 1 1 1 1 1 1 1 1 1 12 2 2

3 4
2 2 2 2 2

4
2 2 2

5 5 5 5 5 5 5 5
4 4 4 4 4

D
1 1 1 1 1 1 1 1 1 1 1 12 2 2 2 2 2 2 2 2 2 2

5 5 5 5 5 5 5 3 5 5
4 4 4 4 5 4 4

E
1 1 1 1 1 1 1 1 1 1 1 12

4
2 2 2

3 4
2 2 2

4
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4 4 4 4 4 4 4
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1 1 1 1 1 1 1 1 1 1 1 12

4
2

4
2 2

3 4 4
2

3 4
2

3 4
2

5 5 5 5 5 5 5
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G
1 1 1 1 1 1 1 1 1 1 1 12 2

4
2 2
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4
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H

1 1
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1 + 30 Da
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13,400
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Proteolytic digestion
and peptide mapping
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Database assembly
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R104-127E
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+29.879
Thr119Met

13,400 14,400m/z
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3

5 5 5 5
4 4 4 4 4 4

Figure 11.5 An outline of a population proteomics approach using TTR as an example. m/z:

mass-to-charge ratio; TTR: transthyretin.
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modifications observed for 18 of the 25 proteins studied (modifications were not

observed for 7 proteins), and shows the frequency of each modification in the 96-

samples cohort. A total of 53 protein variants were observed for these 18 proteins,

stemming from posttranslational modifications and point mutations.

The largest number of posttranslationally modified protein variants was found to

be C- or N-terminal truncated protein isoforms. Deglycosylation, oxidation, and

Protein

1 Alpha-1-antitrypain hyper glycosylation 2

2 Antithrombin III deglycosylation

3 Apolipoprotein A-I des-Q C-terminal

4 Apolipoprotein A-II

cysteinylation5 Apolipoprotein A-II

des-Q C-terminal

des-Q C-terminal6 Apolipoprotein A-II

Q cyclization, N-terminal7 Apolipoprotein C-I

des-TP, N-terminal8 Apolipoprotein C-I
oxidation9 Apolipoprotein C-II
oxidation of pro-Apolipoprotein C-II10 Apolipoprotein C-III
GalNAc-Gal11 Apolipoprotein C-III
GalNAc-Gal-Sia

12 Apolipoprotein C-III
GalNAc-Gal-Sia-Sia

13 Apolipoprotein C-III
oxidation

14 Apolipoprotein E
E2/E2

15 Apolipoprotein E
E2/E3

16 Apolipoprotein E
E2/E4

17 Apolipoprotein E
E3/E3

18 Apolipoprotein E
E3/E4

19 Apolipoprotein E
E4/E4

20 Apolipoprotein E
cysteinylation (Cys112)

22 cystatin C
oxidation

23 cystatin C des-SSP, N-terminal
24 cystatin C des-A, C-terminal
25 cystatin C des-SSPG, N-terminal
26 cystatin C des-SSPGKPPRLV N-terminal

27 cystatin C des-S, N-terminal

28 cystatin C point mutation (–30 Da)

29 GC globulin hyper glycosylation

30 Insulin like growth factor II des-A, C-terminal

31 Orosomucoid hyper glycosylation

32 Retinol binding protein des-L, C-terminal

33 Retinol binding protein des-LL, C-terminal

35 Serum amyloid A 1cc des-R, N-terminal

36 Serum amyloid A 1cc des-RS, N-terminal

39 Serum amyloid A 2cc des-R, N-terminal

40 Serum amyloid A 2cc des-RS, N-terminal

41 Serum amyloid A 1γ

42 Serum amyloid A 1γ des-RS, N-terminal

43 Serum amyloid A 1γ des-RS, N-terminal

44 Serum amyloid P component des-sialic acid

45 Transferrin deglycosylation

46 Transthyretin cysteinylation (Cys10)

47 Transthyretin Cys10Gly

48 Transthyretin oxidation (Cys10)

49 Transthyretin sulfonation (Cys10)

50 Transthyretin cysteineglycine (Cys10)

51 Transthyretin Thr119Met

52 Transthyretin Val122lle

53 Transthyretin Gly6Ser

37 Serum amyloid A 1cc point mutation (+28 Da)2

38 Serum amyloid A 2cc

34 Serum amyloid A 1cc

21 beta-2-microglobulin
des-K58 truncation

Modification Number of samples where modifications were observed

14

14

16

71

18

21

47

2

2

2

2

2

5

1

1

24

23

9

7
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7
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57

54

35

18

1

3
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16

29

6

96
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96

96

96

96

96
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77

90

90

65
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94

92

Figure 11.6 Modifications observed in 18 of the 25 proteins analyzed from 96 human

plasma samples.
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cysteinylation were also observed among several of the proteins. Among the point

mutations detected for four of the proteins, notable was the high incidence of point

mutations for apolipoprotein E and TTR, which is consistent with genomic studies

that have found these proteins to be highly polymorphic. The overall frequency of

the modifications in the 96-sample cohort was wide ranged. Fourteen modifications

were observed in all 96 samples, suggesting that they must be regarded as wild-

type protein forms. Others, such as most of the point mutations, were present in

only few of the samples. Overall, 23 of the modifications were observed in more

than 65% of the samples, and 20 in less than 15% of the 96 samples analyzed.

Upon further data analysis, and taking into the consideration the gender, age, and

ethnicity of the individuals who provided the samples, it was determined that the

Gly6Ser mutation in TTR was detected only in individuals of Caucasian origin,

which is consistent with existing knowledge about the occurrence of this common

nonamyloidogenic population polymorphism in Caucasians (Connors et al., 2003).

Another correlation was observed in regard to interprotein variations in specific

individuals: all seven individuals for which carbohydrate deficient transferrin was

detected were also characterized with deglycosylated antithrombin III.

Following this small scale protein diversity study, a second study of human pro-

tein diversity was recently carried out wherein the number of samples was greatly

expanded in order to get an accurate view of the distribution of some of the protein

modifications in the general population (Nedelkov et al., 2007). One thousand indi-

viduals from four geographical regions in the USA (California, Florida, Tennessee,

and Texas) were selected and the protein modifications for beta-2-microglobulin

(b2m), cystatin C (cysC), retinol binding protein (RBP), transferrin (TRFE), and

TTR were delineated (in the 96-sample study, these five proteins accounted for 19

of the 53 protein variants observed). The results of the study are summarized in

Figure 11.7, which lists the protein modifications observed and the frequency of

each in the 1000-samples cohort.

A total of 27 protein modifications (20 posttranslational modifications and

7 point mutations) were detected, with various frequencies in the cohort of samples.

Variants resulting from oxidation were observed most frequently, along with single

amino acid truncations. Least frequent were variants arising from point mutations

and extensive sequence truncations. In total, six modifications were observed with

high frequency (present in .80% of the samples), five were of medium frequency

(20�50% of the samples), and sixteen were low frequency modifications observed

in ,7% of the samples. Nine of the low frequency modifications were not observed

in the 96 individuals studied. Thus, by increasing the size of the population, it

became possible to detect these low-occurrence protein modifications. When the

frequencies of the modifications in the two studies were compared, an excellent

correlation was obtained. For example, in both cohorts B7% of the individuals

were characterized with carbohydrate deficient transferrin. Upon further data analy-

sis based on the gender, age, and geographical origin of the individuals who pro-

vided the samples, it was determined that the samples obtained from California

contained significantly less protein modifications than the samples obtained from

Florida, Tennessee, and Texas, even though the samples from all four states were
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collected in the same way within a 3-month window in the spring of 2005, and

stored under identical conditions until analysis. Correlations were also made in

regard to the gender distribution of two protein modifications. Carbohydrate defi-

cient transferrin was observed in B1% of the females and B10% of the males in

the 1000-samples cohort. Carbohydrate deficient transferrin is an FDA-approved

clinical biomarker for alcoholism, and this gender correlation can partially be

explained by the higher prevalence of alcohol dependence in males than in females.

The second gender correlation was related to cystatin C: all 10 of the cystatin C

point mutations were found in males.

Two conclusions can be made from these two systematic studies of protein mod-

ifications and variants. First, MS is capable of detecting structural protein modifica-

tions, and, when coupled to immunoaffinity separations, it can be employed in a

high-throughput systematic study of human protein diversity. Second, the human

protein diversity is far more complex than the variation observed at the genetic

level. While it might be premature to declare the human proteins variation “the

next big thing,” it is reasonable to predict that assessing human proteome variations

Protein modification

Beta-2-microglobulin des-Les58 truncation 66

Number of samples where modifications were observed

Cystatin C des-S, N-terminal 416

Cystatin C des-SSPG, N-terminal 280

Cystatin C des-SSPGKPPR, N-terminal 30

Retinol binding protein des-L, C-terminal 998

Cystatin C point mutation 30

Retinol binding protein des-LL, C-terminal 246

Retinol binding protein des-NLL, C-terminal 1

Retinol binding protein des-RNLL, C-terminal 2

Retinol binding protein des-SERNLL, C-terminal 4

Carbohydrate deficient transferrin 66

Transthyretin Cys 10Gly 811

Transthyretin oxidation (Cys10) 216

Transthyretin cysteineglycine (Cys10) 508

Transthyretin Gly6Ser 56

Transthyretin Val122lle 7

Transthyretin Thr59Lys 1

Transthyretin Arg104His 1

Transthyretin Ala109Thr 1

Transthyretin Ala119Met 1

Transthyretin sulfonation (Cys10) 986

Transthyretin cysteinylation (Cys10) 1000

Cystatin C des-SSPGKPP, N-terminal 1

Cystatin C des-SSPGKPPRLVG, N-terminal 1

Cystatin C des-SSPGK, N-terminal 3

Cystatin C des-SSP, N-terminal 987

Cystatin C oxidation 1000

Figure 11.7 Modifications observed for five proteins studied from 1000 human plasma

samples.

285Proteomics and Host�Pathogen Interactions: A Bright Future?



among and within populations will be a paramount effort that can facilitate bio-

marker discovery. Such an endeavor would represent a paradigm shift in proteo-

mics with significant clinical and diagnostic implications, as protein variations,

quantitative and qualitative, begin to be associated with specific diseases.

11.7 5-Year View

11.7.1 Metabolomics, a Key “Omics” Tools to Decipher Host�Parasite
Crosstalks

Metabolomics (i.e., metabolic profiling) is concerned with the measurement of

global sets of low-molecular-weight metabolites to detect changes in cell behavior

and organ function. The term “metabolome” refers to the complete set of metabo-

lites found in an organism (Peltonen and McKusick, 2001). Metabolomics

approaches use high-throughput analytical techniques such as chromatography,

NMR spectrometry, and MS to measure populations of low-molecular-weight meta-

bolites in biological samples. These large-scale efforts involve the identification

and quantification of known and unknown metabolites in host tissues and fluids.

Metabolite profiles can be important indicators of pathological states of a host and

raise the possibility of identifying novel markers linked to the infection process of

a specific pathogen.

Pathogens, especially extracellular pathogens with a complex life cycle, such as

malaria and sleeping sickness, must constantly monitor and respond to environ-

mental changes in their intermediate (i.e., insect vector) and final (human and/or

animal) hosts. How pathogens detect these changes is a black box, but they must

have the ability to sample changes in nutrients and other small molecules.

Afterward pathogens reprogram their gene expression profile in response to host

environmental changes. The metabolomics is likely to bridge data from other

“omics” tools. Correlation between the pathogen metabolites expressed during its

life cycle in its hosts with the global view of genome and proteome expression pro-

files may lead to new insight into how a pathogen interacts with host cells during

a host�vector�pathogen crosstalk.

11.7.2 New Diagnostic Tools and Identification of New Therapeutic
Targets

Despite the efforts of recent years, we still lack reliable biomarkers for diagnosis,

prediction of clinical outcomes for many infectious diseases, and therapeutic fol-

low-up of human diseases. Specific proteomic fingerprints might be present in bio-

logical fluids or tissues in response to the infection and could be useful for early

detection of the disease, by noninvasive (saliva, urine, serum) or invasive (cerebro-

spinal fluid, tissue biopsies) sampling, or could constitute therapeutic targets.

Before identifying of a biomarker having great potential to become an important

diagnostic tool, it is important to verify the clinical applicability of a technique.
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In fact, different criteria are necessary for a clinically applicable technique: repro-

ducibility, sensitivity, specificity, and rapidity.

Over the past few years, several studies have demonstrated that comparative

protein profiling using a newly developed, high-throughput technique, without a

priori knowledge of the proteins present, namely SELDI-TOF-MS, breaks new

ground in diagnostics (Fenollar et al., 2006; Buhimschi et al., 2007; Kanmura

et al., 2007; Wu et al., 2009a,b). This technique is a potentially powerful investiga-

tive tool to improve the understanding as well as the diagnostic/prognostic capabili-

ties for many human diseases. Nevertheless, if using such an approach, it is

important that potentially new biomarkers for early diagnosis are validated in a

larger number of samples to avoid the risk of false-significant results.

Inspired by genome exploration, a metaproteomic strategy, namely proteomics

shotgun, has also emerged to facilitate and accelerate the discovery of novel protein

biomarkers with potential diagnostic and therapeutic potential (Swanson and

Washburn, 2005; Spivey, 2009). Based on different MS workflows (e.g., capillary

isotachophoresis[CITP]-based multidimensional or multidimensional LC separation

systems coupled tandem MS), it promotes integration of proteomics and metabolo-

mics datasets from direct analysis of a tissue or a biological fluid (Dowell et al.,

2008; Pan et al., 2008; Fang et al., 2009; Kim and Moon, 2009; Mangé et al.,

2009; Maccarrone et al., 2010). Although strategic, these technologies offer a

“naı̈ve” global approach of potential biomarkers by taking into accounts the level

of expression, the posttranslational modifications, and the maturation state (Ahrné

et al., 2010; Park and Yates, 2010; Zhang et al., 2010a,b). These technologies are

in their infancy in the analysis of host�pathogen interactions, but some pioneering

studies have already highlighted some new biomarkers with diagnostic and thera-

peutic potential (Florens et al., 2004; Athanasiadou et al., 2008; Lal et al., 2009;

Walters and Mobley, 2009; Vaezzadeh et al., 2010).

Understanding the three-dimensional structure of proteins—their posttransla-

tional modifications, their biological functions, and the interaction between host

and pathogen molecular constituents—is necessary to validate a potential bio-

marker in its natural molecular environment. Advances in proteomics can consider

a more functional understanding of molecular dialogue and conflict that governs

host�pathogen interactions, and thus develop more efficient tools to improve diag-

nosis, and drug design to improve therapy of infectious diseases.

11.7.3 Bioterrorism and Proteomics

Following the events of September 11, 2001, and the subsequent postal anthrax

attacks in the USA, the possibility of further bioterrorism attacks became all too

real. As a direct consequence of this, the US government expanded its biodefense

program, with studies ranging from basic research to applications in detection, pre-

vention, and treatment of diseases caused by such microbiological agents. The net

result of this has been great progress in understanding their genomics (Fauci et al.,

2005). Efforts were focused on the three major categories of critical biological

agents classified by the Centers for Disease Control and Prevention (http://www.bt.
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cdc.gov/agent/agentlist-category.asp#catdef). In the postgenomic era, the benefit of

having the full sequence of the genomes of these agents is obvious. There are now

genome sequences for a few isolates of each species, which have made studies of

comparative genomics a reality and led to important discoveries, including the

diversity of closely related isolates and the identification of new putative virulence

genes (Fraser, 2004). In this way, breakthrough transcriptomics and proteomics

studies promise further exciting results and surprises over the next few years, which

hopefully will have highly beneficial applications in terms of combating the

scourge of global bioterrorism (see Morse 2007).

11.7.4 Environment and Host�Parasite Interactions

For host�pathogen interactions, the main assumption is that, over ecological

time-scales, host susceptibility and pathogen virulence are fixed at the onset of the

crosstalk (Bull, 1994; Dieckmann et al., 2002). Also, environmental factors are tra-

ditionally viewed as “setting the scene” for the crosstalk rather than having any

explicit role once it is underway. As a result, the effect of extrinsic factors on host

susceptibility and pathogen virulence during a crosstalk has received little attention.

However, it is common to find in populations of a pathogen species a substantial

variation in the virulence, even when pathogens are collected in the same environ-

ment and at the same time. When a biological characteristic such as the virulence

is variable for both genetic and environmental reasons, two individuals may differ

because they differ in genotype, because they have had different environmental

experiences, or both (Elliot et al., 2002). Unfortunately, the extent to which differ-

ent individual pathogens and pathogen ecotypes display different virulence abilities

is poorly documented and deciphered.

Life-history traits of hosts and pathogens are shaped by coevolution processes

(Wolinska and King, 2009). Infections measured under laboratory conditions have

shown that the environment in which hosts and pathogens interact may affect the

range of host genotypes that can be infected with a given pathogen genotype in host

pathogen associations (i.e. the specificity of selection). Despite this important fact,

environmental fluctuations are often excluded in surveys on host�pathogen interac-

tions. Since most host�pathogen interactions are in heterogeneous environments,

there is a crucial need to take into account environmental conditions in proteomics

surveys. The population proteomics would be a promising prospect to resolve interest-

ing issues specific to host�pathogen crosstalks in a varying environment

(Figure 11.8). This kind of survey would bring pioneer molecular data to decipher the

reaction norm of a genotype and to understand why pathogens sometimes evolve in a

given environment toward high virulence and hosts toward high resistance. Also, these

surveys would permit to assess the fixity or not of host�parasite interactomes

involved in a host�pathogen association in a varying environment.

11.7.5 Human Population Proteomics

While healthy population protein diversity cataloguing is a pretty straightforward

proposition, the ultimate question is how human population proteomics can enable
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better disease diagnosis and management. Because of the one-protein-at-a-time

approach, most studies involving cohorts of sick versus healthy control samples

must first make an “educated guess” what proteins to analyze via population prote-

omics. To start with, there is plenty of existing data on specific plasma proteins

and their quantitative modulations with specific diseases. Hence, these proteins

would be the first to benefit from qualitative reassessment via human population

proteomics; next in line are proteins that are within the biomarker proteins’ interac-

tion network and pathways. To illustrate this point, structural isoforms have

recently been discovered for some well-established biomarkers such as cardiac tro-

ponin I (Jaffe and Van Eyk, 2006; Peronnet et al., 2006) and B-type natriuretic pep-

tide (Brandt et al., 2006; Lam et al., 2007). These structural variants might prove to

be better sensitivity and specificity biomarkers than the native proteins themselves.

To assess their modulation with disease, quantitative assessments of the isoforms

abundance can be made by comparing the ratios of the isoforms and the native pro-

tein signals, or via standard curve approaches. The MSIA present straightforward

means of looking into the protein microheterogeneity using the well-established

methods of immunoaffinity separation and mass spectrometric detection. As such,

it is expected that MS-based immunoassays will readily be accepted into the clini-

cal and diagnostic laboratories to study the effects of protein modifications in

pathological processes and evaluate their potential as new biomarkers of disease.

11.8 Conclusion

From the dawn of human evolution to the influenza and HIV/AIDS pandemics of

the twentieth and early twenty-first centuries, infectious diseases have continued to
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Figure 11.8 Host�pathogen interactions in a varying environment.
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emerge and re-emerge with great ferocity and by so doing, seriously affect popula-

tions as well as challenge our abilities to fight the responsible agents. Over the

past decade, strains of many common pathogens have continued to develop resis-

tance to the drugs that once were effective against them. In the battle against

pathogens, humankind has created new megatechnologies such as massive

sequencing, proteomics, and bioinformatics, but without conceptual approaches

based on the evolutionary concepts. Parasite genome sequences do not themselves

provide a full explanation of the biology of an organism or on the molecular war

involved in host�pathogen associations. Since the 1990s, proteomic tools have

been successfully employed in a large number of studies to find and identify pro-

teins involved in biological phenomena, such as host�parasite interactions. Even

so, many studies have, as outlined earlier, revealed pitfalls in the approaches used.

Thus, whatever the new technological advancements, it is apparent that parasitolo-

gists and molecular biologists should attempt to improve their experimental design.

This new attitude will surely improve the reliability of the data deriving from pro-

teomics studies and will open the way for an enhanced comprehension of many

biological mechanisms. In this chapter, new ways based on evolutionary concepts

are suggested to enable further elucidation of the molecular complexities of host�
pathogen genome interactions. These new ways could help to increase the knowledge

about the molecular war involved in host�pathogen associations, taking into account

the environmental factors.

Glossary

AIDS acronym for acquired immune deficiency syndrome, the gravest of the sexually trans-

mitted diseases, or STDs. It is caused by the human immunodeficiency virus (HIV), now

known to be a retrovirus, an agent first identified in 1983. HIV is transmitted in body

fluids, mainly blood and genital secretions.

Antigen substances that are foreign to the body and cause the production of antibodies.

Bioinformatics the use of mathematical and informational techniques, including statistics,

to solve biological problems, usually by creating or using computer programs, mathemati-

cal models, or both. One of the main areas of bioinformatics is the data mining and analy-

sis of the data gathered by the various genome projects. Other areas are sequence

alignment, protein structure prediction, systems biology, protein�protein interactions,

and virtual evolution.

Defensin a substance with natural antibiotic effects found in human blood cells. There are

three types of defensins. Other animal species have similar substances.

Elicitors molecules produced by the host (or pathogen) that induce a response from the

pathogen (or host).

Environment elements of a habitat. In this text, “environment” refers to a broad range of

biotic and abiotic conditions, including interactions with other species.

Genomics the study of an organism’s genome and the use of the genes. It deals with the

systematic use of genome information, associated with other data, to provide answers in

biology, medicine, and industry.

290 Genetics and Evolution of Infectious Diseases



Genome the full complement of genes carried by a single (haploid) set of chromosomes.

The term may be applied to the genetic information carried by an individual or to the

range of genes found in a given species.

Major histocompatibility complex two classes of molecules on cell surfaces. MHC class I

molecules exist on all cells and hold and present foreign antigens to CD8 cytotoxic T

lymphocytes if the cell is infected by a virus or other microbe. MHC class II molecules

are the billboards of the immune system. Peptides derived from foreign proteins are

inserted into the MHC’s binding groove and displayed on the surface of antigen-presenting

cells. These peptides are then recognized by T lymphocytes so that the immune system is

alerted to the presence of foreign material. See Histocompatibility Testing.

Mass spectrometry a technique for separating ions by their mass-to-charge (m/z) ratios.

Molecular crosstalk molecular communications in a host�parasite system during their

interaction.

Parasito-proteomics the study of the reaction of the host and parasite genomes through the

expression of the host and parasite proteomes (genome-operating systems) during their

biochemical crosstalk.

Pathogenicity the capability of a pathogen to cause disease.

Population genetics the study of the distribution of genes (the units of genetic inheritance)

and genotypes (the genetic complement at one or more loci), and the mechanisms deter-

mining genetic variability within a population.

Population proteomics the study of protein diversity in populations of any species; or more

specifically, targeted investigation of proteins across and within populations of a species

to define and understand protein diversity and to facilitate the discovery of disease- or

pathogen-specific protein modulation.

Proteome the term proteome was first used in 1995 and has been applied to several differ-

ent types of biological systems. A cellular proteome is the collection of proteins found in

a particular cell type under a particular set of environmental conditions, such as exposure

to hormone stimulation. It can also be useful to consider an organism’s complete prote-

ome. The complete proteome for an organism can be conceptualized as the complete set

of proteins from all of the various cellular proteomes. This is very roughly the protein

equivalent of the genome. The term “proteome” has also been used to refer to the collec-

tion of proteins in certain subcellular biological systems. For example, all of the proteins

in a virus can be called a viral proteome.

Proteomics the large-scale study of proteins, particularly their structures and functions. This

term was coined to make an analogy with genomics, and is often viewed as the “next

step,” but proteomics is much more complicated than genomics.

Reaction norm the set of phenotypes that can be produced by a genotype under various

environmental settings.

Specificity an alternative concept to explain why hosts vary in their susceptibility to para-

sites is that host�parasite interactions have some degree of specificity.

Specificity of selection the range of host genotypes that can be infected with a given para-

site genotype in host�parasite interactions.

Transcriptome the whole set of mRNA species in one or a population of cells.

Transcriptomics Techniques to identify mRNA from actively transcribed genes.

Two-dimensional gel electrophoresis proteomics, the study of the proteome, has largely

been practiced through the separation of proteins by two-dimensional gel electrophoresis.

In the first dimension, proteins are separated by isoelectric focusing (separation of pro-

teins according to their isoelectric point in a pH gradient gel), resolved on the basis of

charge. In the second dimension, they are separated by molecular weight using
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SDS-PAGE. To visualize the proteins, the gel is dyed with Coomassie Blue, silver, or

other reagents. Spots on the gel are proteins that have migrated to specific locations.
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12.1 Introduction

What is antibiotic resistance? This expression was obviously coined first in relation

to medical microbiology and the therapy of infections. Antibiotic resistance refers

to the property of bacteria which prevents the inhibition of their growth by antimi-

crobial agents used in the clinical setting. During the past decade many research,

editorial, and review articles have focused on antibiotic resistance (Levy and

Marshall, 2004; Pitout and Laupland, 2008; Livermore, 2009). The problem is dra-

matic in some countries (Vatopoulos, 2008) and especially worrying in highly path-

ogenic species such as Mycobacterium tuberculosis (Wright et al., 2009),

methicillin-resistant Staphylococcus aureus (MRSA) (De Lencastre and Tomasz,

2008), Acinetobacter baumanii (Karageorgopoulos and Falagas, 2008), enterococci

(Arias and Murray, 2008), or Klebsiella pneumoniae (Souli et al., 2008). Antibiotic

resistance represents one of the best examples of natural selection, the basic process

of evolutionary change, in action; and also one of the major hurdles in humankind’s

fight against infectious diseases. By taking a look at antibiotic resistance from a

dual perspective, evolutionary and clinical, we hope to contribute to a better under-

standing of the principles and processes that result in the emergence of this undesir-

able character and to suggest strategies to, ideally, prevent or at least delay its

extension. Human actions may not prevent evolution, but we can try to drive it

through less damaging pathways.
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Antibiotic resistance can be “natural,” when all the strains of the same bacterial

species are resistant to a particular drug (also known as intrinsic resistance), or

“acquired,” when there are susceptible and resistant strains in the same species, with

resistant strains having evolved from susceptible ones by selection after mutation or

lateral genetic transfer events. It is of note that susceptible bacteria may have

some type of “intrinsic resistance” along their life; for instance, high-density,

slow-growing, stationary-phase bacteria are often refractory to inhibition by anti-

microbial agents. This type of resistance is often qualified as “phenotypic” or

“non-inheritable,” as the organisms that are able to resist the drug under these

circumstances give rise to a susceptible progeny under different conditions.

Quite naturally, this view is controversial because when the original conditions are

restored the resistant phenotype will occur again. The issue is even more complex,

as “resistance” or “susceptibility” is not an absolute property.

A bacterial organism may be resistant to a particular concentration of an antibi-

otic and susceptible to a higher one. This is why we need breakpoints for defining

susceptibility or resistance, based on minimal inhibitory concentration (MIC, the

lowest amount of antibiotic able to inhibit bacterial visible growth) values. Clinical

breakpoints consider a bacterial organism as resistant if its MIC is higher than the

available concentration of the antibiotic at the site of infection, and/or higher than

the concentration associated with favorable clinical outcomes. “Natural” (in con-

trast to clinical) breakpoints consider a bacterial organism as resistant if its MIC is

significantly higher than the modal MIC of a collection of strains of the same bac-

terial species, thus considering resistance as an “abnormally higher” MIC, which

indicates some kind of acquired genetic change.

Antibiotic resistance and MIC values have been consistently rising for many

bacterial species and populations, even nonpathogenic ones, since the start of the

industrial production of antimicrobial agents. The total annual production of anti-

biotics can be estimated between 100,000 and 200,000 tons and about half of them

are not used in humans (mostly in farming) (Gootz, 2010). Considering that most

antibiotics act at concentrations close to 1 μg/mL, such amount of antimicrobials is

enough to cover the entire surface of the Earth with inhibitory concentrations; in

other words, they are capable of altering the population genetic structure of

microbes. Moreover, antibiotics are not easily removed from the environment, and

some of them can remain active for extended periods of time. The release of anti-

biotics is probably one of the major anthropogenic effects on the microbiosphere,

altering microbial systems. Part of these alterations are predictable, such as

extended antibiotic resistance, but unpredictable effects are most likely to occur, as

changes in the interactions between microbes or with animals, plants, or influenc-

ing basic cycles of life in the biosphere (Baquero, 2009a,b; Martı́nez, 2009).

The use of industrial antibiotics in human and veterinary medicine, agriculture,

farming, and other areas converges to a single, cooperative effect, changing bacte-

rial ecology not only in different environments but also in the common environ-

ment. This effect can be observed as selection for antibiotic-resistant organisms

and a faster evolution of antibiotic resistance. The main problem is the existing

connectivity between all environments, human, farming, and agricultural, so that
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the antibiotic-derived effects in one of them has consequences in all the others. The

connection between different environments with regard to the undesirable conse-

quences of antibiotic resistance occurs essentially in two ways, which will be con-

sidered in the next paragraphs.

First, dispersal and migration of biological units, such as bacterial communities,

bacterial clones, mobile genetic elements (MGEs), and, in general, genes, play a

major role in antibiotic resistance. Second, there is also dispersal of antimicrobial

ecotoxic agents, which results in the production of selective mixed gradients and

stressor effects, and in an acceleration of microbial evolutionary rates. The combi-

nation of migration of antibiotics and antibiotic-resistance biological units results

in evolutionary activating interactions that occur in four main genetic reactors:

(i) the intestinal microbiota of humans and animals; (ii) the highly antibiotic-

exposed areas with high rates of bacterial transmission, such as hospitals (particu-

larly newborn wards and intensive-care units), (iii) wastewater, effluents, and

sewage treatment plants, and (iv) soil, sediments, surface and ground waters

(Baquero et al., 2008), all of which contribute to the escalation of the emergence

and spread of antimicrobial resistance.

The most evident (visible) threat of antimicrobial resistance for humankind is

the failure of therapy against infectious diseases. The decrease in the incidence of

infectious diseases in the Western world started in the beginning of the nineteenth

century, by reasons related to social progress, better nutrition, and housing and

hygienic procedures, but in the absence of antibiotics. Nevertheless, the discovery

and subsequent industrial production of antimicrobials between 1935 and 1960 was

followed by a significant reduction in the morbidity and mortality by infections,

particularly the more severe ones, and has probably contributed to the increase in

the expected duration of lifetime of human populations. At the same time, antibio-

tics facilitated the progress in Medicine at large, allowing interventions (complex

surgery, intensive-care units, immunosuppressive and anti-cancer chemotherapy, or

transplantation) that expose the impaired host to both pathogenic and opportunistic

bacterial infections.

If antibiotic resistance were surpassing a threshold limit, the consequences on

the current standards of hospital-based medicine (including long-term-care facilities

for the elderly) could become severely compromised. With the emergence of multi-

resistant Gram-positive organisms, such as MRSA or Enterococcus faecium, or

Gram-negatives, such as pan-resistant Escherichia coli, Klebsiella pneumoniae, or

Pseudomonas aeruginosa producing extended-spectrum β-lactamases (ESBL) and

carbapenemases are currently very close to such a threshold. A transient equilib-

rium was reached from 1950 to 1980 because resistance was counteracted by the

continued discovery of novel antimicrobial agents active on resistant strains.

Unfortunately, during the last quarter of the twentieth century no significant

advances occurred in this field as a result of the interest of a number of pharmaceu-

tical companies in investing more in chronic, non-curable diseases. In our days,

resistance to the newest antibiotics continues evolving mostly on the bases of the

old genetic mobile structures (plasmids, transposons, integrons) that became preva-

lent by the selective effect of the old antibiotics. The effect that the anthropogenic
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release of antibiotics has already caused on the genetic structure of bacterial popu-

lations is probably irreversible and will influence the evolutionary future of

microbes on Earth.

Cleaning nature of this resistance gene pool is impossible. The best we can do is

trying to control the emergence, selection, and spread of antibiotic-resistance genes

in bacterial organisms interacting with humans, animals, or plants. The classical

strategies for controlling the emergence of resistance are based on the reduction of

chronic antibiotic-promoted bacterial mutagenic-stress associated with low dosages,

the use of combinations of drugs, early-intensive therapy, maintaining low the bac-

terial density, and, more recently, the surveillance of hypermutable organisms and

the suppression of phenotypic resistance. A number of these strategies have been

explored by population and mathematical modeling (Levin et al., 2000; Levin,

2001; Bergstrom et al., 2004). Controlling the selection of antibiotic resistance is a

major practical goal, which can be addressed again by the development of novel

anti-infective drugs and the appropriate use of antibiotics, avoiding low dosages

able to select low-level mutations serving as stepping-stones for high-level resis-

tance. A classic approach to prevent the spread of antibiotic resistance is based on

general hygiene and containment (infection control) measures, for instance by

decreasing contacts between patients contaminated (infected or carriers) with resis-

tant bacteria and non-contaminated ones.

Unfortunately, these measures are becoming increasingly insufficient in the cur-

rent global landscape of antibiotic resistance. Avoiding the emergence of resistance

in the individual patient is obviously important for the individual, but has minimal

effects at the community level. The efficacy of classical ways of controlling selec-

tion and spread is inversely proportional to the density and penetration of resistant

organisms and their MGEs in particular environments. Measures that might be suc-

cessful in the early stages of resistance development, or in hospitals or countries

with low rates of antibiotic resistance, are worthless in areas where resistance is

already well established. Even in low antibiotic-resistance polluted areas, such as

Sweden, recent studies have shown that a 2-year discontinuation in the use of tri-

methoprim did not reduce significantly the E. coli resistance rates to this compound

(Sundqvist et al., 2010). This was probably due to the dispersion of trimethoprim-

resistance genes in a multiplicity of bacterial organisms and MGEs frequently har-

boring other resistance determinants, thus assuring co-selection of dfr genes with

other resistance genes.

Some regions of the world are densely polluted with antibiotic resistance. In a

global world, sooner or later, resistance originated in these “source of resistance”

areas will invade still clean environments. Resistant organisms are constantly

diluted and potentially extinguish in competition with constant immigration of sus-

ceptible bacteria in local environments, but such a trend might collapse by the

increase of resistant populations. Moreover, the success of resistant organisms will

contribute to the constant accumulation in the bacterial world of genetic platforms

and vehicles able to efficiently recruit and spread novel resistance genes. Antibiotic

resistance increases bacterial evolvability; resistance calls for more resistance, in a

phenomenon described as “genetic capitalism” (Baquero, 2004). In other words,
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resistance might be reversible when rare; if frequent, reversibility is not to be

expected.

12.2 Mechanisms and Sources of Antibiotic Resistance

To produce an effect in a bacterial cell, an antibiotic has to cross different cell

envelopes, in some occasions has to be activated by bacterial enzymes, and reach

its target at a concentration high enough to allow a successful interaction and the

inhibition of bacterial growth or killing (Figure 12.1A). Resistance can thus be

achieved either if the antibiotic concentration reaching the target is too low or if

the interaction between the antibiotic and the target is not efficient enough to pro-

duce the inhibition of bacterial growth. This includes intrinsic and acquired resis-

tance (Figure 12.1).

The most classical mechanisms of intrinsic resistance are the absence of the tar-

get and a reduced permeability to a given antibiotic. These two mechanisms are

passive systems of resistance. However, bacterial populations also present active

mechanisms of resistance based on the detoxification of the antibiotic. These

include chromosomally encoded antibiotic-inactivating enzymes and multidrug

(MDR) efflux pumps. More recently, the analysis of comprehensive libraries of

mutants from E. coli (Tamae et al., 2008) and P. aeruginosa (Breidenstein et al.,
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Figure 12.1 Basic mechanisms of antibiotic action and resistance. In order to inhibit

bacterial growth an antibiotic requires to successfully interact with its target at

concentrations high enough for inhibiting its activity. For this (A), the antibiotic (1) requires

to traverse cellular envelopes (2), in some occasions to be activated by an intracellular

enzyme (3), and reach its target (4). The activity of constitutively expressed MDR efflux

pumps (5) can decrease the intracellular concentration of the antibiotic. As shown in (B),

resistance is achieved by interfering with this pathway, either by changes that impede the

entrance of the antibiotic (a, b), by the activity of antibiotic-inactivating enzymes (c) or

overexpression of MDR efflux pumps (f) that reduce the effective intracellular

concentration, or by mutations in the enzyme that activates the pre-antibiotic (d) or in its

target (e), which preclude target/antibiotic interactions.
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2008; Fajardo et al., 2008; Dotsch et al., 2009) has demonstrated that several genes

participate in the intrinsic resistance phenotype of a bacterial species. This suggests

that intrinsic resistance is not just a consequence of the adaptation of a bacterial

species to the presence of a given antibiotic, but rather a phenotypic consequence

of the general physiological characteristics of each species.

Contrary to intrinsic resistance, which is an ancient phenotype of bacterial popu-

lations, acquired resistance is the consequence of adaptive evolution to the recent

selective pressure exerted by the utilization of antibiotics by humankind (Martinez,

2009). Resistance can be achieved by avoiding the activity of the antibiotic at dif-

ferent levels (Figure 12.1B). These include changes in bacterial targets, which pre-

vent the efficient action of the antibiotic, and the reduction of the effective

intracellular concentration of the antibiotic, achieved by changes in the permeabil-

ity of the cell envelopes (including a reduced expression of specific membrane

transporters), by the expression of antibiotic-inactivating enzymes or MDR efflux

pumps capable of efficiently expelling the antibiotics out or, in the case of intracel-

lularly activated pre-antibiotics, because the enzyme involved in their activation is

not expressed or is not active as a consequence of mutations.

A formerly susceptible organism can acquire resistance by two main genetic

mechanisms: mutation (Martinez and Baquero, 2000) or acquisition of foreign

DNA (Davies, 1994). Mutation is the major cause in originating resistant bacterial

pathogens during infections in the absence of a donor of antibiotic-resistance genes

(Macia et al., 2005). Mutations involved in the development of resistance produce

structural changes in the targets (for instance, quinolone resistance due to mutations

in genes coding for bacterial topoisomerases; Piddock, 1999), in the enzymes that

activate the pre-antibiotic (for instance, in the resistance to isoniazid due to muta-

tions in the Mycobacterium catalase gene; Zhang et al., 1992), or in antibiotic

transporters. Mutations in regulatory elements are also relevant for acquiring resis-

tance. They act by changing the level of expression of antibiotic transporters (for

instance, the porin OprD2 that transports imipenem inside P. aeruginosa and is not

expressed in imipenem-resistant mutants; Yoneyama and Nakae, 1993) or by

increasing the expression of antibiotic-detoxifying systems such as chromosomally

encoded antibiotic-inactivating enzymes (Nelson and Elisha, 1999) and MDR

efflux pumps (Martinez et al., 2009b). As we will see later, mutation is also impor-

tant for the evolution of antibiotic-resistance genes acquired by bacterial pathogens

through horizontal gene transfer (HGT).

Resistance can be also achieved as a consequence of the incorporation of DNA

from other bacteria. In some occasions, this DNA recombines with homologous

genes present in the chromosome of the new host, rendering novel mosaic genes

that make the host resistant to antibiotics (for instance, the formation of recombi-

nant penicillin-binding proteins; Spratt et al., 1992; Sibold et al., 1994). In other

occasions, resistance is attained by the acquisition of an element that confers resis-

tance on its own (antibiotic-resistance genes) (Davies, 1997). Given that bacterial

pathogens were susceptible to antibiotics prior to their use as therapeutic agents for

treating infections (Datta and Hughes, 1983), one intriguing question concerns the

origin of antibiotic-resistance determinants.
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Since natural (i.e., non-synthetic) antibiotics are produced by environmental

microorganisms (Waksman and Woodruff, 1940), it was proposed early that antibi-

otic-producing microorganisms would be the most likely source of resistance deter-

minants (Benveniste and Davies, 1973). The rationality of this proposal comes

from the need of producers to protect themselves from the activity of their own

antimicrobials. It was proposed that the actual source of resistance could be the

DNA from antibiotic producers that might contaminate antibiotic preparations,

which could be incorporated by bacterial pathogens simultaneously to treatment

(Webb and Davies, 1993). This origin from antibiotic producers might be true on

occasion, and indeed a recent search of resistance elements in Actinomycetes, the

most important group of antibiotic producers, demonstrates that they harbor in their

genomes a very large number of genes whose expression can trigger resistance in

other hosts (D’Acosta et al., 2006). Nevertheless, in spite of the efforts at tracking

the origin of resistance genes currently present in human pathogens, yet little is

known about the source of these determinants, and in most occasions the compari-

son of resistance genes present in human pathogens to those located in the chromo-

somes of the microorganisms selected by the pharmaceutical industry for

producing antibiotics show that they are not exactly the same but rather belong to

the same structural family, thus indicating a phylogenetic relationship but not a

direct origin.

Notably, a direct origin of some specific resistance genes has been demonstrated

for bacterial species that do not produce antibiotics. This is the case for Qnr deter-

minants, which contribute to plasmid-acquired low-level resistance to quinolones in

Enterobacteriaceae (Robicsek et al., 2006b). It is worth mentioning that quinolones

are synthetic antibiotics, so that it was proposed that resistance could be achieved

only by mutations and that the existence of quinolone-resistance genes that could

be acquired by human pathogens would be unlikely. Contrary to this hypothesis,

the existence of plasmids carrying quinolone-resistance genes was described in

1998 (Martinez-Martinez et al., 1998) and, as stated above, these plasmids are cur-

rently disseminated among Enterobacteriaceae. The search for qnr elements in the

chromosomes of fully sequenced bacteria has shown that these determinants are

mainly present in aquatic bacteria, which do not produce antibiotics (Sanchez

et al., 2008). As these genes are conserved among members of the same species

and the level of synteny of the flanking regions in the chromosome is high, this

indicates that the analyzed aquatic bacteria have not acquired those elements from

other bacteria but rather those microorganisms are the source of Qnr determinants.

Indeed, the origin of the qnrA1 gene, the most abundant in Enterobacteriaceae plas-

mids, is Shewanella algae (Poirel et al., 2005). Similarly, Kluyvera ascorbata, a

non-producer organism, is the most likely origin of the β-lactamases belonging to

the CTX-M family (Humeniuk et al., 2002).

The functional role of resistance genes in producers seems clear: they might be

detoxification elements needed to avoid the activity of the antibiotic. However,

their function in non-producers is less apparent. It can be postulated that these ele-

ments might serve to resist the activity of inhibitory compounds produced by com-

petitors in complex microbial ecosystems. As we will describe later, this might be
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the function of some of these resistance elements. However, on other occasions,

these elements have not evolved to specifically counteract the activity of antibiotic

producers. For instance, Enterobacteriaceae harbor chromosomal β-lactamases

(Lindberg and Normark, 1986), which have been present in their genomes for sev-

eral hundred million years. However, the natural habitat of these bacterial species

is the gut, an ecosystem that does not contain β-lactam producers and, thus, did not

contain β-lactam antibiotics until the recent use of these compounds for the treat-

ment of infections. Similarly, quinolones are among the most frequent substrates of

MDR efflux pumps (Alonso et al., 1999) despite the synthetic origin of these anti-

biotics, which implies that bacterial populations have not been exposed to their

action until recently (in evolutionary terms). A suitable hypothesis for explaining

the origin of these elements might be that they have been selected during bacterial

evolution to play other roles than resistance (Fajardo et al., 2008), but their natural

substrates present structural similarities to antibiotics currently used for therapy, in

such a way that they can detoxify bacteria from these drugs even though this is not

their original physiological function.

For instance, all bacterial species harbor in their genomes genes coding for

MDR efflux pumps. These genes are highly conserved (the same MDR elements

are present in all the strains of a given bacterial species) and redundant (bacterial

species usually harbor several different MDR efflux pumps), indicating that they

are ancient elements relevant for bacterial physiology (Martinez et al., 2009b).

Given their genomic redundancy and their overlap in substrate usage, it is unlikely

that the original function of these elements would be resistance to the drugs cur-

rently used in the clinical setting. This is the case of AcrAB-TolC, the major MDR

efflux pump in E. coli and Salmonella. This element can extrude, besides antibio-

tics, bile salts (Thanassi et al., 1997), which are toxic compounds present in the

natural ecosystem of these bacterial species, the gut. Similarly, it has been

described that other MDR efflux pumps (that contribute to antibiotic resistance)

can have a primary role in the trafficking of bacterial signals (Kohler et al., 2001),

in the bacterial response to plant-produced signals (Burse et al., 2004; Maggiorani

Valecillos et al., 2006), in the detoxification of intracellular toxic intermediary

metabolites (Aendekerk et al., 2002, 2005) or in the response to non-antibiotic bac-

terial inhibitors such as heavy metals (Nies, 2003) or solvents (Ramos et al., 2002).

All this indicates that the universe of elements that can confer resistance to a

heterologous host upon their transfer by HGT is larger than previously thought. As

an example, the study of the resistome of the human gut microbiota (Sommer

et al., 2009) indicates the existence of a large number of elements that are not dis-

seminated among human pathogens and that can confer resistance despite the fact

that this ecosystem does not contain the regular producers of antibiotics,

Actinomyces. The potential universe of resistance genes will thus include those

that first evolved to confer resistance (for instance, in producers) but also those that

can recognize the antibiotic even though their original substrate (and thus their

functional role) was a different one.

Given the large number of resistance genes present in natural ecosystems, it is

paradoxical that, in comparison, the number and variability of HGT-acquired
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resistance determinants currently present in human bacterial pathogens are rela-

tively low. This might indicate that there are some restrictions for the transfer of a

potential resistance element to a human pathogen. The first impediment would be

ecological connectivity. The presence of resistance elements has been demonstrated

in bacteria from the deep terrestrial subsurface (Brown and Balkwill, 2009) and in

the deep Greenland ice core (Miteva et al., 2004), where the presence of human

pathogens is not expected. The probability of transfer of these elements to human

pathogens will thus be very low, but chances will increase for bacteria whose natu-

ral habitats are closer to those of human pathogens. One example of this type or

“reactors” for resistance are wastewater treatment plants, where human-linked

microbiota (recipients of resistance genes) can get in contact with environmental

microorganisms (potential donors) in the presence of residues of antibiotics which

act as selecting agents (Baquero et al., 2008).

A second obstacle for the transfer of a resistance gene will be its integration into

an efficient dissemination vector or into a bacterial epidemic clone, which will

allow a fast spread for the resistance determinant (Baquero, 2004; Martinez et al.,

2007).

The third obstacle consists of the fitness costs associated with the acquisition of

resistance (Andersson, 2006). It is generally accepted that the development of resis-

tance by formerly susceptible bacteria might confer a metabolic burden such that

resistant populations might be outcompeted by susceptible ones in the absence of

antibiotic selective pressure. It is worth mentioning that, unless the fitness costs are

unaffordable, their relevance during antibiotic treatment will be negligible because

in these conditions being resistant is a prerequisite for producing an efficient infec-

tion (Martinez and Baquero, 2002). Nevertheless, fitness costs may be highly rele-

vant for the persistence and spread of resistance in the absence of selection (for

instance, in nonclinical, natural ecosystems). It has been described that the fitness

costs associated to the development of resistance to a specific antibiotic might be

different depending on the involved mechanisms (Balsalobre and de la Campa,

2008). Furthermore, fitness costs can be compensated by secondary mutations in

the bacterial genome (Bjorkman et al., 2000; Paulander et al., 2007; Lofmark et al.,

2008). The acquisition of a resistance-determinant by a gene-recruitment element

such as an integron, which might harbor other resistance elements (for instance,

heavy metals), might allow the maintenance of resistance by co-selection mechan-

isms. Finally, the incorporation of a resistance-determinant into a plasmid encoding

toxin-antitoxin systems allows the persistence of resistance even in the absence of

selective pressure (Moritz and Hergenrother, 2007).

Overcoming all these biological and ecological obstacles is almost a necessary

condition for the establishment of a resistance-determinant in a bacterial popula-

tion. Nevertheless, several resistance-determinants besides those already dissemi-

nated among human pathogens might fulfill the requirements to overcome those

obstacles. However, they are not currently disseminated. To explain this restriction

further, founder effects must be considered (Martinez et al., 2009a). If one resis-

tance element enters a formerly susceptible population through an efficient vector

(or clone) and does not confer a high-fitness cost, it will soon spread in
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environments, like clinical settings, with a high antibiotic load. Once this element

is established, the antibiotic no longer exerts a selective pressure because the bacte-

ria are already resistant to it, so that the acquisition of a new resistance-determinant

will not represent an adaptive advantage. As a result, human antibiotic usage has

rendered a strong increase in the prevalence of a few resistance elements that were

previously present in the chromosomes of environmental microorganisms and are

now located in gene-transfer units spreading not just in bacteria in clinical settings

but also in environmental ecosystems.

The release of human pathogens harboring gene-transfer units containing resistance

elements, eventually simultaneously with antibiotic-containing wastes, might have a

deep impact on the evolution of the microbiota from natural ecosystems, and this can

influence also the evolution of clinically relevant mechanisms of antibiotic resistance

(Baquero et al., 2008). As an example, the same antibiotic-resistance elements cur-

rently present in human pathogens can be found in wild animals (Livermore et al.,

2001; Pallecchi et al., 2008) or in environmental locations without a history of

antibiotic pollution (Pei et al., 2006). Furthermore, the study of historical soils has

demonstrated that the introduction of antibiotics has produced an increase in the prev-

alence of specific resistance determinants in environmental, nonclinical ecosystems

(Knapp et al., 2010).

The recent use (in evolutionary terms) of antibiotics by humankind has produced

a strong enrichment in the distribution of a few specific antibiotic-resistance ele-

ments in clinical and nonclinical ecosystems. The impact of this enrichment in spe-

cific genes, and eventually bacterial clones, on the composition and activity of the

microbiosphere remains to be fully understood. Given that natural ecosystems are

the source of resistance genes (Martinez, 2008) and the reservoirs for their mainte-

nance (Simoes et al., 2010), more studies on the ecological behavior of resistance

in nonclinical habitats are required to unveil how these changes might impact on

the acquisition of antibiotic resistance by human pathogens.

12.3 Evolution of Antibiotic-Resistance Genes

12.3.1 Antibiotic-Resistance Genes as Targets of Evolution

Antibiotic resistance is not only a clinical problem. It also represents a unique

opportunity for observing evolution almost in real time, and therefore a meeting

point between clinical and evolutionary microbiologists. The evolution of antibiotic

resistance is a consequence of the selection of resistant organisms. Thanks to the

acquisition of antibiotic-resistance genes, these bacteria are able to express a set of

functions (resistance phenotypes) in a particular physiological and ecological con-

text. On the other hand, the evolution of antibiotic resistance does not depend only

on genes encoding mechanisms of resistance. The acquisition, expression, variabil-

ity, and persistence of these genes depend on the genetic environment in which

they are hosted, as integrons, transposons, plasmids, phages, or bacterial clones.
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The evolution of resistance genes is therefore dependent on cell physiology and

ecology. In consequence, antibiotic selection of antibiotic-resistant organisms

implies the selection of organisms with particular physiological or ecological

abilities.

A classic theoretical problem in evolutionary biology is whether or not genes are

the units of selection. According to the preceding paragraph, and the conventional

wisdom in evolution, selection acts on organisms that exhibit particular (selectable)

phenotypes, and genes encoding those phenotypes will be selected by second-order

processes of selection on the organisms that harbor them. A different (more reduc-

tionist) view was proposed by Dawkins (1976), who defended the preeminence of

the gene as a selfish evolutionary element, an idea derived from the differentiation

between replicators and vehicles. This view is weakened in the microbial world, as

the “vehicles” (the organisms) are not really as perishable as higher sexual organ-

isms are. Indeed, only HGT restores the importance of gene evolution in the micro-

bial world. Genes may spread among bacterial populations and therefore are able to

“replicate” independently from their vehicles. Indeed, genes involved in antibiotic

resistance frequently migrate and spread among commensal and pathogenic organ-

isms, and therefore have an evolutionary history which is independent of that of their

bacterial hosts. In the following paragraphs we will illustrate a number of features

related to the evolution of antibiotic-resistance genes, focusing only on those genes

able to provide resistance phenotypes, leaving carrier genetic structures (such as

integrons, transposons, phages, or plasmids) out of the scope of this review.

After the initial views that antibiotic-resistance genes had their origin in the

environment (Benveniste and Davies, 1973) and that producers spread antibiotic-

resistance genes to bacterial pathogens of humans (Marshall et al., 1998), it was

accepted that genes encoding mechanisms of resistance arise in potentially any bac-

teria, because the ancestral precursors are present in all of them, in most cases as

house-keeping genes involved in the physiological functions required for daily bac-

terial life. There are well-documented examples, such as β-lactamases, proteins

capable of inactivating penicillin and cephalosporins, derived from protein-binding

proteins (PBPs), which are essential in the construction of the peptidoglycan layer

(Massova and Mobashery, 1998) or the essential Ser/Thr/Tyr protein kinases, the

ancestral proteins of aminoglycoside or macrolide inactivating enzymes (Shakya

and Wrigh, 2010). More recently, the sequencing of many complete bacterial gen-

omes has provided a more complex scenario, showing that bacteria can have multi-

ple alternative pathways to develop low levels of antibiotic resistance (Fajardo

et al., 2008), thus leading to the concept of resistome (Wright, 2007). Examples

such as GadA and GadB proteins (glutamate decarboxylase) as well as AmpC and

HdeB, proteins that increase ampicillin resistance in E. coli (Adam et al., 2008),

show the possibilities of different evolutionary pathways for developing antibiotic

resistance in bacteria.

Therefore, resistant phenotypes can occur and even evolve in the absence of

antibiotic selection; conversely, antibiotics may influence the evolution of bacterial

functions associated to the adaptation to particular environments. In any case, it is

essential to understand that there is a wealth of potential mechanisms of resistance
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contained in bacterial chromosomes and in MGEs. In this section we will illustrate

a number of issues related to the evolution of genes directly involved in antibiotic-

resistance phenotypes.

The main mechanisms of gene variation leading to variation and diversification

of antibiotic-resistance genes are mutation, recombination, and amplification. The

frequency of these mechanisms is variable in normal populations, being typically

from 1029 to 1026 in the case of mutation, from 1027 to 10213 for recombination,

and from 1025 to 1022 for tandem gene amplification. Note that considering the

large sizes of bacterial populations (normally exceeding 108 cells/mL in their

niches) these mechanisms of variation should be sufficient to provide enough var-

iants of potential adaptive value in the presence of antibiotics. This is not necessar-

ily the case if these populations are reduced during the infective process by innate

or acquired immunity, by antimicrobial drugs, or during tissue-to-tissue or host-to-

host transmission bottlenecks. In these cases population sizes might be insufficient

to provide resistant mutants.

Bacteria with increased mutation rates are usually known as mutators. They

present 10- to 1000-fold more chances of introducing changes in their DNA

sequence during each replication cycle and therefore have a high probability of

generating selectively advantageous mutations giving rise to the acquisition of anti-

microbial resistance (Blázquez, 2003). Hypermutation is generally a consequence

of a defective mismatch-repair system; as expected, mutators are easily selected

when bacterial populations are exposed to recurrent selection pressures (such as

during antibiotic treatments) (Mao et al., 1997). Mutators have been described, for

example, in clinical strains of S. aureus, S. pneumoniae, H. influenzae, E. coli,

P. aeruginosa, or S. maltophilia (Oliver et al., 2000; Morosini et al., 2003; Baquero

et al., 2004; Turrientes et al., 2010). Mutators have been used in order to experi-

mentally predict the emergence and selection of resistant variants (Galán et al.,

2003; Novais et al., 2008; Stepanova et al., 2008), even though other methods are

even more powerful to generate diversity (Orencia et al., 2001; Rasila et al., 2009).

If predictions based on the use of mutator strains can provide insights about the

type of variants conferring resistance to a particular antibiotic, they do not give us

certainty about which of these variants will be more successful in the real world.

This suggests that other factors apart from single antibiotic selective pressure also

affect the evolution of the resistance phenotype. For instance, it has been recently

demonstrated that the huge diversity of CTX-M β-lactamases can only be explained

by the simultaneous exposure to two antibiotics, cefotaxime and ceftazidime,

genetic drift also playing a relevant role in some stages of the process (Novais

et al., 2010).

Antibiotics might act as accelerators of mutation-based evolution of resistance

(Couce and Bláquez, 2009) not only by selecting mutator strains (Oliver et al.,

2000), but also inducing intracellular redox imbalance, thus increasing intracellular

superoxides. Accumulation of hydroxyl radicals (ROS formation) is highly toxic

for the cell, and has a potent mutagenic power following the induction of the SOS

response resulting from DNA damage. Elicited SOS-repair processes also increase

the expression of error-prone polymerases such as polymerases IV (DinB) and V
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(UmuCD), which present 100-fold less fidelity than the canonical polymerase II

(PolB). In consequence, bactericidal antibiotics (bacteriostatic antibiotics are not

inducers of hydroxyl radicals) have a double effect, inducing a process leading to

cellular death by blocking their target (PBPs, DNA gyrase, etc.) while promoting

the generation of genetic diversity and, therefore, of antibiotic resistance. An ele-

gant model is the fluoroquinolone-resistance mediated by qnr genes: treatment with

ciprofloxacin induces the SOS response, increasing the expression of error-prone

polymerases (in a similar way to β-lactams or aminoglycosides), and promotes the

cleavage of the LexA protein, a negative repressor of the qnrB2 gene, thus leading

to QnrB overexpression. QnrB binds to DNA gyrase, protecting it from quinolone

inhibition (Da Re et al., 2009).

Recombination is a powerful mechanism for the evolution of antibiotic-

resistance genes, particularly relevant for organisms able to exchange DNA by

transformation, such as S. pneumoniae, Neisseria meningitidis, or H. influenzae, the

typical example being recombination between sequences of pbp genes (penicillin-

binding proteins) leading to different β-lactam resistance phenotypes in

S. pneumoniae (Brückner et al. 2004). In this same species, hyper-recombinant

strains have been associated to the generation of antibiotic resistance (Hanage

et al., 2009). We should admit that the extent by which transformation and subse-

quent gene recombination occurs in many bacterial organisms is widely unknown;

for instance, population biology studies on Enterococcus faecalis indicate high fre-

quency of recombination among clones, despite the fact that transformation has not

been documented in this species (Ruiz-Garbajosa et al., 2006). Indeed intraorganis-

mal gene recombination is also a powerful mechanism for antibiotic resistance

gene evolution, particularly relevant to rapidly spread adaptive mutations within a

genome when they occur in a copy of otherwise repeated homologous genes. This

phenomenon, known as gene conversion (Prammananan et al., 1999), increases for

instance the efficiency of antibiotic-resistance mutations within rrn genes.

Finally, tandem gene amplification has been suggested as a possibility for evolv-

ing novel antibiotic-resistance genes. Amplification might immediately provide an

adaptive advantage (increased gene dosage might increase the level of resistance

protein), and later, eventually, one of the copies might serve as basis for further

gene evolution without the risk of losing the ancient function (Pettersson et al.,

2009; Kugelberg et al., 2010). Interestingly, all these mechanisms of variation

(mutation, recombination, amplification) can increase under antibiotic stress at sub-

inhibitory concentrations (López and Blázquez, 2009).

Resistance genes are frequently able to further evolve under variable antibiotic

selection, allowing bacteria to grow when exposed to increased antibiotic concen-

trations, or enlarging the number of antibiotics within a family to which they pro-

vide protection. A good example is illustrated by a mutation in position 83 (Ser-83)

of the A subunit of the DNA gyrase which provides a ciprofloxacin MIC of about

1 μg/mL in clinical isolates; a double change in Ser-83 and Asp-87 was found to

increase MICs reaching values equal or higher than 8 μg/mL (Vila et al., 1994).

Another example is provided by the cumulative mutational events driving the

diversification of CTX-M β-lactamases (Coque et al., 2008; Novais et al., 2010).
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12.3.2 Potential Evolution of the Enzymes Involved in Antibiotic
Resistance

From a structural point of view, proteins involved in antibiotic resistance frequently

show a high molecular plasticity, easily generating variants with an enlarged spec-

trum of action for new drugs within a chemical family, particularly under intense

exposure. One of the first evidences on the functional versatility of antibiotic-

resistance genes was described using TEM-1 β-lactamase. It was found that only

43 out of the 263 amino acid residues did not tolerate substitutions without loss of

function (Huang et al., 1996). Large numbers of different variants were selected

when bacteria carrying TEM-1 were exposed to cefotaxime (a synthetic β-lactam
antibiotic active against TEM-1 producing organisms) (Zaccolo and Gherardi,

1999). This plasticity is also common in other determinants conferring resistance to

other families of antibiotics, such as tetracyclines (Thaker et al., 2010) or aminogly-

cosides (Smith and Baker, 2002). However, β-lactamases are still the best model to

understand the evolutionary potential of antibiotic-resistance elements (Bush and

Jacoby, 2010), as β-lactams are the most extensively used antibiotics in the clinical

setting (Goossens, 2009) and the family for which largest number of chemical mole-

cules have been developed (due to their low level of toxicity and relatively low costs

of production). Simultaneous strong selective pressure and changing selector (differ-

ent β-lactam) has thus allowed the evolutionary radiation of β-lactamases during

decades.

From 1940, when penicillin was commercialized, to 2007, when the last carba-

penem (doripenem) was approved, β-lactamases have been in continuous evolution.

In 1944 the Staphylococcus aureus PC1 penicillinase was the first enzyme known

to confer resistance to the natural compound, penicillin. Subsequently, plasmid-

mediated broad-spectrum β-lactamases (TEM-1 β-lactamase) were found in 1963

and ESBL in 1983 (Sirot et al., 1987), 5 years after cefotaxime was commercial-

ized. The inhibitor-resistant TEM-type or SHV-type variant β-lactamases (IRT or

IRS) were detected in 1992 (Blázquez et al., 1993), 8 years after the introduction

of amoxicillin-clavulanate in the clinical setting. Plasmid-mediated carbapenemases

(both metallo-β-lactamases and serine-β-lactamases) were detected in 1999 and

2003 (Lauretti et al., 1999; Smith Moland et al., 2003), when the consumption of

carbapenems increased. Now almost 900 different β-lactamases are known. They

are divided in four groups (A�D) according to their enzymatic properties and evo-

lutionary relationships; class A β-lactamases being the most widely distributed. In

fact, the number of variant class A β-lactamases with clinical importance is enor-

mous and they include about 190 TEM and OXA-variants, 135 SHV variants, 100

CTX-M variants, or 35 carbapenemases. It is important to remark that, although

the genes at the evolutionary root of these groups of β-lactamases had an origin in

environmental bacteria, their subsequent mutation-driven evolution has likely taken

place in clinical environments as the consequence of strong selection pressure by

changing β-lactams. Among TEM variants, 66 amino acid positions (B25% of all)

have changed at least once. Nevertheless, this overwhelming diversity in antibiotic-

resistance protein evolution follows only a few mutational pathways (Weinreich
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et al., 2006), as either some mutations are antagonistic when they are present in the

same enzyme, or some mutations provide a phenotypic advantage only in specific

backgrounds (sign epistasis) (Poelwijk et al., 2007).

An example of the first case is the simultaneous presence of P167S and D240G

changes, which are involved in extended-spectrum activity of the CTX-M

β-lactamases toward hydrolyzing ceftazidime efficiently, and both confer a lower

hydrolytic activity against ceftazidime than each change alone (Novais et al.,

2008). When the mutational pathway toward the highest cefotaxime hydrolytic

activity was reconstructed by site-directed mutagenesis, some mutations yielded

either an increase or decrease in resistance depending on the previous mutations,

indicating that there is an order in the selection of mutations (Novais et al., 2010).

Also, in the case of TEM β-lactamase, the M182T change conferred positive effects

on the hydrolytic activity of TEM β-lactamase on eight occasions, with five neutral

and three negative (Weinreich et al., 2006).

The plasticity of the antibiotic-resistance gene plays an important role in the

selection of antibiotic resistance, but such plasticity may have a limit related to the

possible loss of function. In any case, in a landscape dominated by HGT, clonal dis-

persal into different hosts, and under a highly selective exposure, a rapid diversifica-

tion of antibiotic-resistance genes is expected, as it has recently occurred with

plasmid-carried fosfomycin-resistance or quinolone-resistance genes (Martinez-

Martinez et al., 1998; Wachino et al., 2010). When the local prevalence of determi-

nants of resistance is high, two or more determinants are likely to be simultaneously

present in the same strain, thus favoring recombination events originating hybrid

proteins (Barlow et al., 2009). These hybrid enzymes would be selected if they con-

fer selective advantages, such as increasing MIC values to antibiotics, reducing the

fitness cost of resistance, or increasing the spectrum of activity.

Mosaic genes have been described among tetracycline-resistant determinants, tet

genes, especially between tet(O) and tet(W) in Firmicutes (Patterson et al., 2007)

showing higher protection against tetracycline than non-recombinant tet genes

(Stanton and Humphrey, 2003). Recently, a hybrid β-lactamase (609 amino acids)

with two active centers, resulting from the fusion between class C (346 amino

acids) and class D (253 amino acids) β-lactamases (Allen et al., 2009), has been

described. Probably the best examples known are the hybrid bifunctional enzymes

of aminoglycoside resistance AAC(60)/APH(20), an enzyme able to perform acety-

lation and phosphorylation, and ANT(3v)-Ii/AAC(60)-IId, an enzyme that catalyzes

acetylation and adenylation reactions (Zhang et al., 2009). However, the most wor-

rying discovery was that the bifunctional enzyme AAC(60)-Ib-cr was able to confer

resistance to aminoglycosides and fluoroquinolones (Robicsek et al., 2006a).

Recently, Maurice et al. (2008) have shown that substitutions W92R and D169Y in

the AAC(60)-Ib sequence are responsible for increasing its spectrum of action to

quinolones. This enzyme is a good example of the surprising capacity for adaptive

evolution of antibiotic-resistance genes.

We should have learned the lesson about the capacities of bacteria to develop

antibiotic-resistance mechanisms when β-lactam plus β-lactamase-inhibitor antibi-

otic combinations and broad-spectrum cephalosporins were discovered in the
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1980s. In those days, the original idea that antibiotic-resistant Gram-negative bacte-

ria would be unable to develop resistance to β-lactam plus β-lactamase-inhibitor

combinations was accepted by the scientific community (Medeiros, 1997). This

idea arose because mutant β-lactamases able to confer resistance to broad-spectrum

cephalosporins (ESBL) proved to be hypersusceptible to β-lactamase inhibitors,

and vice versa. This mutational pleiotropic antagonism was confirmed in several

in vitro experiments and, indeed, the combinations of mutations leading to resis-

tance to both β-lactam plus β-lactamase inhibitor were not observed in nature.

However, in 2003 a laboratory mutant of ROB-1 β-lactamase harboring changes

S130G, involved in inhibitor resistance, and R164W and A237T, involved in ESBL

resistance, was obtained, the host bacteria being resistant to both amoxicillin-

clavulanate and ceftazidime (Galán et al., 2003). Later, in 2004, a new β-lactamase

CMT (a complex mutant TEM), which confers a high level of resistance to ceftazi-

dime combined with a reduced susceptibility to amoxicillin-clavulanate, was

reported in a clinical isolate (Poirel et al., 2004).

12.4 Limitations to Adaptation and the Cost of Resistance

12.4.1 The Genetics of Adaptation

Genetic variability in a population does not increase inevitably along time, since it

is the result of factors acting in opposite directions: some processes introduce new

variation in the populations while others remove it. Two main processes deplete

variation from bacterial populations: selection and drift. By increasing the propor-

tion of cells that carry particular high-fitness variants, selection may transitorily

reduce genetic variability in populations, while the effect of drift is continuous and

affects equally all variants in the population, regardless of their effect on fitness.

Fitness is a relative measure of the contribution of an organism to the next gen-

eration. In its simplest formulation, fitness is an individual property but it can be,

and usually is, extended to groups of organisms that share some common features

such as belonging to the same lineage, sharing a specific mutation, or displaying a

given phenotype. Despite its simplicity, fitness can be a very elusive concept. In

the context of antibiotic resistance, fitness can be defined as the relative capacity of

bacteria to survive and reproduce within an infected individual and to spread to

infect others. The epidemiological component of this definition emphasizes the

need for considering all the meaningful biological levels at which fitness can be

analyzed. A very successful variant which can resist an antibiotic will be of very

little relevance if it fails to be transmitted to other individuals. Both fitness compo-

nents, intrahost and interhost, are usually correlated but this is not necessarily so.

Evaluation of intrahost components can be approached using in vitro systems but

the transmission fitness is only possible from epidemiological observations.

Fitness is not a fixed property of individuals or groups: it is contextual and it

can change dramatically when the environment or the genetic background is
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altered. This is readily exemplified when we talk about the cost of resistance. This

is the reduction of the fitness of antibiotic-resistant bacteria in the absence of the

drug. In the presence of that particular antibiotic, and occasionally in that of others

as well, the increase in fitness associated to survival, reproduction, and transmis-

sion reveals the environmental dependence of the concept. Similarly, compensatory

mutations can alter the fitness value of a certain resistance mutation by modifying

the genetic context in which they are expressed. Naturally, both genetic and envi-

ronmental changes can interact in synergistic or antagonistic ways, making more

difficult the prediction of the phenotypic value under particular combinations of the

two components.

Fitness is a relative measure of reproductive success and is usually evaluated

as the difference between the population growth rate of a reference and the target

strain (Elena and Lenski, 2003). Nevertheless, other measures of fitness are more

useful for the study of antibiotic-resistant bacteria at the within-population level.

For instance, survival under a given concentration of a drug is, at the individual

level, a binary variable, but the proportion of individuals from a given population

surviving under such conditions is a quantitative value. This allows us to rank

strains or genotypes according to their fitness. Similarly, a given population may

be resistant to higher concentrations of an antibiotic or the necessary concentration

of this to inhibit completely bacterial growth (MIC value) can be higher. The

values of these variables are often taken as indirect measures of fitness and they

usually correlate with increased risk or potential harm in the clinical practice. A

higher dose of an antibiotic may have serious side effects or may not be easily

tolerated by some patients, thus posing at higher risk their survival from an

infection.

At the population level, bacterial fitness is measured through R0, the basic repro-

ductive number. This is defined as the number of secondarily infected hosts from

any infected individual. For any infection to persist in a population its R0 must nec-

essarily be larger than 1, although temporary persistence is possible even if

R0 , 1. The value of R0 is computed in a population with a large proportion of

susceptible hosts and, in consequence, R0 cannot be constant in a real population,

where it will decrease through time.

Genetic drift is the result of the sampling process that occurs in every population

in which the total number of individuals is limited. This limit (which is equivalent

to the infection dose in this context) can be very high (millions or billions, in the

case of bacterial populations) or very low, as when an individual is infected by a

single bacterial cell, as in some tuberculosis (TB) infections. In the former case,

the reduction in genetic variability is almost imperceptible and it is easily compen-

sated by the continuous generation of new genetic variation. On the contrary,

extreme reductions in population size, especially during the transmission from one

infected host to a new one result in a drastic elimination of genetic variability after

which only a few of the initially present variants are represented in the newly

established population. In this case, the variants that originate the new population

are drawn at random from those initially present and the particular variants
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transmitted are not necessarily associated with increased fitness: they can be more,

equal, or less fit than those of the average population they derive from.

Although usually overlooked, if not ignored, in the study of genetic variation in

microorganisms, the neutral theory of molecular evolution (Kimura, 1968; Kimura,

1983) sustains that most variation found at the molecular level does not have an

impact on fitness and, as a consequence, is neutral in terms of natural selection.

The original proposal was subsequently expanded (Ohta and Kimura, 1971; Ohta,

1992) by incorporating the evolutionary consequences of slightly deleterious muta-

tions whose fate does not depend exclusively on the relative reduction in fitness

they produce, but on the size of the population where they arise. Stochastic pro-

cesses, usually associated with genetic drift, will dominate the fate of these muta-

tions if effective population size is lower than the reciprocal of the corresponding

selection coefficients. When population sizes or selection coefficients are larger

and the above inequality no longer holds, then deterministic processes will domi-

nate and selection will be the main evolutionary force in the population. Given the

large population sizes associated with bacteria, it is usually considered that genetic

drift is not as important as selection in determining evolutionary change in bacterial

populations. But this is not the case during transmission or during chronic infec-

tion. Effective sizes for parasitic or pathogenic bacterial populations have been esti-

mated to be much lower than free-living bacteria (Hughes, 2005). This implies that

stochastic factors may have an important role in the evolution of bacterial patho-

gens at this level. One additional, often overlooked, aspect of the quasi-neutral the-

ory is that it also applies to slightly favorable mutations. While some mutations

may confer increased fitness, their dynamics (stochastic or deterministic) will be

determined by the relationship between the effective population size and the selec-

tion coefficient: a slightly advantageous mutation may easily disappear from a

small population while it will likely increase in frequency in a large one.

The interplay between selection and drift can have consequences and leave

imprints at different levels. The study of the evolution of CTX-M β-lactamases

toward higher MIC values for cefotaxime and ceftazidime (Novais et al., 2010)

demonstrates that some critical steps in some of the evolutionary trajectories

revealed in the analysis were only possible if drift had played an important role,

since the fitness of a necessary new genotype in a pathway was lower than that of

the preceding variant. Apart from invoking evolution in alternative environments

(with different fitness landscapes than those considered), this is only possible by

the action of stochastic factors, among which drift is the major player. At a differ-

ent level, reduced population sizes in M. tuberculosis may explain the higher rela-

tive rates of non-synonymous substitutions in their genes when compared with

other free-living bacteria (Comas et al., 2010). In consequence, although selection

may be the dominant factor in the evolution of bacterial populations, explaining

almost perfectly the observed dynamics of antibiotic resistance in the presence of

the selective drug, other evolutionary processes cannot be dismissed completely as

irrelevant. Since these dynamics do not depend on fitness advantages, it is not nec-

essary to invoke a cost of adaptation in every case and, most especially, in the

absence of antibiotic.
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12.4.2 From Genotype to Phenotype: The Many Ways Toward Fitness
Compensation

While it is true that there are examples of drug-resistance mutations with no associ-

ated fitness cost, it is clear from their usually low frequencies that a fitness cost in

the absence of the drug tends to be associated with resistance. This observation has

led some researchers to argue that removal of antibiotics will leave room for drug-

susceptible strains and that these will outcompete those harboring drug-resistance

mutations (Austin et al., 1999). Although the strategy of drug removal seems to

have some success in particular settings (Seppala et al., 1997; Guillemot et al.,

2005) it is clear that other factors apart from the total levels of drug use influence

the frequency of drug resistance. One of these factors, as shown by several clinical,

experimental, and epidemiological data, indicates that compensation of fitness cost

occurs, so that the advantage of drug-susceptible strains in an antibiotic-free envi-

ronment is reduced or even disappears (Andersson and Hughes, 2010). As dis-

cussed previously, the fitness cost can be ameliorated through reversion, which is a

very unlikely process, particularly for chromosomal mutations where exactly the

same codon has to change to the wild-type allele (Levin et al., 2000). It is more

likely that, in the absence of the antibiotic, the low-fit drug-resistant strains either

become extinct or find ways of recovering fitness while keeping a drug-resistant

phenotype. This process is usually known as compensation. Compensation is much

more likely than reversion because there are usually many more loci that poten-

tially can restore, at least partially, fitness costs. These loci can be in the same

gene harboring the drug-resistance (intragenic) mutation, in other genes that some-

what interact with the drug-resistance mutated gene (intergenic), in plasmids or in

another chromosome, depending on the mechanisms giving more chances to com-

pensate than to revert a drug-susceptible phenotype (Maisnier-Patin and Andersson,

2004).

Mechanisms leading to compensation of drug resistance can be grouped in three

categories: (i) those based on chromosomal compensatory mutations, (ii) those

based on some kind of regulation alteration of the expression, and (iii) those based

on the so-called bypass mechanisms. Chromosomal mutations leading to compensa-

tion represent the case in which fitness loss is compensated by a second, or more,

mutations. These mutations can occur either in the same protein affected by the

drug-resistance gene (intragenic mutation) or in other proteins that interact with it

(intergenic mutations). But the complexity of compensation mutational pathways

can go far beyond the accumulation of one or two mutations. Marcusson et al.

(2009) showed how in isogenic, lab-constructed strains of E. coli resistant to fluor-

oquinolones, sometimes higher fitness effects are only attainable when four or five

mutations are combined in the same strain and always depend on the loci mutated.

They even showed how in the absence of the drug lower susceptibility can be

achieved as a by-product of mutations increasing fitness. Interaction between muta-

tions can occur also among drug-resistance mutations for different antibiotics,

sometimes leading to a higher (positive) or lower (negative) fitness than the mere

sum of their individual effects, a phenomenon usually known as epistasis.
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Epistasis, when positive, can explain why the frequency of high-cost drug-resistant

strains in clinical settings is higher than expected. A clear example of these epi-

static interactions is shown by Trindade et al. (2009). They introduced mutations to

different drugs in isogenic strains, thus creating multidrug-resistant strains and

focused on combinations of drug-resistant mutations to rifampicin (rpoB gene),

nalidixic acid (gyrA), and streptomycin (rpsL). They found that several combina-

tions of these mutations led to fitter than expected mutants. Furthermore, these

mutations were not gene- but allele-specific, and therefore epistasis and compensa-

tion depended on combinations of particular codon changes. In some cases, the

double mutants not only were fitter than expected from their individual mutant’s

fitness but also were fitter than at least one of the two individual mutants. This phe-

nomenon is called sign epistasis and means that there is not only amelioration of

the fitness cost between drug-resistant mutations (positive epistasis) but also com-

pensation leading to partial restoration of fitness. It is interesting that combinations

of gyrA, rpsL, and rpoB drug-resistance mutations have been shown to be present

in different bacterial backgrounds, which suggests that epistasis among drug-resis-

tance mutations can be present in many pathogens. In fact, multidrug clinical resis-

tant strains of M. tuberculosis have been reported to have higher fitness than their

rifampicin-susceptible counterparts, thus indicating that compensation during treat-

ment and/or epistatic effects between different drug-resistance mutations amelio-

rate, or even revert, the fitness cost of individual changes (Gagneux et al., 2006a).

Another way to compensate for the fitness cost of drug-resistance mutations is

at the level of the expression of a protein (Maisnier-Patin and Andersson, 2004).

There are examples of upregulation, through mutation, of a gene to counteract the

negative effects on the expression of drug-resistance mutations, processes usually

known as bypass mechanisms. The most typical example is that of KatG and the

upregulation of ahpC in M. tuberculosis (Sherman et al., 1996). Isoniazid is a pro-

drug and it needs the catalase-peroxidase activity of KatG to become active.

Mutations in KatG confer isoniazid drug resistance. A whole spectrum of mutations

altering KatG function have been described (Ando et al., 2010) and because the

gene has an important role in the bacterial response to oxidative stress, it has been

assumed that all of them have an associated fitness cost. It has been reported that

upregulation of the ahpC gene due to a mutation in its promoter can partially com-

pensate for the loss of activity of KatG. Although ahpC and katG remain as the

best example of upregulation to compensate fitness loss, it is worth mentioning that

there are conflicting reports about the occurrence of the promoter mutation of ahpC

in nonresistant strains (Borrell and Gagneux, 2009).

Another common way to increase the expression of a particular product is by

gene duplication and amplification (GDA) (Sandegren and Andersson, 2009). GDA

is a common mechanism to confer resistance to many antibiotics. However, it has

been shown to be also a way of compensating for the fitness loss associated to

resistance. GDA as a compensatory mechanism has been demonstrated more

clearly in experimental evolution tests with Salmonella enterica (Nilsson et al.,

2006). Tandem duplications of the metZ and metW genes compensate for the loss
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of methionyl-tRNA formyl-transferase by increasing levels of the non-formylated

tRNA inhibitor, the one used by eukaryotes for translation initiation.

12.4.3 Beyond Model Organisms: Epidemiological and Experimental
Fitness Cost in M. tuberculosis

Experimental evolution with model microorganisms has been a successful approach

to test evolutionary hypotheses. These experiments allow studying evolution in real

time, producing accurate measures of key parameters like fitness, generation times,

population sizes, or mutation rates (Elena and Lenski, 2003). As we have seen

above, drug resistance can be approached within an evolutionary framework given

that antibiotics are the main evolutionary pressure a microorganism can face jointly

with the host’s immune system. However, many studies on antibiotic resistance

have been done with organisms with limited public health impact like nonpatho-

genic laboratory strains of E. coli or Pseudomonas spp. These works have given

insights on how microorganisms cope with antibiotics mainly because model

organisms are easier to work with than clinical strains of pathogens, which usually

have longer generation times and are more difficult to culture.

A paradigmatic, or even extreme, case in this respect is M. tuberculosis, the

causative agent of TB, with a colony-forming time of 3�4 weeks and which

requires working in BSL3 facilities. This is why alternative model organisms, like

M. smegmatis, are frequently used to test hypotheses in TB research. However,

M. smegmatis, which is a fast-growing nonpathogenic mycobacteria, has a genome

size much larger than M. tuberculosis and many phenotypic differences, therefore

caution must be taken when trying to establish parallelisms with M. tuberculosis

(Barry, 2001; Reyrat and Kahn, 2001). Experimental work on drug resistance with

M. tuberculosis has been successfully completed, corroborating many conclusions

drawn from model organisms and justifying a constant feedback between model

organism and real pathogens. A clear example is the case of the evolution of drug

resistance against rifampicin. Rifampicin targets the β unit of the DNA-dependent

RNA polymerase of microorganisms (encoded by the rpoB gene) by competing for

the union to DNA and inhibiting RNA synthesis (Campbell et al., 2001).

Therefore, it is a wide-spectrum antibiotic as it affects, with different efficiencies,

many bacteria. Early work with E. coli (Ezekiel and Hutchins, 1968) and other bac-

teria identified homologous positions mutated in drug-resistant strains, both in

experimental and clinical settings, something expected given the high conservation

of the rpoB gene among bacteria. A screening of gene mutations in rpoB from clin-

ical strains of M. tuberculosis was also able to identify many of them, as well as

other mutations (O’Sullivan et al., 2005). However, these mutations varied in fre-

quency, suggesting a possible difference in the degree of antibiotic resistance con-

ferred and/or the fitness associated to them. Experimental evolution of two

different lineages of M. tuberculosis revealed the existence of two main factors

affecting drug-resistance fitness cost in this species: the genetic background of the

strain and specific codon mutations (Gagneux et al., 2006b). Different codon
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mutations were found to have different fitness costs. Furthermore, these fitness

costs varied among two lineages of M. tuberculosis, although in both cases the

change, S531L, was the one associated with less fitness reduction. Reinforcing

these results, mutations with lower fitness costs were found to be the most frequent

among clinical strains, suggesting a correlation between in vitro and epidemiologi-

cal fitness cost. Finally, the fitness of pair isolates of rifampicin-susceptible (RIFs)

and rifampicin-resistant (RIFr) strains coming from 10 different patients who con-

verted to drug resistance during treatment were screened, showing not only compa-

rable results to the experimental findings but also cases in which the fitness of the

drug-resistant strain was higher than that of the drug-susceptible counterpart, a

result that was explained by the occurrence of compensatory mutations and/or by

epistatic effects of drug-resistance mutations, as we have seen earlier.

12.5 Can the Evolution of Antibiotic Resistance be
Predicted?

Conventional scientific wisdom dictates that evolution is a process that is sensitive

to many unforeseeable events and influences and, therefore, is essentially unpre-

dictable. On the other hand, considering the tremendous amounts of recent knowl-

edge about bacterial genetics and genomics, population genetics and ecology of

bacterial organisms, and their subcellular elements involved in HGT, we should

eventually face the possibility of predicting the evolution of bacterial populations

and traits (Martı́nez et al., 2007). The importance of such type of approach is self-

evident in the case of the evolution of antibiotic resistance and bacterial�host

interactions, including infections. The prediction of bacterial evolution could pro-

vide similar clues as weather prediction, with higher probabilities of success in the

closer and more local frames. Indeed there is a local evolutionary biology based on

local selective constraints that shape the possible local trajectories, even though in

our global world, some of these locally originated trends might result in global

influences. In the case of adaptive functions (as antibiotic-resistance genes in path-

ogenic bacteria) some of the elements whose knowledge is critical for predicting

evolutionary trajectories are: (i) the origin and function of these genes in the source

environmental bacterial organisms; (ii) their ability to be captured (mobilized) by

different genetic platforms and to integrate in particular MGEs; (iii) the ability of

these MGEs to be selected, transferred, and spread among bacterial populations;

(iv) the probability of intrahost mutational variation and recombination; (v) the

probability of recombinatorial events among these and other mobile elements, with

consequences in selectable properties and bacterial host ranges, (vi) the original

and resulting fitness of the bacterial clones in which the new functions are hosted,

including their colonization power and capacity to spread in an epidemic form;

(vii) the results of the interactions between these bacterial hosts and the microbial

environments in which they are inserted; and (viii) the selective events, such as the

patterns of local antibiotic consumption or industrial pollution and, in general, the
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structure of the environment that might influence the success of particular genetic

configurations in which the adaptive genes are hosted. Dealing simultaneously with

all these sources of evolutionary variation is certainly a challenge at present.

Such a type of complex structure has evolved along all hierarchical levels of

biology, creating specific “Chinese-boxes” or “Russian-dolls” patterns of stable

(preferential) combinations, for instance, encompassing bacterial species, phyloge-

netic subspecific groups, clones, plasmids, transposons, insertion sequences, and

genes encoding adaptive traits. Assuming a relatively high frequency of combinato-

rial events, the existing transhierarchical combinations are probably the result on

the local availability of the different elements (pieces) in particular locations (local

biology), the local advantage provided by particular combinations, and also the bio-

logical cost in fitness of some of them. More research is needed to draw the inter-

active pattern of biological pieces in particular environments (grammar of

affinities). Such a complex framework required for predicting evolutionary trajecto-

ries will be analyzed (and integrated) by considering heuristic techniques for

the understanding of multilevel selection. The application of new methods, based

on covariance, and contextual analysis, for instance using Price’s equation

(Price, 1970), should open an entirely new synthetic way of approaching the com-

plexity of the living world.

12.6 Conclusions and Perspectives

In the absence of new antibiotics, most efforts have focused in protecting the few

current ones that maintain activity, trying to reduce their strong selective effects by

reducing antibiotic consumption in animals and humans while maintaining their

efficiency. In a number of countries this collective policy has proven insufficient. It

has been proposed that the control of antibiotic exposure should be considered by

society as an individual-based attitude to reduce individual risks, using similar

approaches to those for controlling tobacco-associated diseases, hypercholesterol-

emia, or hypertension (Baquero, 2007). Reductions in the host-to-host transmission

of resistant organisms through innovative approaches trying to influence the ecol-

ogy and evolution of resistant organisms might represent alternative ways to limit

the spread of antibiotic resistance in the microbiosphere. In this respect, the possi-

bility of applying in the future eco-evo drugs—drugs acting not to cure the individ-

ual patient but to “cure” specific environments from antibiotic resistance, and to

prevent or weaken the evolutionary possibilities (the evolvability) of the biological

elements involved in it—should be considered. In other words, this strategy pro-

poses to combat (decontaminate, de-evolve) resistance not in infected patients, but

rather in the whole population, including infected and noninfected people alike, as

it occurs in hospitals, nurseries, elderly facilities, etc. By extension, other environ-

ments that can be successfully treated are farms, fish factories, or sewage facilities.

Indeed, the notion of “ill environment” should be increasingly encouraged,

and medical-like approaches might be increasingly applied to prevent and cure

biologically altered environments (Baquero, 2009a).
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The targets of these future drugs, some of them in early development, are not

only resistant, “high-risk” clones but also the interbacterial transmissibility, the

maintenance of bacterial plasmids and integrative-conjugative elements carrying

resistance, the ability of transposons and integrons to move between genomes, or

the mechanisms of bacterial adaptation to antibiotic stress, including control of

mutation and recombination rates.
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Glossary

Founder effect the random change in genetic composition of a population due to a extreme

reduction in its size during a colonization or infection episode.

Genetic drift the random change in the genetic composition of a population due to its finite

size. Every population experiences genetic drift but its effects, a reduction in genetic vari-

ation eventually leading to fixation of a variant, are more intense, both in magnitude and

speed, the smaller its population size.

Mutator strains bacterial strains with an increased mutation rate usually due to a defective

mismatch-repair system.

Pleiotropic antagonism the effect of a gene on two different traits with opposite conse-

quences on fitness.

Resistome the set of antibiotic-resistance genes or proteins found in a given environment.

List of Abbreviations

ESBL extended-spectrum β-lactamases

GDA gene duplication and amplification

HGT horizontal gene transfer

MDR multidrug resistance

MGE mobile genetic element

MIC minimal inhibitory concentration

MRSA methicillin-resistant Staphylococcus aureus

R0 basic reproductive number

RIFr rifampicin-resistant

RIFs rifampicin-susceptible

TB tuberculosis
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version and aminoglycoside resistance in strains heterozygous for rRNA. Antimicrob.

Agents Chemother. 43, 447�453.

Price, G., 1970. Selection and covariance. Nature 227, 520�521.

334 Genetics and Evolution of Infectious Diseases



Ramos, J.L., Duque, E., Gallegos, M.T., Godoy, P., Ramos-Gonzalez, M.I., Rojas, A., et al.,

2002. Mechanisms of solvent tolerance in Gram-negative bacteria. Ann. Rev.

Microbiol. 56, 743�768.

Rasila, T.S., Pajunen, M.I., Savilahti, H., 2009. Critical evaluation of random mutagenesis

by error-prone polymerase chain reaction protocols, Escherichia coli mutator strain, and

hydroxylamine treatment. Anal. Biochem. 388, 71�80.

Reyrat, J.M., Kahn, D., 2001. Mycobacterium smegmatis: an absurd model for tuberculosis?

Trends Microbiol. 9, 472�473.

Robicsek, A., Strahilevitz, J., Jacoby, G.A., Macielag, M., Abbanat, D., Park, C.H., et al.,

2006a. Fluoroquinolone-modifying enzyme: a new adaptation of a common aminogly-

coside acetyltransferase. Nat. Med. 12, 83�88.

Robicsek, A., Jacoby, G.A., Hooper, D.C., 2006b. The worldwide emergence of plasmid-

mediated quinolone resistance. Lancet Infect. Dis. 6, 629�640.

Ruiz-Garbajosa, P., Bonten, M.J., Robinson, D.A., Top, J., Nallapareddy, S.R., Torres, C.,

et al., 2006. Multilocus sequence typing scheme for Enterococcus faecalis reveals hos-

pital-adapted genetic complexes in a background of high rates of recombination.

J. Clin. Microbiol. 44, 2220�2228.

Sanchez, M.B., Hernandez, A., Rodriguez-Martinez, J.M., Martinez-Martinez, L., Martinez,

J.L., 2008. Predictive analysis of transmissible quinolone resistance indicates

Stenotrophomonas maltophilia as a potential source of a novel family of Qnr determi-

nants. BMC Microbiol. 8, 148.

Sandegren, L., Andersson, D.I., 2009. Bacterial gene amplification: implications for the evo-

lution of antibiotic resistance. Nat. Rev. Microbiol. 7, 578�588.

Seppala, H., Klaukka, T., Vuopio-Varkila, J., Muotiala, A., Helenius, H., Lager, K., et al.,

1997. The effect of changes in the consumption of macrolide antibiotics on erythromy-

cin resistance in group A streptococci in Finland. N. Engl. J. Med. 337, 441�446.

Shakya, T., Wrigh, G.D., 2010. Nucleotide selectivity of antibiotic kinase. Antimicrob.

Agents Chemother. 54, 1909�1913.

Sherman, D.R., Mdluli, K., Hickey, M.J., Arain, T.M., Morris, S.L., Barry III, C.E., et al.,

1996. Compensatory ahpC gene expression in isoniazid-resistant Mycobacterium tuber-

culosis. Science 272, 1641�1643.

Sibold, C., Henrichsen, J., Konig, A., Martin, C., Chalkley, L., Hakenbeck, R., 1994. Mosaic

pbpX genes of major clones of penicillin-resistant Streptococcus pneumoniae have

evolved from pbpX genes of a penicillin-sensitive Streptococcus oralis. Mol. Microbiol.

12, 1013�1023.

Simoes, R.R., Poirel, L., Da Costa, P.M., Nordmann, P., 2010. Seagulls and beaches as reser-

voirs for multidrug-resistant Escherichia coli. Emerg. Infect. Dis. 16, 110�112.

Sirot, D., Sirot, J., Labia, R., Morand, A., Courvalin, P., Darfeuille-Michaud, A., et al., 1987.

Transferable resistance to third-generation cephalosporins in clinical isolates of

Klebsiella pneumoniae: identification of CTX-1, a novel β-lactamase. J. Antimicrob.

Chemother. 20, 323�334.

Smith, C.A., Baker, E.N., 2002. Aminoglycoside antibiotic resistance by enzymatic deactiva-

tion. Curr. Drug Targets Infect. Disord. 2, 143�160.

Smith Moland, E., Hanson, N.D., Herrera, V.L., Black, J.A., Lockhart, T.J., Hossain, A.,

et al., 2003. Plasmid-mediated, carbapenem-hydrolysing β-lactamase, KPC-2, in

Klebsiella pneumoniae isolates. J. Antimicrob. Chemother. 51, 711�714.

Sommer, M.O., Dantas, G., Church, G.M., 2009. Functional characterization of the antibiotic

resistance reservoir in the human microflora. Science 325, 1128�1131.

335The Evolution of Antibiotic Resistance



Souli, M., Galani, I., Giamarellou, H., 2008. Emergence of extensively drug-resistant and

pandrug-resistant Gram-negative bacilli in Europe. Euro Surveill. 13, 19045.

Spratt, B.G., Bowler, L.D., Zhang, Q.Y., Zhou, J., Smith, J.M., 1992. Role of interspecies

transfer of chromosomal genes in the evolution of penicillin resistance in pathogenic

and commensal Neisseria species. J. Mol. Evol. 34, 115�125.

Stanton, T.B., Humphrey, S.B., 2003. Isolation of tetracycline-resistant Megasphaera elsde-

nii strains with novel mosaic gene combinations of tet(O) and tet(W) from swine. Appl.

Environ. Microbiol. 69, 3874�3882.

Stepanova, M.N., Pimkin, M., Nikulin, A.A., Koryreva, V.K., Agapova, E.D., Edelstein, M.V.,

2008. Convergent in vivo and in vitro selection of ceftazidime resistance mutations at posi-

tion 167 of CTX-M-3 β-lactamase in hypermutable Escherichia coli strains. Antimicrob.

Agents Chemother. 52, 1297�1301.

Sundqvist, M., Geli, P., Andersson, D.I., Sjölund-Karlsson, M., Runehagen, A., Cars, H.,

et al., 2010. Little evidence for reversibility of trimethoprim resistance after a drastic

reduction in trimethoprim use. J. Antimicrob. Chemother. 65, 350�360.

Tamae, C., Liu, A., Kim, K., Sitz, D., Hong, J., Becket, E., et al., 2008. Determination of

antibiotic hypersensitivity among 4,000 single-gene-knockout mutants of Escherichia

coli. J. Bacteriol. 190, 5981�5988.

Thaker, M., Spanogiannopoulos, P., Wright, G.D., 2010. The tetracycline resistome. Cell

Mol. Life Sci. 67, 419�431.

Thanassi, D.G., Cheng, L.W., Nikaido, H., 1997. Active efflux of bile salts by Escherichia

coli. J. Bacteriol. 179, 2512�2518.

Trindade, S., Sousa, A., Xavier, K.B., Dionisio, F., Ferreira, M.G., Gordo, I., 2009. Positive

epistasis drives the acquisition of multidrug resistance. PLoS Genet. 5, e1000578.

Turrientes, M.C., Baquero, M.R., Sánchez, M.B., Valdezate, S., Escudero, E., Berg, G.,

et al., 2010. Polymorphic mutation frequencies of clinical and environmental

Stenotrophomonas maltophilia populations. Appl. Environ. Microbiol. 76, 1746�1758.

Vatopoulos, A., 2008. High rates of metallo-β-lactamase-producing Klebsiella pneumoniae

in Greece—a review of the current evidence. Euro Surveill. 13, 8023.

Vila, J., Ruiz, J., Marco, F., Barcelo, A., Goni, P., Giralt, E., et al., 1994. Association

between double mutation in gyrA gene of ciprofloxacin-resistant clinical isolates of

Escherichia coli and MICs. Antimicrob. Agents Chemother. 38, 2477�2479.

Wachino, J., Yamane, K., Suzuki, S., Kimura, K., Arakawa, Y., 2010. Prevalence of fosfo-

mycin resistance among CTX-M-producing Escherichia coli clinical isolates in Japan

and identification of novel plasmid-mediated fosfomycin-modifying enzymes.

Antimicrob. Agents Chemother. 54, 3061�3064.

Waksman, S.A., Woodruff, H.B., 1940. The soil as a source of microorganisms antagonistic

to disease-producing bacteria. J. Bacteriol. 40, 581�600.

Webb, V., Davies, J., 1993. Antibiotic preparations contain DNA: a source of drug resistance

genes? Antimicrob. Agents Chemother. 37, 2379�2384.

Weinreich, D.M., Delaney, N.F., Depristo, M.A., Hartl, D.L., 2006. Darwinian evolution can

follow only very few mutational paths to fitter proteins. Science 312, 111�114.

Wright, G.D., 2007. The antibiotic resistome: the nexus of chemical and genetic diversity.

Nat. Rev. Microbiol. 5, 175�186.

Wright, A., Zignol, M., Van Deun, A., Falzon, D., Gerdes, S.R., Feldman, K., et al., 2006.

Epidemiology of antituberculosis drug resistance 2002�07: an updated analysis of the

Global Project on Anti-Tuberculosis Drug Resistance Surveillance. Lancet 373,

1861�1873.

336 Genetics and Evolution of Infectious Diseases



Yoneyama, H., Nakae, T., 1993. Mechanism of efficient elimination of protein D2 in outer

membrane of imipenem-resistant Pseudomonas aeruginosa. Antimicrob. Agents

Chemother. 37, 2385�2390.

Zaccolo, M., Gherardi, E., 1999. The effect of high-frequency random mutagenesis on

in vitro protein evolution: a study on TEM-1 β-lactamase. J. Mol. Biol. 285, 775�783.

Zhang, Y., Heym, B., Allen, B., Young, D., Cole, S., 1992. The catalase-peroxidase gene

and isoniazid resistance of Mycobacterium tuberculosis. Nature 358, 591�593.

Zhang, W., Fisher, J.F., Mobashery, S., 2009. The bifunctional enzymes of antibiotic resis-

tance. Curr. Opin. Microbiol. 12, 505�511.

337The Evolution of Antibiotic Resistance



13General Mechanisms of
Antiviral Resistance

Anthony Vere Hodge1,* and Hugh J. Field 2

1Vere Hodge Antivirals Ltd, Old Denshott, Reigate, Surrey, RH2 8RD, UK,
2Department of Veterinary Medicine, Cambridge University, Madingley
Road, Cambridge, CB3 0ES, UK

13.1 Introduction

Mammalian viruses represent a diverse group of infectious agents. The viruses that

cause the common diseases of man and domestic animals comprise approximately

25 known families, which fall into groups according to their genome and replication

strategies. Some important examples of these viruses are summarized in Table 13.1.

Over recent years, knowledge of the complete nucleotide sequences has enhanced

our understanding of the interrelationships between virus nucleic acids and relevant

host genes. Such molecular studies (see Chapter 3) indicate that there are homolo-

gies between viral and host proteins; of particular interest to the antiviral field are

those involved with genome replication and other virus enzymes. Although no host

enzymes exist in eukaryotes to replicate RNA (a prerequisite for all RNA viruses)

and reverse transcriptase (RT) has no corresponding host function, many viral and

host genes appear to have common origins. These findings support the view that,

during the coevolution of virus and host cell, there have been exchanges of func-

tional modules, mediated by several forms of genetic recombination. Further evolu-

tion of modern viruses is continuing with mutations (substitutions, additions,

deletions), recombinations, or reassortments (Holland and Domingo, 1998).

Modern viruses have developed, through their evolutionary history, an extraordi-

nary diversity of strategies for their efficient replication and survival, counteracting

both innate and adaptive immune responses. For example, herpes simplex virus

(HSV) and varicella-zoster virus (VZV) have a latent state enabling the virus to sur-

vive lifelong in the host. Reactivation at intervals allows the herpesvirus to spread to

new individuals, enabling transmission through space and time. In contrast, influ-

enza virus is usually cleared from the host within days or weeks, but has the ability

to spread rapidly from person to person, potentially worldwide. Only in the

relatively recent past, since Jenner’s first use of cowpox as a vaccine for human

smallpox, have viruses faced a new threat to their replication—human intervention.

Faced with vaccines and specific antiviral compounds, some viruses appear to be
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poorly adapted to survive. A well-known example is smallpox, which was elimi-

nated from the human population by vaccination. Similarly, poliovirus has been

eradicated from most countries of the world. The use of vaccines has greatly reduced

the burden of human disease caused by several other human viruses (e.g., rubella,

mumps, measles, hepatitis A [HAV], and hepatitis B [HBV]). Nevertheless, there

seems to be no prospect of eradicating these viruses in the near future and patients

with chronic HBV cannot be cured by vaccination. In complete contrast, several

human viruses have, through their evolutionary history, developed survival strate-

gies which happen to enable them to resist vaccines (e.g., human immunodeficiency

virus [HIV] and hepatitis C [HCV]). Specific antiviral compounds have been devel-

oped for several of those viral infections that have not been adequately controlled by

vaccines. Examples of widely licensed compounds are given in Table 13.2.

This review aims to explore general mechanisms of virus resistance. We start by

summarizing those evolutionary outcomes that have enabled human viruses to resist

mankind’s best efforts at control. The review then focuses on how viruses acquire

resistance to compounds that specifically target a virus protein (e.g., polymerase,

Table 13.1 Examples of Human Viruses and their Genome Structures

DNA Double strand Adenoviruses

Herpesviruses

HSV

Cytomegalovirus

VZV

Papillomaviruses

Poxviruses

Single strand Parvoviruses

Partial double strand, replicating via RNA Hepadnavirus

HBV

RNA Double strand, segmented Reoviruses

Rotavirus

Single strand, positive strand Flaviviruses

HCV

West Nile virus

Yellow fever virus

Dengue virus

Picornaviruses

hepatitis A or HAV

Rhinovirus

Togaviruses

Rubella virus

Single strand, negative strand, segmented Orthomyxoviruses

Influenza virus

Single strand, negative strand, nonsegmented Rabies virus

Paramyxoviruses

Mumps, measles, RSV

Replicating via DNA Retroviruses

HIV
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Table 13.2 Illustrative Examples of Commonly Used Antiviral Compounds

A: Primarily active against Herpes viruses

Generic Name

(Abbreviation)

Trade Name

(Company)

Structurea Mechanism

Viral Target

Target

Viruses

Valaciclovir

(VACV)

Prodrug of acyclovir

(ACV)

Zoviraxs

Activated by viral TK,

inhibits viral

polymerase

HSV-1 and 2

VZV

Valtrexs

(GSK)

Famciclovir

(FCV)

Prodrug of penciclovir (PCV)

Denavirs/Vectavirs
Activated by viral TK,

inhibits viral

polymerase

HSV-1 and 2

VZV

Famvirs

(Novartis)

Foscarnet

(PFA)

Pyrophosphate analog Polymerase inhibitor HSV-1 and 2

VZV

Foscavirs

(Astra Zeneca)

Valganciclovir

(VGCV)

Valcytes

(Roche)

Prodrug of ganciclovir

(GCV),

Cymmevenes

Activated by kinase

encoded by UL 97,

polymerase inhibitor

CMV

a
For prodrugs, parent antiviral drug name, abbreviated name and trade name are given.

B: Primarily active against RNA viruses

Generic Name

Trade Name

(Company)

Structure Mechanism

Viral Target

Target

Viruses

Zanamivir

Relenzas

(GSK)

Sialic acid analog Neuraminidase inhibitor Influenza A

and B

Oseltamivir

Tamiflus

(Roche)

Sialic acid analog Neuraminidase inhibitor Influenza A

and B

Ribavirin

Virazoles

(Schering-Plough)

Nucleoside analog Possibly no direct

viral target

HCV

RSV
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C: Primarily active against Hepadnaviruses (HBV)

Generic Name

(Abbreviation)

Trade Name

Structure Mechanism

Viral Target

Company

Lamivudine

(LMV or 3TC)

Zeffixs, Heptovirs

Nucleoside analog Polymerase GSK

Adefovir dipivoxil

(ADV)

Hepseras

Prodrug of adefovir

nucleotide analog

Polymerase Gilead

Entecavir

Baracludes
Nucleoside analog Polymerase BMS

D: Primarily active against Retroviruses (HIV)

Generic Name

(Abbreviation)

Trade Name

Structure Mechanism

Viral Target

Company

Zidovudine/Lamivudine

(AZT/3TC)

Combivirs

Two NRTIs Polymerase GSK

AZT/3TC/abacavir

Trizivirs
Three NRTIs Polymerase GSK

Emtricitabine/tenofovir/

efavirenz

Atriplas

Two NRTIs and one

NNRTI

Polymerase Gilead and

BMS (Jointly)

Nevirapine

Viramunes
NNRTI Polymerase Boehringer

Fosamprenavir

Lexivas
gag cleavage site

mimic

Protease GSK

Saquinavir mesylate

Invirases Fortovases
gag cleavage site

mimic

Protease Roche

Lopinavir/ritonavir

Kaletras
gag cleavage site

mimic/PK enhancer

Protease Abbott Lab

Indinavir

Crixivans
gag cleavage site

mimic

Protease Merck

Darunavir

Prezistas
gag cleavage site

mimic

Protease Tibotec

Raltegravir

Isentresss
Dihydropyrimidine

derivative

Integration of HIV DNA

into chromosome

Merck
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protease, integrase, sialidase). For the therapy of chronic viral infections, such as

HIV, the concept of the genetic barrier has emerged as key factor for delaying anti-

viral resistance. In some cases, the price to the virus of gaining resistance may be

reduced “fitness.” There may, however, be other less obvious effects.

Conceptually, one way to avoid virus resistance is to use a compound to target a

host protein rather than a viral protein. Such an approach seems to risk causing

unacceptable toxicity, although recently it has been shown that there can be speci-

ficity for the virus-infected cell. We end by asking the question, how will viruses

respond to such an indirect challenge?

13.2 Evolutionary Outcomes that have Enabled Viruses to
Resist Control

Viral resistance is usually discussed in the context of antiviral therapy. However,

through the long process of evolution, viruses have acquired various attributes that

happen to limit our ability to control the burden of disease and resist mankind’s best

efforts to control the viral infections. Examples of such attributes are the following.

13.2.1 The Virus Has Developed the Ability to Enter Latency

Herpesviruses establish a latent state that enables the virus to remain in the host for

a lifetime despite normal adaptive immune responses. The latent virus can reacti-

vate at intervals with or without clinical signs. Antivirals are effective at reducing

virus replication during an acute episode but, currently, there are no therapies that

remove latent herpesvirus infections. HSV, VZV, and human cytomegalovirus

(HCMV) have been major and successful antiviral targets for three decades, acyclo-

vir (ACV) being the first antiviral drug to be both potent and selective. ACV was

followed by famciclovir (FCV), prodrug of penciclovir (PCV), and valaciclovir

(VACV), prodrug of ACV, which are used to treat or suppress HSV-1, HSV-2, and

VZV and ganciclovir (GCV) for HCMV. Although these have been used clinically

D: Primarily active against Retroviruses (HIV)

Generic Name

(Abbreviation)

Trade Name

Structure Mechanism

Viral Target

Company

Efuviritide

(T-20)

Fuzeons

Polypeptide Envelope protein gp41 Roche

Maraviroc

Selzentrys
CCR5 ligand mimic Blocks receptor on host

cell membrane

Pfizer

Source: Table adapted from Field and Vere Hodge (2008).

(Continued)
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worldwide and have helped patients manage their herpes infections, the latent virus

remains as a potential source of reactivation.

13.2.2 Integration

Another way in which a virus can establish a form of latency is by means of inte-

gration of a DNA copy of the genome. Soon after infecting a cell, HIV RNA is the

template for the viral RT to synthesize HIV DNA, which is then integrated into cel-

lular DNA. Those current therapies, which inhibit the viral RT (RTIs) or which tar-

get the viral protease (PIs), have no direct effect on integrated viral DNA. The

integrase inhibitors prevent the integration process but have no effect on viral DNA

already integrated into host DNA. Because some cells contain integrated HIV DNA

which remains quiescent (latent), it has been impossible to “cure” HIV-infected

patients by clearing the HIV completely, notwithstanding the fact that combination

therapy has given good clinical control of the symptomatic disease.

13.2.3 The Virus Has Over 100 Serotypes/Genotypes

There are two well-studied examples: rhinovirus (common cold) and papillomavirus

(wart virus).

Even at the research stage with rhinoviruses, no compound showed activity

against all serotypes (e.g., pleconaril is active against about 70% of serotypes).

Although this compound was selected for development, one of the potential pro-

blems was that it could not be clinically effective against all rhinovirus serotypes,

let alone against all viruses causing similar symptoms. (The development of pleco-

naril was terminated due to toxicological considerations.)

For the second example, papillomavirus vaccines (designed to prevent carcinoma

of the cervix) seem very effective against the targeted virus strains (papilloma types

16 and 18) but give little or no protection against those remaining strains which are

associated with a minority of carcinomas. Types 16 and 18 are associated with

70�75% of cervical cancers, 70% of vaginal cancers, and 50% of vulvar cancers. To

protect against essentially all these cancers, it would be necessary to have vaccines for

about 13 types of papilloma, with types 45, 31, 33, 52, 58, and 35 being the most

important after 16 and 18. The current vaccines, Cervarix (GSK) and Gardasil (MSD),

contain antigenic proteins from types 16 and 18. In addition, Gardisil includes types 6

and 11, which cause 90% of genital warts not associated with cancers. Will other

strains, not countered by the vaccines, now become more prominent?

13.2.4 Rapid Mutation Rates and Quasi-Species

The mutation rate of a virus has been described as the probability that during a sin-

gle replication of the virus genome a particular nucleotide position is altered

(Smith and Inglis, 1987). While mutation frequencies are directly measurable, in

practice, it is extremely difficult to convert this to a “rate” (Drake and Holland,
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1999). The “rate” may, however, be reduced if many potential mutations lead to

nonviable virions. For example, HBV has overlapping reading frames for the sur-

face antigen and the polymerase. As a consequence, some mutations in the surface

antigen may cause the polymerase to be nonfunctional.

There is a consensus that RNA viruses have relatively high mutation rates com-

pared with DNA viruses by two orders of magnitude or more. Average misincor-

porations per nucleotide base in RNA viruses have been reported to be of the order

1024 to 1025 (Holland and Domingo, 1998). This is thought, at least in part, to be

a consequence of the lack of proofreading and mismatch repair.

Conventionally, DNA viruses are considered to have low mutation rates relative

to RNA viruses; even so, this may be perhaps a 100-fold higher than that of host

DNA. As a consequence, there will be low proportions of mutant viruses, sometimes

referred to as polymorphisms, within an infected individual. It is becoming recog-

nized that pre-existing polymorphisms may include resistant mutants that greatly

increase the rate (in tissue culture) at which DNA viruses develop antiviral resis-

tance compared with the appearance of resistance due to spontaneous mutations.

However, with rapidly mutating RNA viruses (e.g., HIV or HCV), there may be no

practical distinction between pre-existing and de novo resistance mutations.

Mutation rate alone does not determine how soon resistant virus will appear in

clinical practice. There are other important factors including the number of virions

formed per day in the patient and the proportion of progeny that are “fit.”

Furthermore, in some cases “fitness” may require compensating mutations

(section 13.5). This combination of factors we shall call “resistance rate.”

HIV and HCV are two viruses that produce huge numbers of virions each day

(ca. 109 and 1012 virions/day, respectively) in untreated patients (Field and Vere

Hodge, 2008). The large population of new virions, coupled with high rates of muta-

tion (ca. 1024), can quickly lead to enormous genetic diversity within a single

infected host. For example, HIV has a single-strand RNA genome of approximately

9,000 nucleotides. The replication rate in an infected individual has been estimated

to be approximately 109 daily, thus 10243 9,0003 1095 93 108 mutants occur

each day. This means that, in theory, every point mutation occurs 105 times per day

in an HIV-infected individual and every double mutant 10 times per day! As a result,

HIV actually exists as a quasi-species or “swarm” around a particular consensus

sequence. Similarly, HCV exists as quasi-species; it has the fastest known daily rep-

lication rate of 1012 virions daily.

Among different viruses, there is a huge range of “resistance rates” and this has

clinical consequences (Table 13.3).

With the production rate of new virions being a key factor in resistance rate;

this emphasizes the importance of reducing viral replication (e.g., HIV and HCV)

as quickly as possible after commencing therapy, since a large (e.g., 8 log10) reduc-

tion in replication will give a corresponding reduction in the formation and selec-

tion of resistant mutants. It is crucially important to keep viral replication at the

lowest possible level both throughout a single day and during a long course of ther-

apy. Missed doses and “drug holidays” can give the virus a better chance to mutate

and so become resistant.
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13.3 One Principle Mechanism for Development of
Resistance

In spite of the many strategies for viral replication and transmission, as summa-

rized briefly above, all viruses have one main mechanism for development of

resistance to antiviral compounds and vaccines—the selection of random muta-

tions. Darwin’s theory of evolution—random changes followed by survival of

the fittest—is well illustrated in the virus field. At least for some viruses, the

evolution of resistance can be followed in days or weeks as the genome replica-

tion and mutation rates, leading to random changes, are so high. Sequence anal-

ysis of the DNA or RNA shows that a particular resistant variant may have one

or more base changes that account for resistance (usually confirmed by the

introduction of the same mutation(s) by means of site-directed mutagenesis into

Table 13.3 Clinical Consequences due to Varying “Resistance” Rates

Virus

(DNA/RNA)

“Resistance

Rate”a
Clinical Outcome

Vaccinia (DNA) Very slow Vaccine has eliminated virus from human population.

Selective antiviral agents (e.g., ST 246) being developed

as anti-bioterrorism agent. Resistance can be obtained in

the laboratory but no clinical data available.

Polio (RNA) Very slow Vaccine has eliminated virus in most countries.

Varicella zoster

(DNA)

Moderately

slow

Vaccine expected to be effective for decades; antiviral

therapy has not led to an increase (,1%) of resistant

isolates among the immunocompetent patients

(no increase in three decades) but some increase in

immunocompromised patients.

Herpes simplex

types 1 and 2

(DNA)

Moderately

slow

No efficacious vaccine yet available but resistance to

antiviral therapy similar to that with VZV.

Rubella, mumps,

measles, HAV

(RNA viruses),

and HBVb

Slow Vaccines have remained clinically effective for

years; antiviral resistance to therapy of HBV with

single antiviral agents may occur (within one or a few

years).

Influenza (RNA) Fast Vaccine needs to be updated at least annually. Resistance

to antiviral compounds occurs in the population at

various rates for different compounds (days to years).

HIV (RNA) Very fast No vaccine successful. Monotherapy leads quickly to

resistance in individual patients. Combination therapy

(3 or 4) gives low “resistance rate” (several years).

HCV (RNA) Very fast No vaccine successful. As for HIV, monotherapies lead to

quick appearance of resistance. Antiviral combinations

being evaluated.

aSee text for definition of “Resistance rate”
bHepatitis B is a DNA virus but replicates via an RNA intermediate.
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a wild type (wt) background). Other mutations may be random changes with no

particular consequences for the viability of the virus. For example, there may be

base changes that neither alter the encoded amino acid nor cause significant

change to the RNA secondary structure. In DNA viruses, such variants are com-

monly referred to as polymorphisms. In those RNA viruses which mutate rap-

idly, the huge number of variants are called quasi-species. In a natural infection,

under pressure from antiviral therapy, the proportion of wt virus decreases

markedly whereas the resistant variant, either as a pre-existing minor variant or

a newly formed mutant, becomes dominant.

13.4 Viruses with Segmented Genomes: Additional
Resistance Mechanism

Several families of RNA virus have segmented genomes (Table 13.1). The clini-

cally most important is influenza, which has eight segments. These viruses have an

additional mechanism of acquiring resistance. When two strains co-infect a cell, in

theory, the gene segments may re-assort in every possible combination. This gives

the possibility for a drug-resistant virus, which has a poor ability to transmit, to

re-assort with a highly infectious but drug-sensitive virus, so that some of the prog-

eny viruses will be highly infectious and drug-resistant.

In the 2009 pandemic H1N1 influenza, the eight RNA segments or genes were

recently derived from avian (two segments), swine from two continents (five seg-

ments) and human (one segment) viruses, presumably in a series of re-assortments. In

this case, the resulting virus was not a drug-resistant strain but one to which the gen-

eral human population, at least those under about 60 years old, did not have effective

immunity. It was fortunate that the initial widespread transmission of this virus did not

cause devastating burden of illness and deaths. There were only a few reports of

oseltamivir-resistant influenza (section 13.6.4) during the first year of the pandemic.

13.5 Evolution of Resistant Mutants

In some instances, a single mutation leads to high-level resistance to the antiviral

compound and the virus appears to remain fully “fit.” An example is the M2 chan-

nel-blocking inhibitors, amantadine and rimantadine, which had activity against

influenza viruses. Resistant variants are selected so quickly that a treated person

can pass on resistant virus to contacts. Being fully fit, the resistant virus is easily

spread. During the 2005�2006 season in the United States, 109/120 (91%) of

H3N2 clinical isolates were resistant to amantadine and rimantadine. This has

severely limited the clinical usefulness of these drugs.

In contrast to amantadine and rimantadine, there is often a slower evolution of

resistance to antiviral compounds that act as substrate mimics for a viral enzyme and

so bind to the catalytic site. Most potential mutations will give a nonfunctional

enzyme and a nonviable or “less fit” virus. There may be very few (even a single)

specific mutation(s) that interfere with the binding of the antiviral compound to the
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enzyme yet does not reduce by too much the catalytic activity. Such mutations,

which usually appear first, are therefore termed “primary mutations.” Initially, the

degree of resistance may be modest and so there is pressure to create additional

“secondary mutations,” which enhance the level of resistance to the drug. These

structural changes often result in reduced catalytic activity and probably will affect

the fitness of the virus (the term “fitness” embraces not only the viability or replica-

tion rate of the virus but may also include effectiveness of immune evasion genes,

transmission, etc.). So yet further mutations may appear which are apparently unre-

lated to the protein sites that interact with the drug. Such “tertiary mutations” may

have no direct effect on biochemical drug�protein binding but may increase enzyme

efficiency so as to compensate for the deleterious effects of the primary and second-

ary mutations. Many compensating mutations are suspected but often their precise

role has yet to be elucidated. Of course, virus mutations do not always fit tidily into

these human concepts. There may be a “step” mutation which then allows further

mutations. In the case of HIV protease, both the protease and the corresponding

cleavage sites can co-mutate to give cross-resistance to PIs (section 13.6.3).

13.6 Illustrative Examples of Resistance to Specific
Antiviral Drugs

13.6.1 Poxvirus

Cidofovir (HPMPC) is used clinically to treat AIDS-associated cytomegalovirus

retinitis but has also been shown in cell culture and animal tests to be an effective

therapy against poxviruses. It has been suggested that cidofovir (or a less toxic pro-

drug with improved bioavailability) could be stockpiled for use in the event of

malicious introduction of smallpox. A study by Andrei et al. (2006) investigated

the mutations giving resistance to HPMPC and if the drug resistance was inextrica-

bly linked to reduced virulence. If this were the case, then there would be no reason

for malicious introduction of mutations conferring resistance.

Drug-resistant vaccinia virus (VV) was obtained by serial passage of the virus in

cell cultures with increasing concentrations of HPMPC. In parallel, wt virus was

passaged in drug-free cultures. From the final passage, seven plaque-purified

HPMPC-resistant (HPMPCR) isolates and five plaque-purified wt isolates were

obtained. As it was thought that resistance to HPMPC would be due to mutations

in the viral DNA polymerase gene (E9L), this gene was sequenced for each of these

isolates. The results are summarized in Table 13.4.

It was known that the original stock of VV contained polymorphisms, in particu-

lar at amino acid residue 420. A second polymorphic locus was found at positions

936 to 938. Two clones suffered a small in-frame deletion. However, all wt clones

were equally sensitive to HPMPC and so these polymorphisms were unlikely to be

related to drug resistance. Therefore it seemed likely that only two point mutations,

A314T and A684V, were potentially associated with resistance. These are within

the 30�50exonuclease proofreading domain and the polymerase catalytic domain,
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respectively. Marker rescue methods were used to investigate the role of each of

these in drug resistance. The cloned DNA encoded A314T, A684V, or both A314T

and A684V mutants. As a control, wt DNA was included to test for any of the

polymorphisms having an effect on drug resistance. The results showed that A314T

and A684V contributed to resistance but both together gave the greater resistance

(about 10-fold) to HPMPC. During the serial passaging, it seems that the A314T

mutation appeared first followed by the A684V mutation, an example of primary

and secondary mutations.

All three HPMPCR recombinant viruses exhibited reduced virulence in mice

(i.e., the mutants were “less fit”). With both mutations together, the reduction in

virulence was about 100-fold. To test for efficacy of HPMPC against this resistant

virus, mice were challenged with 4,000 pfu, which caused considerable loss in body

weight but nearly all mice survived. Mice treated with HPMPC at 10 mg/kg daily

had a small transient weight loss whereas those treated with 50 mg/kg daily were

similar to uninfected controls. Although one must be cautious that this result has

been shown only for one animal species, it is encouraging that HPMPC would be

expected to give useful cover against malicious vaccinia release even if the resistant

mutations were introduced.

13.6.2 Herpesvirus

The nucleoside analogs, VACV, FCV, and GCV, owe their high selectivity to the

fact that their activity requires phosphorylation by a viral enzyme. For ACV and

PCV, it is the viral thymidine kinase (TK) enzyme, for GCV the UL97 kinase. The

corresponding monophosphate is then further phosphorylated to the triphosphate by

Table 13.4 Mutations in the E9L Gene of HPMPCR Vaccinia Virus (strain Lederle)

Virus Amino Acid Present at Position(s) (Vaccinia Virus) a

246 314 420 684 845 857 936-937-938

HPMPCR 7 clonesb R T S V M R A-N-V

Lederle wt clones

Clone 1 R A S A M R N-Δc-G

Clone 2 R A L A M R N-Δ-G

Clone 7 R A S A M R A-N-V

Clone 8 Q A L A M R A-N-V

Clone 11 R A S A M R A-N-V

VV strains

Ankara R A S A T G A-N-V

Copenhagen R A L A T G A-N-V

WR R A L A T G A-N-V

aThe amino acid numbering refers to the numbering system for vaccinia E9L gene. The residue numbering differs
slightly for homologous residues in other orthopoxvirus genes.
bAll seven clones were identical.
cΔ symbol for deletion.
Source: Table adapted from Andrei et al. (2006).
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cellular enzymes. It is the triphosphate that interacts with the viral DNA polymer-

ase and terminates viral DNA replication. The pyrophosphate analog, foscarnet,

and the cyclic phosphonates (e.g., adefovir) do not require the initial phosphoryla-

tion step by a viral enzyme and so their selectivity depends solely on their preferen-

tial inhibition of the viral DNA polymerase. The recently described VZV inhibitor,

FV100, requires phosphorylation by the VZV TK, but too little of the triphosphate

is formed to account for its activity; its mechanism remains a puzzle.

Mutant viruses with acquired resistance to all these compounds can be selected in

tissue culture. Resistance-conferring mutations can be detected in the target proteins

involved in the mechanism of action of each of the drugs. Mutations in the TK gene

may lead to an ablation of this enzyme, thus conferring cross-resistance between

ACV, PCV, and other compounds that require this phosphorylation step. A wide

variety of different mutations can give rise to a truncated or nonfunctional TK poly-

peptide and loss of enzyme activity. Clinical and laboratory isolates of HSV typi-

cally contain of $ 1024 TK-defective variants. Since a single plaque produced in a

tissue culture contains $ 105 infectious virions, it may be seen that TK-mediated

resistance develops rapidly in tissue culture. Early work on ACV demonstrated that

clinical isolates also contain TK-defective variants at high frequency (Paris and

Harrington, 1982).

Another mechanism for the development of resistance are mutations leading to

single amino acid residue substitutions in TK or DNA polymerase, which reduces

the affinity of the drug to the enzyme but maintains, at least in part, the enzymic

activity. Such changes occur at about two orders of magnitude less frequently

(ca. 1026) in tissue culture-grown virus but have been shown to account for clinical

drug resistance in HSV, VZV, and HCMV (Andrei et al., 2007).

The helicase-primase inhibitors (HPIs) represent a new generation of antiviral

compounds active against HSV and VZV. It was shown that resistance mutations to

BAY 57-1293 occur in the helicase gene, most being located to a group of residues

just downstream from the fourth functional motif. For example, the substitution

K356N accounts for .5,000-fold resistance. Such mutations are apparent at a fre-

quency of # 1026 in tissue culture for many virus isolates. Surprisingly, it was

observed that both laboratory isolates and some recent clinical isolates contain HPI

resistance mutations at 100-fold higher frequency (Sukla et al., 2010). PCR amplifi-

cation experiments and other evidence shows beyond doubt that such mutations exist

at high frequency as polymorphisms in the virus population prior to drug exposure

(Biswas et al., 2007).

While herpesvirus drug-resistance occurs at relatively high frequency in tissue

culture, the widespread clinical use of herpesvirus antivirals is rarely limited by

the emergence of resistance in immunocompetent patients. Indeed, large-scale

screening of isolates of both HSV-1 and HSV-2 obtained from typical lesions of

labial or genital herpes show no obvious trends to resistance (,1%) after exten-

sive use over the period from the early 1980s to date (Bacon et al., 2003).

However, resistance to nucleoside analogs does appear to be more common in

patients with neonatal HSV and herpes keratitis. In the former, resistance may be

observed in 5% of patients and for ocular isolates from herpes keratitis, Duan
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et al. (2008) reported that 11/173 (6.4%) patients yielded resistant isolates and

10/11 of these isolates mapped to TK, with these authors arguing that the cornea

represents an immunologically privileged site. In immunocompromised patients,

resistance to ACV and similar drugs has commonly been reported in about 5% of

patients and in some cases up to 20%. Often, such viruses comprise mixtures of

wild-type together with one or more different resistant mutants. There may be

two reasons underlying the apparent divergence between results in immunocompe-

tent and immunocompromised patients. Most important, many resistance muta-

tions clearly result in loss of virus “fitness.” This is most easily demonstrated for

TK-defective strains in a variety of animal models. Such strains are much less

neuropathogenic (Field and Wildy, 1978) and, while they can establish a latent

infection, these seem unable to reactivate efficiently to produce infectious virus

(see 13.8.3). Also, other resistance mutations undoubtedly result in subtle defects

that may diminish the ability of the virus to reactivate efficiently from latency

and/or replicate successfully. Secondly, the establishment of neuronal latency with

wt virions during primary infection means that subsequent reactivations originate

from the pool of sensitive virus.

The discovery of high frequency of resistance mutations (or polymorphisms) in

clinical isolates of HSV challenges the dogma that large DNA viruses display high

genetic stability. While the genome is generally highly conserved, it is still not

clear why frequency of particular resistance mutations leading to single amino acid

substitution at defined loci may be as high as 1024 in some strains. Perhaps herpes-

viruses are able to generate some constrained genetic flexibility during DNA repli-

cation to overcome host heterogeneity, provide tropism for biological sites, and/or

enable immune avoidance? However, the mechanism for this intriguing ability has

yet to be determined.

Finally, where herpesvirus resistance has become a recognized problem, such as

in herpes keratitis, neonatal herpes, and herpes in the immunocompromised patient,

the lessons learned from HIV and hepatitis viruses will be applied in the form of

drug combinations. These will most likely involve nucleoside analogs in combina-

tion with the ether-lipid analog of cidofovir, CMX001, HPIs, and other novel

compounds.

13.6.3 HIV: Protease Inhibitors

Resistance to HIV protease inhibitors provides good examples of stepwise muta-

tions (Molla et al., 1996): primary, secondary, and tertiary as defined above

(section 13.3). At the time of a review by Schafer (2002), there were six protease

inhibitors (PIs) approved in the United States—amprenavir, indinavir, lopinavir,

nelfinavir, ritonavir, and saquinavir. For all these, the primary mutation occurs in

the substrate cleft of the protease, thereby reducing the affinity of the inhibitor.

These primary mutations generally reduce the activity of the compounds by only

2- to 5-fold, not enough to be clinically resistant but sufficient to confer a selective

advantage to the virus. These variants will overtake the wt HIV and allow other

mutations to develop. For indinavir and ritonavir, the first mutation is V82A/T/F/S,
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for nelfinavir, D30N. For other PIs, especially saquinavir, the first mutation is often

L90M (Clavel and Hance, 2004). The second mutation for indinavir, ritonavir,

saquinavir, and amprenavir is I84V and for nelfinavir N88D/S. Further mutations

can occur in the protease flap, generally I54V but also I54T/L/M. By the time there

are about six mutations, the new strain is likely to be highly resistant and have

cross-resistance against several PIs.

There are many other reported mutations which may be considered to be ter-

tiary mutations helping to restore viral “fitness” but their role has not been

defined. Remarkably, viral “fitness” can also be increased by mutations in HIV

gag, the main viral substrate of the protease. Such gag mutations, A431V and

L449F, can improve the ability of the protease of resistant strains to interact with

the substrate.

13.6.4 Influenza Virus

Rational design programs led to development of the neuraminidase (NA) (or siali-

dase) inhibitors, zanamivir, and oseltamivir. Both compounds block the action of

the essential virus function, NA, which is required by influenza for efficient release

of infectious progeny. These compounds are generally held to be efficacious

(Dutowski, 2010).

Oseltamivir has been prescribed far more often in Japan than elsewhere, thus

oseltamivir-resistance has been investigated in this population. There have been sev-

eral reports of NA-inhibitor resistance among clinical isolates. For example, a study

in Japan found that 9 of 50 children with influenza A (H3N2) virus infection who

had been treated with oseltamivir had a virus with drug resistance, although it was

suggested that these mutations were less fit than the wt viruses from which they

were derived (Kiso et al., 2004). One study followed resistance from 1996 through

2007 (Tashiro et al., 2009). During the period 1996�2002, influenza A N2 viruses

were circulating but no resistant viruses were detected (0/175). During the season

2003�2004, 0.3% (3/1180) of N2 samples were resistant. During the following three

seasons, no N2 resistant viruses were detected but N1 virus started circulating. In

2004�2005 and 2006�2007, no resistant viruses were detected but in 2005�2006,

3% (4/132) were found. This survey confirms that resistance to oseltamivir occurs in

the normal population far less readily than does resistance to amantadine.

Unfortunately, the situation changed dramatically and globally within 3 years

(Okomo-Adhiambo et al., 2010). Among seasonal H1N1 influenza, the proportions

of oseltamivir-resistant viruses were low (ca. 1%) in 2006�2007 but then resistance

emerged rapidly worldwide; in the United States, high-level resistance

(100- to 3,000-fold) was found in about 20% of samples tested in 2007�2008 and

about 90% in 2008�2009. Sequencing confirmed the H275Y mutation in resistant

strains. It appears that a natural, spontaneously arising variant had spread globally,

without drug selection pressure, during 2007�2008. Early work in cell culture and

animals suggested that the H275Y mutant virus was somewhat disabled, but there

seems to have been co-selection of other compensating mutations, perhaps to the

hemagglutin gene (HA), to give a “fit” virus enabling this variant to spread globally.
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Among the circulating human influenza viruses, there are three subtypes of

neuraminidase (NA), influenza A types N1 and N2, and influenza B NA. These

NAs differ in the structure of a pocket adjacent to the active site of the enzyme.

Oseltamivir makes use of this pocket in binding to the NA and so resistance can

occur with mutations. With N1, just a single mutation, H275Y, gives high-level

resistance but the corresponding mutation in N2, H274Y, does not give resistance.

Instead two mutations, E119V and R292K, give high-level resistance with N2.

With Influenza B NA, R152K and D198N give resistance. Generally, these muta-

tions affecting the pocket do not give cross-resistance to zanamivir but there are

some NA mutations which do so, for example, R371K. With influenza B, R152K

and D198N give cross-resistance. However, it seems that such strains may be dis-

abled as zanamivir resistance has been isolated only rarely in the clinic.

In clinical studies on oseltamivir resistance, it has been noted that resistance

occurs at a higher rate in influenza with N1 than N2, presumably because it takes

just a single mutation, H275Y, to give high-level resistance with N1. For example,

in a study of oseltamivir-treated children during 2005�2007 (Stephenson et al.,

2009) resistance was detected in 3/11 (27%) with influenza A H1N1, 1/34 (3%)

H3N2, and 0/19 with influenza B.

During the H1N1 pandemic of 2009�2010, resistance to oseltamivir has been

reported in case studies of seriously ill patients. Fortunately, human-to-human

spread has occurred sporadically in geographically dispersed regions. Virtually all

the resistant viruses have had the H275Y mutation. Other than these few cases,

oseltamivir has been used widely during the pandemic and seems to have not been

associated with resistance in the general population. This situation could easily

change. With such high proportion of resistance among the seasonal N1 influenza,

and with influenza viruses having the ability to re-assort, it seems likely that the

threat of resistant pandemic H1N1 is ever-present.

13.7 Optimizing Drug Combinations to Avoid Resistance

13.7.1 Genetic Barrier

When a virus is being inhibited by an antiviral compound, resistance mutations are

selected, but the ease with which this is done depends upon how many potential

mutations can give resistance without compromising virus fitness. This has become

known as the genetic barrier.

The anti-influenza M2 channel blockers, amantadine and rimantadine, and anti-

picornarvirus capsid-binding compounds, such as pleconaril, are examples of

agents which present too low a genetic barrier to become useful clinical monothera-

pies. Such compounds may give added benefit if always used in drug combinations

without ever being used alone.

The importance of the genetic barrier concept has been emphasized by experi-

ence from testing combinations of drugs active against HIV. There are three major

classes of anti-HIV compounds: nucleoside/nucleotide reverse transcriptase inhibi-

tors (NRTIs), non-nucleoside reverse transcriptase inhibitors (NNRTIs), and PIs.
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More recently, a fusion inhibitor, HIV integrase inhibitors, and a receptor-binding

blocker have also become available. With monotherapies, resistance appears

quickly with NNRTIs but more slowly with NRTIs, which also target RT but at its

catalytic site. It appears that mutations at an allosteric site are more readily accom-

modated than mutations at the catalytic site.

Similarly, for PIs, which target the protease catalytic site, the rate of appearance

of resistance is about comparable to that for NRTIs. It was thought that combining

one NRTI and one PI would delay the appearance of resistance greatly but clinical

practice showed that the delay was modest. The gain from such combinations of

drugs is probably due to the faster reduction in the rate of virus replication (virions/

day), thus reducing the opportunities for creating resistant mutants. However, aside

from this factor, it is as easy to form resistant mutants, one in the RT and one in the

protease, as for the monotherapies. It is more effective to combine two or three com-

pounds that target the same HIV enzyme. An ideal situation is when the resistance

mutations to one drug confer enhanced sensitivity to the other. Even with drugs

which have differing mutation patterns, the aim is to have no possible mutations

without causing a large reduction in enzyme efficiency. In summary, one high

genetic barrier is more effective in delaying resistance than two low genetic barriers.

An example of a commonly used combination therapy for HIV is Atriplas

(Gilead and BMS jointly). This single pill contains three compounds: emtricitabine,

tenofovir, efavirenz, or two NRTIs and a NNRTI, respectively. Another example is

Trizivirs (GSK), combining the three NRTIs, zidovudine, lamivudine, and abaca-

vir. These combination pills, targeting the HIV RT, are often used with an HIV

protease inhibitor. When used correctly, these multi-drug therapies provide good

control of HIV replication and symptoms and have prevented resistance develop-

ment for at least several years.

The experience with HIV should guide rational choice of compounds for combi-

nation therapies for influenza. Of the two neuraminidase inhibitors (NIs), oseltami-

vir has been much the more widely prescribed than zanamivir (inhaled) but,

fortunately, zanamivir retains activity against the H274Y (H275Y in N1 number-

ing) mutant resistant to oseltamivir. Zanamivir is now being developed as an IV

drug for use in seriously ill patients. Peramivir, another NI, is also being developed

as an IV drug. There is cross-resistance between oseltamivir and peramivir, so this

combination would not increase the genetic barrier. However, zanamivir and pera-

mivir have differing resistance mutations although Q136K alone gives reduced sen-

sitivity to both zanamivir (36-fold) and to peramivir (80-fold). As these two

compounds are being developed as IV therapies, it may be beneficial to combine

these into one IV product.

Favipiravir (T-705) is the first influenza RNA polymerase inhibitor to reach

phase III clinical trials. In combination with oseltamivir and zanamivir, T-705 has

given additive to synergistic activity in a mouse model. The combination of oselta-

mivir and T-705 has been evaluated in a Phase I study. Clearly, it is hoped that this

combination would give highly effective control of influenza in seriously ill

patients. But experience from HIV indicates that this would not be an optimum

combination to delay resistance, especially in immunocompromised patients. The

354 Genetics and Evolution of Infectious Diseases



greater reduction in virus replication with the combination therapy will help to

delay resistance but the genetic barrier is the same as for the two individual thera-

pies. For an optimum combination, we need a second viral RNA polymerase inhibi-

tor, with resistance mutations differing from those for T-705. However, in

otherwise healthy individuals, one may hope that the immune system would clear a

small population of resistant influenza virus. Combination therapy is a strategy that

was proposed by Hayden (1986). However, while there is a paucity of candidate

compounds, obtaining combinations with an appropriate virological and pharmaco-

logical match remains a major challenge to this day.

Generally, vaccines could be considered as “drug combinations” as they may

induce many antibodies, each specific for a different part (epitope) of the viral pro-

tein surface. To become resistant, the virus would have to change many parts of the

protein surface (i.e., it presents a high genetic barrier). In contrast, therapy with a

monoclonal antibody (e.g., palivizumab for respiratory syncytial virus [RSV])

which targets a single epitope, would be more susceptible to virus resistance. In a

study in immunosuppressed cotton rats (Zhao and Sullender, 2005), palivizumab

resistance was detected in 3/5 animals. Within the F gene, one mutation, A816T

was sufficient to give resistance. This is similar to the situation following drug

monotherapy.

13.8 Unexpected Consequences of Resistance Mutations

13.8.1 Multiple Changes Arising from One Mutation

Some viruses make very efficient use of their small genome size by using not just

one of the three possible reading frames but two or all three reading frames. An

example is HBV, in which the polymerase and capsid protein reading frames over-

lap. For treating HBV infections, the commonly used antiviral compounds are lami-

vudine (LMV or 3TC), adefovir dipivoxil (ADV), and telbuvidine. All these three

inhibit the viral polymerase, and so resistant mutations arise in the gene coding for

the polymerase. The same mutation can, however, also change the viral surface

protein due to the overlap of the reading frames. Conversely, the immune system

would exert pressure on the virus to generate mutations in the surface protein but

such mutations may give rise to nonfunctional viral polymerase.

13.8.2 Carbohydrate-Binding Agent Leads to Greater Immunogenicity

Although many viral infections are short-lived and the host is able to clear

the virus, HIV infections continue despite a vigorous antibody response. Could the

antibody response be made more effective in clearing the virus and perhaps limit

the progression of HIV infection? A novel approach to therapy uses compounds

that bind to carbohydrate moiety of the HIV gp120. The concept is that this would

lead to a high genetic barrier to resistance whilst making resistant mutants more

susceptible to neutralizing antibody (Balzarini, 2005).
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HIV gp120 is highly glycosylated (B50%), many of the carbohydrate chains

being high-mannose type, which are rare on human cells. The virus envelope gly-

cosylation is required for the proper folding of the gp120, for efficient entry of the

virus into target cells, and for hiding the potentially highly immunogenic protein

surface of gp 120. Dendritic cells have a receptor, DC-SIGN, which captures HIV

via the (high-mannose) glycans and then directs transmission of HIV to T-lympho-

cytes. The expression of gp120 in the cell membrane of virus-infected cells allows

fusion with uninfected cells, resulting in giant multinucleated cells. Carbohydrate-

binding agent (CBA) have the potential to inhibit all these steps. As proof of con-

cept, several plant lectins, with binding preference to mannose-containing glycans,

have been shown to inhibit all the above steps. More encouraging for drug poten-

tial, Pradimicin A (PRMA) is a non-peptidic, small molecular weight CBA.

Although less active, on a μM basis, than the plant lectins, it has similar broad-

spectrum activity against a variety of HIV-1, HIV-2, and SIV strains.

Selection of CBA-resistant HIV can be achieved in cell culture but only after

many passages. The mutations are predominantly in gp120, notably not in gp41,

and result in loss of glycosylation sites, mainly the high-mannose glycan sites.

There is a high genetic barrier due to the possibility that many PRMA molecules

can bind to each single gp120 molecule and there has to be multiple glycan dele-

tions for significant phenotypic resistance. When in the presence of an immune

system, it is hoped that these CBA-resistant strains of HIV will be rendered sus-

ceptible to neutralizing antibody due to the exposure of the gp120 protein sur-

face which is normally hidden under a protective glycan cover. There is now

some evidence for this. Hu et al. (2007) used cyanovirin-N (CV-N), a CBA, to

generate strains of HIV resistant to CV-N and other CBAs so that they could

investigate the impact of the immune system on these CBA-resistant strains. One

of the isolated resistant clones, GCV4, had five mutations resulting in the loss of

glycosylation at amino acid residues 289, 332, 339, 392, and 448, all these being

in the constant regions C2, C3, and C4 of gp 120. When used to infect cells

with control serum, wt and GCV4 infectivities were not changed by the concen-

tration of the serum. In contrast, when serum from HIV1ve patient was used, the

serum had a greater potency against GCV4 than wt HIV. Furthermore, GCV4

was more sensitive to monoclonal antibodies (MAbs) directed to the V3 loop of

gp120, a major determinant of viral entry. There was about an 8-fold higher sen-

sitivity to MAb 1101 and over 200-fold for MAb 447-52D. As controls, there

were no changes in sensitivities to MAbs directed at other parts of gp120.

Furthermore, when wt and mutant SIV (lacking several gp120 glycans) were

compared in monkeys; the wt gave long-lasting viremia (about 7 log10) whereas

the mutant virus gave a short period of high virus levels which dropped as anti-

body levels rose.

CBA may be effective therapy, not just for HIV but also several other families

of enveloped viruses. For example, CBA have shown marked activity against

HCV, influenza and coronaviruses (but not HSV, VZV, RSV, or parainfluenza).

The lack of activity against the latter viruses may be due to less mannose-rich

glycans being present. The challenge now is to discover a low-molecular-weight

CBA with the right properties for a good and specific antiviral agent.
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13.8.3 Herpesvirus Latency Potential

As mentioned in section 13.6.2, a characteristic of herpesviruses is that they estab-

lish a latent form which remains viable for the rest of the host’s life. The commonly

used antiherpesvirus compounds, ACV, VACV, and FCV, are activated only in

herpesvirus-infected cells; the crucial first step in that activation requires the viral

TK. The TK function is not required for efficient HSV replication in cell culture; wt

and TK�ve strains replicate with similar rates to similar titers (Field and Wildy,

1978). This allows the virus in vitro an easy option to become resistant to all the

TK-mediated compounds. Furthermore, clinical resistant strains in immunocompro-

mised patients and herpes keratitis patients are most commonly TK�ve strains.

However, TK�ve strains exhibit a marked reduction in viral “fitness.” In mice,

this is manifested by a large (.1,000-fold) reduction in lethality and altered latency.

It appears that TK�ve strains are able to establish latent infection but their ability to

reactivate greatly impaired. It seems that in humans reactivation is similarly

impaired. TK�ve viruses do not readily spread among the population. In contrast, wt

virus often transmits while the subject is unaware of a sub-clinical reactivation. For

an individual immunocompetent subject, if treatment of an episode leads to resistant

TK�ve herpesvirus appearing, then the next episode of recurrent herpes will not be

from the new TK�ve strain but from the original wt virus. This seems to account for

the continuing low rate (,1%) of resistant herpesvirus in the general population

even after several decades of antiviral therapy. As may be expected, resistant herpes-

viruses are a concern in immunocompromised patients.

13.8.4 Reduced Replication Fitness

A common consequence of resistant mutations in various viruses, such as influenza

virus, HBV, or HIV, is that the resistant virus has reduced ability to replicate in the

patient. For example, when only lamivudine was available for the treatment of

HBV infections, highly resistant virus was sometimes present within a year of start-

ing therapy but it was better to continue therapy as the resistant virus was partially

disabled. Now that other drugs are available, switching to another drug, such as

adefovir, is usually the best option. Were it available, however, a combination

would be preferable, since in principle, sequential switching from drug to drug is

undesirable as it may more readily lead to multiple resistance.

13.9 A Role for Compounds Targeting Host Proteins for
Antiviral Therapy

For some years there have been attempts to target a host function essential for virus

replication. This seemed to provide an attractive way of circumventing virus resis-

tance mutations, although this approach risks unacceptable toxicity. Recently this

problem seems to have been addressed for influenza and other viruses by targeting

only virus-infected cells.

For example, TSG101 is a host protein which is part of the system regulating

transport within the cell. Importantly, TSG101 is normally found only in the
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cytoplasm of uninfected cells, but an influenza viral protein binds to TSG101, and

this results in TSG101 being localized to the cell membrane. Using TSG101-specific

antibodies, it was shown that at time of infection with influenza virus, there was no

TSG101 on the surface of the cell but by 24 hours after infection, TSG101 was on

the surface. This was confirmed with different cells and various strains of influenza.

Furthermore, TSG101 monoclonal antibodies reduced the release of influenza virus

from infected cells, indicating that TSG101 plays a vital role in the replication cycle

of influenza virus. In cell culture, it has been possible to add TSG101 antibody and

natural killer cells to target specifically influenza infected cells.

This approach could provide a broad-spectrum therapy against many different

strains of influenza. As TSG101 is normally resident within the cytoplasm of the

cell, it is envisaged that TSG101 antibody would be safe to use. The same approach

could be useful with other enveloped viruses (HIV, RSV, HSV-1, and 2, Ebola and

parainfluenza) which, like influenza, “hijack” TSG101 to help transport the virus

from the cell interior to the outer membrane. It seems remarkable that viruses from

different families have evolved to use this single mechanism.

In a search for potential compounds, Kinch et al. (2009) used computer model-

ing to select a panel of low-molecular-weight compounds that may disrupt the

binding of TSG101 to viral proteins. These compounds were screened for activity

in a range of viruses. One compound, FGI-104, was active against all the tested

viruses (including HBV, HCV, HIV, Ebola, and cowpox) in cell culture assays.

FGI-104 was then evaluated in a mouse model of Ebola virus; dosing at 10 mg/kg

daily gave 100% survival of the treated mice whereas there were 90% deaths in the

control group. Although it remains to be demonstrated that FGI-104 is acting via

TSG101, it seems that this is an encouraging result.

The budding of HIV has been shown to be dependent on the binding of HIV gag

to TSG101. The binding site on TSG101 is highly conserved, Pro-Thr-Ala-Pro

(Chen et al., 2010). Using similar strategy as for research leading to PIs, com-

pounds which mimic the protein structure at the gag-TSG101 binding site are being

evaluated for inhibition of HIV budding. A disadvantage of this approach is that

the selectivity for the infected cell is lost when the anti-HIV compound binds to

TSG101 inside the cell rather than on the cell surface.

How would viruses counter such an attack on their replication? To think that the

blocking of TSG101 would permanently inhibit virus replication is both overly

optimistic and unwise. The virus may mutate to increase its binding to the host pro-

tein so that it outcompetes the inhibitor. Alternatively, it is possible that there is a

secondary mechanism for the release of virions from the cell. The efficiency of

such a secondary mechanism could be enhanced by mutations, the new virus vari-

ant then becoming dominant.

13.10 Conclusion

The origins and evolution of viruses may be shrouded in mystery but one

current aspect is certain. Only in the relatively recent past, since Jenner’s first use of
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cowpox as a vaccine for human smallpox, have viruses faced a new threat to their

replication—mankind’s intervention. Through the course of evolution, viruses have

developed many hugely varying strategies for their highly successful survival. Now

faced with this new threat posed by vaccines and specific antiviral compounds, some

viruses are poorly adapted to survive. The human smallpox virus has been eliminated

from the human population. The global polio eradication initiative has been highly

successful. Its aim, to eradicate polio worldwide, seems achievable but remains elu-

sive. The use of vaccines has been successful in preventing many viral infections,

including rubella, mumps, measles, HAV and HBV. However, there seems to be no

prospect of eliminating these viruses in the near future. More recently, specific antivi-

ral compounds have been developed to control those human viruses for which, gener-

ally, no effective vaccines are available. ACV, active against herpesviruses (HSV-1

and -2, VZV), was the first truly active and selective antiviral agent. Some three

decades later, it is still being used but has been joined by just two other drugs, the

prodrug of ACV, VACV, and FCV. Although these drugs can limit the symptoms of

acute infection, the incidence of latent infection has not been reduced. The mainstay

for therapy and prevention of HCMV is just one drug, valganciclovir (VGCV). The

spread of HIV has prompted a huge search for effective drugs and combinations of

three or four drugs are providing at least several years of clinical control. From this

research, drugs against HBV were developed. As for HIV, a similar combination

approach is being developed for HCV. The very high mutation rates for HIV and

HCV, combined with their high replication rates (109 and 1012 virions/day, respec-

tively, in an infected patient without therapy), means that the threat of breakthrough

remains ever-present especially if drug doses are missed. The concept of genetic bar-

rier has been helpful in guiding combination therapies to give effective control of

patient symptoms for at least several years. Although HIV has spread across the world

and caused so much human disease in just a few decades, perhaps the virus with most

potential to cause a rapid pandemic is influenza virus. The 2009�2010 pandemic,

caused by H1N1 strain of influenza is the first influenza pandemic that may have been

constrained by the use of antiviral drugs and the rapid development of a vaccine.

The last three decades have seen many advances but also highlighted the limitations

of mankind’s attempts to control viruses. Truly active and safe antiviral compounds

seemed rather a remote possibility until ACV was discovered. Even then, when

HIV was identified as the cause of AIDS, a vaccine approach was seen as the pref-

erable way forward with an effective vaccine expected in 2 years. Instead, it has

been remarkable how combination pills have given HIV patients an easy-to-use,

once-daily dosing regimen, which is well tolerated. In too many publications, the

Introductions state that virus resistance is limiting the use current antiviral com-

pounds, and therefore new compounds with a different virus target and new mode

of action are required. Even better to delay resistance, look for compounds which

raise the genetic barrier. So far, the best combinations have been with compounds

that target the virus polymerase. Similar combinations with protease inhibitors

have not been so successful because the protease and the virus polypeptide cleav-

age sites can co-mutate, an option not available to the virus polymerase. Although

the genetic barrier needs to be increased for long-term delay in resistance in
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chronic infections, with any drug combination used in naturally self-limiting infec-

tions, the extra effect in reducing viral load quickly may well be a useful benefit.

Our current antiviral therapies have been successful in reducing the burden of

human diseases but many viruses have evolved strategies for countering new

threats to their replication. These strategies pose an ever-present threat to our mod-

ern human therapies. We need to use our antivirals wisely.

Abbreviations

Viruses/virus enzymes
HAV hepatitis A

HBV hepatitis B

HCV hepatitis C

HSV herpes simplex virus

HCMV human cytomegalovirus

HIV human immunodeficiency virus

HK herpes keratitis

RSV respiratory syncytial virus

VV vaccinia virus

VZV varicella-zoster virus

TK thymidine kinase

RT reverse transcriptase

HA hemagglutin

NA neuraminidase

Antiviral compounds/inhibitor type
ACV acyclovir

VACV valaciclovir

ADV adefovir dipivoxil

HPMPC cidofovir

CV-N cyanovirin-N

FCV famciclovir

PCV penciclovir

T-705 favipiravir

VGCV valganciclovir

GCV ganciclovir

HPIs helicase-primase inhibitors

LMV or 3TC lamivudine

PRMA pradimicin A

CBA carbohydrate-binding agent

NI neuraminidase inhibitor

NRTIs nucleoside/nucleotide reverse transcriptase inhibitors

NNRTIs non-nucleoside reverse transcriptase inhibitors

PIs protease inhibitors

Others
PK pharmacokinetics

wt wild type

iv intravenous
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14.1 Introduction

The control of vector-borne diseases represents one of the greatest global public

health challenges of the twenty-first century. They contribute substantially to the

global burden of infectious diseases (B17%) and their prevalence tends to increase.

Human population growth in many areas has led to extensive deforestation, irri-

gation, and urbanization, and these environmental modifications have created condi-

tions that favor the proliferation of many arthropod vectors, such as mosquitoes,

ticks, flies, and so on. More than a billion people, primarily in developing countries,

are now at risk for contracting many new or re-emerging diseases (WHO, 2006).

Mosquitoes are probably the most common vectors of infectious diseases

(review in Tolle, 2009). About 3500 species are found throughout the world and, in

almost all species, the female finds the proteins she needs for developing eggs

through blood-feeding on vertebrates. This makes mosquitoes particularly prone to

transfer viruses and other parasites between humans and animal hosts.

Malaria is a human plague documented since Greek Antiquity (it is mentioned

in the Iliad) and may have afflicted humanity even earlier, as indicated by

Neolithic bones’ pathologic modifications (see Reiter, 2001). It is responsible for

350�500 million annual cases with more than 1 million deaths, mostly in children

in Africa. It is caused by the parasitic protists (Plasmodium sp.) vectored by mos-

quitoes of the Anopheles genus.

Dengue, yellow fever, and chikungunya are viral diseases vectored by mosqui-

toes of the genus Aedes (Ae. aegypti and Ae. albopictus) that recently expanded

their range due to increased human population growth and travel, together with

poor sanitary conditions. The importance of yellow fever, with 200,000 cases and

30,000 deaths reported annually, is probably underestimated. Dengue (50 million
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infections, .12,000 deaths per year, mostly children) is the most widespread arthro-

pod-borne virus infection: 9 countries were affected in 1970 and 60 in 1999. It is

caused by four distinct viruses and is mainly vectored by Ae. aegypti (Lambrechts

et al., 2009). Finally, chikungunya, a formerly obscure arbovirus endemic to East

Africa, recently caught attention after several outbreaks in countries of the Indian

Ocean and Southeast Asia, where millions of cases were documented. A mutation of

the original virus (making it better adapted to Ae. albopictus than Ae. aegypti, the

original vector) is probably responsible for recent chikungunya outbreaks in La

Réunion Island and in Italy (Rezza et al., 2007; Tsetsarkin et al., 2007; Vazeille

et al., 2007). Over the past 20�30 years, the geographic distribution of Ae. albopic-

tus has considerably increased through worldwide commerce of used tires and

because of its capacity of diapausing and the resistance of its eggs to dessication

(Enserink, 2008). It is presently replacing Ae. aegypti in tropical regions and causes

the diffusion of the chikungunya in temperate regions.

Other mosquito-borne diseases include the West Nile virus, now endemic in the

USA (Campbell et al., 2002), the Japanese encephalitis virus, which is expanding in

the Indian subcontinent and Australasia (both transmitted by Culex genus), and filarial

nematodes, causing elephantiasis vectored by the Culex sp. and Ae. polynesiensis.

Other major vector-borne diseases are transported by nonmosquito arthropods.

This is the case of the sleeping sickness, vectored by the tsetse flies (Glossina sp.),

a neglected disease that imposes a burden close to that of malaria on humans

(.300,000 cases per year, but severe morbidity), mainly in African isolated and

underserved rural areas, where it also affects the cattle, the main local resource

(see Welburn et al., 2006). Other dipteran as sand flies (Phlebotominae) and black

flies (Simulidae) are vectors of leishmaniasis and onchocercosis, respectively, as

well as of several viruses (review in Alexander and Maroli, 2003; Surendran et al.,

2005); houseflies transmit diarrheal diseases (WHO, 2006). Other public health

pests include fleas (plague, Bartonella, rickettsioses), ticks (Lyme disease, ehrlichi-

osis, babesiosis, and anaplasmosis), lices (Bartonella, rickettsioses), cockroaches,

bedbugs, and triatomine bugs (trypanosomiasis, Chagas disease).

In addition to an increase of “airport malaria” (Europe and USA, Guillet et al.,

1998; Tatem et al., 2006), some tropical vector-borne diseases have recently been

observed in developed countries: chikungunya (Italy, La Réunion) or West Nile

virus (Europe, USA). It is often assumed that this expansion of tropical vector-

diseases could reflect the influence of climate change on vector range. However, if

climate (temperature, rainfall, and humidity) does influence disease transmission,

expansion of disease range is mostly due to human factors such as forest clearing,

increase travelling, and transport activities. Overall, it seems that the main determi-

nants of vector-borne disease prevalence are socioeconomic (see Reiter, 2001; Kay

and Vu, 2005; Ooi et al., 2006; Morrison et al., 2008). They disproportionately

affect poor and underserved populations living in tropical and subtropical regions.

For example, dengue vector is present in both Mexico and Texas, which have a

similar climate but because of distinct human factors (air conditioning, layout of

cities, building structures), dengue is frequent in Mexico but almost absent in

Texas (Reiter, 2001). Unfortunately, the burden that vector-borne diseases impose
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directly impairs the public health and socioeconomic development of many of the

poor areas. Controlling these diseases is thus a necessity. This ideally entails active

case detection and treatment of human infections (vaccines, antiparasitic drugs).

However, few vaccines are currently available (e.g., yellow fever, Japanese enceph-

alitis) and many pathogens are now resistant to antiparasitic drugs. Moreover,

populations from endemic countries struggle to get access to them due to economic

impediments. Thus, in many instances, the control of vectors is the only affordable

measure.

The first documented attempts to control malaria by limiting the densities of

vectors go back to the Roman times: in an attempt to control the “Roman fever”

(the name of malaria at that time), Julius Caesar himself had the Codetan swamp

around Rome drained and planted with trees (Varro approx. 40 BC, in Cheesman,

1964; Kelly, 2009). Environmental modifications aimed at reducing the number of

breeding sites have shown great success: for example, the construction of the

Panama Canal was possible only after US Army Surgeon General William Gorgas

stopped yellow fever transmission among workers by eliminating Ae. aegypti

breeding sites (in Morrison et al., 2008). However, today the most common and

affordable way of fighting the major disease vectors is the use of insecticides

(Roberts and Andre, 1994; Hemingway and Ranson, 2000; Beier et al., 2008).

Many scientific investigations and reports show that the use of synthetic insecti-

cides can dramatically reduce the risk of insect-borne diseases. These approaches,

combined with extensive use of drugs, have rapidly led to the eradication of many

diseases (e.g., malaria) from most nontropical areas of the world, but in spite of ini-

tial successes, eradication has proven more elusive in the tropics (Dialynas et al.,

2009). However, mechanisms allowing survival to insecticide exposures have been

selected in many species of arthropod vectors. Resistance to all classes of synthetic

insecticides is now widespread among pests of public health importance, and it is

considered to be the most important impediment in the successful control of vec-

tor-borne diseases.

The general aim of this chapter is to provide a global overview of insecticide

resistance mechanisms, their evolution in disease vectors, and to explore some anti-

vector strategies. The first part will describe various aspects of insecticide resis-

tance from an historical point of view. The second part will describe the different

mechanisms and genetic modifications leading to resistance, and their evolution for

different insecticides in various species. In the third part, the different strategies

implemented to prevent vector-borne diseases through insecticide treatment will be

described, to show how resistance is taken into account.

14.2 Part 1: Insecticide Resistance: Definition and History

Insecticide resistance in pest populations affects both economy and public health

on a worlwide scale: it decreases crop yields (and thus profitability), induces the

need to increase the quantity of insecticide and to develop new insecticides

(thereby having a strong impact on costs and on the environment), and is
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responsible for higher incidence of human or animal diseases (Georghiou and

Lagunes-Tejeda, 1991; Whalon et al., 2008). This general society problem, how-

ever, provides evolutionary biologists with a unique contemporary model that is

ideal for studying how new adaptations evolve by natural selection. The selecting

agent is known (insecticides), evolution is recent and rapid (few years after insecti-

cide selection), and the biological and genetic mechanisms are often known (see

Part 2). This explains why it has been the subject of such a large body of work

over the years.

Resistance is defined as a heritable decrease of the susceptibility to an insecti-

cide (Nauen, 2007). Three categories of resistance can be distinguished: behavioral

(avoidance of contact with insecticide), physiological (e.g., increased cuticule

thickness), and biochemical (enhanced insecticide detoxification and/or decreased

insecticide target sensitivity). Only a few examples of behavioral and physiological

resistances have been reported because they provide weak protection (e.g., hornflies

and Anophelines, Roberts and Andre, 1994; Triatoma infestans, Pedrini et al.,

2009), while biochemical resistances typically result in relatively high levels of

protection. Resistance arises from the selection of individuals able to survive and

reproduce in presence of insecticide. Resistant individuals carry one or several

genetic mutations that prevent insecticide disruption of the target functionning. As

a result, the frequency of resistance gene(s) increases in the population over time.

Insecticide resistance is confirmed by toxicological tests (bioassays) establishing

resistance ratio (or RR, corresponding to the number by which an insecticide dose

must be multiplied in order to obtain the same mortality in resistant than in suscep-

tible insects). It can be investigated at many levels, from the molecular characteri-

zation of genes conferring resistance and their biochemical products, to the effect

of these genes on the fitness (i.e., reproductive capacity) of the individuals carrying

resistance alleles, to the dynamics and evolution of these resistance alleles in

natural vector populations and their effect on pests and disease control.

The first recorded attempt of insect pest control is found in the litterature of the

eighteenth century with the application of tobacco juice against sheep scabs (Lisle,

1757, in Wood, 1981). The first case of resistance was reported in 1908, in a popu-

lation of San Jose scale (Aspidiotus perniciosus) resistant to lime sulfur (Melander,

1914). A century later (2007), 553 arthropod species are reported as resistant to at

least one insecticide, among which are many disease vectors such as flies, mosqui-

toes, lice, bedbugs, triatomines, fleas, cockroaches, and ticks. Some species can be

resistant to a large array of compounds: Tetranychus urticae (a nonvector Acari

that is a pest for crops) has been found resistant to 80 different compounds. More

than 100 mosquito species are resistant to at least one insecticide (56 Anopheline

species, 39 Culicine species); Cx. pipiens pipiens and An. albimanus are resistant to

more than 30 different compounds (Whalon et al., 2008).

14.2.1 Synthetic Insecticides

Originally only inorganic insecticides (such as lime sulfur) and natural products

were available, for example, flower-extracted pyrethrum for malaria control in the
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1930s (in Brooke et al., 2001). Today, four classes of organic (synthetic) insecti-

cides are essentially used: the organochlorines (OC), the organophosphates (OP),

the carbamates (CX), and the pyrethroids (PYR) (Figure 14.1).

The first synthetic insecticides, introduced during World War II for malaria

control, belonged to the OC class. The first one was the dichlorodiphenyltrichlor-

oethane or DDT (introduced in 1943), which target the voltage-gated sodium-

channels (Na-channels). The other one was cyclodiene dieldrin, which targets the

γ-aminobutyric acid (GABA) receptor, both targets being essential in the insect

nervous system (see Part 2). In addition to their public health applications, enor-

mous tonnages of DDT and dieldrin were used worldwide in agriculture. It was at

first a great success with large WHO-led campaigns leading to reduction of mor-

bidity and mortality from malaria in many endemic regions after World War II.

Widely acclaimed, DDT and dieldrin rapidly selected resistance in insect vectors.

In An. gambiae, resistance to DDT was first noted 11 years after its introduction

(WHO, 1957), while a population from northern Nigeria was reported resistant to

dieldrin soon after (Davidson, 1956). DDT resistance has now been reported in

mosquitoes (Aedes sp., Anopheles sp., and Culex sp.), houseflies, sand flies, body

lice, and head lice, while resistance to dieldrin (60% of reported cases of resistance

before 1990) has been detected in more than 277 arthropods, including mosquitoes

(Aedes sp., Anopheles sp., and Culex sp.), fleas, ticks, biting flies, bedbugs, coack-

roaches, and human lice (ffrench-Constant et al., 1993, 2000; Roberts and Andre,

1994; Hemingway and Ranson, 2000; WHO, 2006).

An important issue with these insecticides was their environmental impact.

Rachel Carson’s book Silent Spring (1962) was a seminal work publicizing and

politicizing the toxic effects of the accumulation of DDT and its metabolites in the

food chain. For vertebrates, DDT can interfer with reproduction, and in humans it

Figure 14.1 Main classes of insecticides and their respective world scale market share.

Source: Modified from Nauen (2006).
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can have neurologic, carcinogenic, and reproductive effects, although the evidences

remain debated. These insecticides are also extremely stable in the environment,

contaminating groundwaters and remaining in soil samples long after their use. In

the 1970s, the Persistent Organic Pollution Treaty led to total banning of dieldrin

and to the banning of DDT for all uses except malaria control when this disease is

very frequent and there is no alternative. DDT use rapidly declined in the 1970s (it

is no longer used in Latin America; van den Berg, 2009), but it recently gained

new advocates due to the development of resistance to the alternative insecticides,

and to its low cost (Brooke et al., 2001; Rogan and Chen, 2005; WHO, 2006;

Coleman et al., 2008; van den Berg, 2009).

Since the late 1970s, OCs were replaced by the PYR class for vector control,

and these became widely used in agriculture and public health, and more particu-

larly against malaria vector (in Hemingway et al., 2004). As DDT, these insecti-

cides target the Na-channels (i.e., neurotoxic effect). Their rapid popularity comes

from their very low toxicity to humans and their rapid knockdown effect (KD) (i.e.,

mosquitoes are rapidly incapacitated, which diminishes their potential of blood-

feeding and thus of transmitting pathogens) associated with an excito-repellancy

effect (i.e., most of the mosquitoes fly away from the treated material, which

diminishes their transmission potential). Finally, PYRs have also cyto- and geno-

toxic effects (i.e., they disturb the transmission of nervous influx, as well as the

normal functioning of the cells). PYR-based indoor residual spraying (IRS) and

insecticide-treated nets and curtains (ITNs) are currently advocated as standard

malaria vector control strategies (WHO, 2006).

Unfortunately, PYR resistance was reported in 1993, in An. gambiae populations

from Côte d’Ivoire (Elissa et al., 1993) and later in Cx. p. quinquefasciatus also in

West Africa (Chandre et al., 1998). Resistance is now widespread in mosquitoes

(Aedes sp., Anopheles sp., and Culex sp.,) (see Liu et al., 2006 for a review), body

and head lice, ticks (e.g., Boophilus microplus), and fleas (Roberts and Andre,

1994; Hemingway and Ranson, 2000; Hernandez et al., 2002; Thomas et al., 2006;

WHO, 2006). For example, resistance to PYRs in the Cx. pipiens complex is now

found in Martinique, Cuba, USA, China, Saudi Arabia, Tanzania, West Africa, and

Tunisia (Hardstone et al., 2007). As PYR resistance developed, many control pro-

grams attempted to revert to DDT for disease control. However, because these

insecticide classes share a common target site, there is cross-resistance to both

insecticide classes in many locations (Brooke et al., 2001; Coleman et al., 2008).

Finally, two other classes of synthetic insecticides are used on a large scale

worldwide: the OP and the CX, which were first used in the 1940s and the 1950s,

respectively (Nauen, 2006; WHO, 2006). OPs and CXs target the synaptic acetyl-

cholinesterase (AChE), an essential enzyme in the nervous system (Massoulié and

Bon, 1993). They are usually used as larvicids (although some are now considered

for ITN impregnation, as an alternative to PYR, Kolaczinski et al., 2000; Sharp

et al., 2007a; Oxborough et al., 2008), and are particularly well-suited for species

with delimited breeding sites (most Culex and Aedes sp.). However, they have a

short half-life and 2�3 rounds of IRS are needed per year. This, combined in some
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instances with their high price, can make these insecticides too costly for most

malaria control programs, despite fewer reports of resistance (Coleman et al.,

2008). Early resistance to these insecticides has been detected shortly after their

first application: for example, first OP treatments in the Montpellier area (Southern

France) started in 1969, the first resistance being detected only 3 years later

(Pasteur and Sinègre, 1975). Resistance has now been recorded in mosquitoes

(Aedes sp., Anopheles sp., and Culex sp.), biting flies (e.g., Simulium damnosum,

vector of onchocerciasis), sand flies, houseflies, and fleas (reviews in Roberts and

Andre, 1994; Hemingway and Ranson, 2000; Oakeshott et al., 2005; WHO, 2006).

Despite intense research to find insecticides with different modes of action, for

agricultural use which is more profit-making, the molecules available today essen-

tially belong to the four classes described earlier (OP, CX, PYR, and OC), for

which resistance is now widespread. Some species are even resistant to most or all

classes: for example, An. arabiensis is resistant to OPs, dieldrin, PYRs, and DDT

in Sudan (Matambo et al., 2007; Abdalla et al., 2008), Cx. p. quinquefaciatus is

resistant to DDT, dieldrin, OPs, and PYRs in Côte d’Ivoire and Burkina Faso

(Chandre et al., 1998) and Cx. pipiens is resistant to DDT, OPs, CXs, and PYRs in

China (Cui et al., 2006). A fifth class was discovered in the 1990s, the neonicoti-

noids that target the nicotinic acetylcholine (ACh) receptors in the central nervous

system; however, they are used mostly for agricultural pests, not for disease vectors

(Nauen, 2006; Whalon et al., 2008). Recently, phtaleic acid diamides or anthranilic

acid diamides that target the ryanodine-sensitive intracellular Ca21 release chan-

nels (that mediate many cellular and physiological activities) were described, but

thus far they are also used only for agriculture (Nauen, 2006). Finally, another type

of synthetic insecticides is growth regulators (GR). It regroups synthetic products

called juvenoids that mimic the juvenile hormone (JH) (review in Hollingworth

and Dong, 2008) and chitine inhibitors (see Hirose et al., 2010). By simulating a

continuous high level of JH or limiting the chitine synthesis, they disrupt the insect

development, particularly affecting the transitions between larval stages, the larva-

to-pupa molt and the adult’s emergence. So far, only few cases of resistance have

been reported in houseflies and mosquitoes (e.g., resistance to methoprene, a JH

analogue in the mosquito Ochlerotatus nigromaculis, Cornel et al., 2002).

In summary, most often only PYRs are available, essentially for economic cost

reasons (Kelly-Hope et al., 2008): the most recent PYR has been introduced 30

years ago and no new synthetic insecticide has been found in the past 20 years

(Kelly-Hope et al., 2008). The shrinking availability of insecticides as a result of

resistance is exacerbated by the removal from the market of insecticides that are

no longer registered for public health use: some compounds are too costly, and

insecticide use is restricted by regulatory agencies due to environmental concerns.

Consequently, new environment-proof products (highly specific, no effects on

nontargets) are now required for sustainable vector control (Farenhorst et al.,

2009). Some alternative means of control are emerging through GR and biologi-

cal insecticides, but they represent only a small fraction of the insecticide market

(Figure 14.1).
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14.2.2 Alternative Insecticides

Environmental pollution concerns and unresolved issues pertaining to the toxicity

of synthetic insecticides to humans and nontarget species have led to investigation

of alternative “biological” insecticides (Mittal, 2003; Scholte et al., 2003). Three

main types of these alternative insecticides are bacterial toxins, essential oils, and

fungi.

There are two main sources of bacterial toxins: Bacillus sphaericus (Bs) and

Bacillus thuriengiensis (Bt). They kill insect larvae by binding to various receptors

on midgut epithelial cells (review in Hollingworth and Dong, 2008). Bs toxicity is

due to a binary toxin, whereas Bt toxicity is due to the interaction of four different

toxins. Both Bs and Bt induce a cytolysis, although the involved mechanisms are

different. Despite being called “biological,” the usual form of these insecticides is

a purified extract of the toxins. These larvicides are presented as highly specific

and effective at low doses, and are thus expected to be safe for the environment.

Toxins extracted from Bs and a variety of Bt (Bacillus thuringiensis var israelensis

or Bti) are used for mosquito control. In these species, bacterial toxins show some

differences in specificity: Bti is more effective against Aedes and Culex species

than against Anopheles, whereas Bs is more effective against Culex than Anopheles

species, and has no effect on Aedes sp. that lack receptors. While the presence of

several toxins was expected to delay resistance apparition, Bs and Bti resistances

have been detected in various mosquitoes (Nielsen-Leroux et al., 1997; Mittal,

2003; Paul et al., 2005) and resistance to Bt has been detected in several agricul-

tural pests (Tabashnik et al., 1997a; Gahan et al., 2001; Griffitts et al., 2001).

Although less documented, essential oils are investigated as potential biological

larvicides. They are advocated to be more specific than synthetic insecticides, and

biodegradable, thus with reduced impact on the environment. Three essential oils

(Satureja hortensis, Thymus satureoides, Thymus vulgaris) have showed relatively

good efficacy at low dose against Cx. p. quinquefasciatus larvae: they appear to

increase larval mortality and decrease adults’ emergence and oviposition; they also

show a repellent effect (review in Pavela, 2009).

Finally, fungi can be used as biological insecticides: they target the adult stage

of mosquitoes and are used essentially for malaria control. The fungus Metarhizium

anisopliae has been shown to reduce An. gambiae adult lifespan in the laboratory

and in the field in Tanzania (Scholte et al., 2003, 2005), while Beauveria bassiana

decreases the survival of another malaria vector, An. stephensi (Blanford et al.,

2005). These agents have several advantages: they are cheap, easily stored for the

long term, and specific to insects (thus innocuous to humans). They kill their host

later than other insecticides, but before the time required by the malaria agents,

Plasmodium sp., to reach the infectious stage. Moreover, experiments have shown

that they can decrease the female mosquito blood meal size, its feeding propensity,

and its fecundity (Scholte et al., 2006). Consequently these fungal insecticides have

a direct effect on Plasmodium transmission and are expected to decrease malaria

prevalence. Finally, their acting late in life is considered by several authors to be

an important advantage, as it will decrease selective pressure and reduce the risk of
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resistance development (potentially “evolution-proof” insecticides; Farenhorst

et al., 2009; Michalakis and Renaud, 2009; Read et al., 2009).

It should be noted that all treated species do not develop insecticide resistance.

This can be linked to the particular life cycle of the species or to molecular con-

straints preventing the evolution of resistance mechanism. For example, after dec-

ades of treatment, the tsetse flies (Glossina sp.) have not yet developed resistance

to DDT or PYRs, probably due to their very small number of young, which limits

their evolutionary reactivity (Hemingway and Ranson, 2000; Welburn et al., 2006;

WHO, 2006). Similarly, Ae. aegypti did not develop the most efficient resistance

mechanism to OPs and CXs because its particular codon usage prevents the appari-

tion of the required mutation (Weill et al., 2004, 2005). This last example shows

that understanding why resistance occurs or not also requires elucidating the

mechanisms of insecticide resistance at the molecular and biochemical levels.

14.3 Part 2: Mechanisms of Resistance

The targets of most insecticides are critical molecules of the insect nervous system.

Insecticides bind to specific sites on their target and disrupt its function. Any mech-

anism that decreases the insecticide effect will lead to resistance. This encompasses

reduced penetration of the insecticide, increased excretion or sequestration of the

insecticide, increased metabolism of the insecticide, and target modification that

limits the binding of the insecticide.

The three first mechanisms are poorly documented and do not seem to play a

prominent role in resistance. Reduced uptake of PYRs through the cuticule has

been observed in the cockroach, inducing 2�3 times resistance (i.e., the PYR dose

needed to be multiply 2�3 times to achieve the same mortality as in susceptibles).

Similarly, reduced uptake through cuticule (9�10 times) has also been identified in

the housefly (Scott, 1999). Transporters (efflux pumps) that excrete the insecticide

have been identified in D. melanogaster, but they have only a limited effect on

resistance (Hollingworth and Dong, 2008). Finally, sequestration of the insecticide

has been described as playing a role in resistance (see Section Carboxyl-esterases),

although the extent of this role is poorly known.

Most studies aiming at understanding the mechanisms and the genetic bases of

insecticide resistance focus on metabolic resistance and target site modification.

Increased rates of insecticide detoxification and reduced sensitivity of insecticide

targets may be due either to point mutations in structural genes, to gene amplifica-

tion (i.e., increased number of gene copies leading to an increased number of pro-

duced proteins) or to transcriptional regulation (i.e., increased production of

transcripts and then of proteins). Usually these resistances are explained by a limited

number of mechanisms, which usually are monogenic.

In this chapter, we will present the various documented mechanisms of resis-

tance. We will specifically focus on disease vector species, although many mechan-

isms are common to agricultural pests. We will insist on the evolutionary aspects
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of resistance, while the detailed mechanisms will be treated more succintly. More

comprehensive reviews can be found (e.g., Hemingway et al., 2004; Liu et al.,

2006; Hollingworth and Dong, 2008).

14.3.1 Metabolic Resistance

Metabolic resistance regroups the various defense mechanisms that degrade the

insecticide in less or nontoxic products, thus decreasing the quantity of toxic mole-

cules that reach the target. Three major families of enzymes are involved in this

type of resistance, although recent genomic studies have suggested that other types

of enzymes may be implicated (Oakeshott et al., 2003; Vontas et al., 2005;

Waterhouse et al., 2008; Awolola et al., 2009).

Glutathione S-transferases

Glutathione S-transferases (GSTs) catalyze the reaction of the sulfydryl group of

the tripeptide glutathione of various xenobiotics. This sulfydryl group reacts with

electrophilic sites on xenobiotics, leading to formation of conjugates that are more

readily excreted and typically less toxic than the parent insecticide. In addition to

this direct detoxication, GSTs catalyze the secondary metabolism of compounds

oxidized by other enzymes (see later).

GST enzymes are present in most insects. They represent a large family of gen-

eralists detoxifying enzymes (six classes of GSTs have been identified in the

genome of An. gambiae) and have thus broad substrate specificities. The GST fam-

ily expands either by alternative splicing or by local gene duplication, the last lead-

ing to clusters of GST genes. Quantitative genetics analyses identified a

quantitative trait locus (QTL) for resistance to DDT in An. gambiae, within which

there is a cluster of eight GSTs (Ortelli et al., 2003).

However, GSTs usually provide limited levels of resistance (B103) and are pri-

marily associated with resistance to OCs, particularly DDT, and OPs (Table 14.1).

They are also suspected to play a role in the resistance to PYRs, although this issue

is still debated.

GST-based resistance seems to be associated with an increased amount of

enzyme resulting from gene duplication or, more often, increased transcription

rates. For example, a constitutive GST over-expression has been found in resistant

strains of An. gambiae (Hemingway and Ranson, 2000). GST enzymes display spe-

cific activity: (e.g., the enzyme GST2-2 shows a specific DDT dechlorinase activity

in An. gambiae) (Ortelli et al., 2003; Enayati et al., 2005). Finally, GST may have

an indirect role in resistance to PYRs by detoxifying the lipid peroxidation products

induced by this class of insecticides (i.e., an antioxidant effect such as in the brown

planthopper Nilaparvata lugens) (Vontas et al., 2001).

Multifunctional Monooxygenases

The multifunctional monooxygenases (MFOs) catalyzed by the cytochrome P450

enzymes (the terminal oxidases of the system) are found in all aerobic organisms.

372 Genetics and Evolution of Infectious Diseases



Cytochrome P450 activates an oxygen atom, which is then inserted in a large vari-

ety of substrates. The oxidation products of MFOs are often unstable and break-

down further. These P450 MFOs can oxidize a large variety of substrates, and this

defense mechanism is implicated in many reactions against a large array of xeno-

biotics, notably insecticides and toxins.

MFOs are the members of a very large family of enzymes in insects, with an

average of about 100 genes in the different insect genomes analyzed so far. They

display high constitutive levels of expression in strategic tissues (midgut, fat body,

Malpighian tubules), and are also inducible by the presence of xenobiotics. They

are probably the most frequent metabolic resistance mechanism, although the level

of resistance conferred is often low: the resistance ratio is usually around 5.

Table 14.1 Metabolic Resistance Mechanisms

Gene

Family

Insecticides Species

MFO OP M. domestica (Scott, 1999), D. melanogaster (Daborn et al.,

2007), An. gambiae (Muller et al., 2008), Cx. pipiens

(Hardstone et al., 2007), Ae. aegypti (Marcombe et al., 2009)

CX C. pipiens (Shrivast et al., 1970)

OC D. melanogaster, D. simulans (Daborn et al., 2007)

PYR An. stephensi, An. albopictus, An. gambiae (Chandre et al.,

1998; Hemingway and Ranson, 2000), Cx. p.

quinquefasciatus (Kasai et al., 1998), Cx. p. pallens (Shen

et al., 2003), M. domestica, B. germanica (Scott, 1999)

Neonicotinoid D. melanogaster (Daborn et al., 2002)

COE OP Anopheles sp., M. domestica, L. cuprina (Claudianos et al.,

1999; Hemingway and Ranson, 2000; Oakeshott et al., 2005;

Perera et al., 2008), Cx. pipiens (Pasteur and Raymond,

1996), Cx. tarsalis (Prabhaker et al., 1987), Ae. aegypti

(Brengues et al., 2003)

Malathion

(OP)

Anopheles sp., M. domestica, L. cuprina (Claudianos et al.,

1999; Hemingway and Ranson, 2000; Oakeshott et al., 2005),

Cx. tarsalis (Hemingway et al., 2004)

PYR Bo. microplus (Hernandez et al., 2002), Ae. aegypti (Brengues

et al., 2003)

GST OC An. gambiae, An. arabiensis (Hemingway and Ranson, 2000;

Hemingway et al., 2004), An. dirus (Enayati et al., 2005),

An. subpictus (Perera et al., 2008), An. albimanus (Penilla

et al., 2006), Ae. aegypti (Enayati et al., 2005)

OP An. subpictus (Perera et al., 2008), M. domestica (Scott, 1999)

PYR P. h. capitis (Thomas et al., 2006), Bl. germanica (Scott, 1999)

Note: Cx. pipiens is a species complex grouping Cx. p. pipiens, Cx. p. quinquefasciatus, and Cx. p. pallens. Based on
COE (carboxyl-esterases), MFO (multifunctionnal oxidases), and GST (glutathione S-transferases) for resistance to
organophosphates (OP), organochlorides (OC), pyrethroids (PYR), and carbamates (CX) in various species.
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Cytochrome P450 associated MFOs have been reported as responsible for resis-

tance to PYRs, OPs, CXs, OCs (DDT and CDs), and neonicotinoid insecticides

(Table 14.1), mostly in Drosophila melanogaster, with indications that different

genes of the cytochrome P450 (CYP) MFO family induce resistance to different

classes of insecticides (Scott, 1999; Brooke et al., 2001; Daborn et al., 2002, 2007;

Hemingway et al., 2004; Feyereisen, 2005). The implication of MFOs in insecticide

resistance is usually detected by bioassays, including a nonspecific inhibitor of

some cytochrome P450s, the synergist piperonyl butoxide (PBO). The observation

that toxicity is significantly more reduced in a resistant than in a susceptible strain

exposed to the insecticide associated with PBO is indicating a role of MFOs.

Nevertheless the large diversity of MFOs and the less than perfect specificity of

PBO impose further evidences to verify that MFOs have a role in the observed

resistance, for example gene silencing.

Resistance is generally associated with the over-expression of one or several

P450 associated MFOs. This over-expression usually results of enhanced transcrip-

tion rather than gene amplification, although the large diversity of MFOs makes it

difficult to pinpoint the exact mechanisms at the origin of the observed resistance.

The responsible genes are consequently rarely identified directly, although a certain

specificity is reported: recent transcriptome analyses have shown that particular

over-expressed CYP genes may have a direct role for resistance to some insecti-

cides (e.g., Cyp6g1 for resistance to DDT and Cyp6g2 for resistance to diazon [OP]

in D. melanogaster) but the results are often conflicting (Daborn et al., 2007).

Similarly, using microarray and expression in Escherichia coli, the Cyp6p3 gene

has been shown to be involved in the resistance metabolism of permethrin and del-

tamethrin (PYRs) in An. gambiae (Muller et al., 2008). Interestingly, when a link

between insectide resistance and particular CYP genes is suggested, most of the

time these genes belong to the Cyp6 family (Hemingway et al., 2004). No common

mutation has been identified, but increased transcription might be due to the loss of

function in some transacting suppressors, like in D. melanogaster, the insertion of a

retrotransposon in the regulatory area sequence (absent in susceptible but present in

all resistant individuals) appears to be responsible for over-transcription of the

Cyp6g1 gene (Daborn et al., 2002). However, despite some knowledge of the genes

that are over-expressed, the molecular basis for this over-expression and the final

proof of their implication in resistance is most of the time lacking (Hollingworth

and Dong, 2008; but see Muller et al., 2008).

Finally, MFOs can play a role in activating certain insecticides. This is notably

the case with OPs like diazon or malathion; in this case, resistance may be

achieved by down-regulating the expression of a particular MFO.

Carboxyl-esterases

More than 30 genes coding carboxyl-esterases (COE) are found in insects (see

detailed review in Oakeshott et al., 2005; Hollingworth and Dong, 2008). Most

COEs are serine esterases (i.e., they have a serine residue within a catalytic triad

necessary for hydrolysis). COEs bind to an ester group and then break the ester
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bond by a process of acylation-deacylation. Multiple forms of COEs are found in

insects, with broad and overlapping substrate specificities.

The majority of insecticides, including almost all CXs and OPs, most PYRs, and

some GRs are esters: in most cases, hydrolysis of the ester group leads to reduced

toxicity of the insecticide. Consequently, COEs are often implicated in metabolic

mechanisms leading to resistance, although the level of resistance conferred is

often relatively low (B103 ). As for MFOs, the role of COEs in resistance is usu-

ally diagnosed by the addition of a synergist, the S,S,S-tributyl phosphorotrithioate

or DEF to bioassays. DEF is an inhibitor of the COEs (but also inhibits GSTs): if

COEs are responsible of resistance, toxicity is expected to undergo a significantly

higher decrease in resistant than in susceptible insects in presence of DEF (Pasteur

et al., 1984). COEs have been detected in various species (Table 14.1) as a mecha-

nism of resistance to OPs and to a lesser extent to PYRs (Hemingway and Ranson,

2000; Nauen, 2007).

Resistance in mosquitoes of the Culex genus is generally caused by an elevated

COE protein quantity, up to 80 times the level found in susceptible individuals

(Mouchès et al., 1987). This over-expression is usually caused by upregulation or

by an increased gene number (amplification) coding for one or two different

esterases, named A and B (Mouchès et al., 1986; Rooker et al., 1996; Guillemaud

et al., 1997; Vaughan et al., 1997; Callaghan et al., 1998; Paton et al., 2000). The

loci coding for the esterases A and B (Est-3 and Est-2, respectively) are very close

(e.g., in the mosquito Cx. pipiens, less than 1% recombination, 2�6 kb; Pasteur

et al., 1981a) and behave as a single locus named Ester (Wirth et al., 1990; Tomita

et al., 1996; Guillemaud et al., 1997; Labbé et al., 2005). The number of genes

within an amplification of the Ester locus can vary greatly, potentially in relation

with the intensity of insecticide treatments (Pasteur et al., 1984; Guillemaud et al.,

1999; Weill et al., 2000a).

However, qualitative changes may also be responsible for COE-mediated resis-

tance to particular insecticides. For example, resistances specific to malathion (OP)

in Anophelinae, M. domestica, and Lucilia cuprina are due to a particular point

mutation that induces a faster hydrolysis, with no elevation of the esterase quantity

(McKenzie et al., 1992; Claudianos et al., 1999; Hemingway and Ranson, 2000;

Hemingway et al., 2004; Oakeshott et al., 2005).

Because over-expressed COEs can represent a large percentage of the total pro-

tein of the insect (up to 12% of the soluble proteins in some resistant mosquitoes,

Fournier et al., 1987), it is difficult to disentangle their sequestration effect (i.e.,

when the esterase is bound to the insecticide, the insecticide cannot reach its target)

from the direct hydrolysis of the insecticide. It depends on the species and the

esterase allele: hydrolysis is major in aphid E4 esterase, while in mosquitoes the

EsterB1 and Ester2 allele rapidly sequesters the insecticide and then degrades

it slowly (Cuany et al., 1993; Feyereisen, 1995; Karunaratne et al., 1995).

This large over-expression can also affect pathogen transmission: in the mosquito

Cx. p. quinquefasciatus, over-expressed COE have been shown to have a negative

effect on the parasite burden of the filarial worm Wucheria bancrofti (McCarroll

et al., 2000; McCarroll and Hemingway, 2002).
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COE resistance to OPs in Cx. pipiens is probably one of the best-studied cases.

In this mosquito, several Ester alleles confer OP resistance: the Ester1 allele results

in overproduction by transcription upregulation of the Est-3 gene (esterase A),

whereas EsterB1 results from a Est-2 (esterase B) gene amplification, and Ester2

and Ester4 from the coamplification of both A and B genes (Mouchès et al., 1986;

Rooker et al., 1996; Guillemaud et al., 1997; Weill et al., 2000a). Cx. pipiens’

resistance to OPs is monitored since their first application (1969) in Montpellier

area, Southern France (Pasteur and Sinègre, 1975; Pasteur et al., 1981b; Chevillon

et al., 1995; Guillemaud et al., 1998; Raymond et al., 2001; Labbé et al., 2009).

More than 40 years of monitoring showed that several Ester resistance alleles have

been replacing each other: Ester1 was the first detected allele in 1972, then Ester4

in 1986, and finally Ester2 arrived by migration in 1991. These alleles are selected

in insecticide-treated areas (i.e., a selective advantage) as they survive better in this

environment, but they are costly as they confer a fitness disadvantage (lower mat-

ing success, lower survival, etc., Berticat et al., 2002a,b, 2004; Bourguet et al.,

2004; Duron et al., 2006b) in absence of treatment, and are thus selected against in

nontreated areas (Lenormand et al., 1998b, 1999). Their frequencies follow a clinal

shape, which has been recently used to quantify the fitness cost and advantage of

the three alleles (Labbé et al., 2009). It has been shown that Ester4 was favored

over Ester1 because of a lower cost (selection for a generalist allele), while Ester2

is replacing the two first alleles thanks to its higher resistance in the current treat-

ment practices, despite its relatively high cost (selection for a specialist allele).

The Cx. pipiens example shows that resistance is an evolutive dynamic process,

as new mutations can appear that improve the previous adaptation. Several meta-

bolic mechanisms can be present in the same species for resistance to the same

class of insecticides, as for example in Ae. aegypti (Brengues et al., 2003; Strode

et al., 2008) or in An. gambiae from Cameroon (Etang et al., 2007) where MFOs,

GSTs, and COEs contribute to the observed resistance to DDT and PYRs.

However, these metabolic resistance mechanisms most often confer relatively low

resistance levels, particularly when compared to target site modifications.

14.3.2 Target Site Modification

Resistance by target site modification is due to point mutations in the insecticide

target that limits insecticide binding, rather than to a change in expression level.

Because most insecticide targets are vital molecules, there is generally only a lim-

ited number of mutations in the target able to decrease insecticide affinity without

impeding its original function to an unsustainable degree (see detailed review in

Hollingworth and Dong, 2008). A mutation conferring resistance while partly

impairing the target’s normal function leads to a fitness cost.

GABA Receptors

GABA is a major neurotransmitter in the insect central and peripheral nervous sys-

tem and in neuromuscular junctions. The GABA receptors are linked to Cl2-gated
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channels, causing hyperpolarization that blocks the nervous influx. GABA recep-

tors are the target of cyclodienes (CD). CDs are noncompetitive inhibitors that bind

to a site on the receptor close to the Cl2-gated channel, stabilizing it in an inactive

closed state. This induces an overexcitation by removal of the inhibition, and leads

to convulsions and death of the insect. GABA receptors have also secondary bind-

ing sites for some PYRs or insecticides of the avermectin family (Hemingway and

Ranson, 2000).

Resistance to CDs is due to a decreased sensibility to insecticide of the GABA

receptor A, through the mutation of a single amino acid in the receptor-coding

gene. This gene, called Rdl (resistance to dieldrin, the most used CD), has been

first cloned in D. melanogaster (ffrench-Constant et al., 1993). It is composed of a

2-kb open reading frame encoding one of the GABA receptor subunits. In all

D. melanogaster resistant individuals, the Rdl locus displays a similar mutation at

postion 302 in the channel-lining domain sequence, changing an alanine into a ser-

ine (A302S). The role of this mutation in CD resistance was confirmed by directed

mutagenesis. The serine residue occupies the insecticide-binding site of the GABA

receptor and destabilizes its conformation, which in turn increases the opening time

of the Cl2-gated channel, and thus limits the nervous influx transmission (review

in ffrench-Constant et al., 2000). The resistance allele (RdlR) is semidominant and

can confer some cross-resistance (e.g., between dieldrin and fipronil, ffrench-

Constant et al., 2000; Hemingway et al., 2004). Interestingly, the Rdl gene is dupli-

cated in the greenbug Myzus persicae (Anthony et al., 1998).

Due to an extensive use of CDs before their banning in the 1980s, resistance has

been selected in several insect species (Table 14.2), which all display a mutation at

the same position (A302S or A302G) (ffrench-Constant et al., 1993; Hemingway

et al., 2004). For example, An. gambiae (A302G) became resistant to dieldrin

everywhere in Africa in the 1950s and 1960s (Chandre et al., 1999a). Whether

these mutations are costly depends on species: a fitness cost associated with resis-

tance has been shown both in the laboratory and in the field for L. cuprina

(McKenzie, 1996) and has been recently suggested for Cx. pipiens and Ae. albopic-

tus (Tantely et al., 2010), but no cost has been found for D. melanogaster (ffrench-

Constant et al., 2000).

Voltage-Dependant Sodium Channels

Nerve action potentials are transmitted by a wave of depolarization along the neural

axone. It is due to the movement of sodium ions (Na1) across the axonal membrane

through the opening of voltage-dependent sodium channels (Na-channels), and

stops when they are inactivated. Na-channels are glycoproteins with a pore for ion

transport and can adopt three different states: resting, open, or inactivated; the Na1

ions pass only when they are open (Lund, 1984).

Na-channels are the targets of DDT and PYRs. When these insecticides bind to

the Na-channels, they slow their closing speed, prolonging the depolarization

(Lund 1984; Vais et al., 2001; Soderlund and Knipple, 2003). The intensity of the

effect is dose-dependent, proportional to the number of Na-channels inactivated
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Table 14.2 Target Site Modification Resistance Mechanisms. Mutations of Insecticide

Targets Are Presented in Various Species

Target Mutation Species

GABA

receptor

RdlR A302S D. melanogaster (ffrench-Constant et al., 1993),

D. simulans, M. domestica, Bl. germanica, L. cuprina,

Ae. aegypti (ffrench-Constant et al., 2000), An.

gambiae (Davidson, 1956) An. stephensi, An.

arabiensis (Du et al., 2005), Cx. p. quinquefasciatus

and Ae. albopictus (Tantely et al., 2010)

A302G D. simulans (ffrench-Constant et al., 2000), An. gambiae

(Du et al., 2005)

Na-

channels

kdr L1014F M. domestica (Williamson et al., 1996), Bl. germanica

(Hollingworth and Dong, 2008), An. gambiae

(Martinez-Torres et al., 1998), An. stephensi (Enayati

et al., 2003), An. arabiensis (Diabate et al., 2004), An.

sacharovi (Luleyap et al., 2002), An. subpictus (Perera

et al., 2008), An. culicifacies (Singh et al., 2009), An.

arabiensis (Stump et al., 2004), Cx. pipiens (Martinez-

Torres et al., 1999; Xu et al., 2006), H. irritans

(Soderlund and Knipple, 2003)

L1014S Cx. pipiens (Martinez-Torres et al., 1999), An. arabiensis

(Ranson et al., 2000), An. sacharovi (Luleyap et al.,

2002)

Others P. h. capititis (Thomas et al., 2006), D. melanogaster,

Bo. microplus (Soderlund and Knipple, 2003), Ae.

aegypti (Brengues et al., 2003; Saavedra-Rodriguez

et al., 2007)

super-kdr M918T M. domestica (Williamson et al., 1996), H. irritans

(Soderlund and Knipple, 2003)

Others Bl. germanica (Soderlund and Knipple, 2003)

? Bo. microplus (Hernandez et al., 2002)

AchE ace-1R G119S An. albimanus, An. nigerimus, An. atroparvus

(Hemingway et al., 2004), An. subpictus (Perera et al.,

2008), An. gambiae, Cx. pipiens (Weill et al., 2003),

Cx. vishnui (Alout et al., 2007)

F331W Cx. tritaeniorhynchus (Nabeshima et al., 2004; Alout

et al., 2007)

F290V Cx. pipiens (Alout et al., 2007, 2009)

ace-1D G119S Cx. pipiens (Lenormand et al., 1998a; Labbé et al.,

2007a), An. gambiae (Djogbénou et al., 2009)

F290V Cx. pipiens (Alout et al., 2009)

ace-2 D. melanogater, M. domestica (Fournier and Mutéro,

1994)

Note: Cx. pipiens is a species complex grouping Cx. p. pipiens, Cx. p. quinquefasciatus, and Cx. p. pallens.
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(Lund, 1984). For PYRs, the magnitude of the effect depends on the type of insecti-

cide molecules, type I (e.g., permethrin) or type II (e.g., lambda-cyhalothrin and

deltamethrin), which respectively lack or not a cyano group. During action poten-

tial, type II PYRs prolong the sodium flux more than type I, and thus usually dis-

play a more intense effect (Vais et al., 2001). At the phenotypic level, Na-channels

inactivation results in a rapid KD, the insect being incapacited for some time, with

an eventual recovery or death depending on species and development stages (in

mosquitoes, the adults tend to recover, while larvae will drown).

One major mechanism, named knockdown resistance (kdr), is responsible for

PYR and DDT resistance, by reducing the receptors’ sensitivity (binding capacity)

to these insecticides and modifying the action potential of the channel (Soderlund

and Knipple, 2003; Hollingworth and Dong, 2008). First discovered inM. domestica,

this mechanism has been described in many agricultural pests and vectors (see

Table 14.2). This resistance mechanism has several consequences: it decreases the

irritant and the repellent effect, and either cancels or reduces the KD effect (Chandre

et al., 2000).

By extension, the gene encoding the Na-channels has been called kdr. By

sequencing the Na-channel protein (.2000 amino acids), the two first mutations

conferring the kdr phenotype were identified in M. domestica, both in the protein

second domain. The first one (L1014F) is associated with moderate (10�303)

PYR resistance; the second (M918T, also called super-kdr) is always associated

with the L1014F to confer a higher resistance (up to 5003) (Williamson et al.,

1996). Substitution of the L1014 is found in a large variety of species (L1014F or

L1014S, Table 14.2, and also L1014H in H. virescens) and corresponds to the kdrR

alleles (Martinez-Torres et al., 1999; Vais et al., 2001; Soderlund and Knipple,

2003; Etang et al., 2009). The phenotype conferred by kdrR is recessive or semire-

cessive (Chandre et al., 2000; Hemingway and Ranson, 2000; Corbel et al., 2004),

with higher resistance to type I than type II PYRs (Chandre et al., 1999a).

However, the various mutations show some specificity, as L1014F confers a high

resistance to both DDT and permethrin (PYR), while L1014S confers a lower resis-

tance to permethrin than to DDT (Martinez-Torres et al., 1999; Ranson et al.,

2000). Some other mutations (about 30 in total) have also been described in various

species, including super-kdr mutations (Vais et al., 2001; Soderlund and Knipple,

2003). Some of these mutations are conserved over a large array of organisms,

while others are more specific and unique. In Ae. aegypti, the kdr phenotype has

been observed, but it appears that a codon bias does not allow the appearance of

any L1014 mutation (Brengues et al., 2003). Several mutations were observed to be

associated with resistance, the V1016I and V1016G mutations being particularly

interesting candidates in Latin America and the Carribbean (Saavedra-Rodriguez

et al., 2007; Garcia et al., 2009; Kawada et al., 2009; Marcombe et al., 2009).

However, the causal effect of these mutations remains to be confirmed.

The role of the L1014F/S mutations (kdrR) as the sole cause of the kdr pheno-

type is still discussed (Brooke, 2008). The kdrR is clearly associated with PYR and

DDT resistance in Bl. germanica, Cx. pipiens, houseflies, hornflies, and some

moths (review in Xu et al., 2006). In An. gambiae, although metabolic resistance is
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often present, high resistance to PYR and DDT is often associated with a high kdrR

frequency and resistant insects carry at least one kdrR copy (Ranson et al., 2000;

Awolola et al., 2007; Reimer et al., 2008; Dabiré et al., 2009; Ramphul et al.,

2009). Moreover, kdrR frequency usually increases when PYRs are used (Stump,

2004, but see Corbel et al., 2004). Similarly, in West African Cx. p. quinquefascia-

tus, resistance frequency follows a gradient of treatment intensity (Chandre et al.,

1998). A recent study showed that a Cx. p. quinquefasciatus strain resistant to PYR

contained 87% kdrR heterozygotes, a surprising proportion that remained

stable despite selection. It appears that alternative splicing and RNA editing could

explain the discrepancies between kdrR frequencies and PYR/DDT resistance level

(Xu et al., 2006).

In the field, An. gambiae resistance to PYRs through kdr can lead to reduced

repellent effect and decreased mortality. For example, kdrR frequency is high in

Benin and Côte d’Ivoire while no other PYR resistance mechanism is found: studies

have shown strong diminution of vector control with PYR-treated bednets in these

countries (Kolaczinski et al., 2000; N’Guessan et al., 2007). In contrast, other studies

have found that despite the high correlation between kdr mutations and PYR resis-

tance, PYR-treated bednets remained somewhat efficient against resistant An. gam-

biae (Casimiro et al., 2007; Brooke, 2008). This could be due to the ability of

resistant mosquitoes to stay on a treated bednet longer than susceptibles, and thus

absorb a high enough quantity of insecticide to be killed (Chandre et al., 2000). For

example, in Kenya, the use of PYR-treated bednets increased kdrR frequency, but

had no impact on malaria and mosquito population densities, as both decreased in

treated and untreated villages (Stump et al., 2004). Similarly, two studies found that

kdr alone (i.e., in absence of metabolic resistance) did not reduce bednet efficiency

against resistant An. stephensi, despite a reduced KD effect (Hodjati and Curtis,

1997; Enayati and Hemingway, 2006). The issue of the impact of kdr resistance on

PYR-treated bednet efficiency to control malaria remains thus hotly debated.

Evolution of the kdr phenotype is best described in An. gambiae in Africa. The

L1014F mutation was first detected in West Africa (Côte d’Ivoire, Burkina Faso)

(Martinez-Torres et al., 1998), while only the L1014S mutation was observed soon

after in East Africa (Kenya) (Ranson et al., 2000). These mutations appear to have

spread from their center of origin: L1014F is now present everywhere in West and

Central Africa, from Senegal to Angola (it is almost fixed in Côte d’Ivoire and

Burkina Faso; Dabiré et al., 2009), while L1014S is absent from West Africa but pres-

ent in Central and East Africa (Pinto et al., 2007; Santolamazza et al., 2008; Etang

et al., 2009). However, analyses of the noncoding regions of the kdr gene suggest that

the two alleles occurred several times independently (at least 3 times for L1014F and

2 for L1014S) (Weill et al., 2000b; Pinto et al., 2007; Etang et al., 2009).

Acetylcholinesterase

In the cholinergic synapses of invertebrate and vertebrate central nervous system,

AChE terminates the synaptic transmission by rapidly hydrolyzing the neurotrans-

mitter ACh. AChE is the target of OP and CX insecticides, which are competitive
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inhibitors of ACh with a low turnover: when they bind to AChE, their very low

release prevents hydrolysis of the natural substrate. Consequently, ACh remains

active in the synapse and the nervous influx is continued, leading to the insect

death by tetany (see Massoulié and Bon, 1993).

In most insects there are two genes, ace-1 and ace-2, coding for AChE1 and

AChE2, respectively. In these species, AChE1 is the main synaptique enzyme, and

the physiological role of AChE2 is unknown. Diptera of the Cyclorrapha group or

“true” flies (such as D. melanogaster and M. domestica) possess a single AChE,

which is encoded by the ace-2 gene and is the synaptic enzyme in that case.

Phylogenetic analyses have shown that the presence of two ace genes is probably

the ancestral insect state (Weill et al., 2002; Huchard et al., 2006).

The first molecular studies on an insensitive AChE conferring resistance to OPs

and CXs were carried out on D. melanogaster. Several mutations were identified,

each giving a low resistance when alone, and a higher resistance when in combina-

tion (Fournier et al., 1989; Fournier and Mutéro, 1994). Similar results were later

found with other Diptera that have only the ace-2 gene (e.g., M. domestica,

Oakeshott et al., 2005).

In mosquitoes where AChE1 is the synaptique enzyme, the most common resis-

tance mutation (G119S) in the ace-1 gene is situated near the catalytic site. In Cx.

pipiens, G119S occurred at least 3 times independently, once in Cx. p. pipiens and

twice in Cx. p. quinquefasciatus (Weill et al., 2003, 2004; Labbé et al., 2007a).

However, two other mutations in ace-1 have been identified, both close to the active

site: (i) F331W has been observed only in Cx. tritaeniorhynchus (Nabeshima et al.,

2004; Alout et al., 2007), (ii) F290V has been observed only in Cx. p. pipiens (Alout

et al., 2009). The type of mutation is highly constrained by the codon use: the

G119S mutation has never been found in Ae. aegypti, Ae. albopictus, or Cx. tritae-

niorhynchus, probably because it requires two mutation steps (Weill et al., 2004).

The ace mutations are responsible for a decreased inhibition of the AChE by the

insecticides (Alout et al., 2008). There are only few resistance mutations observed

in various species (see Table 14.2), suggesting high constraints: those observed in

the field are within the active gorge of the enzyme and cause steric problems with

bulkier side-chains, while other substitutions (lab-engineered) often result in the

inability of enzyme to degrade ACh (Oakeshott et al., 2005). In mosquitoes, these

mutations confer a high resistance to OPs and CXs, respectively up to 100 times

(e.g., chlorpyrifos) and .90003 (e.g., propoxur); OP resistance conferred by ace

alleles is usually higher than COE metabolic resistance (Raymond et al., 1986;

Poirié et al., 1992; Severini et al., 1993).

The evolution of insensitive AChE1 has been studied in depth in the mosquitoes

Cx. pipiens and An. gambiae. In Cx. pipiens, it was first detected in Southern

France in 1978, 9 years after the beginning of OP treatments (Raymond et al.,

1986). The gene coding for this G119S mutated AChE1 (ace-1R) rapidly spread in

treated natural populations. However, its frequency remained low in adjacent

untreated areas connected by migration, indicating a fitness cost associated with

ace-1R (Lenormand et al., 1999). The .60% reduction of AChE1 activity in

G119S resistant mosquitoes (Bourguet et al., 1997) may explain, at least partially,
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this cost, which is expressed phenotypically through various developmental and

behavioral problems in individuals carrying ace-1R (Berticat et al., 2002a, 2004;

Bourguet et al., 2004; Duron et al., 2006b). Similarly, the F290V mutation is prob-

ably associated with a fitness cost, although it does not appear to be due to activity

reduction (Alout et al., 2009). Recently, several independant duplications of the

ace-1 gene, putting a susceptible and a resistant copy in tandem (ace-1D), have

been identified in Cx. p. pipiens and Cx. p. quinquefasciatus (Table 14.2;

Lenormand et al., 1998a; Labbé et al., 2007a). These alleles are thought to be

selected because they reduce the cost of the ace-1R allele, although not always suc-

cessfully (Labbé et al., 2007b). Several other duplications have been observed

recently in the Mediterranean area, with a F290V copy instead of a G119S copy

(Alout et al., 2009). In An. gambiae, the recent occurrence of ace-1R has been

detected in West Africa, probably spreading from Côte d’Ivoire to Benin (Weill

et al., 2003; Djogbénou et al., 2008). A duplication carrying a G119S copy has also

been found, and appears to follow the same trajectory as in Cx. pipiens (Djogbénou

et al., 2009).

14.3.3 Other Resistances

Growth Regulators

Juvenoids mimic JH and disrupt the target insect development. Few resistances

have been detected but they have been reported in various species (review in

Hollingworth and Dong, 2008). High resistance to methoprene has been described

in the mosquito Ochlerotatus nigromaculis in California, potentially through target

site mutation (Cornel et al., 2002), while a 7.73 resistance to the same insecticide

has been reported in Cx. p. pipiens from New York (Paul et al., 2005).

Toxin Receptors

Bt toxins have a complex mode of action not clearly understood. Moreover, Bt

resistance is rare in the field (Griffitts et al., 2001; Mittal, 2003). It has been mainly

studied in the agricultural pest moth Plutella xylostella: in a laboratory strain from

Hawaii, a single mutation confers resistance to at least four toxins by decreased

binding on a common receptor, but it is not the only responsible, as strains from

various places show complementation, which indicates the epistasis between sev-

eral genes (Tabashnik et al., 1997a,b). In another pest moth, Heliothis virescens,

QTL mapping showed that Bt resistance in a laboratory strain is probably due to a

modification of the cadherin gene BtR-4 (Gahan et al., 2001). Presently, the only

report of field resistance for a vector is a 333 resistance to Bti (Bt var. israelensis,

the only Bt variety active on mosquitoes) detected in a natural population of

Cx. p. pipiens from New York. However, the mechanism of this resistance is still

unknown (Paul et al., 2005).

For Bs toxins, resistance has been described essentially in mosquitoes of the

Cx. pipiens complex. It developed very rapidly within the first year of treatment in
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India (10 to 1553 resistance; Mittal, 2003) and in Tunisia (Sp-T gene, .50003
resistance, Nielsen-Leroux et al., 2002). Similarly, control using Bs toxins started

in the early 1990s in Southern France and first failure was reported in 1994 in Port

Louis (near Marseille). This resistance (.10,0003) was due to a recessive sex-

linked gene, named sp-1. In 1996, Bs resistance was reported close to the Spain

border (Perpignan, 200 km away from Port St. Louis); it was due to a second gene,

sp-2, which was recessive and sex-linked (Chevillon et al., 2001). Now Bs resis-

tance has been observed worldwide in the Cx. pipiens complex (Mittal, 2003). Two

of the genes identified (sp-2R and a gene selected in a laboratory strain from

California, Nielsen-Leroux et al., 1995) change the toxin receptor binding proper-

ties and were found to be due to “stop” mutations or mobile element insertion in

the toxin receptor (Darboux et al., 2002, 2007), while the effect of the others is

unknown (Nielsen-Leroux et al., 2002). Bs resistance has also been selected in the

laboratory in An. stephensi (Mittal, 2003).

Other

Most studies focus on small sets of genes. Recently developed genomic and tran-

scriptomic techniques allowed access to mechanisms that had previously proven

intractable. They allowed the deeper description of known resistance gene families

and helped to find new candidate genes (Daborn et al., 2002; Oakeshott et al.,

2003; Vontas et al., 2005). For example in An. funestus, genomic positional cloning

identified a major QTL including a cluster of 11 P450 MFOs for PYR resistance,

two of them being over-expressed in a resistant strain (Wondji et al., 2009). Detox

chips were designed (including P450 MFOs, GSTs, COEs, redox genes, and part-

ners of P450 in oxidative metabolic complex) for An. gambiae and Ae. aegypti

(David et al., 2005; Strode et al., 2008). In An. gambiae, several GST and MFO

genes showed over-expression in mosquitoes resistant to PYR and DDT, but also

other candidate genes (COEs, transferases, aldehyde dehydrogenase, NADH-

cytochrome b reductase, NADH dehydrogenase, NADH-ubiquinone oxidoreductase,

nitrilase thioredoxin peroxidase, and cuticular genes, Vontas et al., 2005; Awolola

et al., 2009). Genomic analyses in Ae. aegypti show an expansion of certain gene

families (e.g., MFO and COE) or increased alternative splicing (e.g., GST) (Strode

et al., 2008), and identified new candidates for resistance (aldehyde oxidase and

xanthine deshydrogenase, Waterhouse et al., 2008). However, in most cases the

causal role of the candidates remains to be formally validated.

14.3.4 Resistance Generalities

Some general patterns can be identified from the variety of mechanisms observed

for insecticide resistance.

A first characteristic is that resistance evolves rapidly, with fast selective sweeps

in field populations. Although clear evidence is scarce, resistance often seems

absent before insecticide treatments (Andreev et al., 1999), but there are some
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contradictory examples like malathion resistance in L. cuprina (Hartley et al.,

2006) or PYR resistant kdr L1014S in Kenya in An. gambiae (Stump et al., 2004).

Second, resistance appears locally but can spread very rapidly (Brogdon and

McAllister, 1998). A single resistance gene may have a large distribution (ffrench-

Constant et al., 2000, 2004; Etang et al., 2009) (e.g., the worldwide migration of

Ester2 in Cx. pipiens) (Raymond et al., 2001). Alternatively, other resistance genes

have multiple origins: ace-1R mutations in Cx. pipiens (G119S, Weill et al., 2003;

F290V, Alout et al., 2009) or kdr mutations in Ae. aegypti (Saavedra-Rodriguez

et al., 2007; Garcia et al., 2009; Kawada et al., 2009; Marcombe et al., 2009).

It also seems that resistance evolution is quite constrained. For target site resis-

tance, most mutations are costly and compromise the performance of the native

protein function, so that codon use may prevent resistance apparition (Brengues

et al., 2003; Weill et al., 2004).

Another issue is the cross-resistance between different insecticides (Figure 14.2).

Cross-resistances between families of insecticides are associated with the sharing

Figure 14.2 Cross-resistance between main insecticide classes. Metabolic resistances are

indicated by continuous lines, while resistances by target site modification are represented

by interrupted lines (Note: no resistance has been yet identified for fungi). Resistance

mechanisms (in italic): COE: carboxyl-esterases, MFO: multifunctionnal oxidases, GST:

glutathione S-transferases, AChER: resistant acetylcholinesterase, kdrR: knockdown resistance

allele, RdlR: resistance-to-dieldrin allele. Insecticide classes (in bold): CX: carbamates, OP:

organophosphates, PYR: pyrethroids, OC: organochlorins, Nn: neonicotinoids, GR: growth

regulators, CD: cyclodienes, Bti and Bs: bacterial toxins. Note that while target mutations

confer cross-resistance to insecticides of different classes (interrupted lines), detoxifying

enzymes give only “insecticide family cross-resistance” (i.e., a single gene does not confer

cross-resistance between classes of insecticides, but different genes of the same family can

provide resistance to different insecticide classes; continuous lines).

Source: Modified from Brogdon and McAllister (1998).
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of target sites. For example, kdrR causes cross-resistance between DDT and PYRs in

An. gambiae (Chandre et al., 1999b), and ace-1R between OPs and CXs (Alout et al.,

2008). In contrast, a particular metabolic resistance gene usually does not confer

cross-resistance between insecticide families. However, different genes belonging to

a same metabolic family can cause resistance to several insecticides of this family

(gene family cross-resistance): for example, different COE and MFO genes cause

resistance to DDT, others to PYRs, OPs, and CXs in Anophelines (Brogdon and

McAllister, 1998; Brooke et al., 2001; Etang et al., 2007), and different MFO genes

are responsible for resistance to DDT, neonicotinoids, and GRs in D. melanogaster

(Daborn et al., 2002). The consequences of these cross-resistances are to reduce the

alternative insecticides available, thereby gravely endangering vector control.

Finally despite advances, a full analysis of resistance remains challenging due to

interactions and pleiotropy when several resistance mechanisms and/or resistance

genes are present in the same insect (Hollingworth and Dong, 2008). This is unfor-

tunately a common case: almost all known resistance mechanisms are present in

the Anopheline species from Sri Lanka (Perera et al., 2008), Latin America

(Penilla et al., 1998), and from various parts of Africa (Vulule et al., 1999; Diabate

et al., 2002; Hougard et al., 2003; Stump et al., 2004; East Africa Casimiro et al.,

2006b; Enayati and Hemingway, 2006; Brooke et al., 2001; Central Africa Etang

et al., 2006; Matambo et al. 2007; Corbel et al., 2007; Dabiré et al., 2008; Okoye

et al., 2008; Awolola et al., 2009; Ndjemai et al., 2009; Ramphul et al., 2009; West

Africa Yadouleton et al., 2009). Multiple resistances with multiple mechanisms are

also observed in Cx. p. quinquefasciatus (Chandre et al., 1998; Kasai et al., 1998;

Corbel et al., 2007; Hardstone et al., 2007), Ae. aegypti (Brengues et al., 2003),

sand flies (Alexander and Maroli, 2003; Surendran et al., 2005), and head lice

(Thomas et al., 2006). Interactions between resistance loci have been studied in

houseflies or mosquitoes, and most of them appear to be synergic. Such synergies

have been observed between COE and ace-1 for OP resistance and between kdr

and P450 MFO for PYR resistance in Cx. pipiens (Raymond et al., 1989;

Hardstone and Scott, 2009), between repellants (DEET) and CXs in Ae. aegypti

(Pennetier et al., 2005; Bonnet et al., 2009) or between PYR resistance and suscep-

tibility to fungus applications in three Anopheles species (Farenhorst et al., 2009).

Moreover, these interactions may vary with environmental conditions (positive syn-

ergism for resistance in treated areas but negative synergism for cost in nontreated

areas) or with the genetic background of the insect (Hardstone and Scott, 2009).

For example, the presence of kdrR decreases the cost of ace-1R in Cx. pipiens

(Berticat et al., 2008).

In conclusion, any disease control strategy should take into account these vari-

ous aspects of resistance as they can greatly impact its success (vector control fail-

ures) and may have a direct effect on pathogens transmission (McCarroll et al.,

2000; McCarroll and Hemingway, 2002; Vontas et al., 2004). The various strate-

gies for vector control and how they deal with resistance will be the subject of the

following section.
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14.4 Part 3: Treatment Practices and Resistance
Management Strategies

As mentioned earlier, disease control relies greatly on vector control. Vector con-

trol strategies are designed to reduce adult vector populations (and thus pathogen

transmission), but are faced with many constraints. They must be environmentally,

socially, and politically acceptable (i.e., they must prevent any adverse effect on

the environment, nontarget species, and humans) and must be economically realis-

tic both in the short and long terms. To be successful, knowledge of the life history

and ecology of vector species is critical (breeding sites, life cycle, preferred blood

source, etc.; Alexander and Maroli, 2003; WHO, 2006; Walker and Lynch, 2007).

Another key to success for these strategies is to prevent the development of insecti-

cide resistance by monitoring resistance genes and adapting the practices. Ideally,

vector control strategies should be integrated into national health and community

systems to be sustainable (Kay and Vu, 2005; Ooi et al., 2006; Beier et al., 2008;

Morrison et al., 2008).

In this part, we will review the current treatment practicies, their limits and con-

straints and how vector resistance is accounted for.

14.4.1 Treatment Practices

Adult Spray

Large scale adult spraying, where the insecticide is pulverized in the air, presents a

low efficacity for a high operational cost, and is consequently recommended only

in cases of severe epidemic. Preferred insecticides for this type of treatments are

OPs and PYRs (WHO, 2006). They are used locally to control tsetse flies (Welburn

et al., 2006) and Ae. aegypti for dengue control (Morrison et al., 2008; Luz et al.,

2009). They are also used against Anopheles sp., domestic flies, sand flies, midges

(Simulium sp.), and fleas (Walker and Lynch, 2007).

Larvicidal Treatment

Another common control procedure is larvicidal treatments. Their efficacy is maxi-

mal when larvae are restricted to breeding sites accessible and limited in size and

numbers. Various insecticides are used (oils, Bti, GRs, CX, or OPs), mostly against

Aedes and Culex mosquito species, but also against Anophelines, Simulium flies

(midges), Ceratopogonidae, and Phlebotominae (see details in WHO, 2006; Walker

and Lynch, 2007).

Indoor Residual Spraying

IRS (on walls) has long been the preferred vector control, because of its simplicity.

The first insecticide used (and still used in case of high malaria prevalence) was

DDT. It has been presently replaced by PYRs and to a lesser extent by CXs and
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OPs (WHO, 2006). PYRs are preferred because of their excellent contact action,

their rapid KD effect and their safe use (low toxicity on mammalian). IRS is used

against mosquitoes, houseflies, sand flies, and tsetse flies (Glossina sp.) (Walker

and Lynch, 2007). It has contributed to eradication of malaria in several countries

and is still an important tool for vector control. It is very efficient if the target vec-

tor populations retain their susceptibility to insecticide exposure and if the insecti-

cides are used reliably, efficiently, and sufficiently in terms of coverage (Okoye

et al., 2008; Read et al., 2009). New insecticides as fungi have a high potential for

IRS, because they infect through the insects’ legs when they are resting (Scholte

et al., 2003, 2005, 2006; Blanford et al., 2005).

Insecticide-Treated Materials

The use of insecticide-impregnated fabrics (bednets, curtains, sheeting, hammocks)

may also produce significant levels of protection against disease vectors, if appro-

priately used with sufficient coverage on susceptible vector populations (Okoye

et al., 2008). The use of ITNs impregnated with PYRs is the most common protec-

tive measure against malaria vectors (WHO, 2006): they act as physical barriers,

which combine with the repellent and killing effects of PYRs. ITN are always pre-

ferred to IRS by local users (Curtis et al., 1998). They can be highly cost-effective

(Enayati and Hemingway, 2006), and have a large effect if used appropriately by

reducing the vectors and pathogen prevalence in populations (in these cases people

who do not use a net are also protected) (Stump et al., 2004). The problem is that

ITN are often torn or poorly fitted (Roberts and Andre, 1994; Pages et al., 2007).

The necessity to regularly re-impregnate the nets with insecticide is a major con-

straint: washing decreases their efficacy by removing the insecticides, so that their

effective usable life is 2 or 3 years in field conditions, after which they are dirty

and holed (Curtis et al., 1998; Erlanger et al., 2004). In consequence, proper use of

ITNs is often highly correlated to the socioeconomic status (Fillinger et al., 2008;

Goesch et al., 2008). In response to these constraints, long-lasting impregnated nets

(LLIN) have been conceived, for which there is no need for retreatment for 5 years.

They showed good efficacy in rural Côte d’Ivoire where they were first tested,

although some appear better than others. In particular, washing induces no signifi-

cant decrease of their killing efficacy by contact (Kilian et al., 2008), although their

repellent effect disappears quickly (N’Guessan et al., 2001; Dabiré et al., 2006;

Kilian et al., 2008). Finally, new impregnated fabrics are being developed, such as

plastic sheetings to cover ceilings or walls, or as tents to control malaria in refugee

camps (Graham et al., 2002; Diabate et al., 2006; Djenontin et al., 2009).

If ITNs have shown good efficacy against malaria vectors (Anophelines) and

various flies (Walker and Lynch, 2007), they have little impact on some species as

the dengue vector Ae. aegypti which bites during the day, or sand flies which are

active at sunset, before people are inside a net (Reiter, 2001; Alexander and

Maroli, 2003). Moreover, ITNs are often perceived as inefficient by users, because

despite the protection they confer against Anopheles mosquitoes, they often fail at
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preventing bitting by other mosquito species as Cx. p. quinquefasciatus, which is

more resistant and bites during the day (Fillinger et al., 2008).

Other Treatments

IRS and ITNs are the most common means of vector control. They usually work

well in countries with a developed health system (N’Guessan et al., 2007). In

Tanzania both ITNs and IRS were efficient at decreasing vector densities and prev-

alence of Plasmodium in mosquitoes; however, no decrease in the cases of malaria

was observed, which may show the limits of such strategies (Curtis et al., 1998).

Other methods are available to decrease vector populations (WHO, 2006; Pages

et al., 2007), such as environment management. This is probably the most efficient

of all and has been used for centuries. It consists in modifying the habitat by elimi-

nating potential breeding sites of vectors. These modifications can be permanent

(drainage, land levelling, and filling) or temporary (vegetation modification, inter-

mittent flushing or irrigation, changing water salinity, using polystyrene beads).

Modifying the habitat may also have secondary positive effects, such as sanitation,

increase of agriculture lands, and reduction of water-borne diseases. However, two

problems limit these applications: first, environment modification can potentially

be problematic for the ecology of nontarget organisms, and second, these modifica-

tions, particularly the permanent ones, are often extremely costly. Nevertheless,

such a cheap procedure as vegetation clearing is very efficient against Glossina

flies, and hygiene can greatly reduce domestic flies-borne diseases (Walker and

Lynch, 2007).

Another feature is biological control, such as with baits like ovitraps, which are

cheap and efficient means of control for Glossina and domestic flies (Walker and

Lynch, 2007) and are frequently used to control Ae. aegypti and dengue (Morrison

et al., 2008). Another method consists in rendering the potential breeding sites

unsuitable for vectors with an aquatic larval phase by adding some predators (cope-

pods or fishes). It has shown great success for controlling dengue and Ae. aegypti

populations in Vietnam. Local copepods (Mesocyclops sp.) were identified in the

field, reproduced and then shared at the community level. They were put into water

storage which led to dengue disappearance in treated towns (while it was still pres-

ent in close untreated areas) (Kay and Vu, 2005). However, although relatively effi-

cient, the use of introduced fishes (Gambusia sp.) on a world scale is now

criticized for its impact on local ecology (Walker and Lynch, 2007).

Another option is sterile males and genetically modified organisms (GMOs)

releases: these methods may be used to carry out two objectives: (1) decreasing

vector populations by massive introduction of sterile males or of GMOs with a

dominant gene killing females (Alphey et al., 2007); when crossed with field

females, they will produce no offspring or only male offsprings; (2) introducing

genes conferring resistance to the pathogens in the vector natural populations

(review in Sinkins and Gould, 2006). These methods require a fitness advantage

for the released insects, which could be provided by various gene-drives: transpos-

able elements, homing endonucleases genes, meiotic drive, or endosymbiotic
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bacteria such as Wolbachia (Bourtzis and Robinson, 2003; Sinkins and Gould,

2006; Engelstadter and Telschow, 2009). Release of Culex pipiens males incompat-

ible with field females due to Wolbachia have been attempted in the early 1970s in

France and India (Laven, 1967; Curtis and Adak, 1974; Curtis, 1976; Curtis et al.,

1982) but was short lasting, a fact that is not surprising since we know today that

these endosymbionts have an extremely high genetic variability (Duron et al.,

2006a, 2007). The only satisfactory results concern the American screwworm

Cochliomyia hominivorax, a cattle parasite, which is controlled by releasing every

year several hundred thousand irradiated sterile males and has been eradicated

from the USA, and the control of tsetse flies and trypanosomiasis in Zanzibar,

again using release of sterile males (review in Bowman, 2006).

There is an array of methods available to control vector populations and, through

these, the diseases they carry. Some are presently available, and others (sterile male

and GMO releases) remain to be worked out, tested, and validated. For maximizing

the chances of success of available methods, all authors agree that they should be

implemented in conjunction. For example, tsetse flies are controlled by modifying

the habitat (vegetation clearing), spraying insecticides (PYRs) locally, and trapping

adults (review in Welburn et al., 2006). They also emphasize the necessity of cohe-

sion between the various actors of vector control (scientists, operationals, managers,

politics, and local populations) and of long-term plannings (Beier et al., 2008;

Morrison et al., 2008). For example, apart from three examples (Singapore, Cuba,

and Vietnam), lack of cohesion between these different actors resulted in a global

disaster in broad-scale dengue vector control, with an increase in dengue cases since

the 1960s (Kay and Vu, 2005).

14.4.2 Impact of Agriculture

Another pitfall awaiting control programs is the impact of agriculture. Urban agri-

culture is developing in many large cities across Africa, where it is necessary to

prevent food shortage and to provide a balanced diet (Akogbéto et al., 2006;

Yadouleton et al., 2009). However, it creates new breeding sites for vectors as mos-

quitoes or livestock parasites: such as in Accra (Ghana), where urban agriculture

development led to an increase in both quantities of vectors and malaria cases

(Klinkenberg et al., 2008). Moreover, most agricultural pesticides are toxic for dis-

ease vectors: more than 90% of all insecticides produced have indeed been devised

and used for agriculture, vector control being of very low rentability for chemical

firms. When vectors are exposed to these pesticides, they can potentially develop

resistance, threatening the success of current, and later control attemps (Georghiou,

1990; Roberts and Andre, 1994; Brogdon and McAllister, 1998; Boyer et al., 2006;

Poupardin et al., 2008). Several examples have been suggested in the litterature:

1. In Sri Lanka, CX resistance has been detected in An. subpictus, An. nigerrimus, and An.

peditaniatus, while these insecticides are only used for agriculture (Perera et al., 2008),

so resistance is present before insecticide use for public health. Similarly, a high fre-

quency of the RdlR allele (resistance to OCs) has been recently found in La Réunion
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Island in Cx. p. quinquefasciatus and Ae. albopictus, while this insecticide has never been

used for public health (Tantely et al., 2010).

2. Higher vector resistance in agricultural areas, as in Benin where An. gambiae resistance

is present in urban vegetable areas where PYRs, OPs, and OCs are used as agropesticides

(Corbel et al., 2007; Yadouleton et al., 2009). This could result in malaria outbreaks in

cities (Pages et al., 2007).

3. A correlation between the quantities of insecticide for agriculture and the level of resis-

tance. In Mexico, a reduction of An. albimanus insecticide resistance was observed after

decrease in insecticide use for agriculture (Penilla et al., 1998). In Burkina Faso, a change

from pure PYRs to use of a mixture of OPs and PYRs to control H. armigera in cotton

fields in the late 1990s is probably the cause of OP resistance increase in An. gambiae

(Dabiré et al., 2008). Similarly, intensification of cotton cultivation and consecutive

insecticide use was associated with an increased insecticide resistance in both An. gam-

biae and An. arabiensis (Dabiré et al., 2009). Finally in Spain, the end of OP use in pub-

lic health did not decrease OP resistance frequency in Cx. p. pipiens (despite its fitness

cost) due to the large use of OPs in agriculture close to breeding sites (Eritja and

Chevillon, 1999).

4. The impact of agropesticides on vector resistance can also be revealed by fluctuations of

resistance frequency with period of crops spraying, as in Burkina Faso where PYR treat-

ment intensification during cotton growth is correlated to an increase of An. gambiae

resistance to these insecticides (Diabate et al., 2002).

Effects of agriculture and forestry on resistance spread have been reported also

in Cameroon for An. gambiae (Ndjemai et al., 2009), and in China for Cx. p.

pipiens, An. siniensis, Ae. aegypti, and Ae. albopictus (Cui et al., 2006). However,

a specific public health use of insecticides can also select for resistance in nontar-

geted but potential desease vector organisms: in Sri Lanka, CX and OP resistance

in sand flies is believed to be due to their use in agriculture and for mosquito con-

trol, respectively (Surendran et al., 2005), and in Benin, Cx. p. quinquefasciatus

may have become resistant to PYRs due to An. gambiae treatment for public health

(Corbel et al., 2007).

14.4.3 Sustainable Resistance Management

All treatment practices tend to select for insecticide resistance, a selection that is

reinforced by other pesticide uses (agriculture, forestry, etc.). In malaria control for

example, as the use of IRS and ITN is scaling up, so will the selection pressure for

insecticide resistance (Farenhorst et al., 2009). Moreover, due to these resistance

mechanisms and to environmental concerns, the number of insecticide molecules

available for vector control is decreasing and no new molecule is expected soon

(Nauen, 2007; Kelly-Hope et al., 2008).

Consequently, a large international effort is required for devising new and sus-

tainable strategies to manage resistance and prolonging the lifespan of the few

available insecticides. Resistance management requires deep practice changes

(Coleman and Hemingway, 2007; Hollingworth and Dong, 2008; Whalon et al.,

2008), away from the common practice of using an insecticide until resistance

becomes a limiting factor, which rapidly erodes the number of suitable insecticides
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(Penilla et al., 1998). A striking example is An. gambiae control: in the 1950s and

1960s it became resistant to dieldrin (OC) in all Africa, leading to a shift to the

mass use of PYRs in the late 1970s, in turn leading to wildspread PYR and DDT

resistance (Chandre et al., 1999a).

Once insecticide resistance is established in a population, there is indeed a real

danger of re-emergence of vector-borne diseases that had been presumed under

control, even if in some instances resistance does not seem to compromise disease

control on the short term (Brogdon and McAllister, 1998; Asidi et al., 2005).

Therefore, focusing on surveillance wherever possible is essential in order to react

proactively once a regional population manifests shift in its susceptibility toward a

class of insecticides used in public health (Nauen, 2007). Resistance surveillance

means (i) providing baseline data for program planning and pesticide selection

before the start of control operations; (ii) detecting resistance at an early stage, and

(iii) continuously monitoring the effect of these resistance mechanisms on vector

control strategies, so that timely management can be implemented (Brogdon and

McAllister, 1998).

Resistance Management Strategies

Resistance management strategies’ goal is to prevent and delay the spread of resis-

tance while maintaining a good control of vector populations (WHO, 2006; Nauen,

2007). The susceptibility of vectors and pests should be considered a valuable

resource that must be preserved as long as possible. It is critical that the strategies

of resistance management must be implemented preventively to preserve the effi-

cacy of the few insecticides available for public health purposes (WHO, 2006).

Different strategies can be implemented (reviews in Roberts and Andre, 1994;

Coleman and Hemingway, 2007; Hollingworth and Dong, 2008; Whalon et al.,

2008; Hardstone and Scott, 2009):

1. It is possible to vary the dose or frequency of pesticide applications, but increasing the

dose of insecticides should be done with great caution, as it can increase the speed of

resistance spread. However, in early stages when resistance genes are mainly at the het-

erozygote state, it can possibly delay resistance spread if it is recessive. For example,

high doses have been recommended for PYR-based An. gambiae control when kdr is at

low frequency, because this gene is partially recessive (Corbel et al., 2004).

2. Insecticide application may also be narrowly focused on a small area or a short time

period (e.g., only when endemic vector-borne diseases are present). For example, the

onchocerciasis control program in West Africa began in 1975, with OP-based larviciding

against the black fly (Simulium damnosum complex). To manage OP resistance, they are

only used at the beginning of rivers’ high waters, to prevent the pic of black fly; other

insecticides (PYRs and Bti) are used at other periods (Roberts and Andre, 1994).

3. Such alternative use of various pesticides is probably the most efficient way of managing

resistance (Nauen, 2007). Several pesticides can be used in mixtures (all together), in

mosaics (different insecticides in different sites), in sequences (different insecticides at

different times), or in rotations (different insecticides both at different times and sites)

(Roberts and Andre, 1994; Hemingway and Ranson, 2000). However, due to cross-

resistance (Figure 14.2), it requires using insecticides with different modes of action,
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rather than merely alternating members of one chemical class or different chemical clas-

ses that address the same target site (Nauen, 2007). For example, for An. gambiae and

Cx. p. quinquefasciatus control in highly PYR resistant populations of West and

Equatorial Africa, successful trials have been implemented to use OPs or CXs as alterna-

tive to PYRs for ITN impregnation, in mixtures or mosaics (Kolaczinski et al., 2000;

Hougard et al., 2003; Asidi et al., 2005; Sharp et al., 2007a; Oxborough et al., 2008).

All these resistance management strategies mainly rely on the fitness cost often

associated with resistance alleles. Each resistance allele indeed corresponds to a

recent adaptation, and is thus often associated with a diminution of the fitness (i.e.,

reduced reproductive ability in absence of insecticide [cost]). This has been shown

for Cx. pipiens Ester and ace-1 OP resistance alleles (Lenormand et al., 1999;

Berticat et al., 2002a, 2004; Bourguet et al., 2004; Duron et al., 2006b), and for

PYR resistance in Ae. aegypti (Kumar et al., 2009). Theoretical expectations are

that costly resistance should rapidly disappear when insecticides cease to be used,

natural selection favoring susceptible insects (Lenormand and Raymond, 1998;

Eritja and Chevillon, 1999). However, as this adaptation evolves rapidly, new

mutations that reduce or suppress the fitness cost have also been described

(McKenzie, 1996; Labbé et al., 2007a; e.g., duplications of the ace-1 gene in the

Cx. pipiens and An. gambiae complexes, Alout et al., 2009; Djogbénou et al., 2009;

or allele replacement and epistasy, Labbé et al., 2009), and may dramatically

endanger resistance management and disease-vector control.

Examples

Resistance management is often planned using mathematical models, which can be

very useful tools (e.g., Lenormand and Raymond, 1998; Luz et al., 2009). In the

field, however, proper detection and monitoring of resistance in vector populations

are essential components of any resistance management program (Roberts and

Andre, 1994) and these field studies are often missing (Penilla et al., 1998;

Hemingway and Ranson, 2000). Some examples are available, which show the ben-

efits of evidence-based vector control with insecticide resistance management

(Coleman and Hemingway, 2007).

In Singapore, a sustainable control of dengue through Ae. aegypti control has

been implemented successfully for 35 years (review in Ooi et al., 2006). It is based

on entomological surveillance and reduction of Aedes larval habitat availability (no

risk of resistance), mainly through environmental measures that require the impli-

cation of the population. This experience shows that public education and law, con-

tinuous entomological surveillance (rather than emergency reactions), and a

regional level collaboration between several countries are required for success.

In Vietnam, successful elimination of dengue and Ae. aegypti was achieved

(review in Kay and Vu, 2005). It relied on four key elements for its success: the

continuous evaluation and quantification of Ae. aegypti larvae in the breeding sites,

the use of local predatory copepods (cheap, no risk of resistance), the implication

of the local community, and the education of the population.
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In Dar-es-salaam (Tanzania), a community level larviciding was established to

control An. gambiae-vectored malaria, and Aedes and Culex biting nuisance. They

used Bti and Bs, as alternative to PYRs for which resistance was present. It resulted

in a 96% reduction of An. gambiae populations, 40% reduction of P. falciparum

prevalence and 31% reduction of malaria cases, but was less successful with the

other Culicidae (Culex and Aedes) nuisance. This strategy thus showed good poten-

tial, but was costly and evidenced the need for community implication and experi-

enced actors (Fillinger et al., 2008).

Constant monitoring allows early detection of insecticide resistance and changes

in policies. It prevented program failures in at least two initiatives: Bioko Island

malaria control project and Lubombo spatial development initiative. In Bioko

Island (Equatorial Guinea), PYRs were used for An. gambiae control. The continu-

ous monitoring kdr resistance showed an increase from 50% in 2003 to 85% in

2005. Consequently, the withdrawal of PYRs, replaced by CXs prevented An. gam-

biae and malaria control failure (Sharp et al., 2007a). In Mozambic, DDT was used

to control Anopheline vectors from 1946 until 1988, when it changed for PYRs. A

systematic survey of An. funestus and An. arabiensis was engaged in 1999 by the

Lubombo spatial development initiative (Mozambique, Swaziland, and South

Africa). It showed a high level of PYR resistance in these mosquitoes and led

to a policy change: CXs replaced PYRs (no CX resistance in 2000). In 2003,

high ace-1R frequency was detected, so that DDT was reintroduced in 2006 to con-

trol CX resistance and for cost problems; in 2006, PYR resistance in An. arabiensis

was no longer detectable (Casimiro et al., 2006a,b). Overall, resistance baseline

data and monitoring allowed effective adaptation of policies keeping malaria under

control (it decreased from 88% in 2000 to 33% in 2005; Sharp et al., 2007b).

14.5 Conclusion

The natural history of mosquito-borne diseases is complex, and the interplay of cli-

mate, ecology, vector biology, and many other factors defies simplistic analyses.

The recent resurgence of many of these diseases is a major cause for concern. Its

principal determinants are politics, economics, and human activities (rather than

climate change). In order to control these diseases and ameliorate the socioeco-

nomic burden they cause in developing countries, vector control remains a power-

ful and accessible tool. However, it is urgently required to change the treatment

strategies to manage the development of insecticide resistance. This includes using

alternative tools to insecticides for vector control, preserving the remaining insecti-

cides by carefully planning their use to minimize resistance selection, and finally

establishing continuous survey of resistance at a local scale by implicating the local

population, a difficult but essential task to set goals and evaluate success. Several

survey sites in different conditions are required for sentinel purposes, together with

some baseline information, to rapidly detect resistance, identify the mechanisms,

and change the policies adequately (Kelly-Hope et al., 2008). In order to achieve
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this survey, basic tools like bioassays remains most powerful, and should always be

a preliminary step before more complex and more costly analyses. Clearly, the

greatest challenge for successful vector and disease control is the coordination of

the different actors (chemical industries, researchers, politics, control agencies, and

local populations), which do not have the same agendas, motivations or economical

interests.

Besides its implications in public health and development, insecticide resistance

remains a powerful evolutionary biology model to study the contemporary adapta-

tion of organisms to a changing environment. It indeed allows a complete and inte-

grative study, from the molecular mechanisms to the fitness consequences at the

individual level and their impacts on insect population dynamics and interactions

with pathogens. Moreover, it is for once pleasant to constat that these rather funda-

mental approaches of evolutionary biology may have a direct impact in the society

and help design new strategies for the successful control of some of the most

threatening human diseases (Michalakis and Renaud, 2009).
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Fournier, D., Mutéro, A., 1994. Modification of acetylcholinesterase as a mechanism of

resistance to insecticides. Comp. Biochem. Physiol. 108C, 19�31.

Fournier, D., Bride, J.M., Mouchès, C., Raymond, M., Magnin, M., Bergé, J.B., et al., 1987.
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15.1 Introduction

15.1.1 Significance and Control of Vector-Borne Disease

Vector-borne diseases are responsible for a substantial portion of the global disease

burden causing B1.4 million deaths annually (Campbell-Lendrum et al., 2005;

Figure 15.1) and 17% of the entire disease burden caused by parasitic and infectious

diseases (Townson et al., 2005). Control of insect vectors is often the best, and some-

times the only, way to protect the population from these destructive diseases. Vector

control is a moving target with globalization and demographic changes causing

changes in infection patterns (e.g., rapid spread, urbanization, appearance in nonen-

demic countries); and the current unprecedented degradation of the global environment

is affecting rates and patterns of vector-borne disease in still largely unknown ways.

15.1.2 Contributions of Genetic Studies of Vectors to Understanding
Disease Epidemiology and Effective Disease Control Methods

Studies of vector genetics have much to contribute to understanding vector-borne

disease epidemiology and to designing successful control methods. Geneticists

have performed phylogenetic analyses of major species; have identified new spe-

cies, subspecies, cryptic species, and introduced vectors; and have determined

which taxa are epidemiologically important. Cytogeneticists have shown that the

evolution of chromosome structure is important in insect vector speciation.

Population geneticists have uncovered the complex population structures of insect

vector populations. Monitoring gene flow among populations has revealed the geo-

graphic coverage needed for control and the source of insects appearing following

pesticide applications. Genetic control methods such as the sterile insect technique

(SIT) (Krafsur, 2002), or introduction of refractory traits or transgenic symbionts
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carrying molecules toxic to pathogens, although still largely theoretical, can add to

the arsenal. Molecular genetics and new genome and proteome tools promise

advances in understanding the genetic basis of vector capacity including habitat

and host preference, innate immunity, drought tolerance, and insecticide resistance,

among other phenomena, and the development of new attractants and repellents.

15.1.3 Chapter Overview

In this chapter we review what is known about the genetics of the vectors of three

of the most important vector-borne diseases: African sleeping sickness, Chagas dis-

ease, and malaria.

15.2 Genetics of Tsetse Flies, Glossina spp. (Diptera:
Glossinidae), and African Trypanosomiasis

15.2.1 Introduction

Tsetse flies (Diptera: Glossinidae) are among the most important insects in sub-

Sahara Africa because they are obligate blood feeders and the vectors of African

trypanosomiasis, caused by trypanosomes (Mastigophora: Kinetoplastida:

Trypanosomatidae) that kill humans and domestic mammals. It is hard to overesti-

mate the importance of African trypanosomiasis. More than 50 million people are

said to be at risk for human African trypanosomiasis (HAT) in 37 countries (WHO,

2006). Trypanosomiasis in domestic animals is termed Nagana, and was estimated

to cost African agriculture US $4.5 billion per year (Reinhardt, 2002) via loss of

food, dung, and drafting power. Conservative estimates claim approximately
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Estimates by WHO sub-region for 2002 (WHO World Health Report, 2004).
the boundaries shown on this map do not imply the expressionof my opinion whatsoever on the 
part of the World health Organixation concerning the legal status of amy country, territory, city or area
or of its authorities, or concerning the delimation of its frontiers or boundaries. Dotted lines on maps
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© WHO 2005. All rights reserved.

Figure 15.1 Estimates of vector-borne disease deaths per million inhabitants, with

permission, copyright WHO.

Source: Available from http://www.who.int/heli/risks/vectors/vector/en/index.html
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450,000 HAT cases in 1997 declined to 10,880 by 2007 (Barrett, 2006; WHO,

2006). Simarro et al. (2008) offer a comprehensive epidemiological review.

Tsetse (pronounced “tsee-tsee”) flies (Figure 15.2) and trypanosomes (Figure 15.3)

have many interesting and unusual biological features. Here I briefly review the princi-

ple biological and ecological features of tsetse flies with an emphasis on their popula-

tion structures and relationships with trypanosomes. Citations are kept to a minimum,

with emphasis on recent literature. Much fuller treatments of tsetse flies, trypanosomia-

sis, and African trypanosomes are available in texts by Buxton (1955), Ford (1971),

Jordan (1993), Leak (1998), and Maudlin et al. (2004). Specialist reviews include

Gooding and Krafsur (2004, 2005) for genetics, Krafsur (2003, 2009) for population

genetics, and Walshe et al. (2009) for tsetse�trypanosome�symbiont interactions.

15.2.2 Systematics and Biology of Tsetse Flies in a Nutshell

The Family Glossinidae

Systematics and unresolved taxonomic problems were reviewed by Jordan (1993)

and Gooding and Krafsur (2005). Tsetse flies are assigned to the family Glossinidae

(McAlpine, 1989). All extant tsetse flies are classified into a single genus Glossina

Wiedemann 1830. Four subgenera have been described. Austenina, Nemorhina, and

Glossina correspond to the Fusca, Palpalis, and Morsitans species groups, respec-

tively. In general, Fusca group flies are forest inhabitants, Palpalis are riverine and

lacustrine (living near lakes), and Morsitans group flies are savanna inhabitants.

Subgenus Machadomyia consists only of two G. austeni subspecies. There is an

Figure 15.2 Resting tsetse.

Source: Photo courtesy of the DFID

Animal Health Program.

Figure 15.3 Trypanosoma brucei in blood.

Source: Photo courtesy of the DFID Animal

Health Program.
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unnamed, extinct sister group known from the Florissant shale of Colorado, dating

some 38 mya and similar tsetse-like fossils were uncovered in Oligocene strata in

Germany indicating formerly a much wider geographic distribution. Thirty-four taxa

have been described, consisting of 23 species and 7 species complexes of 17 named

subspecies that differ slightly morphologically, if at all. Most subspecies are allopat-

ric. Morphological species identification is not easy.

Species Complexes of Medical Importance: G. morsitans s.l., G. palpalis s.l.,
and G. fuscipes s.l.

Three species complexes are geographically widespread and of much medical and

economic importance. Some constituent taxa have been examined genetically in

G. morsitans s.l., G. palpalis s.l., and G. fuscipes s.l. The most thoroughly exam-

ined is G. morsitans s.l. and its close relative, G. swynnertoni. G. morsitans s.l.

comprises G. morsitans morsitans, G. m. centralis, and G. submorsitans. Genetic

data suggest longstanding isolation. G. palpalis s.l. comprises G. p. palpalis and

G. p. gambiense; recent studies suggest incipient speciation in G. p. palpalis (Ravel

et al., 2007; Dyer et al., 2009). The foregoing taxa are allopatric and hybrid males

are sterile, the females typically sterile or semisterile (Gooding, 1993). G. fuscipes

s.l. consists of G. f. fuscipes, G. f. martini, and G. f. quanzensis. There is no known

cross-breeding work on this species complex.

Glossina Life History

All Glossina are exclusively hematophagous. Reproduction is viviparous by adeno-

trophic viviparity. In this unusual birthing process, found in several insect taxa, an

egg develops into a larva within the mother, the mother deposits the mature larva

in an appropriate microhabitat, and the animal pupariates in the soil (Figures 15.4

and 15.5). In tsetse flies, one egg develops at a time within the “uterus” and the

subsequent larva develops to maturity within its mother over a 9- or 10-day inter-

val. Adult development from the deposited larva requires about 28 days at tropical

temperatures. The youngest larvapositing female is at least 15 days old, so the min-

imum time necessary to produce two offspring is 25 days. Compensating for slow

reproduction are their survival rates, which for adult females typically exceed a

mean 97% per day in stable and growing populations. Generation time for savanna

species is 45�50 days and population-doubling time is at least 35 days. Hargrove

Figure 15.4 Tsetse larviposition.

Source: Photo courtesy of the DFID Animal

Health Program.
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(2003, 2004) authoritatively reviewed the essentials of tsetse demography and its

consequences for fly population management.

15.2.3 Biogeography

Distribution

Most tsetse fly populations occur within latitudes 12�N to 25�S, about one-third of

the African continent (Figures 15.6�15.8). To oversimplify, moisture availability is

Figure 15.5 Tsetse pupae: light are young

and dark are older.

Source: Photo courtesy of the DFID

Animal Health Program.

Figure 15.6 Distribution of Morsitans group tsetse flies predicted from satellite imagery

courtesy of ERGO Ltd and TALA, Oxford, with permission.

Source: Available from http://ergodd.zoo.ox.ac.uk/.
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limiting to the north and low temperatures limit southern distribution. Thus tsetse

flies are largely confined to sub-Saharan Africa, although relict populations of

G. pallidipes and G. palpalis have been recorded in the southwestern corner of the

Arabian Peninsula. They are likely survivors from earlier times when more equable

climates prevailed. It would be interesting to examine their genetic affinities.

Distribution maps of 30 tsetse taxa are available and correlations of distribution

with satellite imagery indices confirm that each has rather specific temperature and

precipitation requirements (Rogers and Robinson, 2004).

15.2.4 Genetics and Population Genetics

Cytogenetics

All tsetse flies examined cytologically have two pairs of metacentric autosomes

and a sex bivalent: 2N5 41XY. Many also have heterochromatic supernumerary

chromosomes that vary in number within and among taxa. Sex chromosome

Figure 15.7 Distribution of Fusca group tsetse flies predicted from satellite imagery

courtesy of ERGO Ltd and TALA, Oxford, with permission.

Source: Available from http://ergodd.zoo.ox.ac.uk/.
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polymorphisms have been recorded in wild G. p. palpalis. Well-banded polytene

chromosomes can be obtained from pupal trichogen cells. Examination of poly-

tenes in Morsitans and Palpalis flies has demonstrated that taxa can be separated by

pericentric and paracentric inversions (Figure 15.9). Surveys of polytene chromo-

some diversity in natural populations remain to be undertaken and should prove

highly informative.

Genetic Variability Based on Allozymes

Allozyme, microsatellite, and mitochondrial variation has been assessed in all

Morsitans and most medically important Palpalis group taxa (Table 15.1).

Allozyme diversities have also been assessed in some Fusca taxa. Allozyme diver-

sities are fairly homogeneous among the taxa examined. Diversity, defined as the

mean heterozygosity over loci, is about 6% in tsetse and compares with 10�20%

in other Diptera such as Musca, Stomoxys, Haematobia, and Drosophila. The best

explanation for the difference is that genetic diversity is inversely proportional to

effective population sizes. Effective population size, Ne, is the harmonic mean

number of reproducing individuals in an ideal population that have the same allele

Figure 15.8 Distribution of Palpalis group tsetse flies predicted from satellite imagery

courtesy of ERGO Ltd and TALA, Oxford, with permission.

Source: Available from http://ergodd.zoo.ox.ac.uk/.
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frequencies as an actual population under study. Glossina population numbers aver-

aged over time and space are much less than the common Diptera with which they

have been compared. Diversities at polymorphic allozyme loci, on the other hand,

are of the same magnitude as those in other Diptera. There is good empirical evi-

dence in G. pallidipes for balancing selection that favors allozyme heterozygotes.

Genetic Variability Based on Microsatellite Loci

Microsatellite loci in genomic DNA have been identified in Morsitans and Palpalis

group flies (Table 15.2). Many loci are shared across subgenera. Microsatellite

diversities, averaged over loci, varied from a low 0.43 in G. f. fuscipes up to 0.81

in G. m. submorsitans. The mean over 6 taxa and 58 population samples is 0.70
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Figure 15.9 Chromosome inversions arise by

two simultaneous breaks, indicated by arrows,

followed by inversion of the interior segments

and rejoins with the “wrong” partners. A

paracentric inversion (chromosomes 1-2)

occurs in one arm of a chromosome and a

pericentric inversion (3-4) includes the

spindle fiber attachment region (dark circles)

and both arms of a chromosome. Note that

pericentric inversions can result in a change in

chromosome morphology.

Table 15.1 Allozyme Variation in Tsetse Flies Compared with Other Diptera

Taxa Number

of Loci

Percent

Polymorphic

Mean Alleles

per Locus

Mean

Diversity, He

Diversity at

Polymorphic Loci

G. m. morsitans 45 20.0 1.4 6.6 29.9

G. m. centralis 31 32.3 1.4 6.0 18.7

G. swynnertoni 34 17.6 1.2 7.2 40.5

G. pallidipes 38 26.3 1.5 6.8 25.4

Musca domestica 68 53.4 2.5 18.3 36.7

Musca autumnalis 50 62.0 2.4 18.6 30.5

Stomoxys calcitrans 38 52.6 1.8 9.6 18.2
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and compares with a mean 0.86 over 14 samples of the cosmopolitan housefly,

Musca domestica. Here, again, we see that a larger effective population size results

in greater diversity.

Genetic Variability Based on mtDNA

Mitochondrial variation has also been assessed in Glossina. Examination of cyto-

chrome oxidase subunit I and ribosomal 16S2 loci in large samples of Morsitans

and Palpalis group flies disclosed many variants (Table 15.3). Mitochondrial diver-

sity (only 18 haplotypes) was least in G. swynnertoni although allozyme variation

was about the same as in other taxa. This tsetse fly occupies a relatively small

region of north-central Tanzania. Further, it has been subject to extensive control

procedures and its range has contracted. Mitochondrial variation is single copy and

inherited matrilineally and more sensitive to demographic flux than diploid, nuclear

Table 15.2 Microsatellite Diversities and Tests for Random Matings F in Glossina spp. and

the Housefly

Number of

Populations

Number

of Loci

Alleles per

Locus

Diversity

He

Within Demes

FIS

Among

Demes FST

G. m. morsitans 6 6 11.0 6 5.6 0.73 6 0.06 0.03 6 0.03 0.19 6 0.05

G. m. morsitans 9 7 28.6 6 4.5 0.74 6 0.05 0.17 6 0.07 0.13 6 0.01

G. m. centralis 7 7 8.8 6 3.7 0.70 6 0.09 20.12 6 0.04 0.19 6 0.04

G. m. submorsitans 7 7 12.7 6 6.2 0.81 6 0.04 0.03 6 0.03 0.17 6 0.07

G. pallidipes 21 8 26.8 6 8.7 0.80 6 0.03 0.07 6 0.03 0.18 6 0.02

G. f. fuscipes a 8 5 8.2 6 3.6 0.43 6 0.07 0.11 6 0.05 0.22 6 0.07

Musca domestica 14 7 7.9 6 1.1 0.86 6 0.02 0.08 6 0.02 0.13 6 0.02

a(Abila et al., 2008)

Table 15.3 Mitochondrial Diversities and Genetic Differentiation in Wild Glossina Species

Method Number of

Populations

Number

of Flies

Number of

Haplotypes

Haplotype

Diversity, HS

FST

G. m. morsitans SSCP 5 111 25 0.81 6 0.04 0.09 6 0.02

G. m. morsitans ABI 3730 7 96 33 0.81 0.40 6 0.08

G. m. centralis SSCP 6 265 7 0.54 6 0.16 0.81 6 0.07

G. m. submorsitans SSCP 7 282 26 0.51 6 0.12 0.35

G. pallidipes SSCP 21 624 39 0.42 6 0.02 0.52 6 0.001

G. pallidipes ABI 3730 23 873 181 0.73 6 0.09 0.47 6 0.07

G. p. gambiensis SSCP 13 372 9 0.18 0.68

G. swynnertoni ABI 3730 8 149 18 0.59 6 0.10 0.04 6 0.003

G. f. fuscipes a ABI 3730 22 284 36 0.91 6 0.008 0.60 6 0.07

a(Beadell et al., 2010)
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variation. As already discussed with regard to G. pallidipes, natural selection favors

allozyme heterozygotes.

Rationale for Diversity Levels Observed

Low diversities in G. m. centralis and southern African G. pallidipes reflect earlier

demographic events. The rinderpest epizootic that began in the late nineteenth cen-

tury is said to have killed 90% or more of the mammalian population of central

and southern Africa with the virtual elimination of Morsitans group flies, that only

slowly recovered from undetectably small numbers (Ford, 1971). In G. pallidipes,

microsatellite and mitochondrial diversities were less in southern Africa than in

East Africa and both were strongly correlated with each other, but neither was cor-

related with allozyme diversity. In contrast to the allozyme diversities, mitochon-

drial and microsatellite variation was consistent with a severe and prolonged

reduction in population sizes in southern Africa. Allozyme variation was con-

served, however, and differentiation at allozyme loci among populations was much

less than at microsatellite and mitochondrial loci providing a good example of

balanced polymorphism, discussed further later.

15.2.5 Population Structure

Breeding structure and gene flow have been examined in G. morsitans s.l., G. palli-

dipes, G. swynnertoni, G. f. fuscipes, G. p. palpalis, and G. p. gambiense. These are

among the chief vectors of African trypanosomes. Some of the foregoing taxa were

sampled over much of their geographic ranges and lab cultures of some were com-

pared with genetic data from field samples. Two generalities emerged from the

investigations: random genetic drift was pronounced in all taxa, leading to highly

significant levels of genetic differentiation among conspecific populations. Most

population samples were differentiated even when within 25�50 km of each other,

and genetic diversity in lab cultures was only mildly attenuated compared with

their field cousins, with the possible exception mitochondrial diversity (8 haplo-

types, Hs5 0.36) in a longstanding G. austeni culture. Estimates of genetic differ-

entiation among subpopulations are provided by FST and its analogs. FST may be

defined as the among-subpopulation variance in gene frequencies as a fraction of

the variance among all individuals and is interpreted as departures from random

mating among subpopulations. The accompanying tables provide mean estimates of

FST taken over all samples and indicate low levels of gene flow (Tables 15.2 and

15.3). The theoretical, mathematical relationship between genetic differentiation

and gene flow is a reciprocal one such that the number of reproducing migrants

exchanged among demes is proportional to the inverse of FST. For most tsetse taxa

examined, the mean numbers of reproductive flies exchanged among populations is

generally less than one to two per generation, indicative of strong genetic drift. No

work has been reported on the breeding structures of vectors G. brevipalpis,

G. tachinoides, G. longipalpis, and G. f. quanzensis.
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Explanations for Population Structure Observed

How may we best interpret the significant levels of genetic differentiation among

conspecific tsetse populations? Mark-recapture studies have shown strong propensi-

ties to disperse (reviewed by Rogers, 1977; Leak, 1998; Hargrove, 2003). Thus,

mean displacement rates of savanna-inhabiting tsetse flies were a mean 252 m d21.

The foregoing rate predicts rapid dispersion and a frontal advance of approximately

5 km y21, thereby counteracting genetic drift. Theory indicates that numerically lit-

tle gene flow is necessary to do so (Wright, 1978). Assuming numerically significant

rates of dispersion among demes, how may we account for the high levels of genetic

drift typically recorded? Spatial variation in natural selection offers an explanation.

Agents of natural selection include prevailing temperature and moisture regimes

that govern the distribution of tsetse flies. It has been shown that among regional,

conspecific G. pallidipes and G. morsitans populations, different discriminant mod-

els and predictor variables best describe their distributions (Rogers and Robinson,

2004). This provides empirical evidence that spatially separated demes have adapted

to their different environments, perhaps accounting for a measure of the genetic dif-

ferentiation typically observed. Tests of hypotheses were performed on G. pallidipes

in five ecologically diverse sites in Kenya and Zambia where the prevailing climates

substantially differ. Hypotheses tested included homogeneity in among-population

thermal tolerances, desiccation tolerances, body water amounts, lipid amounts, and

spontaneous locomotory activities. Population responses were nearly homogeneous

and little potential for evolutionary change was detected (Terblanche et al., 2006).

Cuticular hydrocarbons and lipids are important in water conservation and sex

recognition and could, in principle, provide evidence of local adaptation. The chief

sex pheromone in G. pallidipes did not differ among flies from Ethiopia,

Zimbabwe, and five independently derived lab cultures (Carlson et al., 2000), nor

in four diverse Kenya populations (Jurenka et al., 2007). Hydrocarbon quantities

differed among populations, but did not correlate with environmental variables.

The foregoing genetic studies indicate that genetic drift in tsetse is typically

stronger than gene flow. We have no direct evidence to support selection as an iso-

lating mechanism. Drift is inversely proportional to effective population size, and

tsetse maximum reproductive rates are low. For now, it seems we cannot reject the

hypothesis that random genetic drift operates principally as a consequence of small

effective population sizes and spatial isolation.

15.2.6 Commensals and Symbionts in Tsetse Flies

Three maternally transmitted microorganisms can be found in tsetse (Aksoy, 2000;

Walshe et al., 2009, for reviews). These are Wolbachia pipientis, an intracellular

parasitic Rickettsia that causes cytoplasmic incompatibility in some insect spe-

cies, but cytoplasmic incompatibility has not been demonstrated experimentally in

tsetse flies; Wigglesworthia glossinidia is an intracellular, obligatory symbiont that

produces essential vitamins and other substances absent in the host fly’s blood

meals. This bacterium has been sequenced and has a small genome a bit less than
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700 kb. Studies indicate an association of W. glossinidia with vector competence in

host flies in the laboratory. Sodalis glossinidius occurs in some species and strains

of tsetse flies and it demonstrates much genotypic diversity. Its genome has also

been sequenced. Wolbachia and Sodalis incidence vary among natural tsetse species

and populations. In natural conspecific tsetse populations, Sodalis glossinidius prev-

alence varies spatially and its presence in fly colonies can favor susceptibility to try-

panosome infection. There is empirical evidence from Cameroon of a statistical

association of Sodalis with trypanosome (T. brucei s.l., T. congolense) infections

(Farikou et al., 2010).

15.2.7 Population Genetics of African Trypanosomes

Trypanosome Systematics of T. b. brucei, T. b. gambiense, and T. b.
rhodesiense

Trypanosome systematics was reviewed by Stevens and Brisse (2004). Only the medi-

cally and economically most significant taxa are dealt with here because they are the

best known. Trypanosoma brucei s.l. consists of T. b. brucei, T. b. gambiense, and

T. b. rhodesiense. They cannot be distinguished morphologically. T. b. brucei is a

widely distributed parasite of ungulates and a chief agent of nagana. It cannot infect

people. HAT is caused in east and southern Africa by T. b. rhodesiense, and in west

and central Africa by T. b. gambiense. These cause clinically distinct diseases but both

are invariably lethal unless carefully treated by expert medical help. T. b. rhodesiense

infection is clinically acute; its reservoirs include humans and cattle. Infection with

T. b. gambiense is chronic and much slower to kill, however, this form accounts for

most human cases. In the decade between 1997 and 2006, 97% of reported HAT cases

were caused by T. b. gambiense (Simarro et al., 2008). Its reservoirs are principally

humans but there is tangible evidence for other mammalian hosts (Njiokou et al.,

2006). In mammals, trypanosomes undergo continuous antigenic variation, thereby

defying host immune responses. Most HAT foci, about 200 in number, are localized

and longstanding, but epidemics occur, some of great magnitude (Buxton, 1955; Ford,

1971).

Identification of Different Species of Trypanosome

In addition to T. b. brucei, economically significant agents of animal trypanosomia-

sis include T. congolense and T. vivax. Identification of trypanosome infection in

the field depends on clinical criteria and microscopic diagnosis of trypanosomes,

however, lacks adequate sensitivities. There is a useful card agglutination test for

T. b. gambiense good for mass screening but no such test for T. b. rhodesiense.

PCR-based specific diagnostic tools are available for experimental uses but sensi-

tive, inexpensive, diagnostic tests for field use are urgently required. Chappuis

et al. (2005) reviewed diagnostic options.

422 Genetics and Evolution of Infectious Diseases



Trypanosome Genetic Diversity

Much genetic diversity has been demonstrated within T. brucei subspecies; Koffi

et al. (2009) used microsatellite loci to demonstrate high levels of genetic differen-

tiation among geographic isolates of T. b. gambiense from patients and extraordi-

nary levels of genetic homogeneity in isolates from single patients (i.e., strong

linkage disequilibrium and negative FIS), indicative of strong clonal structure. Simo

et al. (2010) also demonstrated strong population structure in T. brucei among 72

isolates (67 were T. b. gambiense) from nine foci in west and central Africa with

the same results. Indeed, HAT epidemics usually demonstrate clonal etiologies,

including those caused by T. b. rhodesiense.

Trypanosome Population Structure

Although trypanosome population structure is typically clonal, superinfections of

two or more strains have been found in B9% of 137 cryopreserved isolates of the

three T. brucei subspecies from mammalian hosts across Africa (e.g., Balmer and

Caccone, 2008). Meiosis and genetic recombination of T. b. brucei in G. morsitans

have been conclusively demonstrated experimentally and take place in the fly’s

salivary glands (Gibson et al., 2008). In principle, genetic recombination is impor-

tant epidemiologically because it would allow the evolution of new strains; its fre-

quency and extent among natural populations is unknown but likely to be quite

low. For now, genetically and spatially representative sampling of Trypanosoma

brucei s.l. in the field is technically and operationally problematic because the tech-

nology of trypanosome recovery is inadequate and survey costs great.

Short vector dispersal distances could explain, in principle, spatially differenti-

ated trypanosome populations. The question of trypanosome adaptation to local vec-

tor populations is relevant. Low trypanosome infection rates in tsetse (,1%) are

typical because only a small fraction of ingested trypanosomes establish infective

forms in the insect’s salivary glands and there are multiple mechanisms of tsetse

immunity to trypanosome infection (Aksoy and Rio, 2005, and Walshe et al., 2009,

for reviews).

15.2.8 Genomics

Glossina Genomics

The genome of G. m. morsitans is being sequenced via the shotgun approach and its

transcriptome made available. Annotated expressed sequence tag libraries in G. m.

morsitans are available and continue to grow. There is also a bacterial artificial chro-

mosome library (http://bacpac.chori.org). A G. m. morsitans gene database is available

from http://old.genedb.org/genedb/glossina/, ftp://ftp.sanger.ac.uk/pub/pathogens/Glossina/

morsitans/ and http://www.vectorbase.org/index.php. Sequencing the G. p. palpa-

lis genome has been proposed (Askoy, 2010). Its genome is c. 7000 mb, compared

with c. 600 mb in G. m. morsitans and c. 278 mb in Anopheles gambiae.
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Trypanosome Genomics

Trypanosoma b. brucei has been sequenced (Berriman et al., 2005). Its genome is

c. 26 mb. Partial shotgun sequencing of T. b. gambiense is underway and whole

genome shotgun sequencing of T. congolense and T. vivax has begun. Details and

sequences are available at the Wellcome Trust Sanger Institute: http://www.sanger.ac.

uk/Projects/G_morsitans. The genomes are now available of tsetse symbiotic enteric

bacteria Sodalis glossinidia (Toh et al., 2006) andWigglesworthia glossinidia (Akman

et al., 2002). TheWolbachia pipientis genome is also available (Wu et al., 2004).

The foregoing developments are promising because they greatly facilitate

research by providing a framework for functional studies and may lead ultimately

to more effective drug chemotherapies for trypanosomiasis and provide important

insights into trypanosome morphological differentiation and cellular adaptations to

its vector, much of which are poorly understood (Sharma et al., 2009). Additional

practical applications for genomic research have been identified (Askoy et al.,

2010) and discussed (Walshe et al., 2009).

15.2.9 Tsetse Population Management and Relevance of Genetic Studies

A Brief History of Attempts at Population Management

There are no vaccines for HAT and pharmaceutical treatment is expensive, danger-

ous, and unavailable to millions of people most at risk. Thus, African trypanosomia-

sis is best controlled by eliminating its insect vectors. Older methods of tsetse

population management included destruction of wildlife that serve as trypanosome

reservoirs, removal of vegetation that can harbor tsetse flies, and insecticidal appli-

cations. None of these methods taken separately or together have afforded long-term

control because of invasion from nearby, untreated populations. Genetic methods

have been advocated and tested (see Gooding and Krafsur, 2005, for review and cri-

tique). The SIT has been applied experimentally to several tsetse taxa (reviews in

Hargrove, 2003; Klassen and Curtis, 2005). In theory, cytoplasmic incompatibility

can be used to introduce high genetic loads (leading to reduced reproductive capacity)

into a natural population and replace it with innocuous conspecific forms. Current

research, elegant in concept and design, involves developing transgenic Sodalis

glossinidius to express trypanolytic substances and building a Wolbachia-infected

line of tsetse containing the transformed symbionts (Aksoy et al., 2001; Aksoy,

2003). The Wolbachia is then used to introduce cytoplasmic incompatibility when

released into an uninfected natural population. Uninfected, wild-type females are at

a reproductive disadvantage because they are sterile when mated with Wolbachia-

infected males. In theory, the engineered, trypanosome-refractory line eventually

replaces the wild-type, trypanosome- susceptible tsetse population.

The Promise and Limitations of Genetic Population Management

How applicable are genetic methods of tsetse population management and trypano-

somiasis control likely to become? An eradication program utilizing population
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reduction by insecticide-laced targets and SIT was carried out against G. austeni on

Unguja Island (Zanzibar). Sterile male releases, begun in August 1994, were ended

in December 1997. G. austeni has not reappeared since. Hargrove (2003) authorita-

tively evaluated the Zanzibar results and concluded that application of SIT on the

continent is contraindicated because of its very high dollar costs, poor sterile fly

competitiveness, and the availability of other proven cost-effective methods.

Examination of the SIT for tsetse flies, via a useful simulation model, has shown the

method is economically and ecologically inappropriate even under the best-case sce-

narios modeled (Vale and Torr, 2005). Replacement of natural vector populations

with conspecific nonvectors, while elegant in theory, seems impractical because it

depends on: (1) the successful development, production, and release of adequate

numbers of reproductively competitive flies carrying Wolbachia and genetically

transformed commensals, (2) a thorough knowledge of vector-trypanosome ecology

throughout the region to be treated, (3) absence of trypanosome strains resistant to

the trypanocidal substance(s), and (4) the age structure of target populations will

cause lengthy population response times such that long generation times and high

survival rates require continuous releases of an engineered tsetse strain over long

intervals to expose target population virgins to the engineered released forms. Thus,

the financial costs of field application and follow-up are likely to be enormous and

difficult to sustain.

Conventional Tsetse Population Management

Applicable conventional methods include reduction of vector survival probabilities

and densities via traps and targets, sequential aerial applications of low-volume

insecticides, and targeted applications of pour-on insecticides to cattle at risk (Torr

et al., 2005). Odor-baited, deltamethrin-impregnated targets and carefully plotted

and timed aerial applications of deltamethrin eliminated G. m. centralis from the

Okavango delta in Botswana during 2001�2002 (Kgori et al., 2006). The tsetse has

not been detected since in the treated 15,900 km2 (6139 mi2) area even though

untreated populations continue in nearby Zambia and Angola.

15.2.10 Further Work Needed

Barriers to developing further scientific knowledge of tsetse fly and trypanosome

biology include a severe paucity of laboratory cultures representative of natural

populations. Much work on trypanosomes is without reference to their vectors in

nature and some may be irrelevant, therefore, to field conditions. Culture of tsetse

flies is extraordinarily labor intensive, often difficult, and expensive. Few colonies

now exist and most have been extant for many years, subject to inadvertent selec-

tion and inbreeding. Of 34 taxa, only nine are in culture: G. austeni, G. pallidipes,

G. m. morsitans, G. m. centralis, G. m. submorsitans, G. tachinoides, G. p. palpalis,

G. p. gambiense, and G. f. fuscipes. The pronounced genetic variation among natu-

ral tsetse populations argues for geographically more extensive sampling across the

geographic range to assess genetic variation and reciprocal crossing of different
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lines to assay fertilities and uncover sibling species. Because of the importance of

commensal organisms in tsetse physiology and vector capacity, a better understand-

ing of their prevalence, genetic diversity, and geographic distribution is also

required. Vector�parasite coadaptations have important epidemiological and eco-

nomic consequences but how they vary spatially is unknown.

Regarding tsetse fly population management, it is noteworthy that their histori-

cal distribution and abundance is unchanged except for their elimination in rela-

tively small areas on the northern and southern margins—southwestern Zambia,

northeastern Zimbabwe, northern Nigeria, and the Okavango in Botswana.

Proposed genetic approaches to trypanosomiasis control are interesting and related

research is yielding important scientific insights, but laboratory elegance alone

would seem unlikely to overcome the dynamic nature of tsetse fly populations in

their natural habitats. Nevertheless, exploitation of the rapidly accumulating geno-

mic databases may lead eventually to highly efficacious and affordable trypanoso-

miasis control.

15.2.11 Concluding Remarks

Current knowledge of pathogenic trypanosome genetic variation in the field and

corresponding variation in vector tsetse fly species and populations are insufficient

to support a thorough understanding of trypanosomiasis epidemiology and epizooti-

ology. Better methods are required for assessing trypanosome prevalence and

genetic variation in the field. Comprehensive geographical sampling is required of

trypanosome variation vis-à-vis that of their tsetse vectors. The breeding structures

of G. brevipalpis, G. f. quanzensis, and G. longipalpis are unknown and these are

the vectors in Mozambique and much of central Africa. The present view that

most, if not all, Morsitans and many Palpalis group populations are local may serve

to define areas in which systematic vector management schemes may be applied

without massive immigration from untreated, conspecific populations. An effective

and affordable genetically based area-wide tsetse fly population management is

unlikely to be developed in the foreseeable future.

15.3 Genetics of the Triatominae (Hemiptera, Reduviidae)
and Chagas Disease

15.3.1 Introduction

Distribution and Importance

American trypanosomiasis is a zoonosis caused by the flagellate protozoa

Trypanosoma cruzi and is restricted to the New World. The distribution of animal try-

panosomiasis is widespread from the southern United States to Patagonia (roughly

40�N to 45�S). Foci of the human disease (also called Chagas disease) range from

Mexico to the northern half of Argentina, mostly in poor rural areas where houses are

426 Genetics and Evolution of Infectious Diseases



infested with insect vectors belonging to the sub-family Triatominae (Hemiptera,

Reduviidae). Chagas disease is amongst the most serious of the so-called neglected

tropical diseases. It can be fatal in its early acute stage, but more usually progresses to

a debilitating chronic disease that affects up to 30% of infected people and involves

severe cardiac and intestinal lesions (Schofield, 1994). The World Bank (1993) ranked

Chagas disease as by far the most serious of the parasitic diseases affecting Latin

America, with a considerable social and economic impact far in excess of the

combined impact of malaria, leishmaniasis, and schistosomiasis.

After a peak estimate of 24 million people infected and 100 million at risk in

the second part of the twentieth century (Walsh, 1984), regional Chagas control

initiatives (Southern Cone, Andean, Central American, and Amazonian) have

resulted in a dramatic reduction of disease prevalence due to decreased vector

transmission and an increase in blood donation screening. A 1990 estimate of

16�18 million people infected has been reduced to a current estimate of B9 mil-

lion infected (Schofield et al., 2006).

Vector Transmission

The Triatominae, also known as kissing or conenose bugs, are the sole vectors of

American trypanosomiasis (Figure 15.10). A triatomine vector becomes infected

with T. cruzi by feeding on the blood of an infected person or animal. Following

the blood meal, it generally deposits urine and feces on the host skin and the para-

site is transmitted through the feces of infected vectors. T. cruzi is a stercorian try-

panosome, meaning the infective forms develop in the digestive tract of the vector.

Genetic Structure of Trypanosoma cruzi

The genetic structure of T. cruzi is predominantly clonal, with restricted recombina-

tion, as various cellular strains persist as stable genotypes that can spread through

large geographic regions (Tibayrenc et al., 1986; Tibayrenc and Breniere, 1988).

Rare genetic exchange, over evolutionary time, has had a profound impact on the

adaptation of T. cruzi to new environments, vectors, and hosts, including humans

(Vallejo et al., 2009). The biological, biochemical, and genetic diversities of

Figure 15.10 Sylvan T. infestans caught

on a sticky trap (Noireau trap). Note the

smaller nymphal stages as well as the

larger adult on the right. Photographer,

François Noireau.
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T. cruzi strains has long been recognized along with their eco-epidemiological com-

plexity, and numerous approaches have been used to characterize the population

structure of T. cruzi. Recently, a consensus was reached that T. cruzi strains should

be referred to by six discrete typing units (T. cruzi I�VI) (Zingales et al., 2009).

15.3.2 Systematics and Biogeography

Phylogeny of the Triatominae

There is consensus that the Triatominae are derived from predatory Reduviids. On the

other hand, their monophyletic or polyphyletic origin is still in dispute (Hypsa et al.,

2002; de Paula et al., 2005). According to Lent and Wygodzinsky (1979), all triato-

mines derived from a single ancestral form, with the defining synapomorphic trait

being the bloodsucking habit and associated morphological and physiological adapta-

tions; and this monophyletic hypothesis was supported by results of a comprehensive

study of 16S rDNA sequence over a large number of taxa (Hypsa et al., 2002) and

recently, by cladistic analyses of Reduviidae based on genes sequences and morpho-

logical characters (Weirauch, 2008; Weirauch and Munro, 2009). This hypothesis is

difficult to reconcile with the wide geographical distribution and “nest-dwelling” habit

of Triatominae, because it implies that a specialized ancestral nest-dweller would sub-

sequently adapt to range of different habitats associated with a range of different hosts

(Schofield, 1988). By contrast, several arguments suggest that the Triatominae repre-

sent a polyphyletic group derived from different lineages within the predatory

Reduviidae. Evidence is adduced from comparative differences between tribes in form

(different tribes in Triatominae have a body form that matches that of distinct subfa-

milies in Reduviidae), and also at the level of salivary gland physiology and parasite

susceptibility (Schofield and Galvão, 2009). More recent studies based on DNA

sequence showed disruption of the Rhodniini1Triatomini clades by predatory taxa,

supporting the idea of polyphyletic origins (de Paula et al., 2005).

The Five Triatominae Tribes

Triatominae are generally classified into 5 tribes and 15 genera and include, at

present, some 140 species. One species (Triatoma rubrofasciata) is widespread

both in the New World and some tropical regions of Asia and Africa. A few others

are found only in Asia and India (Galvão et al., 2003). However, most species

(B125) occur exclusively in the New World, between latitude 42�N (northeast

United States) and 46�S (Argentine Patagonia) (Lent and Wygodzinsky, 1979;

Schofield and Galvão, 2009). The species of epidemiological importance belong to

the two tribes Rhodniini and Triatomini that seem to be relatively phylogenetically

distant (de Paula et al., 2005). Cryptic species, which are thought to arise through

morphological convergence of two different species in competition for similar habi-

tats, seem uncommon in Triatominae (Dujardin et al., 2009). They were apparently

detected within Triatoma sordida (Noireau et al., 1998; Panzera et al., 2006),

R. robustus (Monteiro et al., 2003), and Triatoma dimidiata (Marcilla et al., 2001;
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Panzera et al., 2006), although the latter species showed phenotypic differences as

well as genetic (Bustamante et al., 2004; Dorn et al., 2007).

The Rhodniini Tribe
The tribe Rhodniini contains two genera, Rhodnius and Psammolestes.

Mitochondrial cytochrome b gene (cyt b) genealogies tend to support the existence

of two lineages within the tribe Rhodniini: the pictipes and the robustus lineages

(Abad-Franch and Monteiro, 2007). The pictipes lineage includes species from both

the eastern (pictipes, stali, brethesi, and some sylvan species) and western sides of

the Andes (pallescens, colombiensis, and ecuadoriensis). The members of the robus-

tus lineage, also including the genus Psammolestes, are found east of the Andes

(Abad-Franch et al., 2009). Within the robustus lineage, the species forming the pro-

lixus group (R. prolixus, R. robustus, R. neglectus, and R. nasutus) are particularly

difficult to distinguish. One of these (R. prolixus) is a primary domestic vector of

Chagas disease (Figure 15.11) while the three others are synanthropic species that

can invade or even sporadically colonize man-made ecotopes. The specific status of

R. robustus, which is virtually indistinguishable from R. prolixus, has been clarified

by the sequence analysis of a fragment of the mitochondrial cyt b gene. R. robustus

currently includes four cryptic species. R. robustus I occurs in Venezuela (Orinoco
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Figure 15.11 Approximate current distribution of Rhodnius prolixus.

Source: Data from WHO (1989). Linda Waller, artist; James Gathany, photographer (Centers

for Disease Control and Prevention).
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region) and is more closely related to R. prolixus than to the other three cryptic

species found in the Amazon region (Monteiro et al., 2003).

The Triatomini Tribe
Two genera belonging to the Triatomini tribe (Panstrongylus and Triatoma) are of epi-

demiological importance. The phylogeny of Panstrongylus is currently under discus-

sion, although there is evidence supported by cladistic, molecular, morphometric, and

cytogenetic studies, suggesting the existence of northern and southern clades (Patterson

et al., 2009). Only the placement of P. megistus is discordant. Indeed, it is largely

southern in its distribution and is unusual cytogenetically, having only 18 autosomal

chromosomes compared to the 20 autosomes of other Panstrongylus (Crossa et al.,

2002). Triatoma is the most numerous genus of Triatominae, with 80 formally recog-

nized species (Schofield and Galvão, 2009). North American, Central American, and

Caribbean species as a whole seem genetically separate from the South American spe-

cies, that is, in parallel to the northern and southern clades of Panstrongylus species.

The “Infestans” Subcomplex
The subcomplex infestans sensu (Schofield and Galvão, 2009) includes the species

infestans, delpontei, and platensis. T. infestans was and still remains the most

important and widespread vector of Chagas disease (Figure 15.12) in the Southern
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Figure 15.12 Approximate current distribution of Triatoma infestans.

Source: Data from Schofield (2006). Linda Waller, artist; James Gathany, photographer

(Centers for Disease Control and Prevention).
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Cone countries, whereas the latter two species are closely associated with bird

nests. These three species are very closely related and have the same diploid chro-

mosome number 2N5 22 (20 autosomes1XX/XY). They also have several cyto-

genetic traits that differ from all other triatomines, including large autosomes,

C-heterochromatic blocks, and meiotic heteropycnotic chromocentres formed by

autosomes and sex chromosomes (Panzera et al., 1995). All evidence indicates that,

within this subcomplex, T. platensis is the closest relative to T. infestans (Bargues

et al., 2006). The status of T. infestans and T. platensis as two distinct species is

almost entirely based upon their ecological niche separation.

T. dimidiata, the Major Vector in Mesoamerica
T. dimidiata has become the most important vector of Chagas disease in Mexico,

Central America, and northern Andean countries of South America, since control

activities to eliminate R. prolixus have made substantial progress (Figure 15.13).

T. dimidiata has extensive phenotypic, genotypic, and behavioral diversity in sylvan,

peridomestic, and domestic habitats across its geographic range. Recent studies

strongly suggest that this taxon, which has been historically regarded as a single spe-

cies, includes a cryptic species and perhaps as many as three subspecies distributed

in specific geographic areas with different epidemiological importance (Marcilla
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Figure 15.13 Approximate current distribution of Triatoma dimidiata.

Source: Data from WHO (1989). Linda Waller, artist; James Gathany, photographer (Centers

for Disease Control and Prevention).
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et al., 2001; Panzera et al., 2006; Dorn et al., 2007, 2009; Bargues et al., 2008).

These current distinctions between taxa have major implications for transmission

capacity and vector control.

15.3.3 Basic Biological and Ecological Features

Life Cycle of the Triatominae

The life cycle of the Triatominae is composed of egg and five nymph stages, which

will reach sexual maturity from a few months (R. prolixus, T. infestans) to more

than 1 year (T. dimidiata, P. megistus). All the stages feed on vertebrate blood but

deprived of access to blood, some species can feed on other arthropods, a relic

ancestral trait (Schofield, 1988). Bugs may survive for more than a month without

access to food, depending on other environmental conditions, such as temperature.

In most Triatominae, including strictly sylvan ones, it is worth noting a relative

lack of host specificity in the feeding habits. Exceptions are observed in some

ornithophylic species (Psammolestes spp. and T. delpontei) or the tropicopolitan

T. rubrofasciata that feed preferentially on rodents.

Life History of the Triatominae

During the day, in sylvan as well as in the domestic environment, the Triatominae

remain motionless, hidden inside their refuges. At nightfall, they may walk or fly

(adults) to look for blood (Figueiras and Lazzari, 2000). Beyond the locomotor

capacity, it is important to distinguish two dispersion modes in the Triatominae:

active and passive dispersion. Both walking and flying constitute active dispersion.

Flight orientation is apparently random, but it seems that during its flight the bug

can be attracted to light. Passive dispersion is transportation of generally immature

stages by an animal host or with the familiar objects carried or worn by the human

host. This latter mode of dispersion is the most important to explain the territorial

expansion of the main vectors (T. infestans, R. prolixus, T. dimidiata) (Schofield,

1988).

As a general but not absolute rule, the habitat of the Triatominae offers shelter

and easy access to a blood source with a stable availability of hosts. According to

Schofield (1988) and Gaunt and Miles (2000), each of the three most epidemiologi-

cal important genera of Triatominae is virtually always associated with a particular

habitat. So, species of the genus Rhodnius are primarily associated with palms, the

genus Panstrongylus has predominantly evolved in burrows and tree cavities, and

the genus Triatoma in terrestrial rocky habitats or rodent burrows. If this assump-

tion is generally true for the genera Rhodnius and Panstrongylus, it is more ques-

tionable for the genus Triatoma, in which species may be found exclusively in

trees or in both habitats (arboreal and terrestrial) in different localities (e.g., for

T. infestans, T. sordida, and T. guasayana, Andean populations live in rockpiles

and lowland populations in hollow trees).
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Effects of Anthropogenic Change and Domicilation

Environmental disturbance caused by humans and resulting in damage to triatomine

habitat may lead to changes in insect habitats, breeding behavior, and host prefer-

ence. These disturbances and subsequent starvation are certainly the main causes of

flight dispersal, which can lead to settlement in artificial structures. Domesticity is

the key determinant of vector capacity in the Triatominae. Only the species adapted

to human dwellings, which represent less than 5% of the total number of species,

are actively contributing to transmission. The distinction between intrusion, domi-

ciliation, and domestication may help in defining the epidemiological importance

of populations or species of Triatominae (Dujardin et al., 2000). Intrusion occurs

when adult specimens of sylvan species are present inside human dwellings, proba-

bly attracted by light or introduced by passive carriage. In this situation, there is no

evidence of colonization (eggs, nymphs, exuviae are not found). Domiciliation

represents a tentative adaptation to the house and corresponds to the finding of

eggs and exuviae, and small colonies of adults and nymphs in the house (which

means the complete cycle of the insect is occurring inside the house). For example,

this situation has been described for Triatoma sordida in Bolivia (Noireau et al.,

1997). The definition of domestication includes the above criteria for domiciliation,

with an additional one related to the geographic scope. It is no longer a local, geo-

graphically restricted observation, but concerns a more widely extended territory

with obvious arguments supporting migration by passive carriage. It is important to

recall that the existence of “domesticated” species does not exclude the existence

of sylvan foci. Wild populations of T. infestans and R. prolixus were recorded in

Bolivia and Argentina, and Venezuela, respectively (Noireau et al., 2005;

Fitzpatrick et al., 2008). More research is needed to understand the factors allowing

a species to reach a high level of adaptation to the domestic habitat. We know that

the adaptation systematically reduces the size of the insect (Schofield et al., 1999;

Caro-Riaño et al., 2009). Another sort of plasticity, that is behavioral and related to

habitat selection, might also factor into the adaptation. In the sylvan environment,

species can exclusively inhabit a particular microhabitat (e.g., rockpiles or trees).

However, when they invade the peridomestic/domestic environment (Figure 15.14),

they can adapt to different habitats and occupy substrates that they do not colonize

in the sylvan environment (de la Fuente et al., 2008). In order to provide an initial

operational evaluation of each species, it may be useful to adopt a classification

system based on a scale describing the degree of adaptation: (1) restricted to the

sylvan environment, (2) infestation of peridomestic structures, (3) intrusion into

houses, (4) domiciliation, and finally, (5) domestication; and the epidemiological

importance (proved or putative vector vs. species without a documented role in the

transmission of T. cruzi to humans).

MacArthur and Wilson (1967) distinguished “r” and “K” demographic strategies

defining populations occupying unstable or stable habitats, respectively. If the “r”

strategy is typically the one of mosquitoes, the “K” strategy is congruent with

domestic Triatominae that are relatively large insects, produce small quantity of des-

cendants (about 100 eggs during the life in a female of T. infestans), have an
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extended developmental cycle, poor active dispersal capacity, and are timid feeders.

Triatominae do not exhaust the resources of their environment; rather seem to opt

for an optimal use. Finally, they would probably be unable to recover or to escape to

other richer environments after a catastrophic mortality (Rabinovich, 1974). Thus,

extinction would be the fate of “K” strategist when confronted with an adverse envi-

ronment, as observed for the domestic species of Triatominae, which have been tar-

geted by international vector control programs (Schofield and Dias, 1999).

15.3.4 Triatominae Genetics

Cytogenetics

Triatomine chromosomes are holocentric; that is, there is not a single identifiable

centromere, but rather the centromere function is spread out along the entire chro-

mosome (see review of triatomine cytogenetics in Panzera et al., 2010). Therefore,

even if a chromosome is fragmented, the fragments will be appropriately aligned

and segregated during mitosis and meiosis. All but three species of triatomines

examined cytologically contain 20 autosomes. The majority of the species also con-

tain a single sex bivalent, XY for males and XX for females (2N5 201XY).

However, in some species the X chromosome is fragmented (in both males and

females) into two or (rarely) three fragments. For example, a T. dimidiata male

contains 23 chromosomes, consisting of 20 autosomes, plus an X fragmented into

Figure 15.14 House and peridomestic area (rock walls, granery) in Bolivian Andes.

Photographer, François Noireau.
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two pieces (males, 2N5 201X1X2Y); and in T. vitticeps the X is in three pieces

(e.g., females) (2N5 201X1X1X2X2X3X3). The fragmented X is found in nearly

all North American Triatoma species, whereas most South American species have

the XY system. Variation in the amount and location of heterochromatin has been

observed, most notably with a significantly greater amount of C-banded heterochro-

matin in Andean T. infestans as compared to non-Andean (Panzera et al., 2004). In

the Andean, thought to represent the ancestral form, C-heterochromatic blocks are

present on the majority of the 22 chromosomes, whereas in non-Andean specimens,

heterochromatic regions are restricted to only 4�7 autosomes. This additional het-

erochromatin correlates with B30% more DNA in the specimens from the Andes.

T. infestans is thought to have lost DNA during the dispersal process from an origin

in the Bolivian Andes. Chromosomal differences were also important in uncovering

a cryptic species in T. dimidiata (Panzera et al., 2006). The power of chromosome

diversity analysis in resolving taxonomic and phylogenetic questions is just begin-

ning to be realized. Recent advances such as fluorescent in situ hybridization and

comparative genome hybridization will add to this power.

Population Genetics

Genetic Diversity in Triatomine Populations
Variability of triatomine populations has been assessed by allozymes (reviewed in

Dujardin et al., 2002), nuclear and mitochondrial DNA sequence, and by microsatel-

lite markers. In general, two main vectors in South America, T. infestans and R. pro-

lixus, show less genetic diversity than Central and North American species by

isozyme analyses (Table 15.4). This lower genetic diversity is also seen with very

low levels of variability in R. prolixus mtDNA (cyt b, Table 15.5); with only three

haplotypes observed in 41 specimens (Monteiro et al., 2003) or 14 haplotypes/B550

specimens (Fitzpatrick et al., 2008). T. infestans also shows a similar cyt b diversity

(7 haplotypes/62 specimens, Giordano et al., 2005), whereas Central American

T. dimidiata shows high (15 cyt b haplotypes/58 specimens (Blandon-Naranjo et al.,

2010)) or extremely high levels (21 haplotypes/23 specimens, Dorn et al., 2009);

however, the latter is from a region containing the cryptic species and so likely

reflects interspecific variability. A single North American population of T. sanguisuga

showed the astonishing number of 37 haplotypes/54 specimens; a possible cryptic

species in this population is being investigated (de la Rua, et al., unpublished data).

Nuclear (ITS2) sequence data also supports higher diversity in T. dimidiata popula-

tions as compared to T. infestans and R. prolixus (Table 15.5). This may be due to

the fact that over most of their range T. infestans and R. prolixus are exclusively

domestic; it has been suggested that domestication results in a diminished genetic

repertoire perhaps due to founder effects and genetic drift in isolated populations

(Schofield et al., 1999). However, some studies report no difference in allele fre-

quencies (allozymes, T. infestans, Dujardin et al., 1987) or haplotype diversity (cyt

b, R. prolixus, Fitzpatrick et al., 2008) between domestic and sylvatic populations,

and in other studies, a higher haplotype diversity was noted in domestic as compared

to sylvatic populations (cytochrome oxidase sequence, T. infestans, Piccinali et al.,
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Table 15.4 Isozyme Diversities of Triatomine Populations

North and Central

American Species

n Number

of Loci

%

Polymorphic

Mean

Diversity, He

Reference

T. barberi 35 17 18 0.038 Flores et al.

(2001)Mexico

T. dimidiata 18 16 50 0.187 Flores et al.

(2001)Mexico

T. longipennis 39 17 53 0.109 Flores et al.

(2001)Mexico

T. pallidipennis 31 17 29 0.072 Flores et al.

(2001)Mexico

T. picturata 28 17 41 0.124 Flores et al.

(2001)Mexico

South American

Species

R. prolixus 90 22 22 0.06 Harry et al.

(1992)Colony, Venezuela

R. prolixus 181 19 10.6 0.017 Harry et al.

(1993)Colony, Venezuela

R. prolixus 41 10 9.1 0.011 Lopez et al.

(1995)Colombia

R. prolixus 8 17 0 0.0 Dujardin et al.

(1998b)Colombia

R. prolixus 12 12 8.0 0.01 Monteiro et al.

(2002)Colony, Venezuela

T. infestans 37 19 15.7 0.04 Dujardin and

Tibayrenc

(1985a)

Bolivia

T. infestans NS 19 5 Ho5 0.015 Dujardin and

Tibayrenc

(1985b)

Peru

T. infestans 36 18 15.3 H5 0.178 Frias and Kattan

(1989)Chile

T. infestans 177 19 16 H5 0.049 Dujardin et al.

(2002)Bolivia

T. infestans 50 17 52.9 0.074 Garcia et al.

(1995)Colony, Argentina

T. infestans 1044 24 4�13 0.050 Pereira et al.

(1996)Bolivia and

Uruguay

T. infestans

Bolivia, Peru,

Uruguay, and

Brazil

1154 19 5 0.049 Dujardin et al.

(1998a)
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Table 15.5 Mitochondrial and Nuclear Diversities in Triatomine Populations

North and Central

American Species

Method Number of

Populations

Number

of Insects

Number of Haplotypes or
aMean Alleles per Locus

Mean Diversity,

HS or He

Reference

T. dimidiata cyt b 7 58 15 NS Blandon-Naranjo et al.

(2010)Costa Rica

T. dimidiata cyt b NS 23 21b NS Dorn et al. (2009)

Mexico and Guatemala

T. dimidiata 16S rDNA 7 58 6 NS Blandon-Naranjo et al.

(2010)Costa Rica

T. dimidiata ITS2 47 113 24c HS5 0.822
Ð

Bargues et al. (2008)

7 countries

T. dimidiata ITS2 26 47 11c NS Dorn et al. (2009)

Mexico and Guatemala

T. dimidiata 4 ML 12 295 10.3ab He5 0.805‡ Dumonteil et al. (2007)

Mexico

T. sanguisuga cyt b 1 54 37 HS5 0.978 de la Rua, et al.,

unpublished dataUnited States

South American

Species

R. prolixus cyt b 12 41 3 NS Monteiro et al. (2003)

4 countries

R. prolixus cyt b 33 551 14 HS5 0.432 Fitzpatrick et al. (2008)

Venezuela

T. infestans cyt b 9 33 4 NS Monteiro et al. (1999)

Brazil, Bolivia, and

Argentina

T. infestans cyt b 30 62 7 HS5 0.448 Giordano et al. (2005)

Bolivia

T. infestans co I 54 244 37 HS5 0.766 Piccinali et al. (2009)

Peru, Bolivia,

Uruguay, Argentina

(Continued)
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Table 15.5 (Continued)

North and Central

American Species

Method Number of

Populations

Number

of Insects

Number of Haplotypes or
aMean Alleles per Locus

Mean Diversity,

HS or He

Reference

T. infestans 16S rDNA 16 130 18 HS5 0.030 Segura et al. (2009)

Argentina

T. infestans 12S1 16S

rDNA

5 40 13 HS5 0.538 Garcia et al. (2003)

Argentina

T. infestans ITS2 7 7 2 NS Marcilla et al. (2000)

Paraguay

T. infestans ITS2 31 35 5 NS Bargues et al. (2006)

7 countries

T. infestans ITS1, 5.8S,

ITS2

31 35 7 HS5 0.298 Bargues et al. (2006)

7 countries

R. prolixus 9�10 ML 33 555 3.1a He5 0.476 Fitzpatrick et al. (2008)

Venezuela

T. infestans 10 ML 1 34 10.7a He5 0.753 Garcı́a et al. (2004)

Argentina

T. infestans 10 ML 19 598 6.8a He5 0.588 Pérez de Rosas et al.

(2007)Argentina

T. infestans 10 ML 21 352 17a He5 0.72 Marcet et al. (2008)

Argentina

T. infestans 9 ML 6 111 7.3a He5 0.656 Richer et al. (2007)

Bolivia

T. infestans 10 ML 6 238 5.6a He5 0.432 Pérez de Rosas et al.

(2008)Bolivia

T. infestans 10 ML 23 253 14.5a NS Pizarro et al. (2008)

Bolivia

ML5microsatellite loci, HS5 haplotype diversity, He5 expected heterozygosity, Ho5 observed heterozygosity, H5 heterozygosity, NS5 not stated.
aMean number of alleles per locus.
bFrom area with cryptic species present.
cCryptic species removed.

4
3
8

G
en
etics

an
d
E
v
o
lu
tio

n
o
f
In
fectio

u
s
D
iseases



2009). An alternative hypothesis is that low genetic variability reflects rapid and

recent expansion due to passive dispersal (Dujardin et al., 1998b). T. dimidiata and

other Central and North American species are widespread in sylvan, peridomestic,

and domestic habitats. Survival in these very diverse habitats may have resulted in

distinct selective pressures, thus maintaining genetic diversity. Interestingly, the

strong selective pressure of pesticide application can result in diminished genetic

variability (Garcia et al., 2003) or no effect or even an increase in the genetic vari-

ability in a population (Pérez de Rosas et al., 2007, 2008). The authors speculate that

the reduction in population may not be as severe as expected (i.e., less genetic bottle-

neck effect) or that the high variability may be due to genetic drift in subpopulations,

where each subpopulation retains a different combination of alleles. If that is fol-

lowed by rapid growth of the population, it may be preserving the genetic diversity.

Importance of Population Genetic Studies for Taxonomy and Control
Effective control methods require correct identification of the target population,

and genetic studies have been important in taxonomic clarification in the triato-

mines, including an understanding of the epidemiological importance of sylvan popu-

lations. For example, genetic studies demonstrated that domestic R. prolixus is not a

derivative of the sylvan R. robustus but, in fact, is a separate species, diminishing the

concern that R. robustus might be epidemiologically important (Lyman et al., 1999).

To date genetic studies have not identified cryptic species in T. infestans. However, it

is a polytypic species, meaning that genetically and morphologically distinguishable

forms have been described, which when mated result in fertile offspring. In addition

to the cytogenetic differences in the Andean compared to non-Andean T. infestans,

these taxa can be distinguished by nuclear (with one exception, Bargues et al., 2006)

and mtDNA (Giordano et al., 2005) with a significant FST between Andean and non-

Andean populations. Interestingly, despite all these differences, offspring resulting

from laboratory crosses between the two taxa are fertile (Panzera et al., 2004).

Distinct chromatic T. infestans variants have also been identified. A “dark morph”

was indistinguishable from other T. infestans by allozyme analysis, however, differs

in nuclear (Bargues et al., 2006) and mtDNA sequence (Monteiro et al., 1999).

Another dark variant found in Argentina, first identified as T. melanosoma, is now

considered a subspecies of T. infestans, T. i. melanosoma, based on several character-

istics (Monteiro et al., 1999; Bargues et al., 2006). Recent mtDNA analyses suggest a

divergent taxon in T. infestans in Argentina (Piccinali et al., 2009). T. dimidiata also

appears to be a polytypic species, with the number of divergent taxa still under investi-

gation (reviewed in Dorn et al., 2007). Genetic studies also revealed a cryptic species

in T. dimidiata (Marcilla et al., 2001) as well as in T. sordida, T. brasiliensis, R. robus-

tus, and R. ecuadoriensis (reviewed in Abad-Franch and Monteiro, 2005). Studies are

underway to understand the epidemiological importance of the distinct taxa. The find-

ing of these morphologically similar but genetically divergent cryptic species has led

to the suggestion that triatomines show “morphological plasticity,” that is, rapid mor-

phological change in response to environmental selection that may reflect convergent

evolution rather than shared ancestry (Dujardin et al., 1999).
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Hybrids, Cryptic Species, and Introgression in the Triatominae
Natural hybrids between species also occur in triatomines such as T. infestans and

T. platensis (Abalos, 1948) and T. dimidiata and the cryptic species from the

Yucatan Peninsula, Mexico (Herrera-Aguilar et al., 2009). In the former case the

two species occupy distinct ecological niches and the rare hybrids are fertile over

many generations. In contrast, for T. dimidiata, populations are sympatric, how-

ever, decreased fitness of hybrids may be what is maintaining .5 million year sep-

aration of the species. (The time of separation is based on a molecular clock using

ITS2 divergence rates; Bargues et al., 2008.) Introgression of mtDNA was sug-

gested because of similar mtDNA sequence in T. infestans and T. platensis (Garcia

and Powell, 1998). Discordant phylogenies based on nuclear and mtDNA provide

stronger evidence of introgression between R. prolixus and R. robustus (Fitzpatrick

et al., 2008), T. platensis and T. delpontei (Mas-Coma and Bargues, 2009), T. dimi-

diata and the cryptic species (Herrera-Aguilar et al., 2009), and Mepraia spinolai

and M. gajardoi (Calleros et al., 2010).

Population Structure
Studies investigating gene flow among populations have been important in under-

standing the geographic coverage needed for successful control, the source of tria-

tomines appearing following pesticide treatment, the role of peridomestic and

sylvan populations in human transmission; and would be important to understand

the potential spread of an introduced genetically modified symbiont. Triatomines

are generally poor flyers; however, some species can fly up to 1 km and even wing-

less nymphs can walk tens of meters (Núñez, 1987). Passive transport by humans

and perhaps even migratory birds (via eggs or nymphs) has been important in

spreading and mixing populations. The overall results of population genetic studies

in T. dimidiata and T. infestans show that at larger geographic scales (populations

.50 km apart) there is generally a gradient of allele frequency differences among

populations consistent with an “isolation by distance” model (Wright, 1943). At

smaller geographic scales, the picture is more complicated, varies geographically,

and sometimes is affected by the pesticide application history.

Where R. prolixus is present in both domestic and sylvan ecotopes, shared

mtDNA haplotypes and a nonsignificant FST using 10 microsatellite loci demon-

strated gene flow between these populations and indicated that sylvan R. prolixus

poses a risk for reinfestation of treated houses (Fitzpatrick et al., 2008).

Population Structure of T. dimidiata Across its extensive range, T. dimidiata

shows quite different behaviors ranging from living exclusively in domestic and

peridomestic habitats, to seasonally entering homes, to living exclusively in syl-

van areas. Therefore, substantially different degrees of migration and gene flow

might be expected among different populations. For domestic T. dimidiata popula-

tions, there appears to be high gene flow among houses within a village and among

nearby villages (up to 27 km distance) by RAPD-PCR (FST5 0.025 and 0.019,

respectively, Table 15.6) giving an estimated 9.7�12 mating migrants per genera-

tion (Nm) (Dorn et al., 2003). With the same technique Ramirez et al. (2005)
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Table 15.6 Subdivision of T. dimidiata, R. prolixus, and T. infestans Populations by

Microsatellite Analyses

Species/

Country

Number

of Loci

Number of

Insects per

Population

Geographic

Distance

FST Reference

Among villages

T. dimidiata 4 11�34 ,280 km 0.06a Dumonteil

et al. (2007)Mexico

T. dimidiata 8 28�30 ,13 km 0.07 Stevens, et al.,

unpublished

data

Guatemala

T. infestans 10 20�37 ,30 km θ5 0.135 Pérez de Rosas

et al. (2007)Argentina

T. infestans 10 28�70 ,220 km θ5 0.169 Pérez de Rosas

et al. (2008)Argentina

T. infestans 10 12�99 ,31 km 0.02�0.2 Marcet et al.

(2008)Argentina

T. infestans 10 9�78 ,100 km 0.06 Pizarro et al.

(2008)Bolivia

Among houses

T. dimidiata 8 2�7 NS 0.07�0.27 Stevens, et al.,

unpublished

data

Guatemala

R. prolixus 9�10 14 NS 20.02 Fitzpatrick

et al. (2008)Venezuela

T. infestans 10 11�24 NS θ5 0.05�0.07 Pérez de Rosas

et al. (2007)Argentina

T. infestans 10 9�30 ,2.5 km 0.02�0.16 Marcet et al.

(2008)Argentina

T. infestans 10 15�31 ,1.3 km 0.10 Pérez de Rosas

et al. (2008)Argentina

T. infestans 10 3�14 ,1.5 km 0.07 Pizarro et al.

(2008)Bolivia

Among ecotopes

R. prolixus 9�10 12�39 Among ecotopes 0.002�0.2 Fitzpatrick

et al. (2008)Venezuela

T. infestans 9 6�31 ,1.1 km, among

sylvan

0.002�0.02 Richer et al.

(2007)Argentina

T. infestans 9 6�32 ,1.1 km sylvan

vs. domestic or

peridomestic

0.03, 0.11 Richer et al.

(2007)Bolivia

T. infestans

Bolivia

10 36�42 ,750 m

domestic vs.

peridomestic

0.03 Pizarro et al.

(2008)

aFrom area with cryptic species present.
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showed movement of at least two or three mating migrants per generation

(FST5 0.07) among nearby (within 10�200 m) domestic, peridomestic, and sylvan

(cave) populations. Also by RAPD-PCR, nearly half the individuals within a single

house were unrelated, again supporting substantial migration by T. dimidiata

(Melgar et al., 2007). In localities where T. dimidiata seasonally enters houses,

results of microsatellite analyses showed a high gene flow among nearby houses

(FST5 0.037), villages (FST5 0.055, within 250 km), and between the forest and

houses (FST5 0.01�0.03, 1�280 km), for an Nm5 5�25 (Dumonteil et al., 2007).

However, the cryptic species was later discovered in this area, so these results need

to be confirmed with the identity of the samples known. More recently, in an area

of domestic T. dimidiata, microsatellite analyses showed a weak but statistically

significant genetic structure among populations within 12 km (FSg5 0.07 or about

three mating migrants per generation between towns) and among houses

(FST5 0.07�0.27) (Stevens et al., unpublished data). Twenty-four genetic clusters

were spread across seven villages, and most insects were only distantly related to

others in the same house, again supporting substantial movement among houses

and villages. This high migration among nearby houses, villages, and even sylvan

locations by T. dimidiata means that simply treating individual houses or even

villages with pesticides is not likely to be effective (Figure 15.15).

Population Structure of T. infestans Results using allozyme analyses show gene

flow between nearby (B20�50 km) T. infestans domestic, and domestic and sylvan

populations with a smaller panmictic unit observed in some localities (Dujardin

et al., 1987, 1998b; Brenière et al., 1998). With higher resolution microsatellite mar-

kers, geographic variation in the degree of subdivision of populations was again

observed, and in certain areas pesticide application appeared to affect population

subdivision. In most localities movement was quite limited as there was significant

genetic differentiation among villages and houses within a village (Pérez de Rosas

et al., 2007, 2008; Marcet et al., 2008) (Table 15.6). The number of genetically

related clusters identified is close to the number of villages studied in several studies

(8 clusters in 10 villages, Marcet et al., 2008; 5 in 5 villages, Pizarro et al., 2008;

7 clusters in 6 villages, Pérez de Rosas et al., 2008) and generally most clusters were

localized to just one or a few villages. Taken together results indicate that T. infes-

tans shows limited gene flow, likely due to limited migration.

Results of most, but not all, studies indicate gene flow among nearby ecotopes

for T. infestans and R. prolixus (Dujardin et al., 1987; Monteiro et al., 1999;

Giordano et al., 2005; Fitzpatrick et al., 2008; Table 15.6).

So overall, T. dimidiata populations present more diversity than do those of

T. infestans or R. prolixus. T. dimidiata also shows more migration than does

T. infestans based on the differentiation among populations (by FST) and the

number and distribution of genetically related clusters in villages.

Implications for Control

These results have important implications for control. With a long life span and

low genetic diversity, one might hope to avoid development of insecticide
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resistance in T. infestans. Unfortunately, insecticide resistance has been noted in

several populations, perhaps partly due to inadequate pesticide application

(Gonzalez Audino et al., 2004; Picollo et al., 2005; Toloza et al., 2008). Although

not presently known, it is likely just a matter of time before resistance will also

appear in the more diverse T. dimidiata.

Understanding the amount of gene flow among populations can inform the geo-

graphic coverage needed for control. The low gene flow detected among most

domestic T. infestans populations made it an excellent target and is probably the

reason for the success of the Southern Cone Initiative, which has achieved the

remarkable average reduction of 94% in Chagas disease incidence in the Southern

Cone countries (WHO, 2002). Application of residual pesticides in houses has also

been extremely effective in the elimination of most populations of the exclusively

domestic R. prolixus in Central America (Yamagata and Nakagawa, 2006).

However, where sylvan and peridomestic T. infestans populations occur in addition

Figure 15.15 Fumigation using residual

pesticides in Guatemala. Photographer,

Patricia Dorn.
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to domestic, gene flow among the three ecotopes can at least partially explain the

control failures in the Gran Chaco region (northern Argentina, Bolivia, and

Paraguay), along with emergence of resistance to pyrethroids (Noireau et al.,

2005). Understanding the source of insects appearing after pesticide treatment, if

they are not simply resistant, is enormously important to designing effective control

strategies. Population genetic studies have identified nearly all “reinfestants” as

survivors or migrants from nearby peridomestic sites (Dujardin et al., 1996; Garcia

et al., 2003; Pérez de Rosas et al., 2007; Pizarro et al., 2008). Peridomestic sites,

with their extremely heterogeneous microhabitats, are particularly challenging for

control. Gene flow among sylvan and domestic R. prolixus in Venezuela and the

substantial migration seen among T. dimidiata populations means that simply

spraying houses is unlikely to be effective for these species. Indeed, even in areas

where sylvan T. dimidiata populations are unknown, reinfestation confounds con-

trol efforts (Yamagata and Nakagawa, 2006). Where peridomestic and sylvan popu-

lations are present, methods such as the use of screens and house improvements

will be necessary to control transmission (Ferral et al., 2010; Monroy et al., 1998).

And certainly if the genetically modified gut symbiont, developed to kill T. cruzi in

the triatomine gut (CRUZIGUARD), is to be applied in the field (Beard et al.,

2002), the migration pattern of the target vector population needs to be understood

to predict the potential spread of the symbiont.

15.3.5 Further Work Needed

Genetic studies have been important in understanding the Triatominae at all levels:

phylogenetic, taxonomic, and population. Results have contributed to an under-

standing of the epidemiology of Chagas disease and provided important informa-

tion toward the design of effective control strategies. However, much remains to be

done.

There is a need to reevaluate phylogenetic relationships and taxonomy of the

Triatominae that were previously based on morphology and isozymes using new

phenotypic and genetic markers and sampling methods that avoid biases.

Phylogenetic and taxonomic questions remain at the tribe (Alberproseniini,

Bolboderini, Cavernicolini, Linshcosteini), genus (Meccus, Mepraia, Eratyrus) and

species level (T. dimidiata [and the phyllosoma complex], T. sordida, T. brasilien-

sis). Species classification originally based on phenotypic characters, which is now

in some cases contradicted by genetic data, needs to be revised. Species of

Triatominae that occupy substantial geographical ranges may display clinal varia-

tion (revealed by genetic differences) along a major latitudinal axis. If populations

of such species are sampled over a wide area, clinal variation can be assessed. On

the other hand, if populations are sampled much more focally, the sampled subsets

may be considered in isolation—and receive specific designation—when they may

in fact represent components of an unknown continuous population (Schofield and

Galvão, 2009). Correct identification of organisms is critical to effective control
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and to implying shared behavioral traits. As divergent taxa are uncovered, it is

important to understand their epidemiological importance.

Of particular interest is to understand what forces (geological, ecological,

anthropogenic) have resulted in the subdivision and maintenance of genera, species,

and divergent taxa. Combining new tools in genetics, global information systems,

and mathematical modeling will make it possible to address these questions and

potentially predict future distribution of vector populations, including secondary

vectors showing synanthropic tendencies. Human activities such as control efforts,

global travel, and those resulting in deforestation and climate change are likely to

have a major impact on future vector and Chagas disease distribution.

The diversity of triatomine chromosome structure, even within a species, makes

it a model system for understanding chromosome structure and its evolution, and

the role of heterochromatin. Comparative genomics and proteomics are in their

infancy in triatomine biology. Completion of the R. prolixus genome: http://genome.

wustl.edu/genomes/view/rhodnius_prolixus/#sequences_maps will provide many new

tools for identifying important genes and markers. A Triatoma species genome

should be added to this toolbox. Comparative studies promise advances in under-

standing the genetic basis of vector competence/capacity, reproductive isolation

among sympatric species, as well as genes and proteins involved in hematophagy,

habitat preference especially the important process of domestication, pesticide

resistance, and identification of genes/haplotypes/proteins that are common to tria-

tomines or perhaps important for species-specific behavior. These tools can also

help to unravel vector and parasite interactions and coevolution. Perhaps as in

other vectors, parasite infection could affect vector behavior in ways that increase

transmission, or passage through particular triatomine species could affect parasite

virulence. Where molecular markers provided geneticists with dramatically

increased resolution over isozyme markers, development of new tools such as

single nucleotide polymorphisms (SNP) assays and whole genome sequencing will

provide a new leap in resolution over current molecular methods used in

triatomines.

15.3.6 Concluding Remarks

So, 100 years after its discovery, Chagas disease remains the most serious of the

parasitic diseases affecting Latin America. It is now evident that we will miss the

World Health Organization’s goal of elimination of Chagas disease by 2010.

Intergovernmental control initiatives have been enormously successful at interrupt-

ing transmission caused by domestic triatomines. However, substantial challenges

remain such as vectors with more varied habitats, emergence of insecticide resis-

tance, and demographic and habitat changes that have resulted in the spread of

Chagas to urban and nonendemic regions. New hope for eventual elimination

comes from an integrative approach combining fields such as genetics with Global

Information Systems and mathematical modeling, moving the field from descrip-

tive to predictive, and prevention rather than reaction.
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15.4 The Anopheles gambiae Complex

15.4.1 Introduction

Background and Brief History of Anopheles gambiae Complex Classification

The Anopheles gambiae species complex was initially described as containing six

cryptic species: A. gambiae s.s. Giles, A. arabiensis Patton, A. bwambae White,

A. melas Theobald, A. merus Dönitz, and A. quadriannulatus Theobald. The status

of these species was established via the demonstration of F1 hybrid sterility among

crosses between different A. gambiae s.l. populations (Davidson, 1956, 1964a,b;

Davidson and Hunt, 1973). Subsequent studies revealed that these six species could

be distinguished on the basis of fixed differences in chromosomal inversions

(Davidson et al., 1967; Davidson and Hunt, 1973; Coluzzi et al., 1979). Keys to

distinguish species on the basis of allozyme differences were later developed

(Mahon et al., 1976; Miles, 1979). Species in the complex are distributed through-

out sub-Saharan Africa (Figure 15.16). Two additional species were later described:

A. comorensis Brunhes, le Goff and Geoffroy based on subtle morphological fea-

tures (Brunhes et al., 1997) and A. quadriannulatus species B Hunt, Coetzee and

Fettene based on hybrid male sterility in crosses with A. quadriannulatus (Hunt

et al., 1998). Of the eight species, two, A. gambiae s.s. and A. arabiensis, have the

broadest geographic distribution and are the most important vectors of human

malaria (Gillies and De Meillon, 1968; Coetzee et al., 2000). A. gambiae has been

the most studied with respect to molecular and population genetics, and its whole

genome sequence was published in 2002 (Holt et al., 2002). Natural populations of

A. gambiae s.s. have an extremely complex genetic structure that has been the sub-

ject of a great deal of research. Despite these efforts the population genetics of this

species remains poorly understood.

15.4.2 Levels of Population Genetic Structure in A. gambiae

The ideal gene pool in population genetics is a panmictic population, a homoge-

neous, randomly mating group of individuals that remains the same through time.

To the extent that real populations depart from this they are said to be structured.

A. gambiae s.l. is structured in at least 3 ways: (1) temporal: there are seasonal var-

iations in population size and composition; (2) geographical: they mate locally,

with little migration among villages; and (3) nondimensional: even within the same

location and time, mating is nonrandom.

Temporal Structure

There are seasonal differences in abundance and composition of A. gambiae s.l.

For example, in Banambani, Mali, A. arabiensis and A. gambiae s.s. are present in

large numbers during the rainy season, with a progressive increase of A. gambiae s.s.

during the rainy season and A. arabiensis in the drier months. The bulk of evidence

suggests that they are present, but simply in low numbers (Holstein, 1954). One
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cannot, however, absolutely exclude the possibility that they go locally extinct and

are re-colonized from neighboring areas where permanent water is available (Taylor

et al., 1993). The pattern varies somewhat from place to place, and is especially dif-

ferent in irrigated areas (Diuk-Wasser et al., 2005, 2006).

Geographic Structure

The geographic structure seems to be complex and is poorly understood through

much of the species range. Populations of A. gambiae s.l., as with many species in

the Anopheles, carry high levels of polymorphism in the form of paracentric chro-
mosome inversions. Because inversion frequencies are certainly subject to selec-

tion, most recent attention has been focused on using microsatellite DNA variation,

which is assumed to be neutral with respect to selection, to describe the genetic

Anopheles
arabiensis

Anopheles
gambiae

Anopheles
bwambae

Anopheles melas

Anopheles
merus

Anopheles
quadriannulatus

A and B

Anopheles comorensis
A

B

Figure 15.16 Geographic distribution of species in the Anopheles gambiae complex.

Source: Adapted from Ayala and Coluzzi (2005).
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structure of populations. Utilizing gene frequencies at 9 microsatellite loci,

Lehmann et al. (1999) showed that the Rift Valley in eastern Africa imposes a

huge barrier to gene flow among populations of A. gambiae s.s. there. Lehmann

et al. (2003) subsequently conducted a more extensive study that included 16 sites

in 10 countries spanning continental Africa. A cluster analysis based on FST values

based on gene frequencies for 11 microsatellite loci revealed a major subdivision

among A. gambiae populations in Africa. They identified a northwestern (NW)

population group, containing populations in Senegal, Ghana, Nigeria, Cameroon,

Gabon, Democratic Republic of Congo, and western Kenya, and a southeastern

(SE) group including populations in eastern Kenya, Tanzania, Malawi, and Zambia

(Figure 15.17). Differentiation between these two population groups was relatively

high (FST .0.1). Genetic differentiation among populations within the two groups

was substantially lower and a significant relationship between genetic distance and

geographic distance was observed, consistent with an isolation by distance model

of population structure.

The classic studies of Coluzzi et al. (1979) and the comprehensive survey of

Mali by Touré et al. (1998) have shown widespread geographic variation for chro-

mosome inversion frequencies in populations of A. gambiae s.s. and in A. arabien-

sis. Lehmann et al. (1996) and Lanzaro et al. (1998) demonstrated geographic

structure for microsatellite DNA for populations in Mali, and Besansky et al.

(1994) (with Lehmann et al., 2000) showed the same to be true of mtDNA.

Nondimensional Structure

There is extensive nonrandom mating among genetically distinct subpopulations of

A. gambiae s.s., known as chromosomal and molecular forms (described later).

Taylor et al. (2001) measured the amount of gene flow among these populations

and between species in Mali in a variety of ways. Their measures of gene flow

between forms in Mali seem internally consistent. However, the amount of hybrid-

ization between forms varies considerably from location to location. Because some

forms are more persistently present than others, and even absent at some locations,

the amount of crossing will vary from place to place. There are apparently intrinsic

factors that also play a role in the degree of between-form hybridization.

15.4.3 Polytene Chromosomes and Chromosomal Forms of A. gambiae s.s.

Structure and Methods

Discernable banding patterns in polytene chromosomes of late fourth instar larval

salivary gland cells (Coluzzi, 1966; Coluzzi, 1968; Coluzzi and Sabatini, 1968,

1969) and in nurse cells of developing ovules in half gravid females reviewed in

Coluzzi et al. (2002) served a primary role as a diagnostic technique to separate

members of the A. gambiae complex. The full chromosome compliment that poly-

tenizes consists of one sex chromosome (X) and 4 autosomal arms (2R1 2L and
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Figure 15.17 Top. Unrooted neighbor-joining population tree based on mean FST across

nine microsatellite loci. M and S populations are denoted at the bases of the clades. The

Northwest and Southeast population groups are indicated. Fractions denote branch length

(over 0.01) and integers denote biologically significant bootstrap support values. Bottom:

Map roughly indicating the boundaries of the different population groups. The orange line

separating the Southeast group (in red) from the Northwest group (in green) represents the

location of the Great Rift Valley. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this book.)

Source: Figures adapted from Lehmann et al. (2003).
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3R1 3L). All members of the complex except for A. quadriannulatus A and B can

be distinguished by fixed paracentric chromosome inversion differences on the X,

2R, 2L, and 3L chromosome arms (bold in Figure 15.18; see Figure 15.9 for an

explanation of pericentric and paracentric inversions).

Details of methods used to prepare mosquito polytene chromosomes, originally

derived from those used in Drosophila, appear in a number of publications

(Coluzzi and Sabatini, 1967; Hunt, 1973). Comprehensive methods for salivary

gland and nurse cell polytene chromosome extractions, spreading and staining are

also posted online at the MR4 website, in Anopheles protocols chapters 5.6 and 5.7

(http://www.mr4.org/Portals/3/Methods_in_Anopheles_Research.pdf).

These days, salivary gland chromosomes are seldom used because nurse cell

chromosome spreads are of higher quality. Drawings depicting banding patterns of

partial and full compliments of salivary gland and ovarian nurse cell polytene chro-

mosome with locations of divisions, subdivisions, and positions of the primary

paracentric inversion breakpoints of A. gambiae s.l. are available in numerous pub-

lications (Coluzzi and Sabatini, 1967; Green, 1972; Coluzzi et al., 2002; della

Torre et al., 2002). A photomap of the full chromosome compliment with positions

of divisions, subdivisions, and major inversion breakpoints is provided in

Figure 15.18. To circumvent the need for actual examination of chromosome

spreads to identify inversions, PCR-based (molecular karyotyping) assays have

been developed that can identify individuals in any developmental stage and in

both sexes that carry inversions 2La (White et al., 2007) and 2Rj (Coulibaly et al.,

2007). Complications in interpreting the results using the 2La PCR, due to

Figure 15.18 Photomap of full polytene chromosome complement of A. gambiae s.s.

Forest-M form (collected from Tiko, Cameroon) depicting positions of breakpoints of major

inversions.
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polymorphism within the region being amplified, have been reported (Ng’habi

et al., 2008).

Chromosome Inversion Polymorphism

Multiple polymorphic inversions within all species except for A. quadriannulatus

B, A. merus, and A. comorensis have been recorded (Touré, 1985; Coluzzi et al.,

2002). Inversion polymorphisms are particularly high in A. gambiae s.s. (Pombi

et al., 2008) and a number of subpopulations termed “chromosomal forms” based

on the inversions that characterize them have been described (Coluzzi et al., 1985;

Touré et al., 1998). These include the Bamako, Bissau, Forest, Mopti, and Savanna

forms (Table 15.7). The Savanna form has the broadest distribution occurring

throughout sub-Saharan Africa, the Mopti form predominates in drier habitats in

West Africa, the Forest form occurs in wetter habitats in both East and West

Africa, the Bamako form occurs in habitats along the Niger River in West Africa

and the Bissau form is restricted to West Africa (della Torre et al., 2002). There is

general agreement that inversions represent coadapted gene complexes that allow

individuals carrying them to occupy different ecological niches. The nonrandom

distribution of inversion breakpoints along the chromosomes (Figure 15.18; Pombi

et al., 2008) and the distribution of inversion frequencies throughout the geographi-

cal ranges of the species strongly suggest that at least some of the inversions are

the product of selection that allow different species and, in the case of A. gambiae,

s.s., populations to survive and exploit a wide variety of habitats (Touré et al.,

1998; Coluzzi et al., 2002; Lee et al., 2009). The best example is the strong associ-

ation of inversions 2La and 2Rb with aridity with the frequency of these inversions

being high in dry areas and even increasing in frequency during the dry season at

places that experience distinct wet and dry seasons (Touré et al., 1998; Lee et al.,

2009). This has led to the term “ecophenotype” being frequently applied to

describe chromosomal forms of A. gambiae s.s. (Coluzzi et al., 1977). It has fur-

thermore been suggested that the chromosomal forms are to some extent reproduc-

tively isolated and represent distinct species or incipient species that have evolved
or are evolving via a process described as “ecotypic speciation” (Coluzzi et al.,

1977; Manoukis et al., 2008). Studies of the distribution of the knockdown insecti-

cide resistance gene (kdr) in sympatric Bamako-Savanna populations in Mali

revealed the gene is present in the Savanna form, but absent in sympatric Bamako

populations, which was taken as strong support that the two are reproductively iso-

lated and the authors concluded that the two represent “incipient species” (Fanello

et al., 2003). However, in a later study, also based on populations in Mali, the kdr

gene was in fact found in both Bamako and Savanna forms, even from collections

as far back as 1996, suggesting some level of gene flow between the two (Tripet

et al., 2007).

Using the chromosomal form concept to define discreet, reproductively isolated

populations is problematic because there is substantial overlap in inversions that

define them, probably due to some level of contemporary gene flow. This creates

ambiguities in assigning individuals to form, diminishing the utility of the
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Table 15.7 Fixed and Most Common Polymorphic (floating) Paracentric Inversions Observed in the Seven Members of the

Anopheles gambiae Complex

Chromosome Arabiensis Bwambae Melas Quadriannulatus B Quadriannulatus A Gambiae Merus

X bcd/bcd 1/1 1/1 1/1 1/1 ag/ag ag/ag

e/1 f/1
2R a/1 l/1 m/m 1/1 i/1 1/1 (Sav, Mop)a op/op

b/1 n/1 b/1 (For, Sav)

bc/1 n1/1 cu/1 (Sav)

be/1 m1/1 bcu/1 (Sav)

bf/1 jcu/jbcu (Bam)

d1/1 bc/u (Mop)

s/1 j/1 (Sav)

br/1 d/1 (Bis)

q/1 jbd/1 (Sav)

bd/1 (Sav)

jb/1 (Sav)

bcd/1 (Mop)

bk/1 (Sav)

2L a/a 1/1 a2/1 1/1 1/1 a/1 a1/a1

3R a/1 b/1 c/1 1/1 1/1 1/1 1/1
e/1

e1/1
3L 1/1 a/a a/a 1/1 1/1 1/1 1/1

aChromosomal forms: Bamako (Bam), Bissau (Bis), Forest (For), Mopti (Mop), and Savanna (Sav).
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chromosomal form concept in defining the reproductive boundaries among popula-

tions. For example, in a recent survey of populations in Mali we found that 26% of

2,459 individuals could not be assigned to a chromosomal form and in Cameroon

39% of 632 individuals could likewise not be assigned (Figure 15.19, data available

at VectorBase, http://www.vectorbase.org/PopulationData/).

15.4.4 Molecular Diagnostics and the M and S Molecular Forms of
A. gambiae s.s.

Identification of five of the eight species in the A. gambiae complex (the exception

are A. bwambae, A. quadriannulatus B, and A. comorensis) was greatly simplified

with the development of a PCR diagnostic based on fixed differences in the inter-

genic spacer (IGS) sequence of the ribosomal gene (rDNA) family (Scott et al.,

1993). This breakthrough allowed rapid and accurate identification of species in

the complex without the severe restrictions inherent in cytological examination of

polytene chromosomes, which is labor intensive, requires a significant level of

training, and is restricted to adult females at a specific stage of ovarian develop-

ment. A similar molecular approach was utilized in an attempt to develop a diag-

nostic for the chromosomal forms of A. gambiae s.s. Favia et al. (1997) first found

diagnostic RFLPs also within the rapidly evolving noncoding regions of the rDNA.

Chromosomal form

MALI
Ambiguous = 26%

N = 2459

CAMEROON
Ambiguous = 39%

N = 639Bamako
Forest

Mopti

Savanna
Ambiguous

Figure 15.19 The distribution of chromosomal forms of A. gambiae s.s. at 36 sites in Mali

(left) and 15 sites in Cameroon (right). The chromosomal form concept originated with

observations made in West Africa and is based largely on populations in Mali. Even in Mali

it is difficult to apply the concept to all individuals and at all locations. We found that 26%

of individuals sampled in Mali and 38% from Cameroon could not be classified into

chromosomal form.

Source: VectorBase, http://www.vectorbase.org/PopulationData/
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They identified 10 nucleotide residues that differ between the Mopti and the

Savanna or Bamako chromosomal forms in a 2.3 kb fragment of the 5’ end of the

rDNA IGS region, which is located on the X chromosome (Favia et al., 2001).

These findings were notable because they were the first fixed molecular genetic

differences found between chromosomal forms of A. gambiae s.s. and they led to

the development of a PCR-based diagnostic to differentiate Mopti individuals car-

rying the M-form of rDNA from Bamako and Savanna individuals carrying the S-

form of rDNA (Favia et al., 1997). The diagnostic was developed using samples

from Mali and among those early samples there were a few equivocal cases where

karyotyping did not match the molecular diagnostic (Favia et al., 1997; della Torre

et al., 2001). The diagnostic was also used to identify between-form hybrid-like

karyotypes. M/S hybrids produced in the laboratory did yield clearly distinguish-

able hybrid patterns (of course only in females since the rDNA is located on the X

chromosome). Surprisingly, however, field collected individuals carrying “hybrid”

karyotypes did not produce results consistent with their being hybrid, but rather

produced either M or S patterns (Favia et al., 1997). This observation supports the

notion that certain karyotypes, thought to be fixed in one chromosomal form or

another, are in fact shared, occurring commonly in one form and rarely in another,

the result of ancestry and/or ongoing gene flow. The M/S diagnostic now forms the

basis of recognizing two distinct subpopulations of A. gambiae s.s., known as

“molecular forms” (M and S). Understanding the relationship between these two

forms has been the focus of an intense and ongoing research effort. The S form has

the broadest distribution occurring throughout sub-Saharan Africa, whereas the M

form occurs throughout West and parts of Central Africa but, with the exception of

a single site in northern Zimbabwe, is absent from eastern Africa (Figure 15.20;

della Torre et al., 2005).

There is good correspondence between the M molecular form and the Mopti chro-

mosomal form in Burkina Faso and Mali, however, the Bamako and Savanna chromo-

somal forms cannot be distinguished (both are of the S molecular form). The

association of M and S molecular forms and chromosomal forms breaks down at other

locations in West Africa. For example, in western Senegal and Gambia the association

between the Savanna chromosomal form and S molecular form does not hold (della

Torre et al., 2005) and the Forest form contains both M and S individuals.

The Relationship Between Chromosomal and Molecular Forms of A. gambiae s.s.

In summary, the M and S molecular forms are associated with chromosomal forms

only in some locations, and so therefore they largely fail as a diagnostic for chro-

mosomal form. However, the significance of the M and S forms of A. gambiae

goes well beyond their utility as proxies for identifying chromosomal forms. M and

S forms occur in sympatry at many sites in West and Central Africa, and typically

there is a high degree of reproductive isolation between the two forms.

Hybridization between the forms occurs rarely (,1%) in Mali (Tripet et al., 2001;

Edillo et al., 2002) and reproductive isolation between M and S appears to be
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complete in Cameroon (Wondji et al., 2005). The M and S “alleles” are based on

two base pair substitutions in the IGS sequence of the rDNA gene family on the X

chromosome. Studies aimed at describing genetic differentiation between the M

and S form populations revealed that microsatellite DNA differentiation was excep-

tionally high in a region of the genome proximal to the centromere on the X chro-

mosome, near the M/S locus (Wang et al., 2001; Lehmann et al., 2003). High

levels of M/S form divergence in this portion of the X chromosome was substanti-

ated through detailed examination of the region using microsatellites and DNA

sequencing (Stump et al., 2005a,b; Slotman et al., 2006). Studies aimed at describ-

ing genome-wide divergence between M and S using the Affymetrix Plasmodium/

Anopheles Genome Microarray (Turner et al., 2005; White et al., 2009; White

et al., 2010) likewise revealed the same X chromosome region, but also revealed

divergence on chromosomes 2 and 3. These regions of divergence have been con-

sidered to represent “islands of speciation” because it is thought that they contain

genes that are directly involved in reproductive isolation. It appears that the M and

S “alleles” are linked to genes located within these “islands of speciation” and that

two largely reproductively isolated populations of A. gambiae (M form and S form)
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Figure 15.20 Relative frequencies of M-form and S-form of A. gambiae s.s. at 87 sites

in 24 African countries, with permission, copyright Elsevier.

Source: From della Torre et al. (2005).
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exist in nature. The M and S forms are commonly referred to in the literature as

“incipient species” (della Torre et al., 2001, 2002, 2005; Fanello et al., 2003;

Stump et al., 2005b; Manoukis et al., 2008; White et al., 2010, and many others).

But there are problems that suggest that the M and S form concept does not repre-

sent the full level of complexity in the genetic structure of A. gambiae s.s.

Geographic Variation in the Association of Chromosomal Forms and
Molecular Forms of A. gambiae s.s.
Although the M and S forms are largely reproductively isolated in many places

where they occur together, this is not true everywhere. In the Gambia M/S hybrids

were identified from a number of sites at frequencies as high as 16.7% of the

A. gambiae s.s. individuals sampled (Caputo et al., 2008) and in Guinea-Bissau

hybrids were recovered in 24% of the individuals assayed (Oliveira et al., 2008).

These results suggest that in localities covering a relatively large geographic area

the linkage between the M and S alleles and those genes that directly affect repro-

ductive isolation has broken down. Therefore the notion of an M form and an S

form that are largely reproductively isolated (incipient species) is an oversimplifi-

cation. As described above in Cameroon, the M and S forms appear to be

completely isolated reproductively, whereas in Mali the reproductive barrier

between them appears to be “leaky” (e.g., some hybridization occurs). A compari-

son of the M form in Mali and the M form in Cameroon has revealed that the two

are very different genetically, in fact, divergence between these two is higher than

the level of divergence between the M and S forms (Figure 15.21). This

Mopti-M bc/bc
Mopti-M other

Savanna S

Forest-S

Godola-S

Bamako-SForest-M

Figure 15.21 Unrooted phylogenetic tree (neighbor-joining) of seven groups of An. gambiae

identified by a Bayesian analysis (using Structure software), these include Forest-M 5 M form

individuals with the standard karyotype (no inversions) collected from the villages of Tiko and

Mutengene, Cameroon; Mopti-M bc/bc 5 M form individuals homozygous for the 2R b/c

inversions, collected from the villages of Nara, Banikane and Dire in Mali; Mopti-M other 5
M form individuals with inversion polymorphism excluding the bc/bc karyotype, collected from

the villages of Banikane, Nara, Banambani and Kela in Mali; Forest-S 5 S form individuals

with the standard karyotype, collected from Tiko, Mutengene, Foumbot and Ndop in

Cameroon; Savanna-S 5 S form individuals with typical Savanna form inversion

polymorphism including 2R b, c and u, collected from Mutengene and Foumbot in Cameroon

and Pemperena, Kela and Banambani in Mali; Godola-S 5 S form individuals with the 2Rbcd

karyotype. The tree is based on pair-wise FST values derived from allele frequencies at 20

microsatellite loci on chromosomes 2 and 3. Distances between all branches are significant.

Source: From Lee et al. (2009).
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observation has led to a recognition of two, distinct M form groups, the Mopti-M

form, which is polymorphic with respect to the 2R b, c, and u chromosome inver-

sions and the Forest-M form which lacks inversions on chromosome 2R (Slotman

et al., 2007; Lee et al., 2009). It is likely that additional subdivision of both the M

and S forms will be resolved, for example, in places like the Gambia and Guinea-

Bissau where the M/S alleles are apparently less tightly linked to speciation genes.

15.4.5 Significance of A. gambiae Population Genetics to Malaria
Transmission and Control

Ultimately malaria control efforts in Africa will have to be conducted on a large geo-

graphical scale. Although the development of a strategic plan for such an undertaking

will require coordinating efforts along political boundaries, the success of such an

effort will depend largely on identifying regions of operation based on biologically

meaningful boundaries. Sub-Saharan Africa includes a wide variety of ecological

zones. It is not surprising that the mosquito, Anopheles gambiae s.s., with a distribu-

tion across the continent, is highly diverse. The success of malaria control strategies

aimed at controlling or manipulating its vectors will have to include knowledge of

diversity in vector populations, how this diversity is distributed in time and space

and the forces limiting gene flow and maintaining diversity among populations.

Studies of the population genetics of A. gambiae and of vector species in general

have resulted in numerous and significant contributions to our understanding of the

biology of this group of organisms. The earliest contributions focused on clarifying

the taxonomic status of populations. Species in the genus Anopheles have fre-

quently evolved without acquiring obvious morphological differences. As described

above, cryptic or sibling species within the A. gambiae complex were initially

described on the basis of male sterility in hybrid individuals resulting from

between-species mating experiments. Conducting crosses to detect hybrid sterility

as a method for routine identification has obvious limitations. Efficient and readily

applicable methods were soon developed including the development of effective

cytotaxonomic and later molecular tools that are used to distinguish species in the

complex. However, many questions remain regarding the taxonomic status of popu-

lations, especially within A. gambiae s.s., and the resolution of these problems will

be achieved by applying population genetics approaches to the problem.

Analyses of the genetic structure of A. gambiae s.l. populations have contributed

to understanding the distribution of phenotypic variation in the complex and at the

subspecific level. The description of A. quadriannulatus as a distinct species and

recognition that it is primarily zoophyllic provided an explanation for variation in

host preference (Gillies and De Meillon, 1968). The association of specific chromo-

some inversions in A. gambiae s.s. with endo- and exophily (Coluzzi et al., 1977)

and with habitat preferences with respect to aridity (Coluzzi et al., 1979; Touré

et al., 1998; Lee et al., 2009) have been established. The evolution of insecticide

resistance in populations of A. gambiae s.s. poses a serious challenge to current

malaria control programs that rely on impregnated bednets and indoor spraying for
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vector control (N’Guessan et al., 2010). The differential distribution of resistance

genes, such as kdr, among M and S form populations establishes the importance of

recognizing population structure to insecticide resistance monitoring (Chandre

et al., 1999; Weill et al., 2000; Tripet et al., 2007).

The availability of the A. gambiae s.s. whole genome sequence (Holt et al.,

2002) has ushered in the advent of population genomics in vector biology. The

promise of establishing the relationship between phenotype and genotype is attain-

able through the powerful new approach of association mapping. Early work

aimed at identifying genes directly responsible for phenotypes of interest involved

the use of laboratory strains selected for those phenotypes (Sinden, 2004; Aguilar

et al., 2005). Recently it has been pointed out that this approach has serious limita-

tions and that studies based on natural populations provides far more useful infor-

mation (Tripet et al., 2008; Boëte, 2009). It is well known that the presence of

population structure can result in “spurious associations” between a phenotype and

markers that are not linked to any causative loci (e.g., Lander and Schork, 1994;

Ewens and Spielman, 1995; Pritchard and Rosenberg, 1999; Kang et al., 2008).

This becomes a problem when these subpopulations are not recognized so that a

sample being used in an association mapping study consists of a mixture of indivi-

duals originating from two or more diverged subpopulations.

The movement of genes, including the use of gene drive vehicles (e.g., transpos-

able elements), from one lineage or population to another depends on mating

between an individual carrying the gene and one which does not. Although designs

for novel approaches to target vector populations of mosquitoes are interesting and

potentially useful, the population genetics component is very poorly understood.

Critically, most conceptual models for genetic control assume that the mosquito

population into which a refractory gene system is to be released represents a single,

randomly mating unit. We have summarized the evidence that natural populations

of A. gambiae are subdivided by barriers to reproduction and that gene flow via

migration among geographic populations is limited. Field studies designed to esti-

mate levels and patterns of gene flow within and among natural vector populations

are needed to provide a foundation for predicting the potential utility of new molec-

ular-level approaches, and for designing field trials to evaluate their efficacy under

natural conditions in Africa.

15.4.6 Conclusions

With respect to current concepts toward describing the genetics of populations of

A. gambiae s.s.:

� The chromosomal form concept is only valid in a very restricted geographical region.
� The distribution of at least some chromosome inversions supports the idea that they repre-

sent “coadapted gene complexes.”
� The chromosome inversions themselves do not appear to mediate reproductive isolation.
� Reproductive isolation among molecular forms appears to be associated with relatively

small genomic “islands of divergence” located near the centromere on the X chromosome

and possibly other “islands” located on chromosomes 2 and 3.
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� The M/S molecular form concept is valid only where these “alleles” are linked to “specia-

tion genes,” probably on the X chromosome. This linkage appears to be absent in some

places (e.g., Guinea-Bissau, the Gambia) and in some populations (e.g., Savanna and

Bamako populations).
� Natural populations of A. gambiae s.s. are structured into subpopulations that are to vary-

ing degrees reproductively isolated. The boundaries among these populations are poorly

defined by the current concepts of chromosomal and molecular form. It is possible, per-

haps likely, that some of these populations represent species or incipient species, how-

ever, current concepts of molecular and chromosomal forms fail to define them.

Glossary

Allopatric a description of taxa occupying distinctly different geographic ranges.

Association mapping it is a method of gene mapping that utilizes historic linkage disequi-

librium (linkage) to associate phenotypes to genotypes.

Balancing selection maintenance of a polymorphism or polymorphisms above the frequency

established by its mutation rate. Heterozygote advantage is one manifestation of balanc-

ing selection, meaning that a heterozygote has a fitness advantage over the corresponding

homozygotes.

Chromosomal forms reproductively isolated populations of A. gambiae s.s. characterized by

different paracentric inversion chromosome arrangements on the right arm of chromosome 2.

Cryptic species those species that are identical or nearly identical in appearance but can be

discovered by genetic divergence as indicated by mating incompatibilities or sterile mat-

ings in interspecific crosses.

Cytoplasmic incompatibility sterile matings between Wolbachia-infected males and unin-

fected females. Females carrying reproductive parasite Wolbachia are fertile when mated

with uninfected or Wolbachia-infected flies. In this way the maternal host lineages with

Wolbachia can displace uninfected, maternal lineages if their Darwinian fitnesses are

adequate.

Diversity at diploid genetic loci, it is heterozygosity averaged over loci. For mitochondrial

genomes, which are single copy and therefore haploid, it is the probability that two ran-

domly chosen individuals of a species have different haplotypes. Mathematically, diver-

sity h of a nuclear or mitochondrial polymorphism is, h5 12Σxi
2, where x is the

frequency of allele (or haplotype) i. Diversity over r loci is H5Σh/r.
Ecophenotype a phenotype, in the case of A. gambiae s.s. chromosomal of molecular form,

that shows a strong association with regional and seasonal environments.

Ecotypic speciation ecological and adaptive divergence among populations leading to

reproductive isolation and speciation.

Effective population size and gene flow effective population size Ne is the hypothetical

number of reproducing organisms in an ideal population (i.e., a population obeying

Hardy�Weinberg assumptions) that corresponds with the population under investigation.

It is unrelated to census numbers but always much less. Its relationship to gene flow is

the number of effective migrants, Nem, exchanged per generation among demes-Nem5

(12FST)/4FST for diploid loci.

FST and FIS inbreeding coefficients estimated by variance statistics. Biologically, FST

measures departures from random mating among demes (subpopulations). It estimates

genetic differentiation and is the among-deme variance in allelic frequencies as a
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fraction of the variance among all individuals in a population. FST is inversely related

to gene flow. FIS measures departures from random mating within demes. F statistics

can also be defined as correlations between uniting gametes: FIS is the correlation

between gametes in an individual relative to its subpopulation; FST is the correlation

between random gametes in a deme relative to the correlation of pooled gametes in the

whole population.

Genetic bottleneck a great reduction in effective population size. Genetic diversity becomes

reduced in proportion to the magnitude of population reduction and the number of gen-

erations over which the bottleneck occurs. Recovery from a bottleneck, in terms of

increased genetic diversity, requires tens of thousands of generations in the absence of

inward gene flow.

Genetic drift change in gene frequencies from one generation to the next caused by random

sampling. Its magnitude is inversely proportional to effective population size.

Incipient species populations evolving toward complete reproductive isolation, and there-

fore distinct biological species status,

Introgression introduction of genetic material from another species or variant into a popula-

tion by hybridization followed by repeated backcrossing.

Islands of speciation discrete segments of a genome that are highly diverged and thought to

contain genes affecting reproductive isolation between individuals within different

populations.

Isolation by distance the probability of mating between two individuals decreases with

increasing distance between them, resulting in a direct relationship between geographic

and genetic distance.

Molecular forms populations of A. gambiae s.s. that differ with respect to specific sequence

in a region of the intergenic spacer segment of the ribosomal gene, as visualized using

diagnostic PCR methods.

Monophyletic describes a group of organisms that includes the most recent common ances-

tor of all those organisms and all the descendents of that common ancestor.

Paracentric chromosome inversion an inversion of a segment of a chromosome that does

not include the centromere.

Peridomestic habitats the area surrounding houses (e.g., wood piles, animal corrals, fences,

walls).

Polyphyletic describes a group of organisms derived from two or more parental lineages.

Polytypic species a species that contains several variant forms, especially geographically or

temporally differentiated subspecies or varieties, which would normally interbreed if

present in the same time and place.

Population genomics sampling of numerous, or all, variable gene loci within a genome to

infer those evolutionary forces responsible for observed patterns of variation.

Sylvan refers to wild areas, as in “sylvan habitats.”

Synapomorphic a description of a shared, derived trait found among two or more taxa and

their most recent common ancestor, whose ancestor in turn does not possess the trait.

Transgenic an organism that contains foreign genes that were introduced into its genome.
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Pérez de Rosas, A.R., Segura, E.L., Garcı́a, B.A., 2007. Microsatellite analysis of genetic

structure in natural Triatoma infestans (Hemiptera: Reduviidae) populations from

Argentina: its implication in assessing the effectiveness of Chagas’ disease vector con-

trol programmes. Mol. Ecol. 16, 1401�1412.
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16Modern Morphometrics of
Medically Important Insects

Jean-Pierre Dujardin*

GEMI, IRD, Montpellier, France

16.1 Introduction

The phenotype is the product of the interaction between genes and environment.

Phenotypic variation is then an expected outcome of more than one factor. It can

be scored by measurable changes in anatomy, morphology, physiology, life history,

behavior, etc. (West-Eberhard, 1989; Gadagkar and Chandrashekara, 2005). This

chapter focuses on the phenotype as a set of metric properties and their variations.

Morphometric changes are generally recorded as variation in size and shape,

although these two metric traits are not independent ones. Their interdependence

(allometry) is worth considering in intraspecific studies, but is never complete.

Therefore, the two metric properties are often considered separately for their

genetic determinism, their heritability, their sensitivity to the environment, and

their capacity to provide indirect information about the genetic differentiation of

natural populations.

16.1.1 Modern and Traditional Morphometrics

Morphometric techniques aim at measuring size, shape, and the relation between

size and shape (allometry). Before the so-called “revolution” (Rohlf and Marcus,

1993), shape was an abstraction, a residue after scaling for size, and it was not pos-

sible to visualize the “residue.” The replacement of initial variables describing a

distance between two anatomical points by the coordinates of these points, and the

subsequent visualizing techniques, represented a giant step in the direct study of

forms. The shift from traditional morphometrics to more complex geometric func-

tions was facilitated by the development of image processing tools. Not only land-

mark methods but also “outline methods” (Rohlf and Marcus, 1993) and other

techniques exploring textures and surface patterning (Lestrel, 2000) are used today.

This chapter deals mainly with landmark-based geometric morphometry.
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16.2 Landmark-Based Geometric Morphometry

The coordinates of anatomical landmarks contain not only size, such as distances

between landmarks, but also shape, such as their relative position.

In common practice, size and shape are derived from a configuration of land-

marks collected on a non-articulated part, often a single organ (but see Adams,

1999). A few anatomical landmarks available on a wing (or any measurable part of

the body) do not completely describe the wing, nor do they describe the complete

body. However, provided there is anatomical correspondence among individual

landmarks, only a partial capture of shape is needed to allow valid comparisons

among populations and species.

The choice of suitable landmarks relies on their operational homology. In the

morphometrics practice, homology is “correspondence of parts” with no specifica-

tion about whether the parts correspond with respect to structure, development, or

phylogeny (Smith, 1990). If individuals belong to a single species, homologous

landmarks are probably similar due to common descent because all members of the

species come from a common ancestor. If they belong to different species, there is

no guarantee that homologous landmarks are similar due to common descent, except

if they are known to be descending from a common ancestor (Lele and Richtsmeyer,

2001). This homology is one of the criteria making landmark-based morphometrics

a suitable tool for systematics (see Section 16.6.1). Bookstein (1991) described vari-

ous categories of landmarks with decreasing levels of precision.

16.2.1 Size

To avoid the problem of multidimensionality, traditional systematists often selected

one single dimension to represent body size. For an insect, the length of the wing

along its largest axis is frequently used as an estimator of body size (Nasci, 1990;

Siegel et al., 1992; Lehmann et al., 2006). Such a relationship is often assumed

rather than demonstrated (Siegel et al., 1992; Morales et al., 2010).

Size Variable: The Centroid Size

The centroid size (CS) is the square root of the sum of the squared distances from

the centroid to each landmark (see Gower, 1971 in Rohlf, 1990). It thus can detect

change in various directions. In the case of small, circular variation at each land-

mark, this estimator of isometric change of size is not correlated to shape variation

(Bookstein, 1991). It is expressed in pixels, or units relative to the resolution of the

viewing device (most often a computer display). As a scalar it is less sensible to

small digitization errors and can be shared among systematists provided the pixels

have been converted into absolute length units (inches, centimeters, millimeters,

etc.). Thus, to allow for exchangeability of CS, an image on which landmarks may

be collected should contain a scale for size (for instance the picture of a reticule)

allowing the conversion of pixels to absolute units.
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The relationship of CS values and the traditional wing length in the mosquito

Aedes aegypti showed good correlation (Morales et al., 2010). Actually, the corre-

lation of CS values with traditional interlandmark distances (ILD) is itself corre-

lated to the relative dimensions of ILD: the largest the ILD, the highest its

correlation with CS (see Figure 16.1).

16.2.2 Shape

Not only in medical entomology but also in many fields where morphometrics is

applied, shape has been traditionally described as the ratio of one dimension to

another. Although intuitively the ratio may appear as capable of scaling for size, it

often does not (Burnaby, 1966; Albrecht et al., 1993; Klingenberg, 1996; Dujardin

and Slice, 2007). Moreover, the ratios introduce some well-known statistical draw-

backs (Albrecht et al., 1993). Angles do not improve the situation since they are

another kind of ratio (Burnaby, 1966).

Shape Variables: The Procrustes Residuals, the Partial Warps,
the Relative Warps

In geometric morphometrics, the shape of a configuration of landmarks is represented

by their relative positions as contained in their coordinates. However, these coordi-

nates also contain artifactual variation due to position, size, and orientation. Thus,

shape must be described by new variables having removed these artifacts. This is

0.99

Mean ILDs

1.840.88

–0.27

Correlations
between

CS and ILD

Figure 16.1 Each circle represents on the vertical axis the correlation found between an

ILD and the CS of the wing computed from the total set of landmarks. The value of each

ILD on the horizontal axis is an average (mean ILD) obtained from the total number of

wings (78) examined in this sample. The wings belong to Ae. aegypti.
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obtained through the Procrustes1 superimposition on a consensus configuration. If

using the least squares fit as an optimality criterion, the statistical procedure of super-

position is called Generalized Procrustes Analysis (GPA). It is currently the most com-

mon procedure, but other techniques also exist (Zelditch et al., 2004). The residual

coordinates after a GPA provide a shape description relative to the consensus configu-

ration of landmarks, they thus depend on the composition of the group under study. If

other specimens (i.e., coordinates) are added to the analysis, shape variables must be

recomputed accordingly (Rohlf and Marcus, 1993; Adams et al., 2004).

Furthermore, the residual coordinates lie in a weird mathematical shape space.

When working on a two-dimensional space, the residual coordinates have lost 4

degrees of freedom (Rohlf, 1996). They lie in the Kendall space or not depending

on the kind of Procrustes distance used, full or partial one (Slice, 2001), but they

lie in a curved, non-Euclidean space unsuitable for standard statistical tests (except

resampling methods). Since Procrustes residuals2 lie in a non-Euclidean space, they

must be further modified by a rigid rotation so that they can be studied using classi-

cal statistical tools (Rohlf and Bookstein, 2003).

Using for rigid rotation the eigenvectors of the variance�covariance matrix of

the Procrustes residuals, the resulting projection is described by the principal com-

ponents scores (“Procrustes components”) and can be used for standard statistical

analyzes and comparison tests. Using the eigenvectors of the bending-energy

matrix (Bookstein, 1991), the resulting shape variables are called “partial warps”

scores (PW). The PW, or their principal components, namely the “relative warps3”

(RW), may be used in classical statistical analyzes and in visualization of shape

changes through the deformation grids (i.e., D’Arcy Thompson-like plots showing

the geometry of shape changes between objects; Bookstein, 1991).

The obvious interest of using principal components (either Procrustes components

or RW) is that the number of input variables can be reduced: the few first RW gener-

ally represent a significant fraction of shape. The subset of first principal components

to use is rather subjective, but it can follow some rules (Baylac and Frieß, 2005).

16.2.3 Allometry

Since each shape can be explained by the change in linear dimensions, it is obvious

that size and shape are not independent attributes. The relationship between size and

shape is called allometry. Geometric shape variables (see previous paragraph) are

not allometry-free variables: they remove the isometric component of size change.

1 Procrustes, whose name means “he who stretches”, was a thief in Greek mythology (the myth of

Theseus). He preyed on travelers along the road to Athens. He offered his victims hospitality on a magi-

cal bed that would fit any guest. As soon as the guest lay down Procrustes went to work upon him, either

stretching the guest or cutting off his limbs to make him fit perfectly onto the bed (Grose Educational

Media, 1997�1998, http://www.groseducationalmedia.ca/greekm/mythproc.html).
2 Procrustes residuals are the differences between the residual coordinates of each object and the residual

coordinates of the consensus configuration.
3 A complete glossary of the many technical terms related to GM can be found at http://life.bio.sunysb.

edu/morph/.
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Assuming a common model of growth is not rejected, one can use the growth model

to predict allometry-free shape variation among groups after fixing size to one value

(MANCOVA). The tentative removal of the allometric effect on shape can be justi-

fied for intraspecific studies (Klingenberg, 1996; Caro-Riaño et al., 2009; Morales

et al., 2010). It is less justified for interspecific comparisons, where allometric varia-

tion is likely to be part of the evolutionary differences relevant to systematics.

16.2.4 Measurement Error

As explained above, the extraction of shape information from raw coordinates is

computed relative to the consensus configuration derived from a specific group of

samples; this thwarts mixing the final variables with other such variables computed

from other individuals. Only raw coordinates could be shared, to the condition

there was no error introducing artifactual differences between two sets of homolo-

gous landmarks. The measurement error exists at various steps of morphometric

analysis (Arnqvist and Mårtensson, 1998). The mounting technique of specimens

or organs, the photographing conditions, and the user’s skill in collecting landmark

coordinates may produce artifactual variation. Generally, similar techniques are

used to process similar organisms, and digital techniques of modern photography

provide adequate resolution for correct recognition of landmarks under different

conditions. Whatever the quality and reproducibility of landmark digitization, the

recommended way to perform morphometric comparisons is to allow one single

user to produce the data.

Even when performed by a single user, digitization should be repeated at least

once, allowing one to measure the precision and to reduce the error by averaging

the two digitizations. The precision is estimated by the “repeatability” (R) index as

described by Arnqvist and Mårtensson (1998), which is a Model II one-way

ANOVA on repeated measures, where “R” is provided by the ratio of the between

individual variance and the total variance.

16.3 Nonenvironmental Sources of Metric Change

16.3.1 Shape as a Polygenic Character

Shape appears as a classical polygenic character (Klingenberg and Leamy, 2001).

Evidence for strong genetic determinism of shape was suggested by significant asso-

ciation with chromosome polymorphism (Bitner-Mathé and Klaczko, 1999; Orengo

and Prevosti, 2002; Hatadani and Klaczko, 2008), and confirmed by quantitative

genetic studies (Breuker et al., 2006; Patterson and Klingenberg, 2007). When stud-

ies on quantitative trait loci (QTL) were applied to the shape and size of mouse man-

dible, many QTL were identified for shape (Klingenberg et al., 2004), many more

than for size (Klingenberg et al., 2001; Workman et al., 2002). Few studies are found

in insects, also fitting the idea of genetic determinism (Iriarte et al., 2003) and poly-

genic inheritance (Shrimpton and Robertson, 1988; Long et al., 1995).
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16.3.2 Genetic Drift

Since shape seems the output of a cascade of genes, it is expected that in natural

conditions genetic drift will be a common factor of shape variation. Field observa-

tion has frequently observed significant shape differences between geographic areas

(De la Riva et al., 2001; Dujardin et al., 2003; Gumiel et al., 2003; Dujardin and

Le Pont, 2004a; Camara et al., 2006.; Aytekin et al., 2007; Henry et al., 2010).

Laboratory experiments reproducing conditions favoring genetic drift between lines

sharing the same environment were performed in Ae. aegypti. Using a set of three

isofemale lines of Ae. aegypti monitored during 10 generations, a significant shift

of shape appeared in one line, with nonsignificant changes in corresponding size

(Jirakanjanakit et al., 2008). In this experiment, the change apparently produced by

genetic drift did not affect the same landmarks as those affected by larval food or

density variation (Jirakanjanakit et al., 2007).

16.3.3 Heritability

Heritability is depending on the genetic variability related to the trait under study,

it is then depending on the population under study. Its measurement is not indis-

pensable to the interpretation of natural metric variation, but it can provide valuable

information about the adaptiveness of metric traits. In insects, morphological traits

commonly have the highest heritability values compared to other trait categories

such as life history, probably because the former are less concerned with fitness.

Geometric techniques allow separate estimations of size and shape heritabilities.

Size in insects may show consistent heritability values (Daly, 1992; Lehmann et al.,

2006), so that they can be experimentally selected to constitute subpopulations geneti-

cally distinct for size (Anderson, 1973; Partridge et al., 1994). Various studies exami-

ning cross-environment heritability of wing shape in Diptera produced high and

stable heritability, reaching 60% or more (Roff and Mousseau, 1987; Bitner-Mathé

and Klaczko, 1999; Gilchrist and Partridge, 2001; Hoffman and Shirriffs, 2002). The

consistent values of shape heritability suggest that a large fraction of morphometric

divergence seen between natural populations of insects (Camara et al., 2006.; Henry

et al., 2010; Morales et al., 2010) may be due to additive effects of genes.

In Ae. aegypti, shape appears to be more heritable than size. When comparing

size and shape cross-environment heritability on the same populations in Ae. aegypti,

much higher values for shape (Figure 16.2) than for size were found, providing

indirect evidence for different genetic sources of variation (Morales et al., unpub-

lished data).

16.3.4 Hybridism

CS was increased in hybrids obtained from two close species, initially considered

as two subspecies (Costa and Felix, 2007), T. brasiliensis and T. juazeirensis. It

was larger than the mid-parent size, and larger than the largest parent’s size, sug-

gesting heterosis pointing to a consistent genetic divergence of the parents.
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Extending this study to experimental hybrids among the four members of the

Brasiliensis complex, it was possible to show a linear relationship between the

genetic divergence of the parents (Costa et al., 2001; Costa and Felix, 2007) and

the increase in size of their offspring. Contrary to size, shape of the hybrids

remained intermediate between parents (Costa et al., 2008).

Between cryptic species of Diachasmimorpha longicaudata, a hymenopteran

parasitoid of fruit flies, hybrids showed intermediate shape on the morphological

space obtained from the two first RW. The size of the hybrids was larger than that

of mid-parents, although not significantly larger (Kitthawee and Dujardin, 2009).

These two studies indicate different genetic mechanisms affecting size and

shape, suggesting size as a character prone to show heterosis in case of genetically

differentiated parents. This behavior of size could help exploring the degree of

genetic differentiation between populations, especially when they are suspected to

undergo speciation. Thus, when shape and size remain at intermediate values

between parents, the latter are probably not genetically distinct taxa. Between seven

laboratory colonies of T. protracta (Dujardin et al., 2007), or between each of the

five subspecies of T. protracta, each hybrid had an intermediate CS between par-

ents. Accordingly, geometric shape was also intermediate between parents

(Dujardin, unpublished data). These observations were in agreement with allopatric

conspecific T. protracta populations instead of with distinct taxa. Indeed, as

observed in this group of insects, like in T. platensis�T.infestans hybrids or in

T. brasiliensis (Costa et al., 2008), genetically differentiated parents, or distinct but

phylogenetically close species, would have produced an exaltation of some body

dimensions and other phenotypic traits in their progeny.

1105.49

Lab F1

1163.73862.23

Field

946.78

Figure 16.2 Ae. aegypti: regression of the first relative warps (RW1) of laboratory

daughters on the RW1 of corresponding field-collected mothers in a cross-environment study

of the heritability of the wing shape at 18 landmarks (Morales et al., unpublished data). Lab

F1, female specimens obtained after crossing field-collected specimens.
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16.4 Environmental Sources of Metric Changes

Environment often affects metric properties. However, it is important to specify

which metric property is affected, size, and/or shape, and how it is affected. No

simple rule can be formulated. Moreover, since there is no detectable polarity in

metric changes, the present aspect of the phenotype does not contain any signal of

its own history. As stated by Losos (2000), “. . . we cannot go back in time and

expressly determine why a trait evolved . . . the best we can do is enumerate tests

suggested by a particular adaptive hypothesis.”

There are different hypotheses about the way the environment affects shape.

They describe situations which can be partially reproduced in laboratory experi-

ments and/or manipulative field experiments. We will briefly consider only the fol-

lowing ones: phenotypic plasticity (PP), character displacement (CD), genetic

assimilation, and accommodation.

16.4.1 Phenotypic Plasticity

The genotype does not give rise to the phenotype, but to a range of phenotypes.

The “reaction norm” is the whole repertoire of possible phenotypes that may occur

for a given genotype in all environments (Dobzhansky, 1971; Schlichting and

Pigliucci, 1998). The reaction norm can easily be explored in laboratory experi-

ments (Hillesheim and Stearns, 1991; David et al., 1994; Debat et al., 2003;

Jirakanjanakit et al., 2007; Caro-Riaño et al., 2009). By definition, PP is the occur-

rence of phenotypic variation of a single genotype interacting with different envir-

onments (Schlichting and Pigliucci, 1998).

A new phenotype expressed in a new environment may be adaptive. To this con-

dition, PP can aid speciation by making available a different phenotype upon which

natural selection can act. In such scenario, speciation would start with PP, not

reproductive isolation (Görür, 2005). In Triatominae, such a scenario is apparent

(Dujardin et al., 1999b) and many examples exist of morphologically and ecolog-

ically recognized species which can still interbreed (Dujardin et al., 2009).

Understanding the causes and consequences of phenotypic variation is important

for understanding the mechanisms of evolution. However, the genetic mechanisms

underlying the evolutionary importance of PP (Waddington, 1953; Thompson,

1971; West-Eberhard, 1989; Schlichting and Pigliucci, 1998) have to date received

few experimental confirmations (Rutherford and Lindquist, 1998; Suzuki and

Nijhout, 2006).

Contrary to its evolutionary importance, the ecological importance of PP is easy

to understand: populations or species having wider adaptive plastic responses can

enlarge their ecological niches. For instance, among the more than 140 species of

Triatominae, the vectors of Chagas disease, a few species have been able to colo-

nize human structures. Within some of these species, the comparison of “domestic”

and sylvatic subpopulations highlighted significant size differences, sylvatic insects
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being generally larger. Were these species more plastic than the others so that they

could reduce their size as apparently required by survival in artificial ecotopes?

Was the size a secondary event selected by the domestic environment? Using

emerging adults of an inbred line of R. pallescens, Caro-Riaño et al. (2009) evalu-

ated size and shape variation of the heads and the wings under simulated conditions

of sylvatic (low population density, low feeding frequency) and domestic (higher

density, higher feeding frequency) habitats. Results demonstrated that selection was

not needed to account for observed changes between sylvatic and domestic eco-

topes. The significant size reduction was shown to be a plastic response to com-

bined population density and feeding frequency.

In addition to explain diversity and adaptation, PP also impacts our understanding

of taxonomy, because it suggests that species characteristics are not immutable, but

are influenced by the environment and can be highly variable (Ananthakrishnan,

2005).

16.4.2 Character Displacement

The initial definition of the “character displacement” concept (Wilson and Brown,

1955; Brown and Wilson, 1956) did not predicate the real complexity of its demon-

stration: “the situation in which, when two species overlap geographically, the dif-

ferences between them are accentuated in the zone of sympatry.” Specifically, in

sympatry selection was supposed to minimize attempts at hybridization (by mis-

taken identity) as well as competition between the two species.

The difficulties of obtaining unambiguous evidence from natural observations

have been discussed by Grant (1972), and, more recently, by Losos (2000).

Typically, CD was suspected when more difference was observed between species

developing in sympatry than in allopatry; “soon after the theory was promulgated,

ecologists and evolutionary biologists were seeing evidence for character displace-

ment everywhere” (Losos, 2000). Various other conditions must be satisfied to

assess CD, among which are the level of differences in sympatry (greater than

expected by chance), the evolutionary history of sympatry (original or derived situ-

ation), the genetic nature of phenotypic differences and, importantly, the connec-

tion between characters and competition for resources (Grant and Grant, 2006). CD

was demonstrated for behavioral and ecological characters more often than for

morphological characters (Grant, 1972; Losos, 2000). Morphologically, the dis-

placed character is expected to be part of the feeding apparatus (Adams and Rohlf,

2000). If the mouthparts have a species recognition function, then displacement

may have consequences on speciation as well.

Thus, if PP could be analyzed raising the same genotypes of one species in diffe-

rent environments, CD would then be studied in one single environment, raising a

genotype of one species alone and in combination to a genotype of another species.

Nevertheless, if one considers for a given species the surrounding ones as making part

of the environment, then CD could be considered as a particular case of PP induced

by species competition. Medically important insects did not receive much attention.
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16.4.3 Genetic Assimilation

Unexpectedly, PP can produce heritable changes. The mechanisms of such phe-

nomenon, which is reminiscent of Lamarkian “inheritance of acquired characteris-

tics,” do not depart from orthodox genetics. They have been named “genetic

assimilation” (Waddington, 1953) or “autonomization” according to Schmalhausen

(Levit et al., 2006), and more recently “genetic accommodation” (West-Eberhard,

1989).

Waddington defined genetic assimilation as “a process by which a phenotypic

character, which initially is produced only in response to some environmental influ-

ence, becomes, through a process of selection, taken over by the genotype, so that

it is found even in the absence of the environmental influence which had at first

been necessary” (Waddington, 1953).

Laboratory experiments, old ones (Waddington, 1953, 1956; Anderson, 1973)

and more recent ones (Gibson and Hogness, 1996; Rutherford and Lindquist, 1998;

Sollars et al., 2003), unambiguously demonstrated genetic assimilation. Indirect

evidence was provided from natural populations of the medically important triato-

mine bug Rhodnius pallescens. Five lines reared at the same temperature, some of

them reared over more than 40 generations, have been shown to harbor distinct

sizes in accordance with the temperature of their region of origin in Colombia

(Jaramillo, Ph.D. thesis). The absence of size convergence at the same laboratory

temperature, and the correlation with temperature of initial field conditions, sug-

gested a genetic determinism for size variation (Dujardin et al., 2009). This latter

example illustrates that Bergmann size clines in natural populations may have more

complex causes (Davidowitz et al., 2004) than a merely developmental process

(David et al., 1994; Vanvoorhies, 1996).

16.4.4 Genetic Accommodation

Genetic accommodation (West-Eberhard, 1989, 2003) is a concept very close to

genetic assimilation, but wider for two reasons: the nature of the trigger and the

outcome of the process (Görür, 2005; Braendle and Flatt, 2006).

First, the hypothesis of genetic accommodation assumes that the trigger at the

onset of the phenotypic change is either genetic or environmental, whereas the con-

cept of genetic assimilation typically assumes only an environmental trigger.

Second, the expected outcome of genetic assimilation is a new, heritable phenotype

insensitive to environmental change (see hereunder the concept of “canalization”),

while genetic accommodation can produce both insensitive and sensitive new,

heritable phenotypes.

Thus, genetic accommodation is a generalization of genetic assimilation. In this

general hypothesis, it is argued that environmentally triggered novelties may have

greater evolutionary potential than mutationally induced ones, mainly because of

two features (Görür, 2005): (i) they concern populations rather than individuals

(while mutations are individual events) and (ii) they represent optimal, or close to

optimal, adaptations (while mutations are often counter-selected). With time
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(the concept of “recurrence”), these two features increase the likelihood of genetic

assimilation (selection of genotypes accidentally producing the same phenotype as

the adapted one), ending up in local genetic changes.

Genetic accommodation has been experimentally demonstrated by Suzuki and

Nijhout (2006) studying a color polyphenism in Manduca sexta (Braendle and

Flatt, 2006).

Hidden Genetic Variability

The mechanisms by which an environmentally induced phenotype may become

heritable are entirely compatible with concepts of classical neo-Darwinian evolu-

tionary biology. Indeed, the environmental trigger (since this is the disputable one)

just uncovers previously cryptic genetic variation (Gibson and Dworkin, 2004).

Thus, there are genetic mutations that can remain masked until the environment

(or another mutation) reveals them (Bergman and Siegal, 2003). In case of an envi-

ronmental trigger, the external stimulus has to be recurrent and consistent in time

so that selection can lead to genetic accommodation.

The trigger, either an environmental or mutational one, acts through its effects

on “capacitors,” which are proteins able to buffer genotypic variation under normal

conditions, thereby promoting the accumulation of hidden polymorphism.

Published examples of capacitors for morphological evolution are the heat shock

protein Hsp90 (Rutherford and Lindquist, 1998; Debat et al., 2006) or the genes

regulating hormonal titers (Pennisi, 2006; Suzuki and Nijhout, 2006).

Hidden genetic variation can also be revealed through epigenetic mechanisms

(Sollars et al., 2003), which are heritable changes in gene function that occur with-

out a change in the sequence of nuclear DNA (Jablonka et al., 1992; Jablonka and

Lamb, 2002). Epigenetic mechanisms such as DNA methylation, histone acetyla-

tion (producing changes to the chromatin packaging of DNA), and RNA interfer-

ence (regulation of gene-expression control by non-coding RNA), and their effects

in gene activation and silencing are increasingly understood to play a role in pheno-

type transmission and development (Bird, 2007).

16.5 The Regulation of Phenotype

To the many sources of phenotypic changes the organism opposes homeostatic pro-

cesses. Two components of this homeostasis are canalization and developmental

stability. The two components seem to be independent processes (Debat et al.,

2000; Réale and Roff, 2003), and are easy to distinguish: canalization is the stabil-

ity of development in different environments, while developmental stability refers

to stability in the same environment. Canalization is thus a buffering process

against external and/or mutational perturbation from one environment to another,

while developmental stability allows the organism to withstand random accidents

during development in the same environment (Graham et al., 1993).
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16.5.1 Canalization

The term “canalization” also is due to Waddington, corresponding to the “stabiliz-

ing selection” of Schmalhausen (Levit et al., 2006). Here are the terms used by

Schmalhausen himself: “Every adaptive modification is an expression of a norm of

reaction, which went the long way of historical development under changing condi-

tions. It is connected with the establishment of ‘canals’ through which a certain

modification develops (Waddington talks about the ‘canalization’ of development).

An external factor operates only to switch the development into one of the existing

canals” (Schmalhausen in Levit et al., 2006).

Thus, as for PP, canalization is not a property of a species or of a population,

but of a genotype (Dworkin, 2005). However, different traits of a single organism

can be examined for their relative canalization by studying their natural variation

in different lines, populations, or species. For instance, contrary to size changes,

shape changes of the wings induced by striking altitudinal variation as found

between the Andes and the Amazon basin could not interfere with species differ-

ences in sandflies (Dujardin et al., 2003). A similar study comparing the wing

shape of transcontinental populations of two close mosquito species, Ae. aegypti

and Ae. albopictus, showed that species differentiation based on wing shape, but

not on its size, was not altered by transcontinental migration during the last dec-

ades. Thus, in spite of the many possible situations supposed to affect shape, like

environmental changes, possible environmental stress, likely founder effect, possi-

ble genetic drift, and species competition, both species were still distinguishable at

the same landmark locations (Henry et al., 2010). This relative constancy of shape

patterns within each species contrasted with the lability of size. For the same spe-

cies (Ae. aegypti), size was significantly affected by a simple change in the food

concentration or in the larval density (Jirakanjanakit et al., 2007). Another example

comparing size and shape responses is found in highly inbred lines of R. pallescens

(Triatominae): the plastic response scored for the CS of the wing to the laboratory

conditions of “domesticity” was not observed for the shape, except as an allometric

change (Caro-Riaño et al., 2009).

Incidently, the apparently higher canalization of shape makes this trait a

suitable character for populations and species distinction (Dujardin and Le Pont,

2004b).

16.5.2 Developmental Stability

Although development is an individual attribute, its stability is estimated at the

population level and can be compared with other populations. The use of morpho-

metrics as an indicator of environmental stress is generally performed by estimating

the frequency of abnormal phenotypes (phenodeviants) or the amount of fluctuating

asymmetry (FA) (Palmer and Strobeck, 1986). Bilateral symmetry is not supposed

to change during development; it is a developmental invariant. Other measures of

developmental stability could be used that also are developmental invariants, like

fractal dimensions, although they were described for plants and vertebrates only

(Graham et al., 1993).
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Stress may have many different interpretations, and is probably not the only

explanation for increased FA. Stress can be the infection by a virus or parasite, or a

difficult conquest of a new habitat. In the few domestic populations of T. sordida,

a potential vector of Chagas disease in Bolivia and Argentina, significant FA was

found, whereas no FA at all could be disclosed in their sylvatic counterparts

(Dujardin et al., 1999b).

Because of its relatively strong canalization, geometric shape of the insect wings

is not prone to show significant changes under the normal range of developmental

conditions encountered by organisms (Birdsall et al., 2000). Nevertheless, the use

of shape variation in response to environmental stress has been advocated for

insects, although these changes were considered as very subtle ones (Hoffmann

et al., 2005). An advantage it could have on asymmetry analyzes would be possible

signature changes in landmarks characteristic of a specific environmental stress. A

disadvantage is that, contrary to symmetry, which is expected to be perfect, and

contrary to the frequency of phenodeviants, which is expected to be zero, there is

no “expected shape” and thus no way to use shape changes to measure the degree

of stress.

16.6 Applications in Medical Entomology

16.6.1 Species Identification and Detection

The most important objection to the morphological concept of species is the exis-

tence of sibling (or isomorphic) species (Mayr, 2000). Sibling (or also cryptic) spe-

cies are morphologically identical or nearly identical entities recognized as

different species according to other, modern concept(s) of species. However, this

objection to the typological concept (i.e., to “morphospecies”) is weakened by the

possibilities of modern quantitative shape comparisons (Baylac et al., 2003;

Becerra and Valdecasas, 2004; Dujardin, 2008). Shape comparisons detect minimal

morphological variations, which often are undetectable by traditional morphologi-

cal studies and even by classical morphometric approaches. Cryptic species of

insects showed distinct shapes in kissing bugs (Matias et al., 2001; Villegas et al.,

2002; Dujardin et al., 2009), sandflies (De la Riva et al., 2001), scythridids

(Roggero and Passerin d’Entrèves, 2005), parasitoid hymenoptera (Baylac et al.,

2003; Villemant et al., 2007; Kitthawee and Dujardin, 2009), syrphids (Francuski

et al., 2009), fruit flies (Kitthawee and Dujardin, 2010), and screwworm flies (Lyra

et al., 2009). Although morphometric discrimination does not necessarily mean spe-

cies determination, it has also been used to question species boundaries (Aytekin

et al., 2007), or to synonymize controversial taxa (Gumiel et al., 2003).

Geometric morphometry is becoming a fast and low-cost alternative to identify

cryptic species that often need the molecular machinery to be distinguished.

However, the diagnostic metric features cannot be shared. Because geometric shape

is defined relative to the consensus of the specimens under study, shape variables

derived from one set of coordinates cannot be compared with shape variables
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derived from another set. Coordinates themselves could be used for such compari-

sons, but the measurement error may represent a significant obstacle, especially

when the objective is to distinguish very similar species.

The “User Effect”

Among the sources of measurement error (see Section 16.2.4), user intervention is

often the most important. The error is generally due to small but systematic differ-

ences in pointing to the exact localization of some landmarks. These subtle discre-

pancies are amplified by the power of multivariate analysis like the discriminant

analysis. Their impact can be reduced averaging repeated collections of the data

(Arnqvist and Mårtensson, 1998). However, such correction might not be satisfac-

tory when comparing very close specimens or groups, and measurement error may

become a significant obstacle for different users (Jordaens et al., 2002; Rasmussen

et al., 2001). As a consequence, user A should not enter his own measurements in a

database of coordinates collected by user B, and vice versa.

The Need for a Bank of Reference Images

To circumvent the lack of exchangeability of the morphometric variables, an alter-

native geometric descriptive system should be developed that separates data gather-

ing and analyzes. It goes through the creation of a bank of reference images from

which one can extract raw data and compare it to external, unknown specimens.

The chances of successful identification would then depend on the relevance of ref-

erence images, on their level of shape divergence and on the classification techni-

ques. Such an initiative is ongoing at http://www.mpl.ird.fr/morphometrics/clic/

index.html under the name CLIC (Collection of Landmarks for Identification and

Characterization). The need for such a database is underestimated, because the

power of morphometrics to identify taxa is itself probably underestimated.

16.6.2 Characterization Tool at the Individual Level

In humans, some metric traits allow highly reliable individual identification (finger-

print, iris pattern, etc.). We can expect similar situation in animals. In medical ento-

mology, it might be useful to assign a single individual to its origins. Two

applications can be considered, one in systematics, the other one in population

structure.

Species are generally well distinguished thanks to qualitative morphological

characters, but close species might be difficult to confidently identify based on one

single individual. Using geometric shape comparisons, one single individual can

generally be accurately classified using a database of images of the candidate spe-

cies (Matias et al., 2001). As an example, we show here unpublished data about

mosquito identification. Each single individual has been allocated to its closest

group (according to Mahalanobis distance) without using that individual to help

determine a group center (“validated reclassification”). The wing venation patterns
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appear to be roughly the same among the genera of Culicidae, they allowed how-

ever an almost perfect reclassification of them all (Table 16.1). Within some genera

like Aedes or Anopheles, the species discrimination was also very satisfactory; it

was less convincing in the genus Culex (Table 16.2). The possibility to perform sat-

isfactory identifications without being an expert in taxonomy is very attractive, but

Table 16.1 Morphometric Identification of Culicidae Based on 13 Landmarks of the Wing

Genera Ur, Ma An Mi Cu Ae, Ar, Co

Scores 100% 97% 96% 95% 100%

N 508 (8) 446 (6) 348 (5) 317 (4) 127 (3)

The first column indicates that 100% of the genus Uranotaenia (Ur) and 100% of the genus Mansonia (Ma) could be
recognized when mixed with the six other genera: Anopheles (An), Mimomyia (Mi), Culex (Cu), Aedes (Ae),
Armigeres (Ar), and Coquilliettidia (Co). The second column indicates that 97% of the genus Anopheles could be
recognized when mixed with the genera Mimomyia, Culex, Aedes, and Armigeres. The third column indicates that 96%
of the genus Mimomyia could be recognized when mixed with the genera Culex, Aedes, and Armigeres. The fourth
column indicates 95% of the Culex could be distinguished from the genera Aedes, Armigeres, and Coquilliettidia. The
last column indicates that these three genera were perfectly discriminated by their wing geometry. N, total number of
individuals in each analysis; number of genera in the analysis is given in parenthesis. Mosquito collection by A. Henry
and P. Thongsripong (University of Hawaii). Morphological identification of the genera by Dr. R. Rattanarithikul
(AFRIMS, Thailand). Digitization of wings by J.-F. Lasnes (University of Montpellier).

Table 16.2 Correct Species Attribution Scores Based on the Geometry of the Wings

Species Scores (%) n/N

Aedes

(Stegomyia) aegypti 100 12/12

(Neomelaniconion) lineatopennis 66 10/15

(Aedimorphus) mediolineatus 100 12/12

(Aedimorphus) vexans 83 20/24

Anopheles

(Anopheles) barbirostris 100 14/14

(Cellia) tessellatus 88 8/9

(Cellia) vagus 91 34/37

Culex

(Culex) vishnui 55 29/52

(Culex) gelidus 61 11/18

(Culex) quinquefasciatus 91 11/12

(Oculeomyia) bitaeniorynchus 78 18/23

(Oculeomyia) sinensis 62 18/29

(Culiciomyia) nigropunctatus 91 11/12

Thirteen species belonging to three genera, Anopheles (An.), Culex (Cx.), and Aedes (Ae.), were analyzed for species
identification, namely: Ae. aegypti, Ae. lineatopennis, Ae. mediolineatus, Ae. vexans, An. barbirostris, An. tessellatus,
An. vagus, Cx. bitaeniorhynchus, Cx. gelidus, Cx. nigropunctatus, Cx. quinquefasciatus, Cx. sinensis, and Cx. vishnui.
Scores, correct attributions in percentages by species after validated reclassification; n, number of individuals correctly
assigned to the species; N, total number of individuals in the species. Mosquito collection by A. Henry and
P. Thongsripong (University of Hawaii). Species morphological identification by Dr. R. Rattanarithikul (AFRIMS,
Thailand). Digitization of wings by J.-F. Lasnes (University of Montpellier).
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more studies are needed to evaluate the full interest of this identification approach

in many groups of medically important insects.

More difficult is the identification when comparing few conspecific individuals.

Reinfestant specimens after vector control measure may be few, and classical mor-

phology could be unable to suggest their origin (see Section 16.6.4). Provided a data-

base exists of specimens collected before control measures, shape can be used for

quantitative comparisons of local and external individuals (Dujardin et al., 2007).

16.6.3 Biodiversity

The transmission of vector-borne diseases has obvious links with the environment.

Studies exploring these links suggested that the reduction in global biodiversity is

likely to contribute to vector-borne disease transmission through the “dilution

effect”4 (Chivian and Bernstein, 2004; Keesing et al., 2006). It is therefore highly

desirable to quantify the environment. In this kind of study, geometric morpho-

metrics has two advantages: the ability to help identify taxa and its own addition to

knowledge about biodiversity.

Biodiversity is expressed as the combination of both species richness (SR), the

number of species in a specific environment, and species evenness, the proportion

of each of them. Different indexes have been suggested to take into account both

richness and evenness, from which the most commonly used are the

Shannon�Wiener’s (Shannon and Weaver, 1949) and the Simpson’s (Simpson,

1949) indexes.

In addition to these estimates of biodiversity, complementary information has

been searched for in the morphological disparity of organisms. The morphological

disparity has been expressed in two ways, one considering the range of shape varia-

tion (the difference between extreme forms), the other one the amount of shape

variation (the variance of shape). Modern morphometrics is giving these estima-

tions a powerful quantitative tool for accurate measurements and comparisons (Roy

and Balch, 2001; Neige, 2003).

The relationship between morphological disparity and biodiversity differs

according to the way biodiversity is measured (i.e., taking into account or not the

evenness).

Metric Disparity and SR

Does metric disparity increase with the number of species? One could expect

greater richness to be the cause of higher morphometric variation, but no such rela-

tionship could be confirmed. Trends in SR generally did not match trends in metric

disparity (MD). However, one could argue that if selection targets forms rather

than species, some relationship is predictable. For a given clade’s history,

4 In the “dilution effect” hypothesis, locales with few species capable of sustaining vectors will have

higher disease risk because vectors feed more frequently on the species that serve as hosts of the patho-

gen. In contrast, “dilution” occurs in areas with high biodiversity because more species (not all of which

harbor parasites) are available to sustain vectors.
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Foote (1993) predicts a high or low ratio MD/SR as depending mainly on the kind

of selection during evolution: a selection precluding either intermediate or extreme

forms, respectively.

When high, the ratio MD/SR is probably the result of combining a relatively

low number of species with a relatively high morphometric variation. What could

be the origin of such pattern? In addition to the possible effect of selection promot-

ing extreme forms (Foote, 1993), the answer is probably to be found into what gen-

erates morphological heterogeneity: PP, species competition (Ricklefs and Miles,

1994), and of course phylogenetic diversity (Richman and Price, 1992; Shepard,

1998). Based on some idealized scenarios, the ratio MD/SR can help discussion

about the geographic origin of some group of species in relatively isolated regions

(Neige, 2003).

Taking into Account the Evenness

In addition to being poorly related to metric disparity, trends in SR do not necessar-

ily match trends disclosed by other biodiversity metrics (Roy and Balch, 2001),

either Shannon’s index (H) or Simpson’s index (D). These estimates take into

account the proportion of each species (evenness), not only their number. In some

occasions, they can show some relationship with morphological disparity. An ongo-

ing study in Thailand about mosquito diversity according to different environments

4.61

0.1211

F
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RFR U

SU

0.0824

RW1

2.25233

Figure 16.3 Relationship between the Shannon index of biodiversity (vertical axis) and the

metric disparity (horizontal axis) computed as the range of the first RW in a region of

Thailand (Henry et al., unpublished data). There were 584 mosquitoes defined by their wings

at 13 landmarks in different environments: F, forest; FF, fragmented forest; RF, rice field;

R, rural; SU, suburban; U, urban. Statistical significance: P5 0.02 (down to P5 0.06 if

forest is removed from the data).
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allowed the capture of most of the tribes and many genera of Culicidae (Henry

et al., unpublished data). In this study, neither the richness nor the biodiversity

indexes could show any significant correlation with the metric disparity estimates,

except the Shannon�Wiener’s index and the range of metric variation as estimated

by the first RW (see Figure 16.3).

Heterozygosity

Interestingly, some correlation is observed more frequently when relating the metric

disparity of conspecific populations and their genetic diversity (heterozygosity)5.

The relationship is often, but not always, a negative one. The negative relationship

has generally been interpreted as evidence for a higher developmental homeostasis

in heterozygotes, but simple inbreeding has been also suggested (David, 1999).

16.6.4 Reinfestation

As long as geometric shape is able to identify the parental generation and to distin-

guish it satisfactorily from other subpopulations (Falconer, 1981; Dujardin et al.,

2007), it might be able to provide relevant information in studies of reinfestation

after treatment (Dujardin et al., 1997, 1999a).

Provided that samples were available from the population before insecticide

application, relative similarities could suggest the origin of reinfesting specimens:

they would be either the descendants of previously killed bugs, or immigrants from

an external focus. Shape as extracted from traditional morphometrics (head mea-

surements) of the Chagas disease vector Triatoma infestans provided information

that could identify the source of reinfesting specimens (Dujardin et al., 1997), and

such information has been shown to be in agreement with genetic markers

(Dujardin et al., 1999a). The geometry of the wing of the North American T. pro-

tracta was tested on laboratory populations and was shown to be an interesting can-

didate to assess the origin of a given individual (Dujardin et al., 2007).

Since a residual population is assumed to be the same generation as or the next

generation to the individuals subjected to insecticide spraying, the reinfestation anal-

ysis is based on the assumption that an insect is more similar to its parents than to

other insects. But the reasons for successful results are not only the high heritability

of shape (see Section 16.3.3). In the reinfestation studies, the objective is not to mea-

sure gene flow or levels of migration, but rather to distinguish local “inhabitants”

from “immigrants.” Thus, the environmental effect on metric traits (the environmen-

tal covariance) is a welcome effect. Insects reared in the same microenvironmental

conditions (a few houses, a village) would share a significantly larger amount of

metric similarity, making a residual population easier to recognize.

5 Actually, the Simpson’s index of biodiversity and the heterozygosity or genetic diversity index are

obtained from the same probabilistic approach: both indexes consider the probability to sample at ran-

dom two identical species or genotypes. This probability is actually estimating the homogeneity of the

individuals (homozygosity), and to get the opposite, it is subtracted from 1, the total frequency.
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Of course, the level of population structuring is an important condition for mor-

phometric characters to be applicable in reinfestation studies. They would be less

applicable to highly dispersive insects breaking the population structure at each

new generation.

16.6.5 Population Structure

A recurrent need in medical entomology is to quantify the current exchanges of

individuals among subpopulations. This quantification would inform on “popula-

tion” structure, to be distinguished from “genetic” structure, which is defined by

the level of gene flow among subpopulations. Although mark-release-recapture

studies might be a valid option to evaluate the frequency of active migrants among

subpopulations (Tapis and Hausermann, 1975; Harrington et al., 2005), it cannot

account for passive migration of nonflying stages of the insect, so that this fre-

quency is currently evaluated by indirect methods; the measurement of gene flow

is the technique of choice (Slatkin, 1981, 1985).

Gene Flow and the Flow of Migrants

Gene flow measurement provides indirect information on the level of migration

among subpopulations. However, this information is of unequal value depending

on its output, either “lack of gene flow” or “complete gene flow.” Lack of gene

flow is valid information since in that circumstance (genetic divergence) migrants

are highly unlikely. Less valid information is the case of complete gene flow, since

no one can affirm that such (lack of) genetic structure is a reflection of the current

level of migration. How contemporaneous or recent it depends on the effective size

of the populations under study and the evolutionary rate of the genetic marker

(McKay and Latta, 2002). Additional problems with genetic markers are that they

are relatively costly and they need appropriate infrastructures. As an unfortunate

consequence, genetic markers often remain inside research laboratories and have

not yet found their way into routine medical entomology.

Environmental Variance of Size Versus Shape

Modern morphometrics is tempting as a candidate population marker because it is

a fast, low-cost, easily spread tool; it is informative about current or very recent

population events (Falconer, 1981); and it contains information on genetic varia-

tion. However, as long as morphometric traits have much higher environmental

variance than genetic markers, they are not appropriate for gene flow estimation.

How then to interpret geographic variation of metric properties? After what we

learned from natural and experimental studies on PP, an entirely environmental ori-

gin of phenotypic variation is not likely among natural populations. Metric varia-

tion can be decomposed into size and shape variation, and even if the two

properties are not completely independent, their environmental variance can be

examined separately. The importance of diversifying selection inflating size or
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shape variation among natural populations can be quantified by comparing on the

same material (i) the Fst index as derived from neutral molecular markers and (ii)

the Qst index as computed from metric characters. Qst separates quantitative

genetic variation in a manner analogous to Fst for single gene markers (Spitze,

1993): if the quantitative characters and the molecular characters are neutral,

Qst and Fst should converge to the same value (Hiernaux, 1977; Rogers and

Harpending, 1983; Whitlock, 1999). Data comparing molecular Fst and quantita-

tive Qst are few. They tend to show the following trends: (i) Qst is generally high-

er, or much higher, than Fst, and (ii) the value of Qst depends on character fitness

(McKay and Latta, 2002). Within species, traits experiencing the strongest local

selection pressures (diverging, or diversifying selection) are expected to be the

most divergent from molecular Fst (McKay and Latta, 2002).

The small set of comparisons reported by Dujardin (2008) in medically important

insects between Qst and Fst confirmed the importance of selection modifying the

geometric variation among subpopulations. These comparisons allowed two more

observations: (i) in agreement with the idea of shape having less environmental vari-

ance than size, they confirmed the lower sensitivity of shape (relative to size) in

response to diversifying selection, and (ii) in agreement with the infrequent report of

a Qst lower than Fst, which would suggest homogenizing selection acting on the

quantitative trait, no such situation was observed in medically important insects.

Biogeographical Islands

Local elimination of an insect vector of disease is generally held to be feasible

only for geographically constrained situations such as islands. The task of popula-

tion genetics studies is, in a sense, to find and define those biogeographical

“islands” (Patterson and Schofield, 2005) of the vector distribution on the main-

land. Can modern morphometrics help defining these target areas?

To discuss this application, it is important again to insist on which metric prop-

erty is considered, either geometric shape or size. Here, modern morphometrics

means “geometric shape.” Moreover, since the populations compared are conspe-

cific ones, and especially if size variation is important, allometry-free shape should

be preferred to just shape. As seen in the previous sections, geometric shape is

made of homologous characters, it is more heritable than size and more canalized

than size against environmental disturbances. The following two propositions are

related to the geometric shape of the wings, but probably also would apply for the

shape of other organs:

1. Because of genetic drift and the polygenic nature of shape, isolation in natural conditions

will tend to quickly generate shape changes.

2. When frequent exchanges occur between populations (i.e., when genetic drift is not possi-

ble), shape is hardly different even if habitats are different.

The first proposition helps to decide a likely isolation between populations using

knowledge about their respective environments. Between truly isolated populations,
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differences in shape should develop because of two main reasons: (i) genetic drift

is likely to be a major force affecting shape, and (ii) homogenizing selection seems

infrequent (or unable to counteract the effects of genetic drift). For the shape of the

wing in isofemale lines of Ae. aegypti, laboratory observations suggested that

genetic drift could occur after a few generations (Jirakanjanakit et al., 2008).

However, because of the possible importance of diversifying selection, a decision

is not possible when shape differences coexist with habitat heterogeneity.

The second proposition refers to lack of shape changes. The interpretation of

shape homogeneity in nature does not require information about the environments

of the populations under study. As long as homogenizing selection on geometric

shape can be discarded, similarity is suggestive of exchanges between compared

populations. This proposition is supported by various studies. Even between popu-

lations of houses and of palm trees, the shape of the wing of R. prolixus was similar

(Feliciangeli et al., 2007). Such similarity strongly suggested exchange of indivi-

duals, which was confirmed later by genetic markers (Fitzpatrick et al., 2008).

Lack of isolation was also described by both genetic and metric markers for tsetse

flies along the Mouhoun River in Burkina Faso (Bouyer et al., 2007). Recently,

tsetse flies were collected in the city of Abidjan (Ivory Coast) from a primary forest

relict, from the zoological garden, and from the nearby university campus of

Abobo Adjame. The three sites are a few miles away from each other. The question

was: could the flies from the forest reinvade the university campus or the zoologi-

cal garden after vector control there? The wings of the flies, either males or

females, in spite of size differences in one sex, could not show allometry-free shape

differences. The likely connection among three sites was confirmed by microsatel-

lite markers applied on the same specimens (Kaba Dramane, Ph.D. thesis).

The Need for a Heuristic

Considering the cost represented by the molecular machinery in developing coun-

tries, these examples suggest that a faster and less expensive morphometric

approach could be helpful, even as an orientation technique only. Thus, geometric

shape variation could be our guide to quickly identify at low-cost areas where iso-

lation is possible and where it is unlikely. Two directives helping interpretation

could be the following:

� If shape does not show differences between populations, the most likely explanation is

that populations are not isolated ones.
� If shape shows strong differences, one must consider also the habitats which are com-

pared: isolation is a valid interpretation only in case of similar environments.

These guidelines are based on the hypothesis that genetic drift is the main force

in nature producing fast differences in shape among conspecific populations. They

refer to contemporaneous time, not to an undefined evolutionary past. They are

easy to falsify, so that they invite more natural observations related to population

structure and shape variation.
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16.7 Conclusion

Because coordinates of anatomical landmarks contain information about both size

and shape, modern morphometrics could convert the abstract quantification of

shape into a direct visual representation. In the same process the geometric

approach provided a global estimate of size independent from shape in the absence

of allometry. These two metric properties were examined for their insight in evolu-

tionary biology studies, as well as in relation to medical entomology. Their useful-

ness in quantifying PP was shown to help in the understanding of the evolutionary

and ecological importance of the phenotype. In relation to medical entomology, the

following needs were considered: species identification, biodiversity estimation,

reinfestation analyzes, and “biogeographical islands” detection. It is suggested that

geometric shape, as opposed to size, appears as the property of choice to meet these

needs. Concrete propositions are made, one is a bank of reference images, the other

one is a heuristic to population structure interpretation.
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Roggero, A., Passerin d’Entrèves, P., 2005. Geometric morphometric analysis of wings vari-

ation between two populations of the Scythris obscurella species-group: geographic or

interspecific differences? (Lepidoptera: Scythrididae). SHILAP Revista Lepid. 33 (130),

101�112.

Rohlf, F.J., 1990. Rotational fit (Procrustes) methods. In: Rohlf, F., Bookstein, F. (Eds.),

Proceedings of the Michigan Morphometrics Workshop. Special Publication Number 2.

The University of Michigan Museum of Zoology. University of Michigan Museums,

Ann Arbor, MI, pp. 227�236. pp. 380.

Rohlf, F.J., 1996. Morphometric spaces, shape components and the effects of linear transfor-

mations. In: Marcus, L.F., Corti, M., Loy, A., Naylor, G., Slice, D. (Eds.), Advances in

Morphometrics. Proceedings of the 1993 NATO-ASI on Morphometrics.. Plenum Publ.

NATO ASI, Ser. A, Life Sciences, New York, pp. 117�129.

Rohlf, F.J., Marcus, L.F., 1993. A revolution in morphometrics. TREE 8 (4), 129�132.

Rohlf, F.J., Bookstein, F.L., 2003. Computing the uniform component of shape variation.

Syst. Biol. 52 (1), 66�69.

Roy, K., Balch, D.P., Hellberg, M.E., 2001. Spatial patterns of morphological diversity

across the Indo-Pacific: analyses using strombid gastropods. Proc. R. Soc. Lond. 268,

2503�2508.

Rutherford, S.L., Lindquist, S., 1998. Hsp90 as a capacitor for morphological evolution.

Nature 396, 336�342.

Schlichting, C.D., Pigliucci, M., 1998. Phenotypic Evolution: A Reaction Norm Perspective.

Sinauer Associates, Inc., Sunderland, MA, 387pp.

Shannon, C.E., Weaver, W., 1949. The Mathematical Theory of Communication. University

of Illinois Press, Urbana, IL.

Shepard, U.L., 1998. A comparison of species diversity and morphological diversity across

the North American latitudinal gradient. J. Biogeogr. 25, 19�29.

Shrimpton, A., Robertson, A., 1988. The isolation of polygenic factors controlling bristle

score in Drosophila melanogaster: I. Allocation of third chromosome bristle effects to

chromosome sections. Genetics 118, 437�443.

Siegel, J.P., Novak, R.J., Lampman, R.L., Steinly, B.A., 1992. Statistical appraisal of the

weight-wing length relationship of mosquitoes. J. Med. Entomol. 29 (4), 711�714.

Simpson, E.H., 1949. Measurement of diversity. Nature 163, 688.

Slatkin, M., 1981. Estimating levels of gene flow in natural populations. Genetics 99,

323�335.

Slatkin, M., 1985. Rare alleles as indicators of gene flow. Evolution 39 (1), 53�65.

Slice, D.E., 2001. Landmark coordinates aligned by Procrustes analysis do not lie in

Kendall’s shape space. Syst. Biol. 50 (1), 141�149.

Smith, G.R., 1990. Homology in morphometrics and phylogenetics. In: Rohlf, F.J.,

Bookstein, FL (Eds.), Proceedings of the Michigan Morphometrics Workshop. The

500 Genetics and Evolution of Infectious Diseases



University of Michigan Museum of Zoology, Ann Arbor, MI, pp. 325�338. , Special

Publication Number 2.

Sollars, V., Lu, X., Xiao, L., Wang, X., Garfinkel, M.D., Ruden, D.M., 2003. Evidence for

an epigenetic mechanism by which Hsp90 acts as a capacitor for morphological evolu-

tion. Nat. Genet. 33, 70�74.

Spitze, K., 1993. Population structure in Daphnia obtusa: quantitative genetic and allozymic

variation. Genetics 135, 367�374.

Suzuki, Y., Nijhout, H.F., 2006. Evolution of a polyphenism by genetic accommodation.

Science 5761 (311), 650�652.

Tapis, M., Hausermann, W., 1975. Demonstration of differential domesticity of Aedes

aegypti (L.) (Diptera: Culicidae) in Africa by mark-release-recapture. Bull. Entomol.

Res. 65, 199�208.

Thompson, J.D., 1971. Phenotypic plasticity as a component of evolutionary change. Trends

Ecol. Evol. 6, 246�249.

Vanvoorhies, W., 1996. Bergmann size clines—a simple explanation for their occurrence in

ectotherms. Evolution 50 (3), 1259�1264.

Villegas, J., Feliciangeli, M.D., Dujardin, J.P., 2002. Wing shape divergence between

Rhodnius prolixus from Cojedes (Venezuela) and R. robustus from Mérida (Venezuela).

Infect. Genet. Evol. 2, 121�128.

Villemant, C., Simbolotti, G., Kenis, M., 2007. Discrimination of Eubazus (Hymenoptera,

Braconidae) sibling species using geometric morphometrics analysis of wing venation.

Syst. Entomol. 32 (4), 625�634.

Waddington, C.H., 1953. Genetic assimilation for an acquired character. Evolution 7,

118�126.

Waddington, C.H., 1956. Genetic assimilation of the bithorax phenotype. Evolution 10,

1�13.

West-Eberhard, M.J., 1989. Phenotypic plasticity and the origins of diversity. Annu. Rev.

Ecol. Syst. 20, 249�278.

West-Eberhard, M.J., 2003. Developmental Plasticity and Evolution. Oxford University

Press, Oxford, United Kingdom, 794 pp.

Whitlock, M.C., 1999. Neutral additive variance in a metapopulation. Genet. Res. 74,

215�221.

Wilson, E.O., Brown, W.L., 1955. Revisionary notes on the sanguinea and neogagates

groups of the ant genus Formica. Psyche 62, 108�129.

Workman, M.S., Leamy, L.J., Routman, E.J., Cheverud, J.M., 2002. Analysis of quantitative

trait locus effects on the size and shape of mandibular molars in mice. Genetics 160 (4),

1573�1586.

Zelditch, M.L., Swiderski, D.L., Sheets, H.D., Fink, W.L., 2004. Geometric morphometrics

for biologists: a primer. Elsevier, Academic Press, New York.

501Modern Morphometrics of Medically Important Insects



17Multilocus Sequence Typing of
Pathogens
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17.1 Introduction

The ability to accurately distinguish between strains of infectious pathogens is cru-

cial for efficient epidemiological and surveillance analysis, studying microbial pop-

ulation structure and dynamics and, ultimately, developing improved public health

control strategies (2004). To further such general goals, several molecular typing

methods have been proposed that can identify isolates worldwide (global epidemi-

ology) and/or in localized disease outbreaks (local epidemiology) (see Foley et al.,

2009 for a review). Nonetheless, since 1998, the proposed “gold standard” for

molecular typing is multilocus sequence typing (MLST) (Maiden et al., 1998).

MLST was built on the well-established population genetic concepts and methods

of the multilocus enzyme electrophoresis (MLEE) technique, but provides signifi-

cant advantages over this and other typing approaches (see Section 17.4 for advan-

tages and caveats). MLST examines nucleotide variation in sequences of internal

fragments of usually seven housekeeping genes, (i.e., those encoding fundamental

metabolic functions) (see Section 17.2 for molecular design and development of

MLST). For each gene, the different sequences present within a species are

assigned as distinct alleles and, for each isolate, the alleles at each of the seven loci

define the allelic profile or sequence type (ST). Each isolate is therefore unambigu-

ously characterized by a series of seven integers, which correspond to the alleles at

the seven housekeeping loci. Most bacterial species have sufficient variation within

housekeeping genes to provide many alleles per locus, allowing billions of distinct

allelic profiles to be distinguished using just seven loci. Alternatively, isolate
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identification and tracking can be performed using the nucleotide data directly,

although this approach is more frequently used for population studies (see

Section 17.5 for methods of analyses).

MLST has become the universal approach for molecular typing (Maiden, 2006).

Numerous examples exist of their use for describing the population structure of

pathogens, vaccine studies, tracking transmission of epidemic strains, and identify-

ing species and virulent strains associated with disease (see Section 17.6 for applica-

tions). This was made possible by three improvements in molecular microbiology

(Maiden, 2006) involving: (1) bacterial evolution and population biology knowledge

(below); (2) high-throughput nucleotide sequencing (see Section 17.2 for molecular

basis); and (3) Internet databases (see Section 17.3). The bacterial population studies

undertaken from the 1980s onwards were central to the development of the MLST.

Those studies showed that genetic exchange among bacteria was more common than

previously supposed, leading to a reassessment of the role of sexual processes in the

structuring of bacterial populations. Using sequence data they showed that recombi-

nation (mosaic genes) was not only frequent in genes under diversifying selection

(e.g., antigen-encoding and antibiotic resistant determinant genes), but also in genes

under purifying selection (housekeeping genes), which suggested the clonal model

(variation can only arise by mutation) was not universal and led to the proposal of

new nonclonal or panmictic (variation is mainly generated by recombination) and

partially clonal models of bacterial population structure. Consequently, typing meth-

ods needed to accommodate a broader spectrum of population structures and be able

to distinguish among them, hence providing not only discriminatory power but also

information about the clonal structure of the organism under study. Therefore, only

molecular techniques that can contrast results across independent markers (such as

MLST) would be adequate for bacterial typing and population genetic inferences.

In the following sections, we will describe in more detail all the epigraphs men-

tioned in this introduction. We also refer the reader to other reviews on MLST for

complementary information (Urwin and Maiden, 2003; Cooper and Feil, 2004;

Sullivan et al., 2005; Maiden, 2006).

17.2 Molecular Design and Development of MLST

The principal element in the design of an MLST scheme is the choice of genetic

loci. The selection and number of loci are based on principle, precedent, and prac-

tice. Since MLST was developed as an updated version of MLEE, which indexes

variation of multiple core metabolic or housekeeping genes at the protein level, the

selected loci should be within housekeeping genes encoding proteins for core meta-

bolic functions. Furthermore, housekeeping genes are expected to be subject to the

rules of neutral evolution and thus should reveal genetic relationships among

strains without concern for the influence of host or environmental factors, such as

might occur with a gene encoding a hypervariable surface protein subject to host

immune response driven by diversifying selection or a gene under antibiotic
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selection. The genes should be physically spaced around the genome in order to

minimize genetic linkage of loci.

As a matter of principle and practicality, multiple loci of sufficient length need to

be surveyed in order to provide a high level of discrimination. The first MLST scheme

was designed by Maiden and colleagues (Maiden et al., 1998) and included six, later

expanded to seven, loci. Most investigators have followed this precedent and devel-

oped schemes of seven loci. The length of nucleotide sequence amplified for each loci

is generally in the range of 400�600 bp and is determined largely by the parameters

of automated sequencing instruments available at the time the first MLST scheme was

developed in 1998. Although MLST nucleotide sequence data are currently generated

by the Sanger sequencing method, pyrosequencing (Margulies et al., 2005) will likely

be the method of choice in the future. The new GS FLX titanium reagents for use on

the Genome Sequencer FLX instrument from the 454 Life Sciences Company are

capable of generating accurate read lengths of 250�350 bp, which is sufficient for

most MLST size fragments if reads are generated from both ends of the DNA strand.

Improvements in the technology should extend read length (up to 1000 bp) and

increase capacity (over 1 million reads per run) in the near future. Pyrosequencing of

PCR amplicons has already found numerous applications in microbiology and human

genetics (Bordoni et al., 2008; Rozera et al., 2009). The design of bar codes that are

incorporated at the 50 end of amplicons allows simultaneous sequencing of homolo-

gous products from multiple samples in the same run (Binladen et al., 2007; Meyer

et al., 2008). Since the complexity of PCR products for MLST is very low, pyrose-

quencing is only cost efficient if many PCR products can be processed simultaneously.

The number of bar codes that can be designed using even a few bases is very large.

For example, a bar coding method has been described that used a class of error-

correcting codes called Hamming codes to design 1544 unique 8-base bar codes

(Hamady et al., 2008).

The development of a new MLST scheme from scratch involves four initial

steps (Table 17.1): (1) identification of loci, (2) PCR primer design, (3) survey of a

small number of representative strains, and (4) analysis of nucleotide sequence data

to establish neutral evolution of loci and level of strain discrimination. For many

bacterial species, the selection of loci is greatly aided by the availability of anno-

tated whole genomes, which allow ready identification of housekeeping genes and

their physical location in the genome. An absolute requirement for loci included in

an MLST is that there is only a single copy of the gene in the genome. It is advis-

able to choose more than seven loci because not all loci will pass subsequent tests

of utility, and typically 12�18 loci are selected for subsequent tests. As near as

possible, the loci should be evenly spaced across the genome and certainly sepa-

rated by several tens of thousands of base pairs, although no rules allow a precise

estimate of the maximum size of bacterial genomic fragments that can undergo

recombination. The physical location of loci within genomes may differ among

strains so use of a single reference strain, which is often all that is available, is at

best an approximation. The design of primers is greatly assisted by the availability

of open access and commercial software for primer design but ultimately depends

on trial and error. Most MLST schemes use a nested PCR design both to increase
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sensitivity for samples with a low bacterial DNA copy number and, more impor-

tantly, to provide a high-quantity and quality PCR product for sequencing. The ini-

tial evaluation of candidate loci is most easily accomplished with a small number

of strains, perhaps 20, and the strains should not be epidemiologically linked or

share defining characteristics, such as antibiotic resistance, that might lead to over-

sampling of a clonal population. Temporally and geographically separated strains

provide one likely basis for accomplishing this goal. The data from this small set

of strains should allow the stratification of loci on the basis of efficiency of detec-

tion by nested PCR and level of genetic variation. They also provide the opportu-

nity to optimize primer design Table 17.1.

At least seven to nine loci that could be amplified from all 20 strains and

showed a reasonably high level of genetic diversity (see Pérez-Losada et al.,

2007b, for a review of methods for calculating genetic diversity and other popula-

tion genetic parameters from MLST data) should then be evaluated with a larger

dataset of 70�100 strains to accomplish the initial data analysis for evolutionary

neutrality and level of strain discrimination. The same rules for selection of strains

apply here as above. A representative collection of strains should be used, but in

Table 17.1 Stages in the Design of an MLST Scheme

Actions Criteria

� Analyze reference genome to identify

12�18 candidate loci

� Single copy gene
� Putative core housekeeping gene
� Genes evenly spaced in genome

� Design nested PCRs using primer select

software

� Outer PCR product B1000�1500 bp
� Inner PCR product B400�600 bp

� Select 15�20 representative strains � Isolated in different years and different

geographic sites
� No known epidemiological linkage by

transmission or shared phenotypic

characteristics

� Perform nested PCRs of the 15�20 strains

and redesign primers as needed

� Analyze nucleotide sequence data � Rank loci by level of nucleotide

polymorphisms and select 7�9 loci with

high levels of polymorphism

� Select 75�100 strains using above criteria,

type using the 7�9 loci and perform

analysis

� Confirm loci are under purifying selection
� Assign each unique sequence an allele

number
� Assign each isolate an ST
� The greater the number of STs, the greater

the discriminatory power of the MLST
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practice it is only possible to avoid obvious pitfalls such as selecting strains from a

known outbreak. The purpose of the initial analysis of MLST data is to confirm

that the chosen loci are under purifying selection, to assess the level of polymor-

phism at each locus, and to determine whether a sufficient level of discrimination

is achieved for epidemiological studies. The number of unique nucleotide

sequences among the 70�100 strains tested establishes the level of polymorphism,

and alleles that are the most polymorphic will provide the greatest degree of dis-

crimination among strains. While low levels of polymorphism are a reason to reject

an allele for inclusion in an MLST scheme because they will provide little discrimi-

natory power, the seven most polymorphic alleles are not necessarily the best

choice. Ideally, all seven loci will contribute equally to the discriminatory power of

the method and a very high level of variation may be indicative of diversifying

selection pressure. On the other hand, evolutionary neutrality is a desirable but not

absolutely necessary characteristic of loci used in an MLST typing scheme. In fact,

most other methods for strain typing use highly polymorphic loci, which are often

known to be subject to selection pressure. If one or more of the initially selected

loci fail the test of neutrality or no combination of 6�7 loci provides sufficient

strain discrimination, other loci surveyed in the smaller dataset of 20 isolates can

be evaluated with the larger dataset and a new 6�7 loci MLST scheme can be

designed. Finding the right balance in terms of efficiency of PCR amplification,

locus neutrality, strain discrimination, and comparability of polymorphisms across

loci is ultimately a matter of judgment rather than the application of precise rules.

Once candidate loci have been chosen and the MLST scheme defined, applica-

tion of the method in the context of epidemiological studies will establish its reli-

ability in typing large numbers of diverse strains and its ability to provide

sufficient strain discrimination to address epidemiological questions of interest. For

strains that cannot be typed using the initial PCR primers, it is generally easy to

design new primers. Although the choice of loci used in the MLST scheme could

be changed as more strains are typed, for example to increase discrimination, one

of the strengths of MLST as a typing method would be sacrificed, namely, the

comparability of data generated over time and by multiple investigators. Because

the sequence type or ST is defined by the set of distinctly numbered alleles at the

seven loci, changing loci would result in new STs that could not be directly com-

pared to STs defined using the older scheme. If an epidemiological study requires

discrimination of closely related strains, as may be necessary to examine short-

term transmission of antibiotic resistant isolates, rather than add to or change the

loci in an MLST, a better strategy is to supplement MLST with additional highly

polymorphic markers, such as genes encoding antigens or cell surface proteins.

Examples of such strategies are the combination of MLST and staphylococcal chro-

mosomal cassette mec (SCCmec) typing for S. aureus (Cookson et al., 2007),

MLST and emm sequencing for Group A Streptococcus (Metzgar et al., 2009), and

MLST and porB sequencing for Neisseria gonorrhoeae (Pérez-Losada et al.,

2007a).
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17.3 MLST Databases

One of the aims of the MLST approach was the development of a website contain-

ing MLST databases to which public health and research communities could both

have access and contribute and from which clinical, epidemiological, and popula-

tion studies could benefit (Maiden et al., 1998; Urwin and Maiden, 2003; Maiden,

2006). The first MLST websites were based on single databases implemented in

the MLSTdB software (Chan et al., 2001); but as MLST schemes began to expand

several limitations became apparent: redundant information (each record contained

the ST designation and the allelic profile), isolate bias (single databases were domi-

nated by specific studies), and access (all databases were stored at a single loca-

tion). To overcome these limitations, a new network-based database software,

MLSTdBNet (Jolley et al., 2004) was developed and implemented on the

PubMLST site (http://pubmlst.org/). This site is served by two databases: (i) a pro-

files database that contains the sequences of each MLST allele for each locus

linked to an allele number, and (ii) an allelic profiles database with their ST desig-

nations. The profiles database can then serve other isolate databases. For each

scheme on the PubMLST site there is a PubMLST isolate database that aims to

include at least one isolate for each ST. MLST databases are hence different from

other depository databases such as GenBank not only in organization but also in

that they are actively curated for accuracy. It is important to highlight that MLST

databases do not embody the global diversity of an organism but the extent of its

diversity at the time they are accessed. Moreover, the stored data is unstructured

and does not necessarily represent natural populations either.

Several other websites are accessible through the PubMLST site. The PubMed

(NCBI) is linked to PubMLST databases so original publications describing MLST

schemes can be retrieved. The AgdbNet—antigen sequence database software for

bacterial typing (Jolley and Maiden, 2006) is also integrated into the system. Other

websites are available for the storage and access of MLST data. At the time of

writing, 54 MLST schemes (48 for bacteria and 6 for eukaryotes) with available

websites were hosted at http://pubmlst.org/, http://www.mlst.net/ (Aanensen and

Spratt, 2005) and http://mlst.ucc.ie/ and could be accessed via the PubMLST site.

The PubMLST primary site is also mirrored in four locations, three in the United

Kingdom and one in the United States. This provides access to MLST data globally

and assures that databases are stored in multiple locations. A detailed description

of the MLST databases, their structure, and most of the published MLST schemes

can be found in Maiden (2006).

17.4 Advantages and Disadvantages of MLST

As the number of schemes available has increased, MLST has become the most

commonly used method of pathogen typing. Previous methods were based on phe-

notypic (e.g., serotyping) or electrophoretic (e.g., MLEE) variation. In comparison,
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the use of sequence variation gives MLST the advantage of producing data that

contain more variation and that are universally comparable, easily validated, and

readily shared across laboratories. The use of generic sequencing technology makes

MLST a broadly applicable methodology that can be fully automated and scalable

from single isolates to thousands of samples. Because the material needed for

MLST analysis—DNA or dead cells—are easily transported among labs without

the problems associated with infective materials, both the necessary biological

material and the resulting data are highly portable. Furthermore, the use of online

electronic databases (see Section 17.3) to store and curate MLST schemes makes

them a globally accessible resource.

MLST targets variation at multiple housekeeping loci. The number of loci that

need to be evaluated to be able to confidently assign a ST has been minimized to

reduce the expense and time required for characterization, with most studies using

6�10 loci. If performed manually, evaluating even this many loci can be time-

consuming. However, fully automated systems (e.g., robotics; Jefferies et al.,

2003) provide a high-throughput system for data collection that can run large

volumes of samples with increased reliability. As sequencing technology pro-

gresses, the cost of this automation will decrease and data interpretation, rather

than data generation, will be the limiting factor of our understanding of pathogen

population genetics.

By focusing on sequence variation, MLST provides a highly replicable and

reproducible typing method. Additionally, the focus on housekeeping genes pro-

vides significant amounts of genetic data that can be used to calculate pathogen

population genetic parameters (see Section 17.5) on a global scale. These analyses

of population parameters can be used to construct more sophisticated models of

pathogen evolution and epidemiology that will improve our understanding of how

to control the spread of these diseases. However, there is no single set of universal

housekeeping genes that can be used with all pathogens as the recombination rates,

substitution rates, and levels of selection vary across loci and across species for the

same locus (Pérez-Losada et al., 2006). Therefore, a unique set of loci must be

identified for each novel, untyped pathogen under study. The rapid expansion of

available whole genomes will make data mining for useful housekeeping genes

more feasible, reducing the time and cost required for constructing new schemes.

Unfortunately, not all pathogens are suitable for MLST methods. Some pathogens

(e.g., M. tuberculosis, Y. pestis) contain very little diversity throughout their entire

genome, most likely representing evolutionarily young pathogens that have not yet

accumulated sufficient genetic variation to differentiate strains. For these pathogens,

more rapidly evolving loci (e.g., insertion sequences or antibiotic-resistance determi-

nants) are needed. Conversely, some bacterial genomes have accumulated enough

variation that MLST using housekeeping genes does not provide any information

useful for typing. As we enter the era of genomics, the comparison of genomes to

identify variable regions/genes to use for typing will become easier. As sequencing

technology continues to improve in the future, comparison of whole genomes will

even become possible.
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17.5 Analytical Approaches

There are two basic strategies to the analysis of MLST data (Figure 17.1), one

relies on allele and ST designations to estimate relatedness among isolates (allele-

based methods) and so ignores the number of nucleotide differences between

alleles, and the other relies on nucleotide sequences directly to estimate relatedness

and population parameters (nucleotide-based methods). The allele-based approach

has been adopted from the analysis of MLEE data and so methods based on this

strategy were the first applied to the analysis of MLST data (Maiden et al., 1998;

Enright and Spratt, 1999). The allele-based approach is thought to work well in

nonclonal organisms (e.g., Helicobacter pylori), while nucleotide-based approaches

are preferable for clonal organisms (e.g., Escherichia coli) since the former are

likely misleading (Maiden, 2006) Figure 17.1.

In practice, most microbes show some degree of clonality (clonal complex) in

their populations, hence, in our opinion, both types of analyses can be conducted in

population and epidemiological studies (e.g., Tazi et al., 2010). In this section, we

present a brief description of some of the most commonly used approaches for
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Figure 17.1 Pipeline analysis of MLST data.
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analyzing MLST data. We refer the reader to previous reviews (Sullivan et al.,

2005; Pérez-Losada et al., 2007b) for more detailed descriptions.

17.5.1 Allele-Based Methods

Since alleles are the unit of analysis, all these methods first require assigning an

allele number to each DNA sequence from each locus. This is done by matching

our sequences against those stored in public MLST databases (see Section 17.3). If

no match is found, a new number is assigned in order of discovery. Several compu-

tational programs have been developed for this task, although sequence typing anal-

ysis and retrieval system (STARS) seems to be the best (Sullivan et al., 2005). The

STARS interface was specifically designed for typing and allows the assembly of

large number of sequences at once.

Once alleles have been assigned, data are entered in the MLST websites to

acquire an ST profile. At this point exploratory analysis (e.g., allele and profile fre-

quencies, polymorphism estimates, codon usage, etc.) of the data can be performed.

The software package Sequence Type Analysis and Recombinational Tests

(START2) can perform all these tasks (Jolley et al., 2001). Relatedness among STs

can then be displayed using methods of cluster reconstruction such as the based

upon related sequences types (eBURST) approach and the simple unweighted pair

group method with arithmetic mean (UPGMA). eBURST (Feil et al., 2004) is

based on a simple model of clonal expansion and diversification. It first identifies

mutually exclusive groups of related STs and attempts to identify the founding ST

of each group. Bootstrap estimates are also calculated to assess confidence in the

groupings. The algorithm then predicts the descent from the predicted founding ST

to the other STs in the group, displaying the output as a radial diagram, centered

on the predicted founding ST. Recently, a new globally optimized version

(goeBURST) has been released that identifies alternative patterns of descent using

a graphic matroid approach (Francisco et al., 2009).

The traditional UPGMA method relies on a matrix of distances to estimate iso-

late relatedness. Distances are calculated for each pair of STs based of the number

of allele differences and groups are then sequentially clustered in order of similarity

(i.e., allelic matches).

Allele-based methods have the advantage of simplicity and speed, which are

crucial for efficient epidemiological surveillance and public health management,

but disregard much of the evolutionary information contained at the nucleotide

level. A larger and more sophisticated plethora of nucleotide-based methods exist

to estimate isolate relationships and key population parameters.

17.5.2 Nucleotide-Based Methods

Any analysis of nucleotide data usually begins with an alignment (i.e., estimation

of the homologous nucleotide sites). Since the loci used for MLST usually evolve

very slowly and code for proteins, this step becomes trivial, particularly at the
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amino acid level. If needed, several fast and accurate iterative aligning strategies

are implemented in MAFFT (Katoh et al., 2005).

Once an alignment has been generated, we have to determine the model of evo-

lution that fits the data the best. Model choice is a critical issue and the implemen-

ted model (or lack thereof) will affect all subsequent phylogenetic and population

analyses (next two sections below). This issue is usually assessed within a phyloge-

netic framework (see Posada and Buckley, 2004). Over the past two decades, sub-

stitution models have increased in complexity, as parameters reflecting new

information on nucleotide substitution processes are added to candidate models.

Furthermore, model selection is moving towards using confidence sets of models

(model averaging) (Posada and Buckley, 2004). Several criteria have been pro-

posed for choosing models, although the Akaike Information Criterion is one of the

best for evaluating model fit (Posada and Buckley, 2004). This and many other

model choice strategies are implemented in JModeltest (Posada, 2009).

Phylogenetic Relatedness

Phylogenetic reconstruction methods can be divided into two types, those that pro-

ceed algorithmically (e.g., UPGMA, Neighbor-joining) and those based on optimal-

ity criteria. Here we will focus on those that implement maximum likelihood and

Bayesian optimality criteria and allow for the implementation of multiple data par-

titions each under its best-fit model. We find this feature particularly important for

analyzing MLST data.

Maximum likelihood (ML) inference attempts to identify the topology that

explains the evolution of a set of aligned sequences under a given model of evolu-

tion with the greatest likelihood (Felsenstein, 1981). RAxML (Stamatakis, 2006)

implements the ML criterion efficiently and accurately and can handle large data-

sets of .1000 sequences. Confidence in the estimated relationships (i.e., clade sup-

port) is usually assessed using a nonparametric bootstrap procedure (Felsenstein,

1985), which must be repeated .1000 times to achieve reasonable precision.

Bootstrap proportions can be also rapidly estimated in RAxML.

Although similar to ML inference, Bayesian inference (BI) combines the prior

probability of a phylogeny with the likelihood to produce a posterior probability

distribution of trees, which can be interpreted as the probability that the tree(s) is

(are) correct (Huelsenbeck et al., 2001). Clade support is estimated by summarizing

this distribution of trees through a consensus analysis clade. Bayesian phylogenies

are estimated using Metropolis-coupled Markov chain Monte Carlo (MCMC) meth-

ods and both are implemented in programs like MrBayes (Ronquist and

Huelsenbeck, 2003). The output of the BI analysis must be evaluated to assure the

MCMC chains have mixed well and converged; such tasks can be performed in

Tracer (Rambaut and Drummond, 2009).

Often gene trees differ even when sampled from the same population. This can

be the result of molecular processes (e.g., recombination) or stochastic variation

(e.g., lineage sorting). Whatever the case, one may want to check if individual gene

topologies are significantly different. Multiple ML topological tests have been

512 Genetics and Evolution of Infectious Diseases



developed for such purposes and several are implemented in CONSEL (Shimodaira

and Hasegawa, 2001).

New coalescent approaches have been developed to deal with stochastic varia-

tion in gene trees. Among such, BEST (Liu, 2008) implements a Bayesian hierar-

chical model in MrBayes that estimates the joint posterior distribution of gene trees

and the organism tree using multilocus molecular data.

When estimating evolutionary relationships among microbes using DNA

sequences, the reticulating impact of recombination becomes a significant issue. If

recombination is substantial, the evolutionary history of those sequences no longer

fits a bifurcating model as those described before, and therefore a tree representa-

tion may fail to accurately portray a reasonable genealogy. Under such circum-

stances, network approaches (Posada and Crandall, 2001) can be used instead.

Recently Woolley et al. (2008) have revised the most common algorithms for

building networks and concluded that the union of maximum parsimonious (UMP)

trees (Cassens et al., 2005) performed the best. TCS (Templeton et al., 1992) also

performed well at estimating network gene genealogies.

Population Dynamics

The evolution of DNA sequences in natural populations can be described with para-

meters like recombination, mutation, growth, and selection rates. Indeed, the accu-

rate estimation of these parameters is key for understanding the dynamics and

evolutionary history of those populations, their epidemiology, the potential for and

mode of evolution of antibiotic resistance, and ultimately for applying efficient pub-

lic health control strategies. Population parameters are more efficiently estimated

using explicit statistical models of evolution such as the coalescent approach, hence

here we describe some population parameter estimators based on such models.

Recombination is generally defined as the exchange of genetic information

between two nucleotide sequences. It influences biological evolution at many dif-

ferent levels as well as affects the estimation of other parameters. A comprehensive

assessment of statistical methods for detecting and estimating recombination rates

is presented in Posada et al. (2002). These studies indicate that one should not rely

on a single method to detect or estimate recombination. With this idea in mind,

software packages such as RDP (Martin et al., 2005) have been developed to

implement a variety of methods for the same dataset. RDP is a package that

includes eight recombination estimators and allows the user to draw conclusions

based on the outcome of multiple tests.

Genetic diversity can be interpreted as two times the neutral mutation rate times

the number of heritable gene copies in the population. Since this is a composite

parameter, you need outside information for one parameter so the other can be esti-

mated. However, even lacking such information, one can estimate the rate of

recombination to mutation, a key parameter to understand how genetic diversity is

generated in microbes (Feil et al., 1999). A review of classical and recent statistical

methods for estimating genetic diversity is presented in Pearse and Crandall

(2004).
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Another key parameter for characterizing microbial population dynamics is the

growth rate, which reflects the variation of genetic diversity along time. Growth rates

can be estimated under a certain demographic model (e.g., exponential) or without

dependence on a prespecified model (e.g., Bayesian skyline plot; Drummond et al.,

2005). The latter approach is implemented in BEAST (Drummond and Rambaut,

2007). Interestingly, BEAST also allows for the analysis of temporally spaced

sequence data. Recombination, genetic diversity, and exponential growth rates can all

be estimated in LAMARC (Kuhner, 2006).

The standard method for estimating selection in protein-coding DNA sequences

is through the nonsynonymous (dN) to synonymous (dS) amino acid substitution

ratio dN/dS (ω). ω. 1 indicates adaptive or diversifying selection, ω, 1 purifying

selection and ω � 0 lack of selection. ω is usually estimated within a ML phyloge-

netic framework and assuming an explicit model of codon substitution. Such mod-

els can be very complex, allowing, for example, ω to vary across amino acid sites

and/or tree branches (e.g., Yang, 2007). If significant evidence (usually obtained

through likelihood ratio tests) of adaptive selection is obtained, then Bayesian tests

can be applied to detect amino acid sites under selection (e.g., Yang et al., 2005).

Such methods are implemented and described in more detail in the software pack-

age PAML (Yang, 2007).

If recombination is suspected in the data, other methods exist that can estimate

recombination and selection rates simultaneously (OmegaMap; Wilson and

McVean, 2006), or account for the former while estimating the latter (HYPHY;

Kosakovsky Pond et al., 2005).

Most of the nucleotide-based methods described above and others have been

compiled and can be executed online at the CBSU (http://cbsuapps.tc.cornell.edu),

Cipres (http://www.phylo.org) and Datamonkey (http://www.datamonkey.org)

websites.

17.6 Applications of MLST

The popularity of MLST is driven by its ease of use and discriminating power, but

also by the broad array of applications for the MLST data. Although principally

developed for high resolution typing, the genealogical information inherent in the

DNA sequences themselves has made MLST data useful for studies of species

boundaries and speciation, population dynamics, evolution of drug resistance, and

molecular epidemiology.

17.6.1 Population Dynamics and Molecular Epidemiology

MLST has gained widespread popularity as a typing method and its use has

advanced understanding of bacterial evolution and provided insights into the epide-

miology of bacterial diseases. One major contribution of MLST to bacterial
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population genetics has been the elucidation of the relative role of recombination

and point mutation in the evolutionary history of different bacterial species. Feil

et al. (1999) developed a method to estimate the relative impact of recombination

compared with point mutation in the diversification of clonal complexes using

MLST data. As a quantitative measure, they estimated a ratio of recombination to

mutation (r/m) per allele and r/m per site. Estimates of these parameters for N.

meningitides, S. pneumoniae, and S. aureus gave values of 3.6:1, 8.9:1, and 6.5:1

for r/m per allele, respectively, and 100:1, 61:1, and 24:1 for the r/m per site,

respectively (Feil et al., 1999, 2000; Day et al., 2001). Another example of a bacte-

rial population structured largely by point mutation is the Bacillus cereus group,

which includes the etiological agent of anthrax. An analysis of congruence per-

formed on ML trees generated from concatenated housekeeping gene loci and from

each of the loci individually showed that the B. cereus group is largely clonal, with

evidence for some recombination (Priest et al., 2004). Analysis of MLST data for

S. epidermidis, a cause of nosocomial infection in immunocompromised hosts and

patients with indwelling medical devices, generated a per-allele r/m parameter of

2.5:1 and a per site r/m of 10:1 (Miragaia et al., 2007). Genetic diversity within

populations of human pathogens may be shaped by the ecology of host-parasite

interactions. Certain meningococci are overrepresented among disease-associated

isolates, but the genetic basis for persistence of these hyperinvasive lineages is

unclear. Jolley and colleagues analyzed MLST data and concluded that selective

forces are responsible for structuring meningococcal populations (Jolley et al.,

2005).

MLST are also useful tools for inferring population structure and the evolution-

ary dynamics of drug resistance. For example, MLST have been used to diagnose

human-associated population structure in the opportunistic pathogen Ochrobactrum

anthropi. Romano et al. (2009) developed a MLST scheme for this pathogen and

used the evolutionary information inherent in the DNA sequences to identify a

human-associated subpopulation from their collection of clinical and environmental

isolates. Likewise, MLST have been used to track drug resistance variants through

patients. Oteo et al. (2009) collected 162 isolates of Klebsiella pneumoniae from

five hospitals in Spain and used the MLST data to demonstrate the spreading of K.

pneumoniae as pathogens and colonizers among newborns and adult patients with

multilocus resistance acquired through recombination. Similarly, Lee et al. (2010)

used MLST to identify epidemic and virulent ciprofloxacin-resistant E. coli clones

and their population structure in Korea causing urinary tract infections.

In a number of studies, MLST data have been used to reveal the epidemiological

history of infectious diseases. For example, MLST has been successful in identify-

ing clinically important strains of N. meningitides (i.e., hyperinvasive lineages)

(Yazdankhah et al., 2004). MLST has been applied to a number of clinically impor-

tant bacterial populations, including hospital-acquired strains of E. faecalis and

E. faecium (Ruiz-Garbajosa et al., 2006; Leavis et al., 2006), and S. pneumoniae

strains associated with invasive disease (Enright and Spratt, 1998). In some cases

MLST has failed to distinguish clinically relevant populations. For example,
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S. aureus isolates from persons with nasal carriage, community-acquired pneumo-

nia, and hospital-acquired invasive disease are evenly distributed among clonal

complexes (Feil et al., 2003). Similarly, there is a poor correlation between MLST

data and tissue tropisms (throat or skin) of S. pyogenes isolates (Kalia et al., 2002).

For phenotypes that are based on one or a few genes, such as antibiotic resistance,

correlations with MLST data have been good. The evolutionary history of methicil-

lin-resistant S. aureus (MRSA) has been clarified by MLST data, including the typ-

ing of the methicillin resistance genetic element, SCCmec (Robinson and Enright,

2003). Genotyping was used to identify outbreaks of gonorrhea in a recent study by

Choudhury and colleagues (Choudhury et al., 2006). They typed consecutive gono-

coccal strains from London STI clinics over a 9-month period. Clusters of patients

with the same strain showed similarities in behavioral and demographic features,

suggesting that different strain clusters represent localized transmission chains.

17.6.2 Species Diagnosis and Phylogenetics

MLST data have been used to distinguish similar species, to inform the division of

a genus into species, and to ask whether bacterial species exist. The MLST data are

especially useful for species diagnoses as they provide both genealogical informa-

tion as well as information on recombination, which is critical to consider with bac-

terial species diagnosis (Fraser et al., 2007). Indeed, even when the MLST are not

as discriminating as other approaches, the phylogenetic information available

through the MLST provides novel insights into species and strain relatedness that

impacts public health decisions. In a study of Clostridium difficile, for example,

Marsh et al. (2010) found the MLST less discriminatory compared to multilocus

variable-number tandem-repeat analysis (MLVA) or restriction endonuclease analy-

sis (REA) although concordant, but the combination of MLST with MLVA pro-

vided novel insights into the origins and evolutionary relationships bearing clinical

and public health importance. Similarly, a phylogenetic analysis of concatenated

sequences of seven MLST loci for B. psuedomallei and B. thailandensis, both soil

saprophytes, and B. mallei, the cause of glanders, showed that all B. pseudomallei

strains were tightly clustered and well resolved from all B. thailandensis strains

(Godoy et al., 2003). However, B. mallei clustered with B. pseudomallei and,

although designated as “species”, it can be considered to be a strain (or clone) of

B. pseudomallei. Other examples where MLST analysis has revealed that bacteria

that are associated with human or animal disease and have been given species

names are in reality clones with distinctive biology and ecology within a “mother”

species include B. anthracis (Priest et al., 2004) and S. typhi (Kidgell et al., 2002).

N. gonorrhoeae strains form a tight cluster at the end of a long branch arising from

the meningococcal cluster (Hanage et al., 2006), supporting the hypothesis that

gonococci arose relatively recently as a strain of human pharyngeal Neisseria spe-

cies that acquired the ability to colonize the genital tract and be transmitted by the

sexual route (Vazquez et al., 1993). This brief summary highlights the multiple

applications of MLST.
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17.7 Conclusions and Prospects

MLST has become the standard approach for characterizing bacteria and some

eukaryotes because it is more variable, portable, and reproducible than other typing

methods. As currently used, MLST has already achieved high levels of discrimina-

tion, but as new, more extensive, sequencing technologies (e.g., pyrosequencing)

continue to develop, even higher levels of resolution can be expected. More impor-

tantly, sequencing additional loci and larger genomic regions will also provide more

accurate and robust estimates of population genetic parameters under more complex

and sophisticated statistical models, such as the coalescent. Within this framework,

epidemiological data can be also integrated, hence more comprehensive and faster

assessments of pathogen dynamics can be achieved. Additionally, full-genome

sequencing data can be used to identify common phylogenetically informative loci

across species. Such markers will greatly help to understand bacterial

systematics and taxonomy and better define species boundaries.
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18.1 The Need for Bioinformatics

Although bioinformatics is generally perceived to be a modern science, the term

had been put forward over thirty years ago by Paulien Hogeweg and Ben Hesper

for “the study of informatic processes in biotic systems” (Hogeweg, 1978;

Hogeweg and Hesper, 1978). It is necessarily nebulous—bioinformatics spans

many disciplines and can have many shades of meaning. Indeed it can be argued

that it is the collation and analysis of data from different disciplines that has pro-

vided some of the greatest insights. In the field of genomics and transcriptomics,

bioinformatics is an incredibly diverse field. Evolution, epidemiology, ecology, and

the response of an organism to its environment are all fields that require bioinfor-

matics to accurately process and place into context various sources of data. At the

heart of genomics and transcriptomics is the generation and analysis of vast quanti-

ties of sequence data. DNA sequencing took off in the late 1980s when Applied

Biosystems developed the first automated sequencing machine. The subsequent

development of more efficient ways to sequence resulted in the phenomenal growth

of the number of sequences deposited in GenBank (Figure 18.1). Obviously, with

over 100 million sequences deposited in GenBank, it is not feasible to do any seri-

ous manual work with such a large dataset. Data obtained from modern second-

generation sequencers is on the order of 1000 times greater than capillary-based

sequencers. It is now possible to routinely generate many gigabases of sequence

data. Bioinformatics is tasked with making sense of it, mining it, storing it, dissem-

inating it, and ensuring valid biological conclusions can be drawn from it. Many of

the recent high-throughput functional genomics technologies rely on a bioinformat-

ics component, though bioinformatics is just one part of the process. For example,

identification of proteins by mass spectroscopy, quantitative analysis of expression

data, phylogenetics, and so on all make use of bioinformatics tools, methods, and

databases. Bioinformatics plays a key role at several steps in genomics,
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comparative genomics, and functional genomics: sequence alignment, assembly,

identification of single nucleotide polymorphisms (SNP), gene prediction, quantita-

tive analysis of transcription data, etc. In this chapter, we will discuss the current

state of play of bioinformatics related to genomics and transcriptomics and use rel-

evant examples from the field of infectious diseases.

18.2 Metagenomics

The term “metagenomics” was originally used to describe the sequencing of gen-

omes of uncultured microorganisms in order to explore their abilities to produce

natural products (Handelsman et al., 1998, Rondon et al., 2000) and subsequently

resulted in novel insights into the ecology and evolution of microorganisms on a

scale not imagined possible before (see Cardenas and Tiedje, 2008; Hugenholtz

and Tyson, 2008 for an overview). However, metagenomics now finds use in infec-

tious disease research as well as the random sequencing of genomes from a variety

of organisms from, for example, patient material that could lead to the identifica-

tion of the cause of disease.

In a quite straightforward metagenomics approach to identify pathogens in sputa

from cystic fibrosis patients, standard microbiological culture techniques were

compared to molecular methods using 16S rDNA PCR (Bittar et al., 2008). The

well-known disadvantage of the microbiological methods is that they normally

employ “selective” media that are designed to pick up those bacterial pathogens

that are thought to be present. Emerging pathogens will be missed using traditional

culture techniques. Indeed, Bittar et al. identified 33 bacteria using cultivation

while 53 bacterial species were detected using molecular methods (based on

BLAST comparisons; Altschul et al., 1990), interestingly, 30% of the latter were
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Figure 18.1 The growth of sequences submitted to GenBank. For further info, see http://

www.ncbi.nlm.nih.gov/genbank.
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anaerobes, organisms missed in the routine cultivation methods. Many bacteria

identified using the molecular methods are traditionally not thought to be associ-

ated with cystic fibrosis. Whether these novel species are associated with the phys-

iopathology of disease remains to be studied. Bittar et al. (2008) also noted that the

number of bacteria detected increased with increased numbers of clones sequenced,

a well-known phenomenon in environmental sequencing that relates to sample

depth (Huber et al., 2007; Huse et al., 2010). However, with the increased use of

next-generation sequencing methods in infectious disease research, the lessons

learned from environmental studies relating to diversity and relative abundance of

different microbes can be put to effective use.

An example of the use of second-generation sequencing in a metagenomics

approach of patient material is the study by Nakamura et al. (2009) to identify

viruses in nasal and fecal material. In this study, RNA was isolated from patient

material obtained during seasonal influenza infections and norovirus outbreaks.

This RNA was reverse transcribed into cDNA, which was subsequently subjected

to large-scale parallel pyrosequencing resulting in 25,000 reads on average per

sample. Although the influenza samples were mainly (.90%) human in origin, it

was nonetheless possible to identify the influenza subtypes in each sample

(Nakamura et al., 2009). As the fecal samples were cleared of human and bacterial

cells, yields were much better and the complete norovirus GII.4 subtype genome

was sequenced with an average cover depth of up to 2583. In addition to being

able to identify the influenza and noroviruses, two recently identified human

viruses were also identified: WU polyomavirus and human coronavirus HKU1

(Nakamura et al., 2009). Major bacterial species normally found in the respiratory

tract were also identified. Although Nakamura et al. suggest that the high-through-

put sequencing is more sensitive than standard PCR-based analysis and might result

in the detection of additional possible pathogens, they also warn that the increased

sensitivity might necessitate follow-up work to decide which of the detected patho-

gens is the actual cause of the disease.

Important results are expected from the Human Microbiome Project (http://

www.hmpdacc.org/), which will obtain metagenomic information from various

human microenvironments such as the gastrointestinal, nasooral, and urogenital

cavities as well as the skin. Understanding the human microbiome is thought to

answer questions such as whether changes in the human microbiome are related to

human health. However, large-scale metagenomics projects that include eukaryotic

genomes have thus far been quite costly and laborious due to the generally large

genomes of eukaryotes. The lowering of sequencing costs may alleviate part of the

problem, but sequence data are still accumulating at a faster rate than developments

in computational analysis (Hugenholtz and Tyson, 2008).

18.3 Comparative Genomics

Organisms that have attracted the attention of genome centers are those that cause

disease followed by those from model organisms such as Saccharomyces cerevisiae

(Goffeau et al., 1996) and Caenorhabditis elegans (the C. elegans Sequencing
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Consortium, 1998), for example. Indeed, the first bacterial genomes sequenced

were those from pathogens (Fleischmann et al., 1995; Fraser et al., 1995; Tomb

et al., 1997), and these were preceded by many bacteriophage genomes such as

bacteriophage MS2 (Fiers et al., 1976) and ϕX174 (Sanger et al., 1977) and viral

genomes (Fiers et al., 1978). Currently, pathogen genomes represent at least one

third of all sequenced genomes.

Obviously, for comparative genomics two genomes are required, and indeed,

when the second bacterial pathogen was sequenced (Mycoplasma genitalium by

Fraser et al., 1995), it was immediately compared with the first one (Haemophilus

influenzae by Fleischmann et al., 1995). Interestingly, the H. influenzae genome

was completed using a “bioinformatics” approach. Unlike previous sequencing pro-

jects, the used shotgun approach relied on a computational justification that suffi-

cient random sequencing of small fragments would result in a complete coverage

of the whole genome. Comparing the M. genitalium genome with the Haemophilus

genome suggested that the percentage of the total genome dedicated to genes is

similar albeit that M. genitalium has far fewer genes (Fraser et al., 1995). Although

the genome of M. genitalium is about three times smaller than that of H. influenzae,

its smaller genome has not resulted in an increase in gene density or decrease in

gene size. Detection of several repeats of components of the Mycoplasma adhesin,

which elicits a strong immune response in humans, suggests that recombination

might underlie its ability to evade the human immune response. That this initial

genome study was only the tip of the comparative genomics iceberg was already

clear from Fleischmann et al. (1995) last sentence: “Knowledge of the complete

genomes of pathogenic organisms could lead to new vaccines.” A whole-genome

effort at identifying vaccine candidates appeared some 5 years later when Pizza

et al. (2000) employed bioinformatics to extract putative surface-exposed antigens

by genome analysis. Although effective vaccines against Neisseria meningitidis,

the causative agent of meningococcal meningitis and sepsis, did exist, these vac-

cines did not cover all pathogenic serogroups. Serogroup B had evaded the devel-

opment of a good vaccine as its capsular polysaccharide (against which the

vaccines of the other serogroups were developed) is identical to a human carbohy-

drate. In order to identify putative candidates for vaccine development, Pizza et al.

decided to sequence the whole genome of a serogroup B strain. All potential open

reading frames (ORFs) were analyzed for putative cellular locations using

BLASTX. Those ORFs likely to be cytosolic were excluded from further analysis.

The remaining ORFs were analyzed to determine whether they encoded proteins

that contained transmembrane domains, leader peptides, and outer membrane

anchoring motives using a variety of databases such as Pfam (Finn et al., 2010) and

ProDom (Servant et al., 2002). This resulted in 570 ORFs encoding putative

exposed antigens. These 570 putative genes were cloned in Escherichia coli and

Pizza et al. successfully expressed 350 ORFs. These 350 recombinant proteins

were used to generate antisera that were tested in enzyme-linked immunosorbent

assay (ELISA) and fluorescence-activated cell sorter (FACS) analyses to test

whether they detected proteins on the outer surface of serogroup B meningococcus

strains. In addition, the sera were tested for bactericidal activity. Of the 350
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proteins, 85 reacted positively in at least one assay but only 7 were positive in all

three assays. These 7 were subsequently tested on a large variety of strains to ana-

lyze their efficacy. A total of 5 seemed able to provide protection against 31 N.

meningitidis strains and in addition, those 5 proteins are 95�99% similar to the

homologous N. gonorrhoeae proteins, suggesting they might provide successful

protection against that pathogen as well (Pizza et al., 2000). Arguably the most

striking aspect of this study is that in 18 months the authors identified more vaccine

candidates than in the preceding 40 years using a novel genomics/bioinformatics

approach (Seib et al., 2009). This study resulted in a vaccine that is currently in

Phase III clinical trials (Giuliani et al., 2006).

Protozoan infections are a major burden on developing nations; they take 8 of

the 13 diseases targeted by the World Health Organization’s Special Program for

Research and Training in Tropical Diseases (http://www.who.int/tdr). Over the last

5 years or so, more than 10 parasitic genomes have been sequenced in the hope

that their sequences would reveal weak spots to target these pathogens. The trypa-

nosomatids cause serious disease in Africa and South America. Trypanosoma bru-

cei causes sleeping sickness in humans and wasting disease in cattle. Trypanosoma

cruzi is the causative agent of Chagas disease and Leishmania major leads to skin

lesions. The completion of their genomes (Berriman et al., 2005, El-Sayed et al.,

2005a, Ivens et al., 2005) and the comparative analysis of all three genomes (El-

Sayed et al., 2005b) may be able to focus efforts toward obtaining vaccines, as cur-

rent drugs have serious toxicity issues. Although their genomes encode a different

number of protein-encoding genes (around 8100 in T. brucei; 8300 in L. major;

12,000 in T. cruzi), comparative analysis resulted in the identification of about

6200 genes that entail the trypanosomatid core proteome. All protein coding genes

were compared in a three-way manner using BLASTP (El-Sayed et al., 2005b) and

the mutual best hits were grouped as clusters of orthologous genes or COGs

(Figure 18.2).

Trypanosomatid specific proteins from these 6200 might be used in a broad-

scale vaccine. The remainder of the protein-encoding genes from each parasite

(26% of the genes in T. brucei; 12% in L. major; 32% in T. cruzi) consists of

species-specific genes. Interestingly, a large proportion of these genes encode surface

antigens and this might relate to the different mechanisms these parasites employ

to evade the host immune system. In addition, it was noted that many genes

Figure 18.2 Kinetoplastid comparative genomics. A

three-way comparison of all protein coding genes from

Trypanosoma cruzi, Trypanosoma brucei, and Leishmania

major resulted in the discovery of 6200 core proteins that

all three kinetoplastids share and various dually shared

and unique proteins.

Source: Adapted from El-Sayed et al. (2005b).
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encoding surface antigens are found at or near telomeres and that many retroele-

ments seem to be present in these regions as well. This might be related to the

enormous antigenic variation observed in both Trypanosoma species. The presence

of novel genes in these areas might suggest that their products play an unknown

role in antigenic variation as well which warrants further studies into these unchar-

acterized genes (El-Sayed et al., 2005b).

Detailed knowledge of well-studied pathogens might be successfully used to

understand the biology of closely related emerging pathogens. This was the driving

force for the sequencing of six Candida species (Butler et al., 2009). Candida spe-

cies are the most common opportunistic fungal infections in the world and C. albi-

cans is the most common of all Candida species causing infection. However,

C. albicans incidence is declining while other species are emerging. Comparison of

eight Candida species indicated that although genome size was variable, gene con-

tent was nearly identical across all species. As the analysis included pathogenic and

nonpathogenic species, Butler et al. (2009) specifically studied differences between

these two groups. Of the over 9000 gene families analyzed, 21 were significantly

enriched in pathogenic species. Many gene families known to be involved in patho-

genesis were present in these 21 families (e.g., lipases, oligopeptide transporters,

and adhesins). More interestingly, several poorly characterized gene families were

also identified, suggesting these might play an unexpected role in pathogenesis as

well. This comparative study revealed a wealth of new avenues to explore, which,

combined with the large body of work performed on C. albicans, will aid under-

standing the newly emerging pathogenic Candida species (Butler et al., 2009).

18.4 Pan-Genomics

Although comparative studies using multiple species can reveal hitherto unknown

features as evidenced from the mentioned trypanosomatid and Candida studies,

they can also reveal something unexpected. Because the definition of a bacterial

species has been debated for a long time, Tettelin et al. (2005) set out to address

this question by sequencing multiple strains from Streptococcus agalactiae, the

most common cause of illness or death among newborns. Unexpectedly, despite

the presence of a “core-genome” shared between all 8 genomes, mathematical

modeling suggested that each additional sequenced genome would add 33 new

genes to the “dispensable genome.” An additional analysis using S. pyogenes also

suggested that sequencing additional genomes would continue to add new genes to

the pool resulting in a pan-genome that can be defined as the global gene repertoire

of a species (Medini et al., 2005). This cannot be extrapolated ad infinitum, as a

similar analysis of Bacillus anthracis indicated that after the fourth genome, no

additional genes were identified (Tettelin et al., 2005) in agreement with its known

limited genetic diversity (Keim and Smith, 2002). Subsequent analyses have con-

firmed the presence of pan-genomes for many bacterial species (Hiller et al., 2007;

Lefébure and Stanhope, 2007; Rasko et al., 2008; Schoen et al., 2008; Lefébure

and Stanhope, 2009) and the ultimate gene repertoire of a bacterial species is much
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larger than generally perceived. Whether this would be the case for eukaryotes

remains to be shown.

Despite the apparently ever-expanding possibilities of the pan-genome, it has

also resulted in a universal vaccine candidate for group B Streptococcus (GBS).

Because various GBS serotypes exist, current vaccines only offer protection against

a limited set of serotypes. Eight genomes from six serotypes were compared result-

ing in the identification of a core-genome of 1811 genes and a dispensable genome

of 765 genes, which were not present in each strain (Maione et al., 2005). Both gen-

omes were analyzed for the presence of putative surface-associated and secreted pro-

teins. Of the 598 identified genes, one third were part of the dispensable genome

(193 genes). The authors subsequently produced recombinant tagged proteins in

E. coli that were used to immunize mice. Ultimately, a combination of four antigens

turned out to be highly effective against all major GBS serotypes. Three of these

antigens were part of the dispensable genome. In addition, this bioinformatics

approach highlights the importance of not dismissing unidentified ORFs on genomes

(generally up to 50% of sequenced genomes) as all four antigens had no assigned

function. Because of their identification using this method, it became obvious they

were part of a pilus-like structure that had never seen before in Group B

Streptococcus (Lauer et al., 2005). The presence of antigens that provide protection

on these pilus-like structures suggest that these might play a role in pathogenicity.

18.5 Transcriptomics

Genomic information is useful as a scaffold. However, in a given environment

pathogens and hosts only express a subset of their genes at any one time. The pres-

ence of pan-genomes only complicates matters even more. To investigate the

response of an organism to an environmental or other stress it is necessary to exam-

ine the expression pattern of proteins. At present, this is not possible to accomplish

directly on a large scale, but a good approximation can be made by sequencing and

counting mRNA molecules. At present the process involves converting the RNA to

cDNA, which can introduce biases but nonetheless sequencing has a great many

advantages over traditional microarrays (Ledford, 2008). These include high speci-

ficity with little or no background noise and one also gains nucleotide level resolu-

tion of expression. Despite such drawbacks, microarrays are still extremely

powerful tools to understand levels of gene expression, and this is obvious from the

study by Toledo-Arana et al., who discovered novel regulatory mechanisms in

Listeria (Toledo-Arana et al., 2009). L. monocytogenes is normally harmless but

can lead to serious food-borne infections. Environmental change, from the soil

through the stomach to the intestinal lumen and ultimately into the bloodstream, is

thought to be responsible for the up- and downregulation of a plethora of genes.

Comparative genomics of the nonpathogenic L. innocua has resulted in the identifi-

cation of a virulence locus (Glaser et al., 2001). Using microarrays, transcripts of

one strain grown at 37�C in rich medium were compared to three different

conditions: stationary phase, hypoxia, and low temperature (30�C). In addition,
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knockout mutants in three known regulators of Listeria virulence gene expression

(PrfA, SigB, and Hfq) were compared to the control strain as well. RNA was also

extracted from the intestine of inoculated mice and from blood from healthy human

donors that were both infected with three different strains (control and PrfA and

sigB knockouts). This analysis resulted in the discovery of massive transcriptional

reshaping under the control of SigB when Listeria enters the intestines. However,

in the bloodstream, gene expression is under control of PrfA. Various noncoding

RNAs were uncovered, which show the same expression patters as virulence genes

suggesting a potential role in virulence (Toledo-Arana et al., 2009).

Because microarray data are based on a comparative difference in hybridization,

high-throughput next-generation sequencing is seen as more quantitative as it based

on number of hits for each sequenced transcript (van Vliet, 2010). However, when

making cDNA for next-generation sequencing transcriptomics in prokaryotes, there

are several difficulties not found in eukaryotes, such as high levels of rRNA and

tRNA molecules as well as a lack of poly-A tails, making extraction difficult.

Nontheless, it is possible to overcome these by either reducing the amount of

rRNA and tRNA using commercially available kits or by bioinformatic removal of

such sequences postsequencing (van Vliet, 2010). To date, some 20 RNA-seq style

experiments have been performed on prokaryotes. To give an example of the sort

of novel insights that can be gleaned using such technology, Passalacqua et al.

(2009) sequenced the Bacillus anthracis transcriptome using SOLiD and Illumina

sequencing and clearly showed the polycistronic nature of many transcripts on a

whole genome scale. Although known for individual operons, this had never been

shown on a genome-wide scale. They were also able to test the current genome

annotations and discovered that 36 loci that were removed as nongenes showed sig-

nificant transcriptional activity. In addition, 21 nonannotated regions had clear

levels of transcription and should therefore be considered as genes (Passalacqua

et al., 2009). As internal methionines could have incidentally been identified as

start codons, they also checked whether upstream regions were included in the tran-

scribed region. In 11 cases this proved to be the case suggesting the original start

codons were incorrectly annotated. Reassuringly, when comparing their data with

microarray data, a strong correlation was observed. Interestingly, because of the

very high resolution of sequence-based transcriptomics studies, it is possible to

identify novel regulatory elements. For example, when comparing expression levels

under O2- and CO2-rich conditions, the first gene of an eight-gene operon did not

show a marked difference in expression level while all the others were significantly

upregulated under CO2 (Passalacqua et al., 2009). Indeed, a bioinformatics

approach had suggested the presence of a T-box riboswitch between genes 1 and 2

of this operon (Griffiths-Jones et al., 2005).

A similar approach to study how Burkholderia cenocepacia, an opportunistic cystic

fibrosis pathogen, responds to environmental changes revealed several new potential

virulence factors (Yoder-Himes et al., 2009). As B. cenocepacia is routinely isolated

from soil, two strains (one isolated from a cystic fibrosis patient and one from soil)

were analyzed in their response to changes from growth at synthetic human sputum

medium and soil medium. Although their overall nucleotide identity is 99.8%, 179
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and 120 homologous genes showed a significant difference in expression between the

two strains when grown in synthetic sputum medium and soil medium, respectively.

This suggests that despite the high level of relatedness, differential gene expression

plays a large role in adaptation to their ecological niche (Yoder-Himes et al., 2009).

Interestingly, similar to Passalacqua et al. (2009), several expressed noncoding RNAs

were uncovered with different expression levels depending on environmental condi-

tion. The significance of this needs to be investigated but highlights the ability of sec-

ond-generation sequencing to unearth novel findings.

18.6 Proteomics

Despite the fact that a species’ genome could well be larger than the actual genome

content of one member of that species due to the pan-genome concept, an organ-

ism’s proteome is by far much more complex. As discussed earlier, transcriptomics

will reveal which subset of the genome is expressed under a given condition.

However, posttranslational modifications of proteins make the actual proteome far

more complex than the transcriptome. This is also the strength of proteomics, as

can be seen in a study of the obligate intracellular parasite Chlamydia pneumonia.

C. pneumonia is the third-most-common cause of respiratory infections in the

world, which, in part, is made possible due to the unique bi-phasic life cycle of this

bacterial pathogen. Chlamydia spread via a metabolically inert infectious particle

called the elementary body. These elementary bodies enter the host cell where they

differentiate into reticulate bodies. As the elementary body is the infectious phase,

proteins presented on the outer membrane would be ideal candidates for vaccine

development, especially as effective vaccines are lacking and treatment is via anti-

biotic therapy. A large-scale genomics-proteomics study by Montigiani et al.

(2002) systematically assessed putative exposed antigens for possible use in vac-

cine development. Of the 1073 C. pneumonia genes, 636 have assigned functions,

72 of the latter are predicted to be peripherally located and were therefore selected

for follow-up studies. In addition, the remaining 437 ORFs were subjected to a

series of search algorithms aimed at identifying putative surface-exposed antigens.

In total, 141 ORFs were identified as being possibly located on the cell surface.

These 141 were subsequently used to produce recombinant proteins in E. coli.

Because both His-tagged as well as GST-tagged versions were made, a total of 173

recombinant proteins were produced and used for immunizations of mice. All anti-

sera were used in FACS analysis to test if they could bind to the C. pneumonia cell

surface. This resulted in the identification of 53 putative surface-exposed antigens.

Interestingly, apart from well-known antigens, 14 antigens from unidentified ORFs

were part of this group of potential vaccine candidates. All 53 candidates were

tested on Western blots whether they generated a clean band of the expected size

or whether they cross-reacted with other proteins; 33 of the 53 were specific.

Finally, Montigiani et al. conducted a proteomic analysis of total protein from the

elementary body phase identifying spots using mass spectrometry. Protein sequenc-

ing using MALDI-TOF identified 28 putative surface-exposed antigens on the
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C. pneumonia 2D gels (Montigiani et al., 2002). A follow-up study by Thorpe et al.

(2007) clearly showed that one of the identified candidates, LcrE, induced, amongst

others, CD41 and CD81 T cell activation and completely cleared infection in a

murine model. Interestingly, LcrE is homologous to a protein that is thought be

part of the Type III secretion system of Yersinia. The exposed nature of LcrE on

the C. pneumonia cell surface suggests that a Type III secretion system plays a role

in Chlamydia infection (Montigiani et al., 2002).

The importance of exposed outer membrane proteins as potential vaccine candi-

dates has prompted Berlanda Scorza et al. to assess the complement of outer mem-

brane proteins from an extraintestinal pathogenic E. coli strain (Berlanda Scorza et al.,

2008). Extraintestinal pathogenic E. coli is the leading cause of severe sepsis and cur-

rent increases in drug resistance warrant the search for novel vaccine targets. In addi-

tion, current whole-cell vaccines suffer from undesired cross-reactions to commensal

E. coli as well. The novel approach by Berland Scorza et al. is based on the observa-

tion that some Gram-negative bacteria release outer membrane vesicles (OMV) in the

culture media, albeit in minute quantities. A TolR mutant appeared to release much

more OMVs than wild-type cells and subsequent large-scale mass spectroscopic anal-

ysis of its protein content resulted in the identification of 100 proteins. The majority

of these were outer membrane and periplasmic proteins. Intriguingly, three subunits

from the cytolethal distending toxin (CDT) were included. This toxin is unusual in

that one of its subunits is targeted to the eukaryotic host cell, where it breaks double-

stranded DNA resulting in cell death (De Rycke and Oswald, 2001). To check whether

the presence of CDT in the OMV was due to the TolR knockout, wild-type extraintest-

inal pathogenic E. coli was tested using Western blotting. Indeed, CDT was detected

in wild-type OMV as well (Berlanda Scorza et al., 2008). This suggests that toxin

delivery via vesicles might well be the key event in pathogenesis. Interestingly, 18 of

the 100 identified proteins were not predicted to be targeted to the periplasm or outer

membrane by PSORTb (Gardy et al., 2005). We see here excellent opportunities to

train protein targeting algorithms with new wetbench data as these algorithms gener-

ally have been trained on a limited set of model organisms that do not reflect the

diversity encountered in real life.

18.7 Structural Genomics/Proteomics

Despite the enormous progress in genomics of infectious diseases, the discovery of

new drugs has not kept equal pace. For example, no candidate drugs have been

identified after 70 high-throughput screens using validated bacterial drug targets

(Payne et al., 2007). Although broad-spectrum drugs might be more desirable, there

has been a recent trend in targeting specific proteins from specific pathogens using

structural biology. Several structural genomics initiatives have been set up to target

specific groups of pathogens. For example, the Seattle Structural Genomics Center

for Infectious Diseases (http://ssgcid.org) and the Center for Structural Genomics

of Infectious Diseases (http://www.csgid.org) work on category A to C agents listed

by the National Institute for Allergy and Infectious Diseases (NIAID). Other
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centers focus on specific organisms such as Mycobacterium tuberculosis. Examples

are the Mycobacterium Tuberculosis Structural Proteomics Project (http://xmtb.

org) and the Mycobacterium Tuberculosis Structural Proteomics Consortium

(http://www.doe-mbi.ucla.edu/TB). The field of structural genomics aims to solve

as many protein structures as possible from human pathogens with the aim to come

up with new drug targets or vaccines (Van Voorhis et al., 2009). Obviously, correct

selection of candidates for structural genomics projects is paramount and various

criteria have been put forward (Anderson, 2009; Van Voorhis et al., 2009). If a pro-

tein is already a validated drug target obviously aids in selection. The proteins need

to be essential for the pathogen and ideally, absent in humans. Proteins involved in

the uptake of essential nutrients are another target. Classically, drug design has

been focusing on substrate binding sites. More recently, small molecules interfering

with subunit binding have started to attract attention. As eukaryotic and prokaryotic

inorganic pyrophosphatases differ in composition (the former are homodimers,

while the latter are homohexamers), efforts are aimed at compounds that interfere

with the oligomeric state of the enzyme. In contrast, the highly conserved active

site of inorganic pyrophosphatase would not have been a good target (Van Voorhis

et al., 2009). The 2003 SARS outbreak that caught the infectious diseases commu-

nity (if not the whole world) by surprise is one example where structural genomics

has made enormous progress. Despite knowing that coronaviruses caused serious

diseases in animals, the fact that they only caused mild disease in humans meant

that there was very little knowledge about coronavirus biology. The subsequent

effort to understand viral assembly and replication/transcription, for example, has

resulted in the elucidation of 12 SARS-CoV solved protein structures. Interestingly,

the novel fold-discovery rate was nearly 50%, while it would normally be more

close to 6% (Bartlam et al., 2007). In addition, one key protein, the SARS-CoV

main protease, has since been at the center of structure-based drug discovery.

Because of the nature of the discipline, structural genomics is dependent on various

other disciplines such as biochemistry, microbiology, structural biology, computa-

tional biology, and bioinformatics and can only foster in a truly interdisciplinary

environment (Anderson, 2009).

18.8 A “How-To” of Second-Generation Sequencing

It is now possible to sequence the entire genome of a bacterial pathogen, assemble

the raw sequence reads, perform automated annotation, and visualize the results

within 3 weeks. At the same time (indeed even on the same sequencer) it is also

possible to selectively sequence the transcriptome (RNA-seq) regions of DNA

bound to protein (ChIP-Seq) or for relevant species methylated DNA to study epi-

genetic effects as well as small RNA molecules. It is also possible to perform the

very same sequencing on the host organism at the same time.

Bioinformatic algorithms and tools are a crucial tool in analyzing such unprece-

dented volumes of data. These data volumes have emerged as a result of second-

generation sequencers such as the Roche/454, Illumina, and ABI/SoLID systems.
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Although useful information can be extracted by single researchers by targeted

analysis of the sequencer output, to gain the most information out of such data, it is

becoming increasingly common for multiple researchers or research groups with

widely differing areas of expertise to collaborate. This collaboration is absolutely

crucial if relevant insights are to be gained from large-scale datasets. As a result a

vast array of data is generated, which is required to be annotated and curated as

well as analyzed for information relevant to any particular experiment. In addition

this information needs to be stored, shared, and distributed in a manner that enables

reanalysis if and when new hypotheses are generated.

Platforms as produced by the GMOD consortium (http://gmod.org), such as

Gbrowse, and underlying databases are excellent web-based tools for visualizing

and comparing datasets. However, they currently offer limited scope for collabora-

tive annotation or curation of datasets where relevant expertise can be brought to

bear from a variety of different research groups. This problem is magnified with the

advent of second-generation sequencers since much smaller groups of researchers

tend to be involved, meaning that the expertise that large collaborations can muster

(such as the Influenza Research Database [FluDB], http://www.fludb.org/) is much

smaller. Thus there is a need for integrated annotation and visualization pipelines to

enable individual researchers to perform comparative genomics and transcriptomics.

The Broad Institute offers a number of useful visualization tools to the individ-

ual researcher such as ARGO (http://www.broadinstitute.org/annotation/argo/) and

the Integrated Genome Viewer (IGV) (http://www.broadinstitute.org/igv/). ARGO

offers the ability to manually annotate and visualize a genome as well as provide a

good graphical overview for comparative genomics and transcriptomics.

Currently, there is no one standard for bioinformatics pipeline development for

next-generation sequencing. Several efforts are underway or can be adapted from

Sanger sequencing pipelines. These include the prokaryote annotation pipeline

XBase and the ISGA server (Hemmerich et al., 2010). These enable de novo

sequenced prokaryote genomes to be annotated automatically and corrected manu-

ally at a later date. Alternative Sanger adaptations such as Maker can also be used

once an assembly has been generated.

18.9 Alignment or Assembly of Second-generation
Sequences

A large array of programs is now available to either align reads to a reference

genome or to assemble them de novo (Miller et al., 2010; Paszkiewicz and

Studholme, 2010). They will not be listed in detail here as there are many consid-

erations, including sequencing platform used, the read length in use, the expected

genome size, length of longest repetitive elements, GC content, and whether

paired-end reads are in use.

The proprietary Newbler software from Roche is the most popular method

of de novo assembly of 454 reads (typically 400�500bp). Popular assemblers

for short reads (i.e., mostly from Illumina or SoLID platforms) are Velvet
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(http://www.ebi.ac.uk/Bzerbino/velvet) for the assembly of genomic DNA or

Oases from the same group dealing with assembly of reads from transcriptomic

cDNA (http://www.ebi.ac.uk/Bzerbino/oases) (Zerbino and Birney, 2008). Other

assemblers such as AbYSS (Simpson et al., 2009), ALLPATHS (Butler et al.,

2008) or SOAPdenovo (http://soap.genomics.org.cn/soapdenovo.html) are also

popular. AbYSS enables assembly to be parallelized, thus speeding up assembly.

ALLPATHS has been shown to offer superior performance when multiple paired-

end libraries are used. Independent of read length, it is crucial that paired-end

libraries are used when constructing de novo assemblies of any genome. Note

that the use of short-read sequences only can lead to significant gaps being left in

the final assembly due to repetitive elements. However, for many analyses (espe-

cially for prokaryotic organisms) these gaps are generally not considered to be

significant. In cases where closure of these gaps is more desirable than the addi-

tion of 454, Sanger or long-range PCR data can often help.

Where significant quantities of long- and short-read data are available, then a

joint assembly can be attempted. A recommended protocol is to assemble the

short and long reads separately using their respective packages and to then

merge the two assemblers using programs such as Minimus (Sommer et al.,

2007). Another option is to use a template sequence from a related organism to

help guide the assembly (note—this is distinct from remapping as described).

The amosCMP package is useful for this purpose (Pop et al., 2004). Finally,

whatever assembly method is used, it is important to remember that a longer

assembly is not necessarily a better one. Examining the reads making up a con-

tig (e.g., using the AMOS package (http://amos.sourceforge.net) or the Tablet

viewer (http://bioinf.scri.ac.uk/tablet) and alignment to a core-conserved group of

genes should be standard practice to ensure that blatant errors are corrected.

Remapping of short reads to a reference genome is also a valid method of com-

parison. Although software such as BLAT (Kent, 2002) can be used with longer

454 reads, it is not an ideal tool for shorter read technologies where data

volumes are much greater. Where such a genome is available, software such as

MAQ, its successor, BWA, Bowtie, SOAP, and others offer a wealth of tools to

identify indels, SNPs, and other variants which may be of interest. Crucially in

these cases it is important to have sufficient depth of coverage to ensure SNP

calls are valid. Paired-end data is also valuable to have to highlight the presence

of indels. After remapping it is also common practice to assemble unmapped

reads using the de novo assembly software to reveal any novel sequence var-

iants, which may be absent in the reference. In the case where pathogens and

hosts are sequenced together, if the sequence of at least one is known, then it is

relatively straightforward to separate the two using bioinformatic techniques. To

deal with transcriptomic data where a reference sequence is available, softwares,

such as ERANGE (http://woldlab.caltech.edu/rnaseq/), Tophat (Trapnell et al.,

2009), and Cufflinks (http://cufflinks.cbcb.umd.edu/), are extremely useful. The

Cufflinks module in particular offers the ability to predict the most likely exon

isoform expression pattern using a combination of Bayesian statistics and graph-

based algorithms.
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18.10 Concluding Remarks

We are aware that our treatment of the use of “omics” and bioinformatics in infectious

disease research is not exhaustive. As mentioned in the introduction, what constitutes

bioinformatics is not entirely clear and arguably varies depending on who tries to

define it. However, we have attempted to show the considerable progress in infectious

diseases research that has been made in recent years using various “omics” case stud-

ies. In addition, the last section is an attempt to provide a brief overview of the pro-

blems and (bioinformatics) solutions that current-day scientists face who embark on

second-generation sequencing strategies. This is a fast-moving field, but the provided

references and websites should be a good first approach for those who wish to make

further strides toward eradicating infectious diseases from our planet.
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19.1 Introduction

Genomics is the science of studying genomes of living organisms. The main driver of

companies that specialize in genomics is human genome sequencing and most of the

technology breakthroughs have been achieved to improve the speed and quality of

human genome sequencing and to reduce its cost. Sanger sequencing was used for the

13-year-long Human Genome Project, which resulted in the first whole-genome

sequence in 2003 for a budget of $2.7 billion. Five years later, the same result was

obtained in 5 months for just $1.5 million (Voelkerding et al., 2009). The National

Human Genome Research Institute (NHGRI) part of the NIH awarded in 2008 more

than $20 million in grants (the $1,000 Genome grants) to develop innovative sequenc-

ing technologies inexpensive and efficient enough to sequence a person’s DNA as a

routine part of biomedical research and health care for less than $1000. The 1000

Genomes Project, a China, Germany, UK, and US collaboration, is currently sequenc-

ing the whole genome from 2000 individuals worldwide to identify genetic variations

(Via et al., 2010). In the 1990s, microarray technologies have been developed to

address mostly needs of human genomics. As of May 2010, 21,520 scientific papers

using the Affymetrix (Santa Clara, CA, USA) proprietary microarray technology have

been listed on the web site of the company (www.affymetrix.com). Microarrays have

also been used for resequencing or gene expression monitoring of infectious agents.

New sequencing technologies and instruments, referred to as Next-Generation

Sequencing (NGS), have appeared during the last 5 years and interestingly were first

used to sequence the whole genome of human pathogens Mycoplasma genitalia

(Margulies et al., 2005) and Escherichia coli (Shendure et al., 2005).

Understanding hosts, vectors, and pathogens’ genomes, as well as their transcrip-

tomic and epigenomic modifications following infection, during the course of the

disease and under treatment will ultimately lead to personalized medicine for which

genome characteristics will be important to tailor treatments (Snyder et al., 2010).

Several biotech companies have been created in the last 15 years to develop and

market systems for the analysis of genomes, many of them by scientists issued
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from universities. Since then, they have often been acquired by larger companies

that are major players in the field of in vitro diagnostics.

19.2 Customers and Their Needs

19.2.1 Customers

Customers of companies involved in genomics are both public and private organi-

zations. Research laboratories from universities or institutes have different needs,

which were, up to now, impossible to address with a single technology or instru-

ment. Due to high prices of equipment and maintenance and frequent needs for

instrument upgrade, platforms serving the needs of several research laboratories

and providing services to the scientific community have emerged, which provide a

full set of equipments and dedicated human resources.

The Wellcome Trust Sanger Institute (Cambridge, UK) is an example where

such a platform, linked to bioinformatics resources serves different research pro-

jects, including a pathogen genetic group exploring parasites especially malaria—

and viruses genomics. The Broad Institute (Cambridge, MA, USA) is another

example with a genome-sequencing platform that also considers fungi, bacteria,

and virus genomes. The J. Craig Venter Institute, a not-for-profit private organiza-

tion based in Rockville, Maryland (USA), has more than 500 scientists and staff,

more than 250,000 square feet of laboratory and operates several resource centers

(sequencing, genotyping, functional genomics, bioinformatics) for infectious dis-

ease genomics. In China, the Beijing Genomics Institute (BGI) from the Chinese

Academy. of Sciences, based in Shenzhen and Hong Kong will have 3500 staff by

the end of 2010 and has acquired 128 HiSeq 2000 NGS machines from Illumina

(San Diego, CA, USA) for sequence service and its own research projects, some of

them on infectious diseases like the severe acute respiratory syndrome (SARS)-

Coronavirus (Cyranoski, 2010).

Such large institutes are not very numerous worldwide. However, they attract

large international budgets that generate important sells for genomics companies in

terms of instruments, maintenance, and reagents.

Genomics platforms often provide services to remain competitive through

return on investment. Thus, they represent potential customers for genomics compa-

nies. A list of companies and public facilities that provide DNA-sequencing

services in different parts of the world can be found at http://www.nucleics.com/

DNA_sequencing_support/sequencing-service-reviews.html. It is quite complete,

although it does not mention organizations like Illumina, Beckman Coulter, or the

Wellcome Trust Sanger Institute. It is a very useful tool for scientists who need to

choose a service company and includes, when available, prices, DNA-sequencing

instruments used by each facility, specific DNA template and primer requirements,

sample shipping and sequencing facility contact details, whether the DNA-sequencing

facility is GLP/FDA certified, and the other DNA-sequencing-related services offered

by the facility. There are more than 230 such facilities worldwide, including many

universities in the USA and Canada. Many of them are compliant with good clinical
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practices (GCP), good laboratory practices (GLP), and good manufacturing practices

(GMP) or, for clinical diagnostic services to the Clinical Laboratory Improvement

Amendments (CLIA) regulations.

Pharmaceutical companies also have needs for complex genomic data for R&D

purposes—new molecules or vaccine developments, toxicity and pharmacokinetic

studies—although there is a trend for outsourcing upstream research to public labo-

ratories or biotechnology companies.

At the other extremity of data complexity, high-level public or private laborato-

ries, such as those in hospitals, use technologies based on genomic information for

diagnostic, forensic, or surveillance needs. Although currently very centralized due

to the requirement for sophisticated equipments and relatively high skills, these

techniques will probably reach more and more customers in a near future. Finally,

pharmaceutical and agro-food companies also use low-complexity data for quality

control purposes ensuring product biosafety.

19.2.2 Research Needs

Whole-Genome Sequencing, Comparative-Genome Sequencing, and Targeted
Resequencing

The first need of scientists is to sequence microbe genomes. The whole-genome

sequence of 1987 viruses, 916 bacteria, and 67 archeal species were deposited to

GenBank release 2.2.6 (Wooley et al., 2010), and these numbers grow rapidly, the

emphasis being on species that are pathogenic for animals or plants. Sequencing

will identify single nucleotide polymorphisms (SNPs), insertions, and deletions

(indels) and large chromosomal rearrangements (structure or copy number

changes).

Once a reference sequence as been established for a given species, the need is

for resequencing (i.e., comparison of the sequence of new isolates to this reference

sequence to identify differences) (Herring and Palsson, 2007). This comparison

concerns the whole genome or targets genes of interest where modifications are

expected to have consequences on the phenotype. Scientists will use these data for

fundamental research: to annotate all genes, understand genome organization, clas-

sify species, and study their evolution. The knowledge of genome organization,

combined with functional genomics is the basis to understand pathobiological

mechanisms of infectious agents. Among downstream applications are the develop-

ment of new drugs, vaccines, and diagnostics including the establishment of resis-

tance and escape profiles. Surveillance networks will also use genomic information

to monitor pathogens evolution: resistance to treatment, crossing of host speciation

barriers, increased transmissibility, and virulence.

Metagenomics

A new field of investigation is the study of microbiomes or metagenomics (Wooley

et al., 2010), which consists in the systematic sequencing of all nucleic acids in a

given ecological “niche”—gut, upper respiratory tracts, and skin—to identify all
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microbes. This allows us to characterize the “normal” flora, for example at differ-

ent ages in life, and interactions between this flora in pathogenic agents during

infection, in particular the exchange of genetic material conferring resistance and

virulence. Applications by pharmaceutical, diagnostic, and agro-food companies

are very important. The study of microbiomes also have a potential application for

forensics: sequencing the “bacteriome” in traces left on can be used to identify

people as the flora present on the skin is a signature depending on food habits,

environment, and diseases.

Functional Genomics

Transcriptome analysis is the characterization of all coding and noncoding tran-

scriptional activity in any organism without a priori assumptions through annota-

tion of SNPs and mapping to reference genomes, characterization of transcript

isoforms, regulatory RNAs, or splice junctions and determination of the relative

abundance of transcripts (gene expression analysis). Analysis of differential gene

expression is important in hosts and pathogens as well as in vectors of transmissible

diseases (mostly insects). Human, plant, or animal cells can be studied when they

are confronted to infection to identify the mechanisms targeted by the pathogen

and those by which they resist infections. Pathogens’ gene expression during infec-

tion of the cell is an important area of investigation as it may reveal pathobiologi-

cal mechanisms and targets for new drugs. Epigenome analysis is the study of

chromatin structure and gene regulation by CpG methylation, histone modifica-

tions, or DNA�protein interactions. Besides fundamental research, functional

genomics can find applications in pharmaceutical companies for new anti-infection

drugs and diagnostic companies to identify new biomarkers for diagnostic or dis-

ease or treatment monitoring.

19.2.3 Diagnostic Needs

Genomics research generates tremendous amount of information. Among this are

sequences that can be used to detect infection by a pathogen species by simple

molecular techniques like polymerase chain reaction (PCR), transcription-mediated

amplification (TMA), or nucleic acid sequence-based amplification (NASBA),

which, if quantitative, can also help monitor treatment efficacy against, for exam-

ple, human immunodeficiency virus (HIV) or hepatitis viruses. A syndrome-based

approach (i.e., the detection of multiple pathogens responsible for a disease, such

as pneumonia, fever, neurological diseases, diarrhea) may also be useful. Signature

sequences can identify infection by a variant with a specific phenotype with given

virulence, host specificity, or resistance to treatment and help patient care or epide-

miological surveillance. The latter signatures can be entire genes (acquired by hori-

zontal transmission, either plasmid or recombination), individual SNPs, groups of

SNPs carried by a unique or different genes, indels, or even modified expression of

a gene. A comprehensive assay associating pathogen identification, pathogen
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typing, identification of virulence, or resistance markers may prove valuable in

chronic infections like HIV, hepatitis virus infections, or tuberculosis.

19.3 Technologies and Companies

Microarrays, Sanger sequencing, and NGS generate large quantities of data neces-

sary for whole-genome resequencing, targeted resequencing, gene copy number var-

iations, gene expression analysis, chromosome structural changes, or protein�DNA

interactions. However, microarray analysis, by definition, requires a priori knowl-

edge of sequences and only sequencing allows determination of unknown sequences.

Only NGS allows rapid and low-cost whole-genome sequencing and metagenomics,

as well as massive parallel processing of multiple specimens. Less complex technol-

ogies like pyrosequencing or low- to medium-density microarrays can be used for

targeted sequencing or resequencing of one or a few genome regions which is of

interest for patients management or for molecular epidemiology. Molecular diagnos-

tics using PCR, TMA, NASBA, loop-mediated isothermal amplification (LAMP)

have many more applications for infectious diseases research, epidemiological sur-

veillance and treatment. However, we will not address this domain of activity which

exploits data issued from genomics research.

19.3.1 Microarray Companies

At least 36 companies providing microarrays have been identified in 2009 in the

USA and Europe (North Shore LIJ Research Institute; http://www.nslij-genetics.

org/microarray/). Most of them propose low- to medium-density custom arrays,

which are glass plates or beads with DNA probes either spotted or synthesized

in situ using a variety of technologies, including printing with fine-pointed pins

onto glass slides, photolithography using premade masks, photolithography using

dynamic micromirror devices, ink-jet printing, or electrochemistry on microelec-

trode arrays. For a recent review on the use of microarrays for clinical microbiol-

ogy, see Miller and Tang (2009). We will focus on companies providing

high-density microarrays.

The Affymetrix GeneChips technology, based on photolithography to synthe-

size probes in situ on the array, was invented in the late 1980s. More than 1500

publications can now be retrieved from the Affymetrix database with the key words

“virus,” “bacteria,” “parasite,” and “fungi.” The current company platform GCS

3000Dx v.2 is 510(k) cleared and CE marked for in vitro diagnostic use and con-

sists of a scanner, a fluidics station, and the Affymetrix Molecular Diagnostics

Software (AMDS) for data interpretation. The Human Genome U133 Plus 2.0 array

analyzes over 47,000 transcripts from human genome and allows gene expression

profiling of cells infected by various pathogens. Several commercial arrays address

human pathogens. The E. coli array contains probe sets to detect transcripts from

the K12 strain of E. coli and three pathogenic strains of E. coli. It includes approxi-

mately 10,000 probe sets for all 20,366 genes present in four strains of E. coli over

the entire open reading frame (ORF) of E. coli, over 700 intergenic regions as well
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as probe sets for various antibiotic resistance markers. The Staphylococcus aureus

Genome Array allows the analysis of the expression of sequences in four strains

of S. aureus. It contains probe sets to over 3300 S. aureus ORFs and to study

both forward and reverse orientation of over 4800 intergenic regions. The

Pseudomonas aeruginosa Genome Array represents the annotated genome of

P. aeruginosa strain PA01 and includes 5549 protein-coding sequences, 18 tRNA

genes, a representative of the ribosomal RNA cluster, and 117 genes present in

strains other than PA01. In addition, 199 probe sets corresponding to all intergenic

regions exceeding 600 base pairs have been included. The Plasmodium/Anopheles

Genome Array includes probe sets to over 4300 Plasmodium falciparum transcripts

and approximately 14,900 Anopheles gambiae transcripts.

The SARS Resequencing Array provides a standard assay for complete sequence

analysis of the SARS coronavirus.

BioMérieux (Marcy-l’Etoile, France) has developed several resequencing micro-

arrays covering pathogens genomes. A Mycobacterium tuberculosis array is based

on two sequence databases: one for the species identification of mycobacteria

(82 unique 16S rRNA sequences corresponding to 54 phenotypical species) and the

other for detecting M. tuberculosis rifampin resistance in rpoB (Troesch et al.,

1999; Sougakoff et al., 2004). An S. aureus array tiles 16S rDNA sequences to

identify staphylococcus species (Couzinet, 2005a), grlA, gyrA, grlB, and gyrB

genes for the presence of mutations involved in fluoroquinolone resistance

(Couzinet, 2005b), and multilocus sequence typing (MLST) of S. aureus strains

(van Leeuwen et al., 2003). An HIV microarray was designed to detect 204 antire-

troviral resistance mutations simultaneously in Gag cleavage sites, protease, reverse

transcriptase, integrase, and gp41 of HIV1 (Gonzalez et al., 2004). Similarly, a hep-

atitis B virus (HBV) microarray was designed to detect 245 mutations, 20 dele-

tions, and 2 insertions at 151 positions and to determine the genotype of the HBV

(Tran et al., 2006; Pas et al., 2008).

Roche NimbleGen (Madison, WI, USA) manufactures custom, high-density

DNA arrays based on its proprietary Maskless Array Synthesizer (MAS) technol-

ogy using a Digital Micromirror Device (DMD) combined with DNA synthesis

chemistry allowing 385,000 to 2.1 million unique probe features in a single array.

Arrays are synthesized on standard-sized glass microscope slides and are compati-

ble with a range of hybridization, washing, and scanning instrumentation. With the

new generation of HD2 arrays, oligos between 50 and 75 bases in length can be

synthesized, increasing sensitivity, specificity, and reproducibility.

Recently, Roche NimbleGen introduced Sequence Capture arrays to produce

targeted, sequencing-ready samples for use with NGS instruments. High

density NimbleGen arrays with long oligonucleotides are used to hybridize either

the whole human exome or human genomic regions of interest are hybridized. The

purified human sequences are then eluted, amplified and sequenced. Although cur-

rently restricted to human the genome, and more recently, to wheat and rapeseed,

this technology may prove valuable for infectious diseases genomics. Agilent

Technologies (Santa Clara, CA, USA) and Febit (Heidelberg, Germany) also mar-

ket capture microarrays.
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19.3.2 NGS Companies

NGS is parallel sequencing of clonally amplified or single DNA molecules by iter-

ative cycles of polymerase-based extension or oligonucleotide ligation that takes

place in flow cells. These technologies have revolutionized all aspects of genomics:

whole-genome sequencing, targeted resequencing, metagenomics, gene expression

profiling, epigenomics, and DNA�protein interactions study (ChIP-Seq). For a

recent review on NGS, see Holt and Jones (2008) and Voelkerding et al. (2009).

Three companies have launched NGS platforms requiring clonal amplification: 454

Life Sciences, a Roche company (Branford, CT, USA), Illumina Inc. (San Diego,

CA, USA), and Applied Biosystems, a division of Life Technologies (Carlsbad,

CA, USA); one company has launched a system sequencing single DNA mole-

cules: Helicos Biosciences Corporation (Cambridge, MA, USA). The main charac-

teristics of these platforms are listed in Table 19.1.

454 Life Sciences was created in 2000 and released the first NGS platform,

Genome Sequencer 20, in 2005. It was used to sequence the first human genome

for less than US$1 million in 2006. 454 Life Sciences has been acquired by Roche

Diagnostics in January 2007. The current 454 Life Sciences platform, the Genome

Sequencer FLX system, is using the 454’s sequencing-by-synthesis (SBS) technol-

ogy for de novo sequencing, resequencing of whole genomes, and target DNA

regions, metagenomics, and RNA analysis. The chemistry used for sequencing is

described in Figure 19.1A. Automation using a magnetic beads technology simpli-

fies emulsion-PCR and allows library preparation of genomics samples in hours in

a single tube, eliminating cloning, and colony picking. The recognized advantage

Table 19.1 Characteristics of NGS Platforms

Platform GS FLX HiSeqTM2000 SOLiDTM 4 Genetic

Analysis

System

Company Roche Illumina Applied

Biosystems

Helicos

Throughput/run 1 million

reads

1 billion

reads

1.4 billion

reads

1 billion reads

0.4�0.6 Gb Up to 200 Gb Up to 180 Gb Up to 35 Gb

Run duration 10 h 2.5 days 6 days 8 days

Multiplexing

(samples/run)

8 200 (gene expression

profiling)

48 RNA, 96

DNA

Up to 4800

Base call quality

(manufacturer

data)

99% of bases

at QV20*

.90% at QV30* 80% at QV30* 0.2% error rate

(SNPs)

Human genome

coverage

.20 30 30 28

Read length 400 bp 100 bp 50 bp 35 bp

Paired end read Yes Yes Yes Yes

*Phred score quality value (QV): miscall probabilities of 10%, 1%, and 0.1% yield QV of 10, 20, and 30, respectively.
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of the FLX system compared to other NGS platforms is that it generates the longest

single reads (400 bp) and long paired end reads of 20 kb, 8 kb, or 3 kb. In May

2010, the company introduced the GS Junior System which provides an integrated

sequencing and bioinformatics solution, all in the size of a typical desktop laser

printer. The company announces improvements of its sequencing chemistry to
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Figure 19.1 (A) 454 technology. Template DNA is fragmented with adapters added at both

ends, and clonal amplification is done by emulsion-PCR using magnetic beads. Each single

bead is added to a well of a picotiter plate and iterative pyrosequencing is used for

sequencing. Source: 454 Sequencing. Copyright 2010. Roche Diagnostics. (B) Illumina

HiSeq technology. Template DNA is fragmented, adapters are added at both ends, and DNA

is attached to the flow cell. Bridge amplification generates clonal clusters and iterative SBS

is performed. Source: Copyright 2010. Illumina Inc. (C) Applied Biosystems SOLiD

technology. Template DNA is fragmented, adapters are added at both ends and clonal

amplification is done by emulsion-PCR using magnetic beads. Sequencing is done by

iterative ligation using a set of four fluorescently labeled di-base probes. Source: Copyright

2010. Life Technology Inc. (D) Helicos tSMS technology. Original DNA samples are first

fragmented, the DNA double-helix is melted into single strands and a polyA tail is added to

these DNA molecules. Billions of these single DNA molecules are captured on a proprietary

surface within a flow cell and serve as templates for the SBS process. Genomic DNA is

fragmented, polyA tail are added, and DNA molecules captured by oligo dT primers inside

the flow cell. The tSMS process is a cyclical process involving multiple rounds of (1)

synthesis using labeled nucleotides, (2) washing, (3) imaging, and (4) cleaving the

fluorescent label until the desired read length is achieved. Source: Copyright 2010. Helicos

Biosciences corp. All rights reserved.
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increase reads length to 1000 bp. There have been 748 published studies using the

454 technology, among which 219 concern infectious diseases. The technology has

found applications in metagenomics, such as identification of a new arenavirus in

transplantation patients (Palacios et al., 2008) or the characterization of microflora

in oral cavity or guts (Keijser et al., 2008; Turnbaugh et al., 2009).

Illumina was created in 1998 to exploit rights on the BeadArray technology

developed at Tufts University. The HiSeq TM 2000 platform is based on the SBS

chemistry, which generates reads of 100 bp and paired end reads allowing the

assembly of long scaffolds (Figure 19.1B). After library preparation, cluster genera-

tion is done on the cBot automated cluster generation system, which significantly

reduces hands-on time compared to emulsion-PCR. Sequencing a genome can be

done on one flow cell while, simultaneously, the other flow cell can analyze its epi-

genome and transcriptome. More than 500 publications illustrate the versatility of

Illumina NGS technology. Recent publications on infectious diseases include

Trichinella spiralis (Webb and Rosenthal, 2010), P. falciparum (Jiang et al., 2010),

virus discovery in Drosophila cells and adult mosquitoes (Wu et al., 2010), methi-

cillin-resistant Staphylococcus aureus (MRSA) molecular epidemiology (Harris

et al., 2010), Burkholderia cenocepacia therapeutic targets (Yoder-Himes et al.,

2010), and Pasteurella multocida virulence factors (Steen et al., 2010). The

Illumina platform is the most versatile of the three NGS platforms requiring clonal

amplification because it associates gigabases outputs and read lengths of 100 bp.

Life Technologies was created by the combination of Invitrogen Corporation

and Applied Biosystems Inc. in 2008. Applied Biosystems commercializes a NGS

platform called SOLiD 4. The chemistry used in this platform is described in

Figure 19.1C. It is based on emulsion-PCR and oligonucleotides ligation. The

SOLiD 4 platform has two flow cells allowing two independent experiments at the

same time and can multiplex up to 96 samples. Applied biosystems proposes auto-

mated solutions for reproducible templated bead preparation with less than 1 h of

hands-on time (EZ Bead™ System). The SOLiD platform generates the shortest

read lengths among the three platforms, which makes it less versatile for the vari-

ous applications. However, future evolutions of the SOLiD platforms, SOLiD 4hq,

and SOLiD PI will generate longer reads (75 bp).

Helicos Biosciences Corporation (Cambridge, MA, USA) is commercializing

the first platform that allows sequencing from single DNA molecules, thereby

avoiding biases due to amplification. As the three companies described earlier,

Helicos is a recipient of the “$1000 Genome” grant. The chemistry used on the

Helicos Genetic Analysis System is based on tSMS technology (Figure 19.1D) in

which single-stranded DNA molecules generated from a library and tagged with a

polyA tail are attached to a proprietary surface at a density of up to 1003 106

molecules per square centimeter and sequenced by synthesis. This system is now

installed in several research centers in the USA and Europe. The Helicos platform

was used for the first single-molecule whole-genome sequencing in 2009

(Pushkarev et al., 2009). This study achieved 283 average coverage of the human

genome and detected over 2.8 million SNPs, of which over 370,000 were novel.

Validation with a genotyping array demonstrated 99.8% concordance. The unbiased

549Genomics of Infectious Diseases and Private Industry



nature of the single-molecule sequencing approach also allowed the detection of

752 copy number variations in this genome.

The NGS technologies generate a much higher amount of data than the well-

established ABI Sanger platform. The analysis of gigabases or terabases requires

complex software solutions. A list of software used with NGS platforms can be

found in Voelkerding et al. (2009).

However, performances claimed by manufacturers may be overestimated.

Harismendy et al. (2009) have compared the platforms of 454 Life Sciences,

Illumina, and Applied Biosystems on a 260 kb human genome sample. Although

the Illumina and Applied Biosystems produce the largest amounts of data, only

43% and 34% of them, respectively, are usable after quality filtration. In contrast,

95% of the data generated by the 454 platform are usable. All three technologies

have biases that induce heterogeneous coverage of bases along the sequence: the

454 platform shows the lowest variability among unique and repetitive sequences,

whereas the ABI and Illumina platforms tend to be affected by high Adenine/

Thymine contents. NGS platforms tend to better detect indels than ABI Sanger

platform as they sequence single strands. As expected, ABI Sanger sequencing has

an error rate of approximately 7% and careful comparison with NGS reveals false

positive and false negative rates of 0.9% and 3.1%. The overall sequencing accu-

racy of NGS platforms was very high (.99.99%), but the ability to detect variant

was 95% for the 454 platform (which has the lowest sensitivity), 100% for the

Illumina platform, and 96% for the ABI platform, the last two technologies being

less specific. Overall, NGS platforms need to improve their uniformity of per-base

sequence coverage as accuracy is lower in poorly covered regions.

New technologies based on nanopores are currently being explored to develop

platforms for single-DNA molecule sequencing (Branton et al., 2008). A nanopore-

based device provides single-molecule detection and analytical capabilities that are

achieved by electrophoretically driving molecules in solution through a nano-scale

pore. The nanopore provides a highly confined space within which single nucleic

acid polymers can be analyzed at high throughput by one of a variety of means,

and the perfect processivity that can be enforced in a narrow pore ensures that the

native order of the nucleobases in a polynucleotide is reflected in the sequence of

signals that is detected. Kilobase length polymers (single-stranded genomic DNA

or RNA) or small molecules (e.g., nucleosides) can be identified and characterized

without amplification or labeling, a unique analytical capability that makes inex-

pensive, rapid DNA sequencing a possibility. Further research and development to

overcome current challenges to nanopore identification of each successive nucleo-

tide in a DNA strand offers the prospect of third-generation instruments that will

sequence a diploid mammalian genome for approximately $1000 in approximately

24 h. Oxford Nanopore Technologies (http://www.nanoporetech.com; Oxford, UK),

our first generation of DNA-sequencing technology, uses a protein nanopore com-

bined with a processive enzyme, multiplexed on a silicon chip. This elegant and

scalable system has unique potential to transform the speed and cost of DNA

sequencing. Future generations may interrogate single strands of DNA and may use

“solid-state” nanopores for further improvements in speed and cost. Lingvitae
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(http://www.lingvitae.com; Oslo, Sweden) and Eid et al. (2009) from Pacific

Biosciences (Menlo Park, CA, USA) have designed a prototype instrument able to

sequence a single DNA molecule using DNA polymerase based on the observation

of the temporal incorporation of labeled nucleotides, which takes place in a nano-

photonic structure. This can drastically reduce the volume of observation.

Currently, this prototype is able to multiplex 3000 such structures, allowing

sequencing of small viral or bacterial genomes with high accuracy.

19.4 Conclusion and Perspectives

Microarrays and NGS have revolutionized genomics because they drastically

increased scientists’ access to tremendous amounts of information on genomes and

gene expression and decreased time-to-result, hands-on time, and costs. Research

needs for these technologies are well understood but still represent small (although

rapidly growing) markets. The total market of NGS was evaluated to be $484 million

in 2008 (http://www.researchandmarkets.com/reportinfo.asp?report_id5614823) and

the market of functional genomics was about $2.2 billion in 2007 with an

annual growth rate of 18% (http://www.researchandmarkets.com/reportinfo.asp?

report_id55545). The real development of sales of companies proposing technolo-

gies for genomics will mostly come from diagnostic applications in human or animal

health. Genomics research can be translated into molecular diagnostics in the fields

of human genetic, oncology, and infectious diseases. Several in vitro diagnostic com-

panies propose instruments and reagents to detect sequence signatures for diagnosis

or treatment monitoring applications. However, the current clinical needs mostly

require low-complexity genetic information that can be covered by multiplex real-

time amplification, reverse hybridization-based line probe assay, low-density micro-

arrays or simple sequencing platforms like the PyroMark Q24 platform. The place of

technologies generating more complex datasets in clinical applications is still to be

defined. Developing such applications will require clinical validation of the value

of complex sequence information and strong efforts for clinician education on its

benefit. It will also require that costs of instruments and reagents further decrease and

that the technologies become easier to use and more robust. All the major companies

cited in this chapter make efforts to simplify equipments and reduce costs per analy-

sis. Affymetrix recently launched a new, more affordable and smaller platform,

GeneAtlas, along with a microarray strip format, which enables users to process up to

two strips per day or eight strips per week. 454 Life Sciences announced the release

of the GS Junior System scaled to suit the needs of individual laboratories for rapid

sequencing of amplicons, targeted human resequencing studies, de novo sequencing

of microbial and other small genomes, and for pathogen detection. Illumina recently

launched the Genome AnalyzerIIe with a lower cost, making the technology more

accessible to laboratories of various sizes. Similarly, Applied Biosystems announces

a less expensive, low-throughput benchtop platform (50 Gb per run) will allow short-

er times-to-results. Qiagen (Hilden, Germany) is marketing a relatively simple, low

footprint platform (PyroMark Q24) for real-time, sequence-based detection and
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quantification of sequence variants and epigenetic methylation that uses pyrosequen-

cing technology. The instrument can process 1�24 samples in 15 min. This platform,

which is affordable to mid-sized laboratories, allows analysis of CpG methylation,

SNPs, insertion/deletions, short tandem repeats (STRs), and variable gene copy

number.
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Pharmacogenetics of Infectious
Disease Therapy

Tabitha Mahungu1 and Andrew Owen2,*
1Hospital for Tropical Diseases, London, UK, 2Department of Molecular
and Clinical Pharmacology, Institute of Translational Medicine,
University of Liverpool, Liverpool, UK

20.1 Introduction

Following ingestion of standard doses of medication, interindividual variation in

both desired and toxic effects is often observed. Factors contributing to this vari-

ability include age, gender, ethnicity, body mass index, physiologic status, co-

morbidity, dietary factors, and co-prescribed medication. The contribution of genetic

variation to interindividual variability has been reported to range between 20% and

95% (Kalow et al., 1998).

The terms “pharmacogenetics” and “pharmacogenomics” are often used inter-

changeably, although strictly speaking they differ in meaning. The United States

Food and Drug Administration (FDA) defines pharmacogenomics as the study of

variations of DNA and RNA characteristics as related to drug response, while phar-

macogenetics is defined as the study of variations in DNA sequence as related to

drug response (U.S. Food and Drug Administration, 2006). In pharmacogenetic

studies, the single nucleotide polymorphism (SNP) remains the measure of variabil-

ity in most studies and is defined as a single nucleotide change occurring at an

allele frequency of greater than 1% (Hoehe et al., 2003). In infectious diseases, the

most commonly studied variants are SNPs in genes implicated in drug absorption,

distribution, metabolism, and excretion (ADME) pathways. There is increasing

interest in the impact of polymorphisms of nuclear receptors that regulate the

expression of ADME genes, human leukocyte antigen (HLA) subtypes in hypersen-

sitivity reactions, and in genes implicated in the development of metabolic toxicity.

The financial impact of standardized prescribing mainly through hospitalizations

resulting from therapeutic failure or adverse drug events is increasingly being recog-

nized. Hospitalizations secondary to adverse events are expensive and are estimated
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to cost $8000 per hospital bed per day in the United States of America (Bates et al.,

1997), d4700 per hospital bed per year in mainland Europe (Moore et al., 1998), and

d5000 per hospital bed per year in the United Kingdom (Davies et al., 2009).

Pharmacogenetics aims to individualize therapies so that therapeutic benefits are

maximized and toxic side effects are minimized. Although technological advance-

ments have led to renewed interest in pharmacogenetics within the last decade, the

concept of personalized medicine dates back to the 1950s (Meyer, 2004).

20.2 The Role of Pharmacogenetics in Communicable
Diseases

Infectious diseases continue to account for a significant amount of morbidity and

mortality worldwide, disproportionally affecting marginalized and resource-poor

populations. In these populations, human immunodeficiency virus (HIV), malaria

and tuberculosis account for a significant proportion of the communicable disease

burden.

To date, most pharmacogenetic studies have been performed in patients receiv-

ing antiretroviral therapy. Antiretroviral therapy naturally lends itself to pharmaco-

genetic studies for a number of reasons. Most antiretroviral compounds exhibit

wide interindividual variability in disposition and toxicity (Calmy et al., 2007).

They are administered long-term in complex combinations to individuals from eth-

nically diverse backgrounds. Even when patients tolerate therapy, there is still con-

cern of long-term metabolic side effects, especially now that HIV is considered a

chronic disease (Mahungu et al., 2009a) and exposure to antiretroviral therapy has

been shown to be associated with an increased cardiovascular risk (Friis-Moller

et al., 2003; Friis-Moller et al., 2007; Sabin et al., 2008).

Unfortunately, there is limited data on the impact of genetic variants on ADME

pathways of antimalarials and antituberculosis therapy. This is despite the fact that

observations of interindividual variation in the disposition of both primaquine and

isoniazid heralded the concept of pharmacogenetics over 50 years ago (Meyer,

2004). Compared to HIV infection, both malaria and tuberculosis have a limited

armamentarium of effective therapy and significantly higher rates of drug resistance.

Due to these limitations, there is increased interest in the mechanisms within the

pathogen that result in resistant strains of plasmodium spp and mycobacteria spp.

20.3 Strategies for Investigating New Pharmacogenetic
Associations

There are two over-arching strategies that have been used for investigating pharma-

cogenetic associations (Figure 20.1). First, in vitro studies have been employed to

investigate the mechanisms involved for a particular phenotype. For example, if the

phenotype is the variability in exposure to a particular drug, then the interaction of

that drug with proteins that may influence its permeation across the gut or uptake
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into the liver can be investigated in model systems. When novel interacting pro-

teins (e.g., transporters) are elucidated then genetic variability in the genes encod-

ing them can be investigated in candidate gene studies. Second, the expansion in

technologies available for genotyping has allowed more thorough analysis of

genetic variants across the genome. Genome-wide association studies (GWAS) are

becoming more common and have yielded some important data. However, the

mechanisms for associations discovered in this way still require confirmation in

order to confer biological plausibility.

Candidate gene studies are already supported by a biologically plausible mecha-

nism before the genetic analysis has been conducted. In many cases, the mechanisms

are investigated independently of the pharmacogenetics as part of drug development

or studies to understand variability or drug�drug interactions. However, only a very

small number of the proteins coded for in the human genome have been functionally

characterized in any detail. Developing the tools necessary to investigate them
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Figure 20.1 Schematic representation of the different strategies used to investigate novel

pharmacogenetic associations. The top strategy involves analysis of mechanisms followed by

candidate gene clinical studies. The bottom strategy employed more recently involves

analysis of large numbers of polymorphisms in the clinic first, followed by mechanistic

studies to confirm biological plausibility. The dotted line illustrates a theoretical barrier to

implementation of pharmacogenetic testing due to the paucity of confirmatory clinical

analyses and cost effectiveness studies. To date, only very strong, monogenic associations

have translated into clinical practice and statistical analyses for assessing the contribution of

multiple polymorphisms in unison continue to evolve and should provide a better basis for

translating multigenic associations.
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involves cloning and establishment of expression systems followed by functional

characterization—this approach is therefore low throughput. GWAS, on the other

hand, allows a lot of ground to be covered quickly. However, due to the number of

polymorphisms being investigated (500,000 or more SNPs) they require very strict

statistical corrections. The statistical methods are still evolving and it seems likely

that in some cases the problem of false positive associations will be substituted for

the problem of false negative associations.

A very clearly defined phenotype is required for any association study and

analyzing continuous data such as pharmacokinetics is much more difficult than ana-

lyzing a categorical phenotype such as a particular toxicity or outcome. Irrespective

of the strategy used, all pharmacogenetic associations need to have biologically

plausible mechanisms and need to be replicated in multiple cohorts before their true

value can be assessed. Only then is it justifiable to conduct clinical validation such

as a prospective study followed by cost-effectiveness analyses.

Most associations that have been described to date have failed to progress

through exploratory studies into clinical validation, and therefore into practice.

This is likely to be influenced at least in part by the fact that most phenotypes are

influenced by multiple gene products and are as such not monogenic. Therefore,

single associations do not explain a sufficient degree of the variability in order to

warrant expensive validation studies and thus be clinically implementable. An

additional challenge therefore is the development of strategies to assess the contri-

bution of multiple genetic contributors to a single clinical phenotype. Because

many associations are not sufficiently predictive on their own and because of the

expense associated with validation studies, there exists a virtual barrier between

exploratory studies and studies necessary for clinical implementation. It therefore

seems likely that characterizing multiple genetic influences for individual pheno-

types and developing strategies for assessing the combined influence of multiple

genotypes will facilitate the passage across this virtual barrier and into clinical

practice (Figure 20.1).

20.4 Implementation of Pharmacogenetics

Before validation studies can be justified, it is important to consider carefully the

optimum strategy for applying a pharmacogenetic test in the clinic (Figure 20.2).

Probably the most commonly considered way to implement a test is if the associa-

tion is with an adverse drug reaction. For example, if individuals susceptible to a

particular toxicity can be identified, the physician can prescribe accordingly.

Conversely, it may be that the association is with suboptimal drug exposure or a

loss of efficacy. Since genetic variants may influence the absorption, clearance,

and distribution into specific compartments (e.g., the CNS); this is certainly an area

for study. However, there are also other ways in which a test might be applied. For

example, some pharmacogenetic tests may be useful for predicting individuals

more susceptible to drug�drug interactions or individuals better able to tolerate
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novel treatment strategies. It’s important to consider what is required from a test,

and this is likely to be different for different genes and associations.

Not all pharmacogenetic associations are likely to be translatable into clinically

worthwhile tests. For example, if the magnitude of the association is not of suffi-

cient predictive power, the genetic variant is too rare to be of clinical utility or is

not cost effective. However, in these cases, the observed associations are still of

great mechanistic importance. In vitro functional assays can determine whether a

particular drug is a substrate for a given transporter in an artificial system (e.g., at

super-physiological expression) but they don’t accurately determine that in an

intact organ in an intact system on the backdrop of all other mechanisms,

the protein is actually important in vivo. However, if there is a validated pharmaco-

genetic association in patients, then by definition the protein is important in vivo.

This expands the knowledge base but could also potentially lead to novel pharma-

cological strategies.

There are also a number of clear ways in which pharmacogenetics may be useful

in drug development. One example is when a genetic association validates a novel

drug target. For example, the delta 32 polymorphism results in a truncated CCR5

protein and therefore partial resistance to HIV infection (Huang et al., 1996). This

Rifampicin and
efavirenz. Can
subpopulations be
identified within which we
have more confidence for
co-administration?

FOTO. Can
confidence be sought from
identification of efavirenz
poor metabolisers?

Can individuals or
subpopulations that are
predisposed to efavirenz
CNS toxicity be predicted?

Can individuals or
subpopulations that are
better able to tolerate
unboosted ATV regimens
be predicted?

Pharmacogenetics

Choice of dose or
regimen

Novel treatment
strategies

Drug–drug
interaction

Efficacy Safety

Figure 20.2 Clinical validation studies are expensive and time consuming and it is

important to establish the optimum strategy for deploying a pharmacogenetic test prior to

conducting them. A pharmacogenetic test could be assessed for its ability to direct the

choice of dose or regimen and this could be driven by the need to optimise efficacy or

reduce side effects (middle). However, it is also possible that some genetic associations may

be better employed as a basis to reduce the clinical impact of a particular drug interaction

(left) or to select novel treatment strategies for genetically characterised sub-populations

(right).
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polymorphism is sufficiently frequent within Caucasian populations and it was

known that there were unlikely to be adverse events related to the primary pharma-

cology of any agent. Consequently, maraviroc was developed as a CCR5 antagonist

for treatment of HIV (Wood and Armour, 2005). Recently, IL28B variants were

associated with natural clearance of genotype 1 hepatitis C virus (Ge et al., 2009)

so other examples of this may also emerge. Finally, as functional variants are cata-

loged, pharmacogenetic tests can be useful to inform pre-clinical studies during

drug development. For example, CYP2D6 metabolism is now routinely investi-

gated by pharmaceutical companies at an early stage in discovery.

20.5 Pharmacogenetics of HIV Therapy

20.5.1 Nucleoside/Nucleotide Reverse Transcriptase Inhibitors

Nucleoside/nucleotide reverse transcriptase inhibitors are prescribed as pro-drugs

that require intracellular phosphorylation to form their active metabolites (Anderson

et al., 2004). Worldwide there is a move away from first-generation nucleosides

such as stavudine (d4T), zalcitabine (ddC), didanosine (ddI), and zidovudine (AZT)

toward better tolerated, less toxic NRTIs such as tenofovir (TDF) and abacavir.

First-generation nucleoside analogs are associated with the potential development of

peripheral lipoatrophy, nonalcoholic steato-hepatitis, lactic acidosis, pancreatitis,

and peripheral neuropathy, through mitochondrial toxicity (Brinkman et al., 1999;

Setzer et al., 2005). The newer-generation NRTIs are not without their toxicities—

abacavir is associated with hypersensitivity reactions (HSR) and tenofovir is associ-

ated with renal tubular toxicity (Calmy et al., 2007). They often form the backbone

of highly active antiretroviral therapy and are prescribed as coformulated com-

pounds—Kivexa (Abacavir/Lamivudine) and Truvada (Tenofovir/Emtricitabine).

Abacavir and zidovudine (Veal and Back, 1995) are predominantly metabolized

via hepatic glucuronidation while TDF and 3TC undergo renal excretion without

hepatic metabolism. NRTIs are substrates for efflux transporters such as multidrug

resistance protein 4 (MRP4/ABCC4), multidrug resistant protein 5 (MRP5/

ABCC5), and breast cancer�related protein (BCRP/ABCG2) (Schuetz et al., 1999;

Wijnholds et al., 2000; Takenaka et al., 2007). MRP4 variants have been reported

to be associated with higher intracellular levels of zidovudine triphosphate (MRP4

3724G.A) and lamivudine triphosphate (MRP4 4131T.G) (Anderson et al.,

2006). The functional significance of these variants on MRP4 expression or func-

tion or treatment efficacy remains uncharacterized.

One of the key milestones in HIV pharmacogenetics was the discovery of HLA

B*5701 as a strong predictor of the abacavir HSR (Mallal et al., 2002). Caucasian

patients receiving abacavir have an 8% chance of developing a potentially fatal

HSR within 6 weeks of initiating treatment (Calmy et al., 2007). The prospective

screening for HLA B*5701 in a predominantly Caucasian population before com-

mencing abacavir significantly reduces the incidence of abacavir HSR (Mallal

et al., 2008). Although the carriage of HLA B*5701 and the subsequent rate of
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abacavir HSR is less frequent in Black populations (Cutrell et al., 2004; Hughes

et al., 2004), HLA B*5701 carriage has been reported to be 100% sensitive as a

marker of immunologically confirmed abacavir HSR in Black patients in the

United States (Saag et al., 2008).

The excretion of tenofovir is facilitated by both influx and efflux transporters,

such as human renal organic anion transporters (hOAT;SLC22A) (Uwai et al.,

2007) located on the basolateral border of the proximal tubule and ABCC (MRP)

transporters located on the brush border of the proximal renal tubule (Mallants

et al., 2005; Ray et al., 2006). Toxicity is thought to result from increased tubular

influx of tenofovir via SLC22As coupled with decreased efflux via ABCC2 trans-

porters. An ABCC2 haplotype (CATC) has been reported to be associated with an

increased risk of proximal renal tubulopathy in a small, predominantly Caucasian

cohort (Izzedine et al., 2006). In a more recent study, homozygosity for the C allele

at position 224 of the ABCC2 gene was strongly associated with proximal tubular

disease in a predominantly Caucasian population (Rodriguez-Novoa et al., 2009).

There is very limited data on the role of mitochondrial SNPs in the development

of NRTI toxicity. However, a European haplogroup (mitochondrial haplogroup T)

has been reported to be associated with significantly higher rates of peripheral neu-

ropathy in Caucasian patients receiving both stavudine and didanosine (Hulgan

et al., 2008). As both stavudine and didanosine remain mainstays of first-line regi-

mens in resource-poor settings, further work was indicated in non-Caucasian popu-

lations. Recently, African mitochondrial subhaplogroup L1c was reported to be

independently associated with peripheral neuropathy in Black patients receiving

NRTI-based therapy (Canter et al., 2010).

20.5.2 Non-nucleoside Reverse Transcriptase Inhibitors

Non-nucleoside reverse transcriptase inhibitors (NNRTIs) are frequently prescribed

components of highly active antiretroviral therapy (HAART). Efavirenz is the pre-

ferred third agent in first-line regimens across resource-rich settings (Clumeck

et al., 2008; Gazzard et al., 2008) while nevirapine is the alternative third agent in

first-line regimens in resource-poor settings where it is prescribed for the treatment

of HIV-1 infected children and adults and in the prevention of mother to child

transmission (PMTCT). Unfortunately, these drugs have a fragile genetic barrier to

the development of resistance, and a single drug resistance mutation confers high-

level resistance to all first-generation NNRTIs (Wainberg, 2003). The main differ-

ence between the two drugs lies in their toxicity profiles. The use of nevirapine is

characterized by an idiosyncratic, potentially fatal, immune-mediated hypersensi-

tivity (HSR) reaction which occurs in approximately five percent of treated indivi-

duals during the first six weeks of therapy. This HSR can manifest as

hepatotoxicity, fever and/or Stevens-Johnson rash and occasionally death and is

more likely in females with CD4 counts greater than 250 cells/mm3 and in males

with CD4 counts greater than 400 cells/mm3 (Stern et al., 2003; Dieterich et al.,

2004). The use of efavirenz is characterized by the development of central nervous
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system (CNS) side effects in approximately 40% of treated patients (Gazzard,

1999). Most of these symptoms (insomnia, dizziness, headache, and vivid dreams)

are self-limiting and often disappear during the first 12 weeks of therapy (Lochet

et al., 2003) but they can lead to treatment discontinuation and may also negatively

impact upon compliance to therapy.

Nevirapine is primarily metabolized by the cytochrome P450 3A4 (CYP3A4)

and 2B6 (CYP2B6) enzymes into its major metabolites 2-hydroxynevirapine and

3-hydroxynevirapine, respectively, with a minor contribution from CYP3A5

(Erickson et al., 1999). CYP3A4 (in concert with CYP2D6 and CYP3A5) is also

involved in the biotransformation of nevirapine to 8-hydroxynevirapine and

12-hydroxynevirapine, both minor metabolites (Erickson et al., 1999). Efavirenz on

the other hand is predominantly metabolized by CYP2B6 into 8-hydroxyefavirenz

with a minor contribution from CYP3A4 (Ward et al., 2003). The biotransformation

of EFV to 7-hydroxyefavirenz, its minor metabolite is via CYP2A6 with a minor

contribution from CYP2B6 (Ward et al., 2003). The role of influx and efflux trans-

porters in the disposition of NNRTIs remains largely uncharacterized. Isolated stud-

ies have shown that both drugs inhibit p-glycoprotein (MDR1; ABCB1) (Storch

et al., 2007), ABCG2 (Weiss et al., 2007a), and ATP-binding cassette, sub-family

C, member 1 (MRP1; ABCC1) (Weiss et al., 2007b). However, there are conflict-

ing reports on whether either of these two NNRTIs are ABCB1 substrates (Stormer

et al., 2002; Almond et al., 2005). The nuclear receptor, the constitutive androstane

receptor (CAR) correlates with CYP2B6 (Chang et al., 2003) and CYP2A6

(Wortham et al., 2007) expression in liver, even in the absence of enzyme inducers

and xenobiotics. Activators of CAR have also been shown to induce UGT2B genes

in vivo (Shelby and Klaassen, 2006) and so CAR appears to play a role in basal

and inducible regulation of all the enzymes involved in efavirenz metabolism.

Recently, an SNP in CAR was shown to be associated with efavirenz plasma con-

centrations (Cortes et al., in press) and early treatment discontinuation of efavirenz-

containing regimens (Wyen et al., in press).

The impact of the CYP2B6 516G.T SNP on the pharmacokinetics and pharma-

codynamics of efavirenz is well described (Haas et al., 2004; Rodriguez-Novoa

et al., 2005). A number of studies have also shown that the 516G.T SNP is also

associated with nevirapine plasma concentrations (Rotger et al., 2005a; Penzak

et al., 2007; Saitoh et al., 2007; Mahungu et al., 2009b). Heterozygous and homo-

zygous carriers of the variant allele have been shown to express up to fourfold less

CYP2B6 protein in comparison to the individuals homozygous for the common

allele (Desta et al., 2007). The CYP2B6 983 T.C SNP, predominantly found in

West African populations has also been shown to result in the reduced expression

of CYP2B6 (Klein et al., 2005; Wang et al., 2006). This SNP is associated with up

to threefold higher plasma concentrations of efavirenz which rises to up to fivefold

if the CYP2B6 516 G.T SNP is also present (Wang et al., 2006). Heterozygosity

for the 983T.C SNP has also been reported to be associated with significantly

higher nevirapine plasma levels in Black patients (Wyen et al., 2008). Recently, a

novel haplotype of CYP2B6 consisting of three polymorphisms (rs10403955,
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rs2279345, and rs8192719) was shown to be more strongly associated with efavir-

enz concentrations above the reported minimum toxic concentration (4000 ng/mL)

than the 516G.T polymorphism (Carr et al., 2010).

UDP-glucuronosyltransferase (UGT) 2B7, recently identified as the main enzyme

involved in efavirenz N-glucuronidation, has been shown to predict efavirenz

plasma concentrations (Kwara et al., 2009). There is a reported weak association

between CYP3A4 (2392A.G) and CYP3A5 (6986A.G) variants and efavirenz

exposure which is diminished when the study population is stratified by ethnicity

(Haas et al., 2004). The Swiss HIV Cohort has also demonstrated that in the pres-

ence of defective CYP2B6 metabolism, there is a significant association between

efavirenz exposure and CYP3A4 and CYP2A6 variants (di Iulio et al., 2009).

Higher plasma concentrations of efavirenz are also associated with central ner-

vous system side effects (Marzolini et al., 2001; Nunez et al., 2001; Gallego et al.,

2004; Kappelhoff et al., 2005). CYP2B6 516G.T is associated with efavirenz-

induced CNS toxicity during the first week of therapy (Haas et al., 2004). More

recently, a composite CYP2B6 516/983 “slow metabolizer” genotype has been

shown to be associated with a higher rate of CNS side effects in Caucasians

(Ribaudo et al., 2010). A number of studies have attempted to individualize efavir-

enz dosing using prospective CYP2B6 516G.T genotyping (Gatanaga et al.,

2007a; Rotger and Telenti, 2008; Torno et al., 2008). Unfortunately, the clinical

utility of this test is limited by the fact that homozygosity for the T allele of

CYP2B6 516G.T does not always result in elevated efavirenz plasma concentra-

tions and these studies were underpowered. It is important to recognize that high

plasma concentrations of both efavirenz and nevirapine have also been associated

with improved virological outcomes (Marzolini et al., 2001; Veldkamp et al., 2001;

Csajka et al., 2003; Gonzalez de Requena et al., 2005). A recent study has shown

that Black patients receiving efavirenz with a composite CYP2B6 516/983 slow

metabolizer genotype had lower rates of virologic failure (Ribaudo et al., 2010). A

retrospective study on a pediatric cohort on nevirapine-based regimens demon-

strated a percentage increase in CD4 cell count was three times higher in patients

with the CYP2B6 516TT genotype compared to those with the 516GG genotype

(Saitoh et al., 2007). Therefore, future studies to define the utility of CYP2B6

genetics for avoiding CNS side effects need to be conducted with caution and

incorporate analysis of virological response.

HLA subtypes have been implicated in nevirapine hypersensitivity reactions. In

one study HLA-DRB1*0101 predicted the development of nevirapine hepatotoxic-

ity in a cohort consisting of predominantly Caucasian patients with CD4 cell per-

centages of greater than 25% (Martin et al., 2005). In this study the occurrence of

an isolated rash was not associated with CD4 cell percentage or HLA-DRB1*0101.

In another study, the occurrence of isolated rash in Caucasian patients on efavirenz

and nevirapine-based regimens was associated with the presence of HLA-

DRB1*0101 but was not associated with CD4 cell percentages (Vitezica et al.,

2008). In this study, 83% of the participants presenting with isolated rashes were

HLA-DRB1*0101 positive as compared to the 7% in the tolerant group. HLA-cw8
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has been reported to be a significant predictor of nevirapine HSR in Sardinian and

Japanese populations (Gatanaga et al., 2007b; Littera et al., 2006). Despite the lack

of a defined role for ABCB1 in the disposition of NNRTIs, ABCB1 3435C.T has

been associated with a decreased risk of NNRTI-associated hepatotoxicity (Haas

et al., 2006; Ritchie et al., 2006).

20.5.3 Protease Inhibitors

Protease inhibitors (PIs) form the bulk of antiretoviral compounds licensed for

treatment. Before the development of newer drug classes, they represented the last

option and were often used in various combinations to offer patients salvage ther-

apy. Most of them cause considerable gastrointestinal symptoms and are associated

with a metabolic sydrome including dyslipidemia, impaired insulin resistance, and

lypodystrophy (Carr et al., 1998). Patients receiving either atazanavir or indinavir

have an increased risk of developing unconjugated bilirubinemia, a reversible phe-

nomenon whereby most patients have elevated laboratory values without any clini-

cal evidence of scleral icterus. Indinavir therapy is associated with the development

of renal calculi while tipranavir and darunavir are associated with significant hepa-

totoxicity (Hughes et al., 2009).

PIs are principally metabolized by CYP3A enzymes (Ernest et al., 2005) and are

normally administered with a low dose of ritonavir, a potent CYP3A4 inhibitor to

improve their bioavailability (Cooper et al., 2003). They are highly protein bound

to both albumin and α1-acid glycoprotein (AAG; orosomucoid; ORM1) (Boffito

et al., 2003) and are ABCB1 substrates (Marzolini et al., 2004). They have also

recently been shown to be substrates for influx transporters OATP1A2, OATP1B1,

and OATP1B3 (Hartkoorn et al., 2010).

CYP3A5 expressors (defined as individuals with the A allele for the CYP3A5

6986A.G polymorphism) have been reported to show faster oral clearance of

indinavir (Anderson et al., 2006) and saquinavir (Frohlich et al., 2004; Mouly

et al., 2005; Josephson et al., 2007). Nelfinavir, is predominantly metabolized by

CYP2C19 into its major metabolite M8 with a minor contribution from CYP3A4

(Zhang et al., 2001). There is a confirmed association between CYP2C19 681G.A

and higher nelfinavir exposure (Haas et al., 2005; Burger et al., 2006). However,

studies exploring the impact of ABCB1 variants on the disposition of PIs have pro-

duced conflicting results. The most studied variant, ABCB1 3435C.T, is a synony-

mous SNP, which is believed to change substrate specificity (Kimchi-Sarfaty et al.,

2007). The impact of other MDR1 variants on the expression and function of

ABCB1 remains somewhat controversial. It has been speculated that the high pro-

tein binding associated with PIs may also contribute to the intra-individual variabil-

ity of protease inhibitor disposition. AAG variants have been reported to increase

the apparent clearance of both lopinavir and indinavir to varying degrees without

impacting on the cellular exposure of either drug (Colombo et al., 2006). The sig-

nificance of these findings remains unclear. Recently, SLCO1B1 (coding for

OATP1B1) polymorphisms have been associated with lopinavir plasma concentra-

tions in two studies (Hartkoorn et al., 2010; Lubomirov et al., 2010). Also a
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pregnane X receptor (PXR) polymorphism was associated with plasma concentra-

tions of unboosted atazanavir (Siccardi et al., 2008). PXR correlates with expres-

sion of ABCB1 and CYP3A4 in liver (even in the absence of enzyme inducers)

and importantly therefore, there is a biologically plausible mechanism for this asso-

ciation (Owen et al., 2004; Albermann et al., 2005).

Apolipoprotein E (APOE), a lipid transport protein with three major isoforms (apo

ε2, apo ε3, and apo ε4) and apolipoprotein C3 (APOC3) another polymorphic

(-482C.T, 455T.C, 3238C.G) lipid transport protein have both been studied

extensively in HIV-negative individuals (Li et al., 1995; Mahley et al., 2000).

Furthermore, the Swiss HIV Cohort used scoring algorithms to correlate the degree

of hyperlipidemia with the number of unfavorable polymorphisms. In one study indi-

viduals with unfavorable APOE isoforms (ε2 or ε4) as well as more than two of the

APOC3 variants were observed to have significant hypertriglyceridemia (.6 mmol/L)

if they received ritonavir containing antiretroviral regimens (Tarr et al., 2005). In a

subsequent study, the same group added apolipoprotein A5 (APOA5; non*1/*1 haplo-

types), ABC transporter A1 (ABCA1; 2962A.G) and cholesteryl ester transfer pro-

tein (CETP; 279G.A) variants to create a scoring algorithm where patients received

a score based on their composite ABCA1/APOA5/APOC3/APOE/CETP genotype and

the type of antiretroviral therapy they were on (Arnedo et al., 2007). Both longitudi-

nal studies were performed in predominantly Caucasian cohorts and therefore valida-

tion studies should also explore the associations in other ethnicities.

Most patients who develop unconjugated bilirubinemia while taking atazanavir

or indinavir only do so to a moderate degree through a mechanism that mimics that

of Gilbert’s syndrome. There are a few patients, however, who develop overt, stig-

matizing hyperbilirubinemia sufficient to consider discontinuation of therapy. A

promoter polymorphism in UDP-glucuronosyltransferase 1A1 (UGT1A1*28) has

been associated with the occurrence of unconjugated hyperbilirubinemia in patients

on atazanavir and indinavir (Zucker et al., 2001; Rotger et al., 2005b).

20.5.4 Entry and Integrase Inhibitors

The last decade has been characterized by the co-formulation of existing agents to

ease adherence, the development of new agents from existing classes, and the

development of new agents from new classes with novel mechanisms of action.

Relatively few studies have been conducted on newer drugs, partly because cohorts

do not yet contain sufficient numbers of patients for robust analyses. However,

there is knowledge of the mechanisms involved in disposition of these drugs allow-

ing hypotheses about which genes may be of importance. For example, maraviroc

is a CCR5 antagonist which is metabolized by CYP3A4 and CYP3A5 (MacArthur

and Novak, 2008). Therefore many of the associations for protease inhibitors may

be relevant to this drug. Similarly, raltegravir is an integrase inhibitor that is pre-

dominantly metabolized by UDP-glucuronosyltransferase (Kassahun et al., 2007).

However, initial work to investigate the influence of UGT1A1 polymorphisms on

the disposition of raltegravir has not revealed any significant associations

(Wenning et al., 2009).
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20.6 Pharmacogenetics of Antimalarial Therapy

Worldwide, the treatment of malaria is hindered by the significant development of

parasite resistance against existing compounds as well as the limited range of effec-

tive therapies. Currently the most effective compounds for Plasmodium falciparum

malaria are quinine and artemisinin preparations. Chloroquine remains effective

against non-falciparum malarias. This situation, however, is ever changing, espe-

cially on the Thai-Cambodia border, a region which has been at the center of most

reports of antimalaria resistance.

20.6.1 Quinine

Quinine is the drug of choice worldwide for severe Plasmodium falciparum

malaria. Although it is potentially associated with the development of a prolonged

QT interval, hypoglycemia and cinchonism, it is generally well tolerated (Taylor

and White, 2004). It is primarily metabolized by CYP3A enzymes (Zhang et al.,

1997). A study comparing the impact of CYP3A5 genotypes on the hydroxylation

of quinine between Tanzanians and Swedes found lower hydroxylation in

Tanzanians that were homozygous for CYP3A5*3 (Mirghani et al., 2006). This

finding is yet to be confirmed in other populations.

20.6.2 Artemisinin Compounds

Artemisinins are the newest class of antimalarial agents (Woodrow et al., 2005). They

are generally well tolerated. The four WHO-recommended oral artemisinin�based

combination therapies (dihydroartemisinin�piperaquine, artemether�lumefantrine,

artesunate�mefloquine, and artesunate�amodiaquine) have rapidly become first-

line agents in the treatment of uncomplicated P. falciparum malaria in endemic coun-

tries. Intravenous artesunate, on the other hand, is fast becoming an alternative agent

in the treatment of severe P. falciparum malaria, mainly because of its rapid action

against the erythrocytic stages of the parasite (Rosenthal, 2008). The metabolism

of artemether-based compounds is complex. Artesunate, artemether, and arteether

are primarily metabolized by CYP3A4, CYP3A5, and CYP2A6 with a minor contri-

bution from CYP2B6 to form dihydroartemisinin (Navaratnam et al., 2000).

Dihydroartemisinin is subsequently inactivated via UGT1A9 and UGT2B7 (Ilett

et al., 2002). Artemisinin on the other hand is primarily metabolized by CYP2B6 with

a minor contribution from CYP3A4 and CYP2A6 (Svensson and Ashton, 1999).

Artemether, artemisinin, arteether, and dihydroartemisinin have all been shown to

induce CYP3A4, CYP2B6, and ABCB1 through activation of pregnane X receptor

(PXR) and constitutive androstane receptor (CAR) (Burk et al., 2005; Simonsson

et al., 2006). There is no pharmacogenetic data on artemesinin compounds but asso-

ciations described with antiretoviral compounds may also be relevant given the simi-

larity in drug disposition pathways.
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20.6.3 Primaquine

Primaquine is used in patients with Plasmodium ovale and Plasmodium vivax infec-

tions to clear the latent hepatic hypnozoite stage of the parasite. It is primarily

metabolized by CYP1A2 and CYP3A4 (Li et al., 2003). Although plasma levels of

primaquine have been found to be significantly associated with ethnicity, the genetic

polymorphisms underpinning this variability or their impact on efficacy or toxicity

are yet to be characterised (Fletcher et al., 1981; Kim et al., 2004). The first records

of variability in response to antimalarials dates back to World War II when African-

American soldiers were found to experience higher rates of acute hemolysis when

they received primaquine compared to their Caucasian counterparts (Clayman et al.,

1952). The basis of these observed differences was later attributed to glucose

6-phosphate dehydrogenase (G6PD) deficiency, an x-linked recessive disorder

(Alving et al., 1956). The most common variant in African populations is A2 while

the most common variant in Mediterranean populations is B2. The G6PD locus is

highly polymorphic, so in clinical practice prospective qualitative and quantitative

tests are performed in patients requiring primaquine (Hill et al., 2006).

20.6.4 Amodiaquine

Amodiaquine is commonly used in the treatment of uncomplicated malaria in com-

bination with artesunate in Africa. It is primarily metabolized by CYP2C8

(Li et al., 2002) and exhibits huge interindividual variability in plasma drug con-

centrations (White et al., 1987; Winstanley et al., 1987). CYP2C8*2, the variant

most common in African populations, has been reported to be associated with

reduced clearance, as has CYP2C8*3 the variant most common in Caucasian popu-

lations (Gil and Gil, 2007; Parikh et al., 2007). Despite these findings, no associa-

tions were found with treatment efficacy or toxicity.

20.6.5 Mefloquine

Mefloquine is primarily metabolized by CYP3A4 (Fontaine et al., 2000) and is sus-

pected to be a ABCB1 substrate (Pham et al., 2000). It is used in chemoprophylaxis

and the most common side effects are neuropsychiatric. The ABCB1 1236TT/

2677TT/3455TT haplotype has been reported to be associated with increased neu-

ropsychiatric events in a homogenous Caucasian cohort despite having no impact

on the plasma levels of the compound (Aarnoudse et al., 2006).

20.6.6 Proguanil

Proguanil is a component of the widely prescribed malarone (atovaquone-proguanil)

which is used in both chemoprophylaxis and in treatment. The bioactivation of

proguanil is primarily through CYP2C19 with a minor role from CYP3A4.

CYP2C19 variants have been shown to predict proguanil plasma concentrations

(Kaneko et al., 1997; Herrlin et al., 2000) but not treatment outcomes (Edstein

et al., 1996; Kaneko et al., 1999).
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20.7 Pharmacogenetics of Antituberculosis Therapy

Like malaria, the effective treatment of mycobacteria infections is also limited by

the development of antimicrobial resistance and the paucity of effective treatment

options. Resistance is a particular issue in tuberculosis (TB) especially with the

emergence of multidrug resistant TB (MDR TB), and more recently, extensively

drug-resistant TB (XDR TB). The unprecedented re-emergence of TB with the

HIV pandemic complicates matters further. The drugs used in first-line therapy,

namely isoniazid, rifampicin, pyrazinamide, and ethambutol, have remained

unchanged for over half a century.

In the early 1950s, individuals receiving isoniazid for the treatment of tuberculo-

sis were noted to have marked differences in the amount of isoniazid excreted in

their urine (Hughes, 1953). The basis of these differences was later attributed to dif-

ferences in an individual’s ability to acetylate isoniazid (Hughes et al., 1954). Thus,

slow acetylators are prone to isoniazid toxicity, which manifests itself as peripheral

neuropathy. The variant alleles that account for most of the variability observed in

slow acetylators are NAT2*5 and NAT2*6 (Blum et al., 1991). In routine clinical

practice, NAT2 testing is not done. Instead pyridoxine is prescribed along with isoni-

azid in all patients to prevent the development of peripheral neuropathy.

Hepatotoxicity is the most frequent side effect of first-line antituberculosis com-

pounds. A meta-analysis looking at reported associations between antituberculosis

drug-induced liver injury and drug-metabolizing variants identified homozygous

variants of NAT2 mt, CYP2E1*1A, and GSTM1 null as significant predictors of

hepatotoxicity (Sun et al., 2008). However, it is worth noting that most of these stud-

ies were performed in Asian populations on varying anti-TB medication with

unstandardized definitions of hepatotoxicity and uncharacterized environmental

factors.

Most recently, the pharmacokinetics of rifampicin were shown to be associated

with a polymorphism within the SLCO1B1 gene (Weiner et al., 2010). In this study,

the rifampicin AUC was approximately 36% lower in patients with the SLCO1B1

463C.A polymorphism compared to patients homozygous for the C allele.

Importantly, SLCO1B1 polymorphisms associated with lower rifampicin exposure

were also more frequent in Black patients.

20.8 Summary and Perspective

Ideally, pharmacogenetic testing should be implemented in conjunction with patho-

gen resistance testing and the characterization of a compound’s pharmacokinetic

and pharmacodynamic characteristics. Apart from the idiosyncratic HSRs seen with

abacavir and nevirapine, most studied clinical phenotypes are much less subtle,

develop over time, and are multifactorial in etiology. Current challenges within

infectious diseases include antimicrobial resistance and limited effective therapies

for emerging, re-emerging, and neglected infections. Pharmacogenetic studies of

both human host and disease pathogens may help tackle the resistance issue and
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genome-wide studies to identify new drug targets for emerging, re-emerging, and

neglected infections may also be of use.

It is clear that currently the technology for collecting information on genetic var-

iation across the entire genome has surpassed current mechanistic knowledge and

the technology to quickly generate mechanistic data. There are clear gaps in knowl-

edge and the systems for studying all the necessary proteins in vitro have not yet

been developed. With respect to associations that have been reliably re-produced in

exploratory analyses, there is a lack of clinical validation. These are time consum-

ing and very expensive, and funding streams for prospective studies are not well

defined. There is currently debate over whether prospective studies are always nec-

essary for implementation and it seems likely that this will ultimately depend on

the specific association and how it can be applied.
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21.1 Introduction

Genetic exchange has now been demonstrated in all three of the so-called

TriTryps, the three trypanosomatids for which genome sequences have been pub-

lished (Berriman et al., 2005; El-Sayed et al., 2005; Ivens et al., 2005):

Trypanosoma brucei, T. cruzi, and Leishmania major. For T. brucei and L. major

genetic exchange occurs in the insect vector and appears to follow Mendelian rules

of inheritance (Jenni et al., 1986; MacLeod et al., 2005a; Akopyants et al., 2009).

In contrast, for T. cruzi genetic exchange has been demonstrated experimentally in

infected mammalian cells in vitro and hybrid formation appears to result from

fusion of diploid cells followed by genome erosion (Gaunt et al., 2003).

Before the experimental confirmation of genetic exchange in these parasites,

evidence for the natural occurrence of hybrids had accumulated from molecular

epidemiological analysis of isolates collected from the field. Tait (1980) showed

that isoenzyme data from T. brucei conformed to Hardy�Weinberg equilibrium

and concluded that the population was undergoing random mating. Later analyses

threw doubt on the extent of panmictic mating in T. brucei with the widespread

acceptance of the concept of clonality in parasitic protozoa (Tibayrenc et al.,

1990). However, rare occurrences of genetic exchange were thought to have led to

the demonstrably hybrid lineages of T. cruzi recovered from the field (Carrasco

et al., 1996; Machado and Ayala, 2001; Sturm et al., 2003; Westenberger et al.,

2005) and natural hybrids were also demonstrated between several Leishmania spe-

cies and subspecies (Kelly et al., 1991; Belli et al., 1994; Ravel et al., 2006).
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Here we review results from these two complementary avenues of study—

analysis of naturally occurring hybrids among field isolates and experimental

genetic exchange in the laboratory—for the pathogenic trypanosomatids T. brucei,

T. cruzi, and Leishmania major.

21.2 Trypanosoma brucei

21.2.1 Genetic Crosses

Compelling evidence for mating in Trypanosoma brucei s.l. came from population

genetics studies based on isoenzyme data. Gibson et al. (1980) described isoen-

zyme patterns consistent with those expected from homo- and heterozygotes in an

extensive analysis of T. brucei isolates from East and West Africa, and Tait (1980)

showed that similar data from 17 Ugandan isolates of T. brucei conformed to

Hardy�Weinberg equilibrium, indicating that the population was undergoing ran-

dom mating. The first successful laboratory cross was reported in 1986 when Jenni

and colleagues co-transmitted two genetically distinct clones of T. brucei s.l.

through tsetse flies and demonstrated hybrid progeny that had inherited a mixture

of genetic markers from both parents (Jenni et al., 1986). The hybrids were found

among metacyclics recovered from the salivary glands showing that genetic

exchange had occurred some time during the trypanosome’s developmental cycle

in the tsetse fly. However, the metacyclic population contained a mixture of paren-

tal and hybrid genotypes, indicating that mating is not an obligatory event in the

life cycle. This contrasts with the situation for the malaria parasite, Plasmodium

spp., where gamete formation and production of a zygote is a normal part of the

transmission cycle.

Subsequent trypanosome crosses have followed the same general plan: two

genetically distinct parental trypanosome clones are fed to groups of newly

emerged tsetse flies in their first bloodmeal (Figure 21.1). Tsetse are typically

refractory to trypanosome infection, but are at their most susceptible as very young

flies before they have fed (Maudlin, 1991). Not all flies become infected after the

infected feed and only some infected flies produce hybrids. Thus large numbers of

flies and trypanosome populations need to be screened to identify those containing

hybrids. To avoid the laborious job of identifying hybrid-producing flies by screen-

ing every fly, selectable markers were incorporated into the experimental design.

This became feasible following the development of methods for the stable transfor-

mation of trypanosomes with exogenous DNA in the early 1990s (Lee and Van

der Ploeg, 1990; Ten Asbroek et al., 1990; Eid and Sollner-Webb, 1991). In the

cross described by Gibson and Whittington (1993), each of the parental clones

was transformed with a different construct designed to integrate a gene for drug

resistance into the tubulin locus by homologous recombination. In this way,

parental clones resistant to the antibiotics hygromycin or G418 were created. After

co-transmission through the fly, hybrid progeny were selected by resistance to

both drugs. This strategy has obvious advantages over the previous “finding a
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needle in a haystack” approach and was that used for the recent discovery of

hybrids in Leishmania major (Akopyants et al., 2009).

The discovery of green fluorescent protein (GFP) and the development of methods

to image the protein in living cells have opened exciting new approaches for studying

genetic exchange in trypanosomes. Incorporation of genes for GFP in one parental line

and red fluorescent protein (RFP) in the other leads to the production of hybrids with

both genes, which appear yellow, making them immediately distinct from the parental

cells by simple fluorescence microscopy of live cell preparations. This approach was a

boon for the analysis of T. brucei hybrids within the tsetse fly and allowed the location

and timing of genetic exchange to be determined (Gibson et al., 2008).

It has proved possible to cross all subspecies of T. brucei except the human

pathogen T. b. gambiense Group 1. The difficulty in setting up crosses of T. b.

gambiense Group 1 is that it transmits poorly or not at all through Glossina morsi-

tans ssp., the standard laboratory tsetse fly (Gibson, 1986; Dukes et al., 1989). The

more virulent Group 2 T. b. gambiense is readily transmissible via G. morsitans

ssp. and has featured in several crosses, including the original cross of Jenni et al.

(1986), where the parents were T. b. brucei STIB 247 and T. b. gambiense Group 2

STIB 386 (TH114). T. b. gambiense Group 2 (TH2) was also mated with both T. b.

brucei and T. b. rhodesiense (Gibson et al., 1997b; Bingle et al., 2001). Several

crosses have involved parental lines of T. b. brucei (Turner et al., 1990; Gibson

and Garside, 1991; Schweizer et al., 1994; Degen et al., 1995; Gibson et al., 2008),

or T. b. brucei and T. b. rhodesiense (Gibson, 1989; Gibson and Whittington,

1993). Inheritance of the trait for human infectivity has been analyzed in crosses of

T. b. brucei and T. b. rhodesiense (Gibson and Mizen, 1997), and T. b. brucei and

Group 2 T. b. gambiense (Turner et al., 2004).

Parent 1 Parent 2

Figure 21.1 Design of an

experimental cross for

Trypanosoma brucei. The two

parental trypanosomes are co-

transmitted via tsetse flies and

hybrid trypanosomes are found

among the infective metacyclics

from the salivary glands.
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21.2.2 Location of Genetic Exchange

Jenni and colleagues originally showed that genetic exchange took place in the fly,

since cloned metacyclics from the saliva of infected flies were hybrid (Jenni et al.,

1986); however, the exact location and life cycle stage remained undefined. While

there were reports of hybrid formation in mixed midgut procyclic populations both

in vitro and in vivo (Evans and Ellis, 1983; Schweizer and Jenni, 1991; Schweizer

et al., 1991), the bulk of evidence pointed to the salivary glands as the site of

genetic exchange. First the timing of hybrid appearance: hybrids were most likely

to be found in flies infected for at least 28 days, after sufficient time for salivary

gland invasion and colonization, despite there being a large population of procyclic

trypanosomes continuously present in the midgut throughout this time (Gibson and

Whittington, 1993; Gibson et al., 1997b; Schweizer et al., 1988). Selection by dou-

ble drug resistance revealed that hybrids were present in populations derived from

the salivary glands but not from the midgut (Gibson and Whittington, 1993; Gibson

and Bailey, 1994; Gibson et al., 1997b). The direct visualization of trypanosome

hybrids using fluorescent reporter proteins unequivocally established that hybrids

are formed in the salivary glands and are not present in the midgut or among the

migratory stages in the proventriculus and foregut (Bingle et al., 2001; Gibson

et al., 2008).

The use of red and green fluorescent reporters also explained why hybrids are

found infrequently, with less than a quarter of infected flies producing hybrids

(Gibson and Stevens, 1999). In order to mate, both parental trypanosomes need to

reach and colonize the same salivary gland, and it became evident that this is not

always the case. While most flies co-infected with red and green fluorescent trypa-

nosomes developed a mixed midgut infection, only about a third of these flies also

had a mixed infection in the salivary glands (Peacock et al., 2007; Gibson et al.,

2008). In a number of cases, the composition of the trypanosome population in the

two salivary glands of the pair differed, perhaps with only one salivary gland

infected or a mixed infection in one gland but not the other. Interestingly, all prog-

eny from the red/green cross were hybrid and no trypanosomes with parental geno-

types were recovered as in previous crosses (Gibson et al., 2008). The design of

this cross may have increased the probability of finding hybrids, as analysis could

be focused on salivary glands containing both parental genotypes, not possible in

previous crosses.

These observations highlight the fact that few trypanosomes complete the jour-

ney from the midgut to the salivary duct, and only some of these then succeed in

establishing an infection in either of the salivary glands. When together as epimas-

tigotes in the same salivary gland, the trypanosomes readily mate, as demonstrated

by the fact that most salivary glands with a mixed infection of red and green trypa-

nosomes also contained yellow fluorescent hybrids (Gibson et al., 2008).

Compatibility of different trypanosome strains may then depend on them reaching

the salivary glands simultaneously. In some early crosses, the two parental clones

differed substantially in their speed of colonizing the salivary glands (Schweizer

et al., 1988; Gibson and Whittington, 1993; Gibson et al., 1997b). The fact that
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mating in T. brucei occurs among epimastigotes in the salivary glands makes the

prospect of producing hybrids in vitro more remote, as reliable culture systems do

not exist for the life cycle stages that occur in the salivary glands.

21.2.3 Mendelian Inheritance and Meiosis

It is generally accepted that T. brucei is diploid with respect to the 11 pairs of large

chromosomes that contain the housekeeping genes, although this arrangement prob-

ably does not apply to the intermediate and mini-chromosomes (Gottesdiener et al.,

1990; Melville et al., 1998; Berriman et al., 2005). Analysis of the inheritance of

genetic markers in hybrid progeny from crosses of T. brucei is consistent with

Mendelian genetics for the most part (Gibson, 1989; Sternberg et al., 1989; Turner

et al., 1990; Schweizer et al., 1994; Gibson and Bailey, 1994; MacLeod et al.,

2005a), leading to the assumption that meiosis occurs. Indeed, genetic linkage

maps for T. b. brucei and Group 2 T. b. gambiense have been constructed from

detailed analysis of microsatellite inheritance and frequency of crossing-over

(MacLeod et al., 2005b; Cooper et al., 2008).

It has proved more difficult to directly visualize trypanosomes undergoing meio-

sis, but a potential solution to this problem is now at hand. While hybrids were eas-

ily detected in a cross of red and green fluorescent trypanosomes from day 13

onwards (Gibson et al., 2008), putative intermediate stages were neither abundant

nor obvious, necessitating an alternative approach to detect trypanosomes undergo-

ing meiosis. Phylogenomic studies had identified the presence in T. brucei of

homologues of several genes crucial for meiosis in yeast and other eukaryotes such

as Spo11, Hop1, Dmc1, and Mnd1 (Ramesh et al., 2005). By constructing fusions

of the T. brucei homologs with the gene for yellow fluorescent protein (YFP),

expression of these putative meiosis genes could be monitored through the develop-

mental cycle of T. brucei in the fly. Expression was observed only among trypano-

somes during the early stage of colonization of the salivary glands, consistent with

the first appearance of hybrids and was localized to the nucleus (Peacock et al.,

2010). Surprisingly, the meiotic trypanosomes occurred with similar frequency in

both single and mixed strain transmissions and it seems probable that meiosis is a

normal part of the trypanosome developmental cycle in the fly. The identification

of trypanosomes undergoing meiosis is the first step in elucidating the mechanism

of genetic exchange in T. brucei at the cell biology level.

While the overall agreement with a Mendelian pattern of inheritance supported

the hypothesis that a meiotic division was central for genetic exchange in T. brucei,

a haploid life cycle stage has not been substantiated (Shapiro et al., 1984;

Zampetti-Bosseler et al., 1986; Kooy et al., 1989). Indirect evidence for haploid

nuclei came from the observation that many T. brucei spp. crosses produced trip-

loid hybrid progeny, which most probably arise from fusion of a haploid nucleus

with one that is diploid (Gibson et al., 1992, 1995, 1997b; Gibson and Bailey,

1994; Gibson and Whittington, 1993). Hybrids with high DNA contents relative to

the parents were found even in the first experimental cross (Jenni et al., 1986),

which created some initial confusion about the mechanism of genetic exchange
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(Paindavoine et al., 1986; Wells et al., 1987). Analysis of progeny clones with high

DNA contents from several further crosses demonstrated that these hybrids were

triploid with DNA contents that clustered at the 3N value, and, in addition, trisomy

was confirmed for several chromosomes (Gibson and Bailey, 1994; Gibson et al.,

1992, 1995, 1997b; Gibson and Whittington, 1993).

As well as triploid hybrids, several tetraploid hybrids were recovered from a

recent cross of red and green fluorescent trypanosomes (Gibson et al., 2008).

Whereas the presence of triploid hybrids was obvious from the demonstration of

three alleles at some loci, only two microsatellite alleles were present in each of

the tetraploid hybrids. They were therefore not formed by fusion of the two diploid

parental genomes, but more likely are the products of genome endoreplication

(Gibson et al., 2008). While triploids appear to be stable during growth and fly

transmission (Wells et al., 1987; Gibson et al., 1992), the tetraploids may be unsta-

ble, as flow cytometry analysis of the DNA contents of tetraploid clones frequently

revealed an extra G1 peak at the 2N position (Gibson et al., 2008).

Intraclonal mating was initially thought not to occur in T. brucei except in the

presence of outcrossing trypanosomes, leading to the hypothesis that some kind of

diffusible factor produced by nonself recognition induced mating (Tait et al., 1996;

Gibson et al., 1997b). Intraclonal mating explained the occasional anomalies where

hybrid progeny were homozygous instead of heterozygous as expected if the par-

ents were different homozygotes (Gibson and Bailey, 1994; Sternberg et al., 1988).

Recent experiments using red and green fluorescent clones of a single T. brucei

strain have shown that intraclonal mating occurs with some frequency in the

absence of a second trypanosome strain (Peacock et al., 2009). The assumption that

a T. brucei clone can be tsetse-transmitted without change is therefore open to

question.

21.2.4 Inheritance of Kinetoplast DNA

Kinetoplast DNA (kDNA) is the mitochondrial DNA of trypanosomatids and con-

sists of an interlocked network of about 50 (20�25 kb) maxicircles and 5,000

(1 kb) minicircles (reviewed by Shapiro and Englund, 1995). The kDNA is con-

tained within an organelle, the kinetoplast, which is inside the mitochondrion.

Initial results supported the hypothesis that inheritance of kDNA was uniparental,

with the kDNA of either parent being passed on to the hybrid progeny (Gibson,

1989; Sternberg et al., 1988, 1989). However, detailed analysis of both maxi- and

minicircles showed that although maxicircles were of a single parental type, the

minicircles had been inherited from both parents (Gibson and Garside, 1990;

Gibson et al., 1997a). To explain this result, it was assumed that the hybrid kDNA

network initially consists of both maxi- and minicircles from both parents in an

equal proportion; the small number of maxicircles resolves to a single type by ran-

dom segregation during subsequent mitotic divisions, while the much greater num-

ber of minicircles endures as a hybrid network. This idea is supported by the

observation that hybrids at an early stage of growth have mixed maxicircle net-

works (Turner et al., 1995; Gibson et al., 2008).
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The initial formation of the hybrid kDNA network remains an intriguing prob-

lem. The first requirement is fusion of the mitochondria from both parental trypa-

nosomes to allow the kDNA to mix. Then mini- and maxicircles from both

parental kDNA networks would need to combine into a single hybrid kDNA net-

work, which would involve detachment and reattachment of all the individual DNA

circles. An alternative hypothesis is that only some minicircles are swapped while

the kDNA networks of the two parents are adjacent, leaving the core maxicircle

network intact; the partially hybrid kDNA networks would then be inherited by

individual progeny trypanosomes (Shapiro and Englund, 1995). However, this

hypothesis does not fit with the observation of mixed maxicircle networks above.

21.2.5 Implications for Epidemiology

Although genetic exchange in T. brucei has been amply demonstrated in the labora-

tory, its importance in natural trypanosome populations remains controversial. One

problem has been sampling bias, with collection of trypanosome isolates usually

focused on epidemics of human disease (Cibulskis, 1992; Stevens and Welburn,

1993; Hide et al., 1994; Stevens and Tibayrenc, 1996). In epidemics of human try-

panosomiasis caused by T. b. rhodesiense, transmission may well be direct from

human to human rather than from an animal reservoir, allowing the clonal expan-

sion of particular trypanosome genotypes. This is very different from the endemic

scenario where humans and their livestock are occasional hosts in the natural circu-

lation of T. brucei ssp. strains in wild mammals and tsetse. Through the analysis of

trypanosome mating in the laboratory, we can now define the biological circum-

stances in which genetic exchange will be found: at least two trypanosome strains

must be present in the salivary glands of a tsetse fly for mating to occur; since flies

are most readily infected on their first bloodmeal (Wijers, 1958; Maudlin, 1991), a

mixed infection is likely to be acquired from one infected mammal carrying multi-

ple trypanosome strains. Few mixed infections have been reported from humans

(Truc et al., 1998), but mixed infections of more than one trypanosome strain or

species are frequently encountered in livestock (Godfrey and Killick-Kendrick,

1961; Nyeko et al., 1990), tsetse (Masiga et al., 1996; MacLeod et al., 1999;

Lehane et al., 2000; Adams et al., 2006), and presumably also occur frequently in

the large wild mammals that sustain many tsetse populations. In-depth analysis of

trypanosome samples from these transmission cycles would be informative.

Even though the frequency of genetic exchange in natural populations may be

low, there is potential for significant epidemiological consequences. For example,

the trait of human infectivity in T. b. rhodesiense is conferred by a single gene, the

serum resistance associated (SRA) gene (De Greef et al., 1989; Xong et al., 1998).

Any cross between T. b. rhodesiense and T. b. brucei would place this key viru-

lence gene in new genetic backgrounds, thus creating new genotypes of T. b. rho-

desiense. There is abundant evidence of strain heterogeneity in T. b. rhodesiense

from several foci of human trypanosomiasis in East Africa (Gibson and Gashumba,

1983; Gibson and Wellde, 1985; Enyaru et al., 1993; Hide et al., 1994; Komba

et al., 1997), and quite different T. b. rhodesiense genotypes have been found in
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neighboring foci in Uganda and Kenya (Gibson and Gashumba, 1983; Gibson and

Wellde, 1985). We know little about the genetic basis of most phenotypic charac-

teristics of T. brucei s.l., but surely genetic exchange provides the opportunity for

more virulent, pathogenic or fly transmissible strains of T. b. rhodesiense to arise.

21.3 Trypanosoma cruzi

21.3.1 T. cruzi Diversity

Trypanosoma cruzi is considered to be a single species but comprises six distinct

genetic lineages or discrete typing units (DTUs). The definition of these six T. cruzi

subgroups was originally on the basis of phenotyping using multilocus enzyme

electrophoresis (MLEE). Subsequently the same six DTUs were supported by com-

parative analyses of a wide range of nuclear DNA targets (see Miles et al., 2009,

for review). The current international consensus nomenclature for the six T. cruzi

lineages is TcI to TcVI (Zingales et al., 2009).

TcI to TcVI show broadly distinctive but not entirely exclusive geographical,

ecological, transmission cycle and disease associations; overlaps occur, and mixed

infections are reported from humans, reservoir mammal hosts, and arthropod vec-

tors (Bosseno et al., 1996; Yeo et al., 2005, 2007; Burgos et al., 2008; Cardinal

et al., 2008). TcI is the principal agent of Chagas disease in Latin America north of

the Amazon basin, whereas TcII, TcV, and TcVI are the main causes of Chagas

disease in the Southern Cone countries of South America (Miles et al., 1978, 1981;

Fernandes et al., 1998; Zingales et al., 1998; Barnabe et al., 2000). The sylvatic

TcI transmission cycles are widespread throughout Latin America and are largely

arboreal; the common opossums (Didelphis species) are obvious and abundant res-

ervoir hosts but many other mammal species may be infected, with some transmis-

sion among rodent species and triatomines with terrestrial habitats (Yeo et al.,

2005). The natural transmission cycles of TcII, TcV, and TcVI are either rare or

have yet to be fully characterized, although TcII is sporadically found among mam-

mals of the Atlantic forest region of Brazil (Lisboa et al., 2004). TcIII and TcIV

are predominantly sylvatic and seldom infect humans. However, TcIV is a second-

ary cause of Chagas disease in Venezuela, after TcI. TcIII appears to have the most

clearly defined and exclusive natural ecological and host association, with the bur-

rowing armadillo, Dasypus novemcinctus (Yeo et al., 2005).

The various T. cruzi isolates that were characterized to establish this intraspe-

cific genetic diversity were collected from disparate geographical locations and

usually with small numbers of isolates gathered from each site. Although this strik-

ing genetic heterogeneity of T. cruzi was a landmark discovery, which has trans-

formed subsequent research on the epidemiology of Chagas disease, this sampling

strategy was not ideally suited for determining the structure of T. cruzi populations.

Nevertheless, repeated analyses of the molecular diversity of T. cruzi based on

such samples have supported the discrete nature of the six DTUs and demonstrated

strong linkage disequilibrium among them (Tibayrenc et al., 1990). These
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observations fostered the tenet that T. cruzi was propagated clonally, both between

and within the DTUs, and that genetic exchange, if it occurred, was rare and of lit-

tle epidemiological consequence (Tibayrenc and Ayala, 2002). On the other hand,

despite this clonal theory, even the early MLEE analyses indicated that TcV and

TcVI resembled natural interlineage hybrids between TcII and TcIII (Miles, 1985).

The application of multilocus DNA sequencing eventually confirmed that TcV and

TcVI were hybrid lineages (Machado and Ayala, 2001; Brisse et al., 2003), but not

before the TcVI reference strain “CL Brener” had been selected for the TriTryp

genome sequencing project. As discussed later, TcV and TcVI are endemic agents

of Chagas disease across much of the Southern Cone region, making the study of

recombination in T. cruzi of profound epidemiological relevance.

21.3.2 Genome Sequence of a Natural Hybrid

The hybrid nature of the CL Brener strain made the task of sequencing its genome

particularly challenging since most genes were represented by two divergent copies

(El-Sayed et al., 2005). This complicated the assembly of the genome and eventu-

ally required additional sequence data from a representative of one of the parental

groups, for which the TcII strain “Esmeraldo” was chosen. This allowed the puta-

tive parental TcII (“Esmeraldo-like”) and TcIII (“non-Esmeraldo-like”) sequences

to be partially deduced from the single hybrid genome sequence. The initial assem-

bly of the genome was further complicated by the large number of repetitive sur-

face protein gene families that were found throughout the T. cruzi genome. The CL

Brener haploid genome contained B12,000 genes and was approximately 55 Mb in

size, considerably larger than either T. brucei (26 Mb) (Berriman et al., 2005), or

L. major (33 Mb) (Ivens et al., 2005). The reassembled CL Brener sequence has

produced fewer, larger contigs compared to the original assembly (Weatherly et al.,

2009). Other T. cruzi genome sequencing projects are now in progress, with the

advantages of new sequencing technologies and focus on the remaining DTUs with

less complex genomes. Of special interest is the genome of TcI, because of its

degree of divergence and epidemiological importance as an agent of Chagas dis-

ease, particularly north of the Amazon.

21.3.3 Genetic Crosses

In contrast with T. brucei, only a single successful genetic crossing experiment has

so far been reported for T. cruzi. The earliest, and unsuccessful, attempts at genetic

crosses involved passaging the TcI and TcII DTUs together in vitro, through triato-

mine bugs, or through mice, followed by phenotypic analysis of the resultant popu-

lations (Miles, 1985). As with T. brucei, such experiments were revolutionized by

the ability to genetically transform T. cruzi strains to carry different drug resistance

markers, permitting selection of any double-drug-resistant populations emerging

from genetic crossing experiments. Perhaps the best experimental strategy for

application of this new technology would be an attempt to cross T. cruzi strains

from within the same DTU, an approach encouraged by the discovery of both
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putative hybrid and parental TcI phosphoglucomutase isoenzyme phenotypes

among clones of T. cruzi isolates from a single undisturbed locality in Amazonian

forest (Carrasco et al., 1996). Accordingly, a pair of these putative TcI parental iso-

lates was selected, biological clones were prepared and they were transfected to

carry different episomal drug resistance markers for hygromycin and neomycin

(G418). The transgenic parental isolates were passaged together through triatomine

bugs, mice, and mammalian cell cultures and the recovered populations were cul-

tured in media containing both drugs to select possible hybrids. The only double-

drug-resistant clones were derived from the mammalian cell cultures (Stothard

et al., 1999). MLEE, karyotyping, gene sequencing, and microsatellite profile anal-

ysis demonstrated that the six double-drug-resistant clones were hybrids of the two

parental strains (Gaunt et al., 2003). Thus, it was demonstrated experimentally for

the first time that T. cruzi has an extant capacity to undergo genetic exchange, at

least within TcI.

The availability of multiple fluorescent protein markers with distinct excitation

and emission spectra provides a means to study genetic exchange in greater detail.

As described earlier, crosses between T. brucei cell lines carrying either a GFP or

an RFP gene led to readily identifiable hybrid organisms expressing both reporters

such that they appear yellow in composite images of tsetse salivary glands (Gibson

et al., 2008). Red and green fluorescent lines of T. cruzi, and the closely related

species T. rangeli, with strong and stable expression of fluorescence and drug resis-

tance markers have been generated by integrating reporter constructs into either the

ribosomal RNA gene array (Guevara et al., 2005) or the tubulin locus (Pires et al.,

2008). Just as T. brucei mating only occurs between strains residing in the same

tsetse fly salivary gland, so it is expected that experimental crosses in T. cruzi will

only be successful if two strains can be brought into close physical proximity at the

appropriate point of their life cycles. The use of red and green fluorescently labeled

T. cruzi cell lines has already enabled tracking of co-infections of mammalian cell

cultures in vitro and in mice and triatomine bugs in vivo indicating there should be

few technical barriers to identifying co-expressing “yellow” hybrids (Guevara

et al., 2005; Pires et al., 2008) (Figure 21.2). Indeed, mammalian cell cultures

simultaneously infected with several different pairs of red and green transgenic

strains commonly display co-infections of individual cells.

21.3.4 Location of Genetic Exchange

In the successful experimental T. cruzi cross described by Gaunt et al. (2003), non-

confluent mammalian cell cultures were infected with T. cruzi cultures containing

both infective metacyclic trypomastigotes and noninfective epimastigotes. Once the

metacyclic trypomastigotes had invaded the mammalian cells, the epimastigotes

were removed by washing the cell monolayers. The infected mammalian cell cul-

tures were maintained for more than 20 days, allowing completion of several

rounds of intracellular replication, each of which may take as little as 5 days.

The double-drug-resistant hybrids were recovered from the culture supernatant,

which contained trypomastigotes released from lysed mammalian cells. Thus, the
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most obvious interpretation is that hybridization took place intracellularly in a

co-infected host cell, and that it therefore involved either amastigotes or trypomas-

tigotes. However, it is also conceivable that genetic exchange could have taken

place between extracellular forms prior to host cell invasion (i.e., epimastigotes or

metacyclic trypomastigotes), or after infected cells had ruptured (i.e., new trypo-

mastigotes, including short or slender forms).

In terms of opportunity in endemic areas, where natural recombinants do exist,

mixed interlineage T. cruzi infections and multiclonal intralineage infections are by

no means rare in humans or other mammals (Bosseno et al., 1996; Brenière et al.,

1998; Fernandes et al., 1999; Vago et al., 2000; Gaunt et al., 2003). Furthermore,

sylvatic mammals are likely to be subject to multiple challenge infections, some of

which may be orally acquired by consuming triatomine bugs. Didelphis can have

anal gland infections that include morphological stages typically restricted to the

insect vector. Nevertheless, by analogy with T. brucei and Leishmania where

Figure 21.2 Transgenic Trypanosoma cruzi cell lines expressing RFP or GFP markers. Top

panels show mixed samples of extracellular flagellate forms; bottom panels show

mammalian cells co-infected with amastigote forms. Panels on the left show phase

microscopy, with red fluorescence, green fluorescence, and DNA staining; panels on the

right show red and green fluorescence only. DNA is stained with Hoechst 33342, a blue

fluorescent dye. (For interpretation of the references to color in this figure legend, the

reader is referred to the web version of this book.)
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genetic exchange takes place in the tsetse or sand fly vectors, respectively, it would

be surprising if genetic exchange in T. cruzi did not occur in its insect vector.

There would be abundant opportunity for T. cruzi to undergo genetic exchange in

triatomine bugs. Whereas tsetse flies have limited susceptibility to T. brucei and

most readily acquire infection during their first feed, triatomine bugs may acquire

T. cruzi infection at any of the five nymphal stages or as adults. Each bug takes

many feeds, any one of which may be infective; infection rates rise with instar

examined, overall infection prevalence rates are often 50% and may be much high-

er; as for mammals, mixed infections in bugs are common (Bosseno et al., 1996;

Yeo et al., 2007; Cardinal et al., 2008). Although infection of the triatomine sali-

vary glands is not described for T. cruzi, there is analogous intense infection of the

rectum with abundant epimastigotes attached to the epithelium and free in the

lumen, as well as metacyclic trypomastigotes. Salivary gland infections cannot be

considered a prerequisite for genetic exchange to occur in triatomines—they are

not a feature of the Leishmania life cycle in sand flies and many examples exist of

genetic exchange in other protozoan flagellates in the gut lumen of insect species

(Sleigh, 1973). There are also prominent candidate physiological triggers in triato-

mines, for example, hormonal changes that govern moulting, known to precipitate

genetic exchange in flagellates of other insects, or starvation/nutritional depletion,

which appears to encourage dispersive flight in male triatomine bugs.

Clearly, the occurrence of genetic exchange in T. cruzi during the vector stage

of the life cycle deserves further investigation. With approximately 127 of the 140

triatomine species native to the Americas and at least six T. cruzi DTUs, there are

multiple scenarios to be explored and new discoveries to be made, aided by the lat-

est technological advances.

21.3.5 Behavior of Experimental Hybrids

The phenomenon of hybrid vigor (heterosis), in which hybrids tolerate unusually

severe conditions or thrive and outcompete nonhybrids, is well-known for a variety

of organisms (Mallet, 2007). On the other hand, hybrids may have significantly

reduced viability and be difficult to recover from experimental or natural popula-

tions. Hybrid vigor was explored theoretically by Widmer et al. (1987) for a natu-

rally occurring hybrid T. cruzi by comparing the catalytic efficiency of individual

glucose phosphate isomerase isoenzymes: the isoenzymes differed in temperature

stabilities but not in catalytic efficiencies. Comprehensive phenotypic comparisons

of natural TcV and TcVI hybrid strains with TcII and TcIII representative parental

strains will be required to establish whether heterosis contributed to the success of

TcV and TcVI in becoming established in domestic transmission cycles. In this

context it is clearly of interest to know whether experimentally derived hybrid

T. cruzi clones have decreased or increased vigor. The experimental hybrid clones

described by Gaunt et al. (2003) grew vigorously in vitro, and in preliminary

in vivo comparisons in immunocompromised SCID mice, the hybrids readily estab-

lished infections and produced abundant pseudocysts in heart and skeletal muscle;

pseudocysts were also seen in smooth muscle of the alimentary tract (Lewis et al.,
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unpublished data). The hybrid clones therefore appear to be at least as virulent as

their parents. Genotypes of the infecting strain or mixture of strains may have an

important impact upon disease pathology in humans, for instance, as a result of dif-

ferences in tissue tropism (Vago et al., 1996, 2000). Results from experimental

investigations of mixed infection dynamics also suggest that dual-clone mixtures of

T. cruzi behave differently than would be expected simply based on the behavior of

each clone individually, both in bugs (Pinto et al., 1998, 2000), and in animal mod-

els (de Lana et al., 2000; Martins et al., 2006, 2007).

21.3.6 Mechanism of Genetic Exchange in Experimental and Natural
Hybrids

The mechanism of genetic exchange that produced the six experimental hybrid

T. cruzi clones is at least partially understood. MLEE, karyotype analysis, random

amplification of polymorphic DNA (RAPD) and multilocus microsatellite typing

(MLMT) clearly showed that the hybrids had not inherited alleles in typical

Mendelian ratios, at one allele per locus from each parent (Gaunt et al., 2003). In

fact, for most loci tested the hybrids had inherited at least two alleles from both

parents, although a minority of the parental alleles were absent. T. cruzi hybrid

clones each displayed one of the parental mitochondrial maxicircle genotypes but

not both, as is reported (21.2.4) for T. brucei; the dynamics for inheritance of mini-

circles remains unexplored in T. cruzi. Flow cytometric analysis of DNA content

demonstrated that the hybrid clones were subtetraploid (approximately intermediate

between 3n and 4n), and that DNA content was relatively stable after passage

through mice (Lewis et al., 2009) (Figure 21.3). However, following long-term

in vitro culture, progressive and gradual decline in DNA content has been observed

without any evidence of a meiotic reductional division, which would be expected

to result in a halving of ploidy in a single step (Lewis et al., unpublished data).

This situation is in contrast with the general consensus for the typical program of

genetic exchange in T. brucei, which evidently does involve meiosis and

Mendelian inheritance. However, hybridization and genome erosion does have a

biological precedent in the parasexual mechanism of genetic exchange in the patho-

genic yeast Candida albicans (Bennett and Johnson, 2003). In C. albicans the

genome erosion following fusion of diploids is by random, concerted loss of whole

chromosomes over the course of repeated mitotic replication and results in diploid

or near-diploid recombinants.

The mechanism of genome erosion in T. cruzi requires more extensive compara-

tive genotyping of hybrids and parents. The full extent of recombination and

mosaic formation that took place, at chromosomal and intragenic levels, during the

experimental T. cruzi cross is also not clear and requires further investigation. In

the context of these observations on T. cruzi, it is interesting to note that a propor-

tion of polyploid progeny may also occur as products of genetic crossing experi-

ments with T. brucei and Leishmania, and in all three species haploid gametes have

never been detected.
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The interesting results of the DNA content analysis of the experimental cross, in

particular the elevated subtetraploid DNA content of the hybrids, led us to under-

take a much wider study of DNA content among field isolates representing all the

known T. cruzi DTUs. As described by Lewis et al. (2009) and in agreement with

the pioneering observations by Dvorak et al. (1982), extraordinarily wide diversity

in DNA content was observed (Figure 21.3). Some trends were observed relating to

the DNA content of cloned strains from the different DTUs, for example, TcI on

average clearly had the lowest DNA content, with a few outlying isolates, while

DTUs TcII and TcIV presented a wide range of DNA contents. The key question,

however, was whether naturally occurring hybrid TcV and TcVI strains had ele-

vated DNA contents, compatible with the fusion of diploids, as deduced from the

experimental cross. This proved not to be the case. TcV and TcVI had DNA con-

tents that are equivalent to those of their parental TcII and TcIII lineages, implying

diploidy. This was confirmed by genome-scale MLMT and DNA sequencing of

nuclear and mitochondrial (maxicircle) genes in TcII, TcIII, TcV, and TcVI iso-

lates, which indicated TcV and TcVI carried one TcII allele and one TcIII allele

per locus, with only rare instances of allelic aneuploidy (Lewis et al., 2009). TcV

and TcVI present very little intralineage diversity but the extensive genotyping

clearly shows they are distinct from each other, confirming the original MLEE-

based distinction. TcV and TcVI thus resemble normal F1 meiotic progeny of
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Figure 21.3 Variation in DNA content within and between Trypanosoma cruzi genetic

lineages or DTUs. Each diamond indicates a different T. cruzi clone. Flow cytometry was

used to measure the relative DNA content of parasites labeled with the fluorescent dye

propidium iodide. Genome sizes were estimated based on the predicted size of the CL

Brener genome (El-Sayed et al., 2005).

Source: Adapted from Lewis et al. (2009).
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hybridization events between TcII and TcIII that have undergone clonal expansion

within the domestic niche—they are essentially diploid with fixed heterozygous

genotypes comprising equal proportions of TcII and TcIII alleles. There are there-

fore contrasts with the aneuploid experimental hybrids. These could stem from

mechanistic differences in interlineage, as opposed to intralineage, recombination.

Alternatively the physiological cues that might be required for meiotic reductive

division may well have been absent under the conditions used for experimental

crosses. It is not known how the diploid state was reached by TcV/VI, and so oper-

ation of the fusion-erosion mechanism or other genetic exchange mechanisms in

natural recombination events should not be ruled out at this stage.

The existence of TcV and TcVI clearly shows that natural recombination events

have been a feature of the evolution of T. cruzi. Whether it is a contemporary phe-

nomenon in active transmission cycles remains an open question. Some evidence

does suggest that recombination may be more frequent than previously thought.

For example, comparisons between the nuclear and mitochondrial genotypes of

TcI, TcIII, and TcIV have revealed several striking instances of mitochondrial

introgression (Machado and Ayala, 2001). Multilocus sequence typing (MLST) of

reference strains has now shown that TcIII and TcIV are probably descended from

ancient hybridization between TcI and TcII (Westenberger et al., 2005). Also,

unexpectedly high levels of homozygosity within sylvatic populations of TcI and

TcIII might be compatible with occurrence of some natural intralineage recombina-

tion (Llewellyn et al., 2009a,b). More intensive population genetics studies at the

microscale of individual undisturbed transmission cycles, and in communities

where active transmission to humans is occurring, are required to investigate this

hypothesis. In summary, recent research suggests that genetic exchange is more fre-

quent among natural populations than so far described, with consequent epidemio-

logical implications.

21.3.7 Implications for Epidemiology

The successful experimental T. cruzi genetic cross was a significant research mile-

stone in that it proved this organism has an extant capacity for genetic exchange,

with consequent epidemiological implications, and the unusual genetic mechanism

continues to be of considerable fundamental interest. However, the main implica-

tions of genetic exchange in T. cruzi come not from examination of the experimen-

tal hybrids but from genetic analysis of natural populations. The hybrid DTUs,

TcV, and TcVI have thrived and spread dramatically among human populations in

Bolivia, Argentina, Chile, Paraguay, and the extreme south of Brazil, where severe

clinical manifestations of Chagas disease are common, including chagasic cardio-

myopathy, megaoesophagus, megacolon, and congenital transmission (WHO, 2002;

Miles et al., 2009). TcV and TcVI have probably been propagated in conjunction

with the dispersion of Triatoma infestans, the principal domestic triatomine vector

in the Southern Cone region, which was itself spread in association with the activi-

ties of humans (Bargues et al., 2006; Cortez et al., 2010). There is therefore poten-

tially a great epidemiological risk attached to the emergence of new recombinant
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lineages, which would have unpredictable phenotypes, for example, with respect to

pathogenicity or transmission potential. Furthermore, new high impact hybridiza-

tion events cannot be excluded as the dynamics of sylvatic and domestic transmis-

sion cycles alter with development, environmental change and migration of human

populations.

21.4 Leishmania

21.4.1 Genetic Crosses

As with T. cruzi the occurrence of genetic exchange in Leishmania has been con-

troversial for many years. Recently, Akopyants et al. (2009) finally demonstrated

recombination in Leishmania experimentally. They co-transmitted pairs of trans-

genic L. major strains resistant to different selective drugs through the natural sand

fly vector (Phlebotomus duboscqi) and recovered parasites that were resistant to

both drugs. Nine double-drug-resistant populations were recovered directly from

co-infected sand flies and two from mice bitten by such flies; these yielded a total

of 18 progeny clones. Genetic analysis of homozygous parental markers, assigned

to several chromosomes, showed that all clones carried both parental alleles, prov-

ing they were hybrid. Maxicircle kDNA genotypes were uniparentally inherited.

Phenotypic analysis also demonstrated clear segregation of dominant traits in dif-

ferent hybrid progeny. The genotypes were consistent with canonical meiosis gen-

erating heterozygous F1 progeny. However, haploid forms were not observed and 7

of the 18 clones were triploid. Therefore, alternative genetic mechanisms should

also be considered for Leishmania. Moreover, it is not yet clear which Leishmania

life cycle stages are involved in genetic exchange and whether there is any molecu-

lar mechanism that determines strain compatibility. As illustrated in T. brucei and

T. cruzi, the research will be greatly aided by use of transgenic fluorescent

Leishmania to delimit genetic exchange events.

21.4.2 Implications for Epidemiology

As with T. cruzi, understanding of the epidemiological implications of genetic

exchange in Leishmania is largely derived from population genetics studies in

endemic regions. Natural populations of Leishmania have been split into two sub-

genera, Leishmania and Viannia, and numerous species, partly according to the

clinical presentation of infection. Molecular markers have provided a more objec-

tive means of analyzing genetic diversity and the structure of natural Leishmania

populations. Results have been striking: several recognized species clearly do not

have validity and the taxonomy deserves reassessment (Mauricio et al., 2006;

Fraga et al., 2010;). More fundamentally, evidence for genetic exchange in natural

populations of Leishmania has repeatedly emerged in the form of both inter- and

intraspecific hybrids bearing recombinant genotypes. For example, natural hybrids

have been described between L. braziliensis and L. panamensis in Nicaragua (Belli
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et al., 1994), between L. braziliensis and L. guyanensis in Venezuela (Delgado

et al., 1997), and between L. braziliensis and L. peruviana in Peru (Dujardin et al.,

1995). In the latter case, the L. braziliensis/peruviana hybrids were highly prevalent

among patients, and occurred in some patients with mucosal disease. Furthermore,

nine hybrid genotypes were discovered in a single Peruvian endemic region

(Nolder et al., 2007). In the Old World L. major/arabica hybrids have been

described (Evans et al., 1987; Kelly et al., 1991), and L. major/donovani hybrids

(originally designated L. major/infantum hybrids) from patients with HIV infection

(Ravel et al., 2006). Putative parental and hybrid phenotypes of the L. donovani

complex (L. donovani; “L. archibaldi”) occur sympatrically in East Africa and

sequencing of housekeeping genes encoding enzymes shows mosaic characters

across such strains (Mauricio et al., 2006; Zemanova et al., 2007). A widespread

lineage of L. tropica appears to be disseminated from a recent recombination event

(Schwenkenbecher et al., 2006). In addition, Volf et al. (2007) have shown that

L. major/donovani hybrids have increased transmission potential since they were

transmitted efficiently by the otherwise L. major-specific vector, Phlebotomus

papatasi. These results highlight the potential epidemiological impact of genetic

exchange in Leishmania: hybrids may have the disturbing potential to expand trans-

mission of visceral disease and invade new geographical regions.

List of Abbreviations

MLEE multilocus enzyme electrophoresis

MLMT multilocus microsatellite typing

MLST multilocus sequence typing
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22.1 Introduction

22.1.1 Overview of Plasmodium Phylogeny and Description of Species
Infecting Homo sapiens

The protozoan genus Plasmodium comprises chromalveolate protists of the phylum

Apicomplexa, order Haemosporida and the family Plasmodidae. Members of the

genus are obligate parasites of vertebrate hosts including lizards, snakes, birds,

rodents, and primates. Amphibians, marsupials, carnivores, and ungulates are major

vertebrate groups not known to host Plasmodium sp. parasites. Natural infections

of Homo sapiens are caused by six species: Plasmodium falciparum, P. knowlesi,

P. malariae, P. vivax, and the two closely related species P. ovale curtisi and

P. ovale wallikeri, only recently recognized as genetically distinct (Sutherland

et al., 2010). In naı̈ve human hosts each of these six parasites cause an acute febrile

illness of varying severity and duration, known as malaria.

The evolution of the genus Plasmodium is punctuated by a series of host transi-

tions, as the radiation into more than 270 current species occurred through a variety

of vertebrate hosts. The primate malarias are probably the best studied group of spe-

cies, and have been well described both in natural infections of simian, ape and

human hosts (Garnham, 1966; Duval et al., 2009, 2010; Krief et al., 2010; Prugnolle

et al., 2010), and in experimental infections in chimpanzees, baboons, and rhesus

and Aotus monkeys (Coatney et al., 2003). Investigations of the biochemistry and

cell biology of P. falciparum have been possible in vitro since a system for continu-

ous culture was devised by Trager and Jensen (1976), and this is therefore by far the
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best characterized of the primate malaria parasites. However, as no other human or

ape parasite species have been successfully adapted to continuous culture, with the

possible exceptions of P. knowlesi and P. fragile (Wickham et al., 1980; Schuster,

2002), analysis of parasite biology in vitro has been of only indirect use in under-

standing the comparative evolutionary history of different members of the genus. In

fact, it can be argued that the level of fundamental knowledge of each of the other

species has probably suffered as a result of the focus on in vitro studies of

P. falciparum.

Several species of rodent malaria, including P. berghei, P. chabaudi, P. vinckei,

and P. yoelii, have been isolated from forest-dwelling thicket rats of the genus

Thamnomys, found only in central Africa. These species are readily propagated in

Mus musculus, and have proved excellent model systems for studies of host�parasite

interactions, pathology, intra-host�parasite dynamics, and the evolution of parasite

resistance to antimalarial drugs. However, as relatively few isolates were collected of

each species, and many of these before 1960, relatively little is known of natural popu-

lations of these parasites in Thamnomys. Thus questions remain as to the extent of

intra- and inter-species variation in this group of plasmodia, but nevertheless some

evolutionary insights into the relationships among these parasite species can be drawn

(Carter, 1978; Perkins et al., 2007). One of the avian malaria parasites, P. gallinaceum,

a parasite of wild Galliformes in Southeast Asia (Shortt et al., 1941), is widely studied

in experimental infections of domestic chickens, and frequently included as an out-

group to both primate and rodent malarias in DNA sequence-based phylogenetic

studies of the genus.

Due to the significant number of severe and fatal cases of malaria caused by

P. falciparum, and its ability to be propagated as blood-stage parasites in vitro,

Laveran’s parasite P. falciparum is the most closely studied of the human-infecting

plasmodia. Geographically widespread, the parasite occurs well north of the Tropic

of Cancer (e.g., Afghanistan) and also south of the Tropic of Capricorn (e.g., South

Africa, Namibia). Human blood-stage infections display a 48-h cycle in experimen-

tal infections in volunteers, such as those studied in detail in the Georgia State

Penitentiary in the mid-twentieth century (Coatney et al., 2003), hence the term

“malignant tertian” malaria, referring to the periodicity of fevers in P. falciparum.

Two particular biological features of this parasite distinguish it from the other

human malaria infections. The first is that parasite-encoded adhesins, capable of

binding to host endothelium, are expressed on the surface of the infected erythro-

cyte from the mid-trophozoite stage right through to schizogony and release of

merozoites. This enables the mature forms of the parasite to sequester in small

blood vessels in a variety of host tissues, for a period of 30�36 h, and thus only

the young trophozoites (“ring forms”) are observed in smears of peripheral blood,

whereas for other human malaria species intra-erythrocytic parasites at all stages of

maturity circulate in the periphery. The second distinguishing feature of P. falci-

parum is the production of distinctive crescent-shaped gametocytes (transmissible

stages) which do not develop in synchrony with the asexual parasite stages, but

appear late in infection after an extended period of development (typically 6�10

days) sequestered in endothelial beds in various tissues (reviewed by Drakeley

et al., 2006). Once mature, gametocytes of P. falciparum are released into the
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peripheral circulation in order to have access to biting mosquitoes. This is the

opposite of the pattern seen with mature asexual intra-erythrocytic forms, which

are sequestered for the latter half of the schizogonic cycle.

P. vivax infection occurs across the broadest geographical range of all the

human malaria parasites, aided partly by an important survival strategy which this

parasite shares with P. ovale: the ability of liver schizonts to arrest development

and remain dormant for weeks, months, or years as hypnozoites. Reactivation of

hypnozoites some time after the primary infection, which directly follows an infec-

tive mosquito bite, can thus initiate a fresh blood-stage malaria infection in a subse-

quent season favorable for transmission to mosquitoes. This mechanism is thought

particularly important for the continued transmission of P. vivax in temperate areas

with a long winter in which anophelines are scarce or absent (Garnham, 1966;

Coatney et al., 2003) or in areas with extreme or extended dry, hot seasons, such as

Mauritania (Lekweiry et al., 2009). Malaria caused by P. vivax shares the 48-h

periodicity of falciparum malaria, but is responsible for many fewer severe or fatal

cases, hence the label “benign tertian” malaria. There is no appreciable stage-

specific sequestration of parasitized erythrocytes, and all asexual and sexual forms

of P. vivax are seen in peripheral blood smears. The lack of a reliable continuous

in vitro culture system has hampered research on this parasite, but transient 48-h

schizont maturation cultures have been useful in studying antimalarial drug

response phenotypes in P. vivax (Suwanarusk et al., 2007). Vaccine development

for P. vivax has relied on the ability of this strain to infect American monkeys, in

particular the genera Aotus and Saimiri, and it is parasite material from this source

that has provided the first full genome sequence of P. vivax (Salvador I strain)

(Collins et al., 2009).

Plasmodium malariae occurs in humans throughout malaria endemic regions of

the world, and has earned the name “quartan malaria” for its 72-h fever periodicity

(reviewed in Collins and Jeffery, 2007; Mueller et al., 2007). This species occurs at

low parasite density in the peripheral blood, frequently occurs with P. vivax or

P. falciparum as mixed infections, causes generally a relatively mild malaise com-

pared to other species (Garnham, 1966), and is likely to be substantially underre-

ported due to misdiagnosis as P. vivax or P. falciparum (Lindo et al., 2007).

P. malariae also occurs as a well-described zoonosis in American monkeys, under

the species designation P. brasilianum. Although generally considered a minor spe-

cies, P. malariae is very common in some locations in PNG, Indonesia and Africa,

contributing substantially to overall malaria morbidity (Mueller et al., 2007, 2009;

Bruce et al., 2008). One of the most puzzling aspects of the biology of P. malariae

is the ability to recur years, and even decades, after the last possible exposure of the

infected individual to an infected mosquito bite (Tsuchida et al., 1982). Despite the

wide distribution of this parasite, and its association with severe and occasionally

fatal nephritic complications, P. malariae is a poorly understood pathogen, and

existing animal models that would enable its propagation are largely neglected,

despite their potential to support detailed study of its biology (Collins and Jeffery,

2007). Of particular interest would be studies of the mechanism allowing revival of

active infection after decades-long dormancy, despite no evidence of either hypno-

zoisis or tissue sequestration in this species.
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Ovale malaria is now understood to be caused by two closely related but distinct

parasite species, P. ovale curtisi and P. ovale wallikeri (Sutherland et al., 2010).

We will consider aspects of this interesting speciation later in this chapter

(Section 22.2.3). First described by Stephens in 1922 (reviewed in Collins and

Jeffery, 2005; Mueller et al., 2007), P. ovale sp. causes acute febrile malaria with a

tertian periodicity, but associations with severe or life-threatening complications

are rarely reported. Ovale malaria does not occur outside of the tropics, and is not

known in the Americas, but benefits from the ability to form hypnozoites by being

able to persist in highly seasonal and arid settings (Faye et al., 1998; Lekweiry

et al., 2009). The absence of P. ovale transmission in temperate zones despite its

ability to form hypnozoites strongly suggests that the mosquito stages of this para-

site are not able to complete development in the insect host at lower temperatures.

Relapse episodes of ovale malaria can occur months or years apart (Davis et al.,

2001; Coldren et al., 2007), and therefore this species may pose a particular chal-

lenge for the eradication of malaria from sub-Saharan Africa as relapses occur fol-

lowing clearance of blood-stage P. falciparum by combination therapy in mixed

infections of the two species, which occur commonly across the continent

(Sutherland et al., 2010).

Dubbed by some “the fifth human malaria,” it became clear at the beginning of

the twenty-first century that the well-described parasite of Asian macaques,

Plasmodium knowlesi, was a relatively common agent of clinical malaria in

humans in Malaysian Borneo in particular (Singh et al., 2004; White, 2008). This

finding was soon duplicated in a number of countries in Southeast Asia where the

macaques occur (Luchavez et al., 2008; Ng et al., 2008; Putaporntip et al., 2009;

Van den Eede et al., 2009). Whereas it remains unlikely on evidence gathered so

far that true human-centered transmission of P. knowlesi is occurring, the infection

has caused a number of well-documented malaria deaths (Cox-Singh et al., 2008)

and must be considered at the very least a zoonosis of substantial public health

importance (see Section Emergence of P. knowlesi Zoonosis).

A radial phylogeny of the human-infecting malaria parasites, together with

selected other taxa within the genus Plasmodium, is given in Figure 22.1. This is

based on our previously published tree which establishes the likely position of

P. ovale curtisi and P. ovale wallikeri within the genus, using mitochondrial (cyto-

chrome b) sequence data (Sutherland et al., 2010).

22.1.2 Population Genetics and Design of Public Health Interventions

Tools for discerning heterogeneity in genetic loci within malaria species became

available in the 1990s, and revealed the common occurrence of multiple clone

infections in P. falciparum, and the dynamic turnover of these distinct genotypes

in a single individual over time (Daubersies et al., 1996; Snounou et al., 1999).

These studies were based on detecting variants of the merozoite antigen genes

pfmsp1 and pfmsp2, both known to be under strong diversifying selection from the

human immune system, along with a number of other merozoite stage parasite
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proteins (Conway and Polley, 2002). Whereas much attention has been paid to

population-level studies of polymorphic protein-coding genes as a means to empir-

ical identification of potential candidate vaccine antigens in both P. falciparum

and P. vivax (Rayner et al., 2002; Ord et al., 2005; Polley et al., 2007), these stud-

ies have also provided invaluable insights into the nature and complexity of histor-

ical selective forces in shaping populations of Plasmodium parasites (Polley and

Conway, 2001; Ord et al., 2005), which may be significantly different even when

examining homologous loci in sympatric populations of different species (Ord

et al., 2008). Such understanding provides a framework for predicting the possible

impact of vaccines directed at one or a very few parasite epitopes (Section 22.3.3;

Takala et al., 2007). Knowledge of population-level signals of immune selection

also provides tools for monitoring allele-specific selective impact of a malaria vac-

cine on polymorphic variants of a target antigen, or indirect changes in the multi-

plicity of blood-stage infections, such as those reported for the RTS,S/AS02A

vaccine which targets the pfcsp gene of P. falciparum (Alloueche et al., 2003;

P. malariae

P. ovale curtisi

P.  ovale wallikeri

P. simiumP. fieldi

P. hylobati
P. inui

P. berghei

P. vinckei

P. yoelii

P. chabaudi

P. atheruri

P. falciparum

P. reichenowi

P. gallinaceum

P. vivaxP. semiovale

P. gonderi

P. cynomolgi

P. brasilianum

Figure 22.1 Radial phylogenetic tree showing cytochrome b�based phylogeny of selected

Plasmodium species. Methodologies for phylogenetic reconstruction are the same as

Sutherland et al. (2010). Species in yellow have rodents as their primary hosts, although

Plasmodium atheruri, parasite of porcupines, retains the ability to infect the large vesper

mouse (Caolmys collosus) and the Mongolian gerbil (Meriones unguiculatus). The five

species in light blue are those known to infect humans, whilst species in light red infect Old

World monkeys. Those in light green infect New World monkeys. P. gallinaceum is an

avian malaria parasite, whilst P. reichenowi is a parasite of chimpanzees. (For interpretation

of the references to color in this figure legend, the reader is referred to the web version of

this book.)
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Enosse et al., 2006; Waitumbi et al., 2009). Thus these insights from population

genetics will have a far-reaching effect on not only the design of future vaccines

and vaccine development trials, but also the processes used to monitor the efficacy

over time of vaccines put into widespread use.

Population genetic tools have also been powerfully deployed to assist understand-

ing of the spread over recent decades of gene variants encoding parasite resistance to

antimalarial drugs, particularly chloroquine (CQ) and sulfadoxine-pyramethamine

(SP) (Roper et al., 2004; Anderson and Roper, 2005). Further, with the determination

by shotgun capillary sequencing of the genome sequences of P. falciparum, P. vivax,

and P. knowlesi (Gardner et al., 2002; Carlton et al., 2008a; Pain et al., 2008), and the

deposition of these data into public databases (http://www.Plasmodb.org), genome-

wide variation can now be studied among three of the malaria parasite species infect-

ing humans. Significantly, a substantial effort is now being put into obtaining full

genome sequence of multiple isolates of the human malaria species P. falciparum and

P. vivax (Carlton et al., 2008b). Initial efforts have been based on Sanger di-deoxy

sequencing reactions fractionated on capillary sequencing machines, employing both

cultured lab-adapted P. falciparum lines, and recent patient isolates. Early results have

demonstrated the power of multi-genome data to generate densely distributed informa-

tive polymorphic sites across the 14 parasite chromosomes, and thus provide under-

standing of global population structure, and patterns of linkage and selection across

different genomic regions (Volkman et al., 2007). Complementary mapping

approaches are based on identification of single-nucleotide polymorphisms (SNP)

across the P. falciparum genome in a variety of parasite isolates cultured in vitro,

and this has generated important clues as to where recent selection by antimlalarial

drugs has left detectable signals in the parasite genome (Mu et al., 2010). A new

impetus is now focused on the direct sequencing of full parasite genomes of isolates

taken directly from malaria patients without ex vivo culture, using so-called

“next-generation” or “massively parallel” sequencing strategies (Mardis, 2009).

22.1.3 Genomic Signals of Selection due to Host Immunity

Coevolution of Plasmodium species and their vertebrate hosts has left significant

signals of selection on the host genome, well-known examples being the hemoglo-

bin structural variants of Homo sapiens (such as sickle-cell anemia, the thalasse-

mias, and G6PD deficiency), which provide a measure of protection against

malaria. These genotypes have therefore become established in populations with

ancient or recent history of Plasmodium infection risk (reviewed by Weatherall

et al., 2002). Conversely, both mammalian and insect hosts have imposed selection

upon the Plasmodium parasite genome as their respective immune systems adapt to

minimize the harmful effects of parasitization. The mammalian immune system has

left particularly strong signals of selection on the parasite genome, and perhaps one

of the most spectacular examples of this is the genus-wide expansion of genes

encoding large families of proteins involved in immune evasion. The sicaVAR fam-

ily of P. knowlesi were the first such proteins to be discovered, followed by a

612 Genetics and Evolution of Infectious Diseases

http://www.Plasmodb.org


number of families in other members of the genus, notably including the PfEMP1

proteins of P. falciparum, encoded by the B60-strong var gene family, the surf

family (N5 10) and the Pfmc-2tm family (N5 11) (Sam-Yellowe et al., 2004).

Genome analysis of a number of Plasmodium species genomes has identified mem-

bers of the pir (Plasmodium interspersed repeat) family of small variant proteins

(reviewed by Cunningham et al., 2010). Thus sub-telomeric gene families have

expanded to encode hundreds of protein variants per genome, suggesting that

the benefit of avoiding immune responses from the vertebrate host has outweighed

the cost of amplifying up such large gene families, and developing the complex

gene regulatory pathways required to express them effectively.

Single-copy genes throughout Plasmodium genomes also bear signals of immune

selection, and these are exemplified by diversification of the well-characterized

nucleotide sequences in both P. falciparum and P. vivax that encode the immuno-

genic merozoite adhesion/invasion proteins such as AMA1, MSP2, MSP3,

EBA-175, and the duffy-binding proteins (Polley et al., 2001, 2007; Ord et al.,

2005, 2008; Tetteh et al., 2009; Osier et al., 2010). Other single-copy genes display-

ing evidence of selection for diversification include those coding for the sporozoite

protein thrombospondin-related protein (TRAP), and SURFIN4.2, a protein

expressed in late stage intra-erythrocytic asexual parasites (Winter et al., 2005;

Ochola et al., 2010). In contrast, evidence for balancing selection is not seen in pop-

ulation genetic analyses of the locus encoding circumsporozoite protein (CSP),

despite its high degree of polymorphism (Weedall et al., 2007).

22.1.4 Summary of Genomic Studies of the Genus

Genomic studies per se of the genus Plasmodium began in the 1990s with a remark-

ably forward-thinking, multicenter project to map extended sequences of cultured

P. falciparum parasites cloned in yeast artificial chromosomes (Dame et al., 1996).

Supported by the Wellcome Trust, this early initiative smoothly dove-tailed with the

full genome sequencing later carried out at the Wellcome Trust Sanger Institute,

Hinxton, UK (WTSI), Stanford University, USA, and The Institute for Genomic

Research (TIGR). The P. falciparum genome sequencing project divided up the

work among the institutes chromosome-by-chromosome, deriving the data using

different technologies in the three sites (Gardner et al., 2002, and accompanying arti-

cles in the same issue of Nature). Subsequent Plasmodium sp. genome sequence pro-

jects have been based at WTSI, and full capillary sequence of genomic DNA

shotgun-cloned into Escherichia coli plasmids has been generated for P. vivax and

P. knowlesi (Carlton et al., 2008a; Pain et al., 2008). Currently, annotation and

assembly is ongoing from capillary di-deoxy sequence data from the parasite DNA

of a single isolate of P. ovale curtisi from a US resident returning from Nigeria in

1977, and subsequently propagated in chimpanzees (Collins et al., 1987; Sutherland

et al., 2010). Other Plasmodium genomes currently being sequenced at WTSI

include P. berghei, P. chabaudi, P. gallinaceum, and P. reichenowi (http://www.

sanger.ac.uk/Projects/Protozoa; accessed 10/07/2010).
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22.2 Evolution of Plasmodium: The Past 10 Million Years

22.2.1 Role of Host Transitions in Speciation Events Within the Genus

The most basic definition of a species is a group of organisms which can mate to

produce fertile offspring. This can be proved directly by mating experiments or,

where such experiments are impossible, inferred by a lack of genetic recombination

between the genomes of genetically related species. For speciation to occur at least

two populations from an ancestral species must become reproductively isolated,

thereby preventing gene flow between them. The result of reproductive isolation is

that over time the two populations will accumulate a number of unique mutations

(through either positive or neutral selection), which result in the inability to form

viable offspring when inter-population breeding is allowed to occur.

There are a number of theoretical models in which reproductive isolation can

occur. In allopatric speciation reproductive isolation is a direct result of the geo-

graphical separation of two (or more) populations through a physical barrier such

as a river. In parapatric and peripatric speciation, the initial step of speciation

occurs through a given population of organisms entering a new environmental

niche. Over time the two populations become specialized for or isolated by their

given niches, resulting in reproductive isolation, allowing the formation of bona

fide species. In contrast to the above models of speciation, the underlying basis of

sympatric speciation is genetic in origin, preventing admixture within two popula-

tions found in the same location. Putative mechanisms for sympatric speciation

may include temporal isolation through a shift in the timing of gamete release,

behavior isolation through different courtship routines, physical isolation through

noncompatible genitalia, and gametic incompatibility mediated by mating incom-

patibility loci in plant, fungi, and marine organisms such as the sea urchin

Echinometra (Palumbi and Metz, 1991) and marine diatoms (Amato et al., 2007).

For an obligate parasite, an obvious mechanism for sympatric speciation is host

switching (although the term niche could conceivably be used in this context). In

the case of Plasmodium, this will be especially efficient at imposing genetic isola-

tion where the two hosts are targeted by different species of vector, given that

genetic recombination between different parasites genotypes occurs exclusively in

the mosquito midgut.

Experimental infections, the comparison of parasite and host phylogenies, and

most recently transgenic manipulation of parasites have all shed light on the role of

host switching in the evolution of the plasmodium genus. Phylogenetic studies

have allowed the evolution of mammalian and bird malarias to be elucidated and

the common origin of these species to be calculated at between 120 and 160 mil-

lion years ago (mya) (Escalante and Ayala, 1994; Perkins and Schall, 2002). Such

a time point is much later than the divergence of sauropsid (ancestral linage of

mammals) and synapsid (ancestoral lineage of birds, lizards, and snakes) lineages

some 315 mya, suggesting that host switching has occurred during this time period.

Human malaria species themselves appear not to be monophyletic but instead have

multiple independent evolutionary origins. At least three separate simian to human
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host transitions are apparent from the phylogenetic reconstruction of mammalian

malarial mitochondrial sequences, when only P. vivax, P. knowlesi, and P. malar-

iae are considered (Mu et al., 2005). Recent studies on both bird and bat malaria

species also show evidence for both host plasticity and host switching (Ricklefs

and Fallon, 2002; Iezhova et al., 2005; Duval et al., 2007).

22.2.2 P. falciparum and P. reichenowi—Divergent Host Specificities?

The closest relatives of the human malaria parasite P. falciparum are the chimpan-

zee parasite P. reichenowi and other recently discovered members of the Laverania

sub-group of Plasmodium found in African great apes (Liu et al., 2010). The ances-

tors of Homo sapiens sapiens (modern day humans) and Pan troglodytes (chimpan-

zees) are thought to have diverged around 4�8 mya according to phylogenetic and

fossil evidence (Hacia, 2001; Brunet et al., 2002). This time point has often been

used as a date for the divergence of P. falciparum and P. reichenowi, a time point

which has in turn been used to date other nodes within phylogenetic studies. When

P. reichenowi was discovered in 1917 in the blood of wild chimpanzees and gorillas

it was morphologically indistinguishable from P. falciparum. However, in vitro

experiments showed that humans could not be infected with P. reichenowi, and nor

could chimpanzees be infected with P. falciparum parasitized patient blood (cita-

tions in Martin et al., 2005). The two infections were therefore deemed to be sepa-

rate species, a fact which was subsequently confirmed by genetic analysis of the csp

(CSP) locus (Lal and Goldman, 1991).

As early as 1977, differences in the erythrocyte receptors of humans and chim-

panzees were postulated as the driving force behind the apparent species specificity

of P. reichenowi and P. falciparum (Miller, 1977). Recently it has been suggested

that changes in the sialic acid structure of Glycophorin A (a major receptor on the

erythrocyte surface) are responsible for host specificity (Martin et al., 2005).

Human Glycophorin A is known to be the ligand for P. falciparum EBA-175, and

is essential for red cell invasion for some wild-type and cultured parasites

(including W2-mef). The sialic acid side chains of glycophorin A can be cleaved

by neuraminidase treatment leading to a significant loss of erythrocyte invasion by

these parasites. Whereas the sialic acids of chimpanzee glycophorin A contain both

N-glycolylneuraminic acid (Neu5Gc) and N-acetylneuraminic acid (Neu5Ac), in

humans the CMAH gene function is disrupted, preventing the conversion of

Neu5Gc to Neu5Ac (in chimpanzees Neu5Ac is the dominant sialic acid).

Recombinant PfEBA-175 and PrEBA-175 show preferential binding to both human

and chimpanzee and Neu5Gc and Neu5Ac, respectively. It has been postulated that

the loss of CMAH may have rendered ancient hominids resistant to malaria, until a

separate host switch from chimpanzees to humans some time later (Krief et al.,

2010). The eba-175 loci of P. falciparum and P. reichenowi show a high level of

positive selection driving interspecific divergence (Baum et al., 2003a; Wang et al.,

2003), suggesting that it has evolved to counter the changes in host receptors.

It is of interest to note that erythrocyte invasion by a number of different P. falci-

parum isolates (including 3D7) is resistant to neuraminidase treatment (Baum et al.,
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2003b). This suggests that these parasites have an alternative Glycophorin A inde-

pendent invasion pathway. Laboratory clones of P. falciparum have shown invasion

pathway switching in vitro following disruption of the eba-175 locus (Duraisingh

et al., 2003). Whilst Martin et al. state that even neuraminidase-resistant lines of

P. falciparum exhibit reduced invasion efficiency, it is unknown how dependent

P. reichenowi is on glycophorin A. Alternative mechanisms may therefore be the

key to host species specificity including CSP affinity for human liver cells (Rathore

et al., 2003) or EBL-1 specificity for glycophorin B (Mayer et al., 2009).

While early experiments showed that chimpanzees were refractory to P. falcipar-

um, experimental infections can be established in splenetcomized chimpanzees.

Indeed several isolates of P. falciparum including Vietnam Oak Knoll (FVO)

(Siddiqui et al., 1972) and Uganda Palo Alto (Geiman and Meagher, 1967) have been

adapted by serial passage through New World monkey hosts for use as animal mod-

els. The past few years have also seen the discovery that P. knowlesi infections are

common in humans (Singh et al., 2004) and the presence of P. falciparum infection

in both great apes and monkeys (Duval et al.,. 2009; Krief et al., 2010) and P. malar-

iae in chimpanzees (Hayakawa et al., 2009) suggesting that the host specificity of

certain Plasmodium species may be more fluid than was once thought. However,

whether any of these novel infections produce viable gametocytes capable of trans-

mitting into mosquitoes and then to fresh primate hosts, of any species, remains to be

determined. The experimental adaptation of a Ghanian isolate of P. falciparum to

Aotus nancymai allowed the production of viable gametocytes in splenectomized

monkeys (Sullivan et al., 2003). Such infections, at the very least, suggest that

mechanisms such as changes in host receptors may be insufficient to fully explain

host switching and potential sympatric speciation events.

What alternatives are there to host switching that would facilitate the genetic

isolation of sympatric populations? Mutations within mating incompatibility loci

are known to produce genetic isolation within sympatric populations of animals

and plants. The surface gamete proteins Pfs48/45 are known to be critical for the

fertility of male microgametes (Van Dijk et al., 2001) and gene distributions at this

locus show significant skewing at the population level (Conway et al., 2001).

Following fertilization, a diploid ookinete is formed which buries into the mosquito

midgut and undergoes meiotic reduction to form a sporozoite-filled oocyte.

Analysis of Pfs48/45 allele frequencies in oocysts gathered from Tanzanian mos-

quitos shows a significantly higher inbreeding coefficients (F(IS)) compared with

11 unlinked microsatellite loci. Thus it would appear that assortative mating is

occurring in these populations (Anthony et al., 2007), raising the possibility that

genetic isolation may occur through mutations in gametic surface receptors follow-

ing or possibly even preceding host switching by the novel host species.

22.2.3 Speciation Between P. ovale curtisi and P. ovale wallikeri:
Separate Host Transitions?

It has recently been shown that parasites previously defined as Plasmodium ovale

on the basis of their morphology when viewed on Giemsa-stained blood films

616 Genetics and Evolution of Infectious Diseases



comprise two genetically distinct, nonrecombining species which diverged around

2 mya. Through studies of mainly imported human malaria cases, these two newly

recognized species were shown to be sympatric at country-level in their distribu-

tion, thus ruling out allopatric barriers as an explanation for the current pattern of

endemicity, and suggesting that reproductive isolation between the two parasites is

due to other mechanisms such as host partitioning (Sutherland et al., 2010).

Nevertheless, as only country-level distribution data was available for this study, it

could not be ruled out that continuing physical separation between the two species

is maintained due to more subtle mechanisms such as micro-geographic discontinu-

ities or specific habitat or seasonal requirements preventing admixture of the two

types in the present. Subsequent examination of parasites from clinics in Congo-

Brazzaville, and community parasitological surveys in Equatorial Guinea and two

sites in Uganda have demonstrated conclusively that both P. ovale curtisi and

P. ovale wallikeri occur in different people in the same village at the same time,

providing stronger support for the existence of a robust biological barrier (or bar-

riers) between the two parasite species (Oguike et al., submitted).

It is prudent to recognize that whatever the current barriers to mating and

recombination might be, it is not necessarily true that these were also the cause of

the original speciation event. In our view, a reasonably parsimonious explanation

for the existence of these two related but distinct parasite lineages in the same

primate host, Homo, is that their common ancestor in the most recent nonhuman

primate host (dare we call this proto-ovale species Plasmodium ovale ovale?)

underwent successful transit to Homo on two separate occasions. The two lineages

antecedent to the recently identified P. ovale curtisi and P. ovale wallikeri species

were thus prevented from recombination because each occupied a different primate

host, and so the two lineages never occurred simultaneously in a single mosquito

blood-meal, the absolute requirement for hybridization. During this time apart, dif-

ferences arose which meant that recombination was no longer possible, once both

lineages had become parasites of humans. It is also valid to argue an alternative to

our favored “two transition hypothesis,” namely that separation was due to a geo-

graphic separation of two populations after host transition to Homo (or the ances-

tors of Homo). This could be dubbed the “transient allopatry hypothesis” in that it

requires sympatric, early Homo-parasitizing (hypothetical) P. ovale ovale popula-

tions to have developed into two geographically isolated lineages that came back

into sympatry due to migration of the hominid hosts or expansion of the separated

parasite populations. During the period of separation, the pair of lineages under-

went sufficient divergent evolution for differences to arise, and these now keep the

two lineages apart, despite their current close co-habitation across a global range

(Sutherland et al., 2010; Oguike et al., submitted).

What could be the nature of these differences that maintain the species barrier

between P. ovale curtisi and P. ovale wallikeri now they exist in sympatry? This is a

matter of great interest, and a number of explanations can be hypothesized, and even-

tually tested. Here, we will briefly consider three: (1) special requirements of each

species for different subsets of human or mosquito hosts; (2) divergence of specific

molecules required during the mating process, or gross changes at chromosomal level
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that prevent viable chromosome pairing at meiosis; (3) P. ovale curtisi and P. ovale

wallikeri essentially propagate clonally due to very frequent self-fertilization, and this

explains why both exhibit very little intra-species polymorphism.

Hypothesis 1: Host Restriction

Meiosis and sexual recombination in malaria parasites both occur in the midgut of a

blood-fed mosquito immediately after fertilization, as the transient diploid zygote

stage generates 4 haploid progeny nuclei which will go on to form the ookinete,

oocyst, and infective sporozoites in the mosquito host. Thus recombination will only

occur between the genomes of male and female gametocytes taken up in the same

blood-meal. For this reason, recombination between P. ovale curtisi and P. ovale

wallikeri would require that both species be present in a single human individual,

fed upon by an Anopheles mosquito, which is able to sustain the developmental

cycle of both species. A restriction of either parasite species to mutually exclusive

subsets of the human population, or to different mosquito species, would therefore

prevent heterologous meiotic recombination. One caveat to this human partitioning

argument is the theoretical possibility that heterologous fertilization could occur due

to interruption of mosquito feeding, leading to partial blood-meals taken on two

individual people in close proximity to each other, as has been shown occurs for

A. gambiae, as implied by the distribution of P. falciparum genotypes among chil-

dren sleeping in the same house in The Gambia (Conway and McBride, 1991). To

permit mixing of gametocytes of both ovale species in a single mosquito, this would

have to occur with at least two different individuals, infected with circulating game-

tocytes of P. ovale curtisi and P. ovale wallikeri, respectively, in the same place at

the same time. This seems unlikely, but by no means impossible. However to date

no evidence of such an event has been found.

Species-specific restriction to different subsets of the human population may be a

plausible mechanism for the current maintenance of the species barrier between

P. ovale curtisi and P. ovale wallikeri. A precedent exists in the form of the well-

described reliance of P. vivax on the Duffy blood group antigen for invasion of host

reticulocytes. We have postulated that human blood groups may delineate mutually

exclusive subsets of human hosts, and are currently seeking evidence for this in field

studies (Sutherland et al., 2010). Weak support for this notion comes from the obser-

vation that the two ovale homologues of the P. vivax gene encoding the reticulocyte-

binding protein pvrb2, implicated in blood-stage invasion and thus potentially host

cell selection, have accumulated a large number of non-synonymous mutations.

Thus P. ovale curtisi and P. ovale wallikeri might be expected to exhibit phenotypic

differences in erythrocyte/reticulocyte invasion, including different patterns of blood

group restriction in selecting host red blood cells for invasion (Sutherland et al.,

2010). The availability of genome sequence from both species in the very near future

(see Section Hypothesis 2: Divergent Mating Factors) will permit direct comparison

of the full repertoire of erythrocyte invasion molecules between the two parasites,

and this could provide further evidence for the blood group restriction hypothesis.
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On the other hand, species-specific restriction of P. ovale curtisi and P. ovale

wallikeri to different species of Anopheles mosquito is not considered a likely

explanation for the lack of recombination between the two parasites. There are a

large variety of competent malaria vector species within the genus Anopheles, and

the malaria vectors of medical importance differ within and between nations, and

within and between continents. Thus the distribution of both P. ovale curtisi

and P. ovale wallikeri in Asia, Africa, and the Pacific demonstrates unequivocally

that both parasites are transmitted by a variety of mosquito species across this

broad range (Sutherland et al., 2010). Mosquito host restriction, although possibly

important in some endemic localities, therefore cannot explain the observed lack of

recombination between the two ovale species.

Hypothesis 2: Divergent Mating Factors

Allopatric speciation events can generate two related taxa, physically separated,

which can become secondarily sympatric due to migration or changes in the extent

of suitable habitat (Section 22.2.1). If during the period of separation substantial

genetic drift occurs in the sequences of genes determining mating compatibility, or

in other genes such that hybrid offspring are unlikely to be viable, then the species

barrier will remain intact, and recombination between the two forms will not occur.

As argued above, the most likely reason for the evolution of two forms of ovale

malaria parasite is that at least two independent host transitions into ancestors of

modern humans occurred, separated by a lengthy period of time. This scenario is of

course analogous to allopatry, in that the two lineages would have been “physi-

cally” separated by occupying different hosts. Thus the lack of recombination

between twenty-first century human-dwelling populations of P. ovale curtisi and P.

ovale wallikeri may be due to substantial changes in key genes encoding molecules

essential for mate recognition, fertilization, or meiosis. It is also possible that gross

chromosomal rearrangements have occurred in one or both lineages, thus rendering

meiotic chromosome pairing impossible, and hybrid zygotes unviable.

Happily, genomic sequencing of a 1977 isolate of P. ovale curtisi is well

advanced (Section 22.1.4; Sutherland et al., 2010), and we have now prepared two

patient isolates each of P. ovale curtisi and P. ovale wallikeri, collected in

2009�2010, for next-generation highly parallel sequencing on the Solexa platform

at WTSI. When these data are compared with the capillary genome sequence of the

1977 P. ovale curtisi, it should be possible to address directly the question of

whether the two ovale parasite species have accumulated either crucial mutations

(particularly in mating, fertilization, or meiotic function genes), or chromosomal

structural changes sufficient to prevent viable hybridization. However, these data

can also answer some very important questions about genome-wide inter-species

polymorphisms: which loci have diverged the most between P. ovale curtisi and

P. ovale wallikeri? Are erythrocyte invasion molecules prominent among them?

Finally, we will also be able to compare contemporary twenty-first century isolates

of P. ovale curtisi with the capillary sequenced isolate collected in Nigeria over

619Genomic Insights into the Past, Current and Future Evolution



30 years previously, and thus also gain some interesting new insights into intra-spe-

cies polymorphism, in both time and space, at the genome level.

Hypothesis 3: Clonal Propagation

It is certainly true that, to date, there is little evidence that either ovale parasite spe-

cies is highly diverse genetically, and our recent study of inter-species genetic vari-

ation found only a very low level of diversity at the seven loci examined (Sutherland

et al., 2010). However, the genes studied were mostly identified due to their high

degree of sequence conservation with homologous loci in other better characterized

Plasmodium species; such genes are likely to be under purifying selection and thus

poor candidates with which to estimate levels of linkage disequilibrium, and coeffi-

cients of inbreeding. Some intra-specific polymorphism was found in the potra locus

(Oguike et al., submitted) and when P. ovale curtisi and P. ovale wallikeri homolo-

gues of polymorphic loci well characterized in other species are identified, evidence

of extensive intra-species polymorphism may be found. Nevertheless, on current

knowledge it remains possible that frequent clonal propagation has exacerbated the

isolation of these two genomes across time and space; however, detailed studies of

other members of the genus would not support this as an explanation for the exis-

tence of a species barrier. Particularly relevant is the demonstration that African

populations of P. malariae, a parasite species that occurs with a broadly similar pop-

ulation prevalence to ovale malaria across sub-Saharan Africa, exhibits a level of

heterozygosity (H) as high as 0.8 (Bruce et al., 2007). This level of diversity is simi-

lar to that found in studies of P. vivax in the Amazon region of Venezuela where,

despite a low intensity of transmission, population H of 0.8 was measured at the

pvmsp1α locus in 1996, and similar estimates of H of 0.8 and 0.9 were observed at

the Pvama1 locus in 1996 and 1997, respectively (Ord et al., 2005, 2008). Detailed

comparison among full, or at least extended, genome sequences of both ovale para-

site species should provide the identity of several suitable polymorphic loci for stud-

ies of heterozygosity in P. ovale curtisi and P. ovale wallikeri across different

endemic areas. In the meantime, a project to develop a panel of microsatellites in P.

ovale sp. is currently underway (A. Barry, pers. comm.).

22.2.4 Importance of Host Specificity

Understanding the mechanisms of host specificity will allow a greater understand-

ing of the pathology of infection, identifying key genes required for both asexual

and sexual reproduction. Such targets may be utilized to disrupt the reproduction

and transmission of the parasites through the production of novel vaccines and che-

motherapeutics. Host switching may also be of both current and future importance

in the pathogenicity of malaria species. The establishment of SARS and HIV in

human populations shows how host switching can lead to the emergence of a

highly virulent pathogen, and a relatively recent switch to human hosts might

explain the increased pathogenicity of P. falciparum compared to P. ovale,

P. vivax, and P. malariae. Indeed P. knowlesi infections are known to be highly
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virulent in humans (albeit less virulent than P. falciparum infections), with a 24-h

asexual replication time leading rapidly to severe disease and death in some docu-

mented cases (Cox-Singh et al., 2010). Could a future host switch or adaptation of

P. knowlesi to allow transmission among humans result in an even more deadly

pathogen (Section 22.3.1)?

Ultimately, detailed understanding of the parasite genes contributing to the verte-

brate host specificity of each Plasmodium parasite species may come from careful

comparisons among the genomes now being sequenced. Given current understanding

of the importance of erythrocyte-binding proteins and there specificity for certain

host receptors (Section 22.2.2), elucidation of the reticulocyte-binding proteins,

Duffy-binding proteins and erythrocyte-binding protein families in each species are a

good place to start. However, an uncomfortably large proportion of each Plasmodium

genome thus far sequenced encodes for “hypothetical proteins” of unknown function;

it may be that comparative empirical approaches are required to identify many of the

key molecules involved in parasite host specificity (Hall et al., 2005).

22.3 Evolution of Plasmodium: The Twenty-First Century in
Three Courses

22.3.1 Entree: Habitat Destruction and Ecological Transitions

Host transitions in malaria parasites require contact between the novel vertebrate

host species and insect vectors that have bitten infected individuals of the primary

vertebrate host species. Thus human (and prehuman) migration, settlement, and the

resulting encroachment of human activity into the habitats of different nonhuman

primates have been the probable driving force behind the prehistorical transitions

discussed in Section 22.2. In the twenty-first century, human migrations still occur,

and encroachment into the habitats of wild simian and ape populations continue.

Coupled with a recent improvement in our ability to discern the presence of unusual

Plasmodium species in humans with malaria, these continued close encounters

between humans and the parasites of beasts will be more commonly recognized.

Further, the destruction of habitat and the resulting decline in numbers of the great

apes means that the parasite species dependent on them as hosts are under selective

pressure to expand their host range. This may increase the likelihood of new transi-

tions into human-centered parasitism.

The recent description of additional wild isolates of P. reichenowi (Prugnolle

et al., 2010), and additional falciparum-like members of Plasmodium in African

great apes (Liu et al., 2010), raises the possibility that human infections with these

parasites may be relatively common in some parts of Africa, but have failed to be

recognized. This is not least because remnant populations of the nonhuman homi-

nids exist in relatively remote locations, where people suffering from malaria who

do come in contact with health services are likely to be treated (if at all) without

any diagnosis, and certainly without a species-specific one (Sutherland et al.,

2010). The prospect of such previously unrecognized zoonoses occurring is an
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interesting one from a scientific point of view, but may also have important evolu-

tionary and public health consequences. As long as such infections occur, the evo-

lutionary change to permit efficient human-to-human transmission of a previously

ape-confined species may occur. From a public health point of view, this could

lead to rapid expansion of a “new” malaria pathogen in human populations with no

species-specific immunity; this threat is even more relevant where malaria elimina-

tion/eradication is expected to occur in these regions in the near future. Removal of

human parasite species through vector control, immunization, and effective drug

deployment will lead to a population with no naturally acquired immunity, and per-

haps with greatly reduced access to effective malaria treatment as the number of

cases dwindle. Thus understanding of these zoonotic pathogens should be vigor-

ously pursued not only because of its great scientific interest, which would be

enough for most of us, but also through human self-interest, which may be needed

to persuade science funders.

Emergence of P. knowlesi Zoonosis

As mentioned earlier (Section 22.1.1), the story of P. knowlesi in Southeast Asia is one

particularly important example, becoming well understood only in the past decade, of a

zoonotic malaria parasite being recognized as a significant public health problem for

humans. The parasite was thought to only naturally infect long-tailed and pig-tailed

macaques, which are widely distributed across Southeast Asia and in which infection is

benign (Coatney et al., 2003), despite one or two sporadic reports of human cases in

Singapore and peninsular Malaysia (Garnham, 1966). It had been demonstrated during

the use of induced malaria infections for syphilis therapy in the early twentieth century

that P. knowlesi would infect humans with effective blood-stage multiplication, and

cause full-blown clinical malaria (Garnham, 1966), but the true extent of naturally

occurring human cases had not been understood, and was assumed to be negligible.

However, molecular investigations during a malaria epidemic in Malaysian Borneo in

the late 1990s confirmed P. knowlesi as the causative agent of a significant number of

human cases (Singh et al., 2004). Molecular studies have since identified human cases

of P. knowlesi in several Asian countries in addition to Malaysia, including Burma,

The Philippines, Singapore, Vietnam, and Thailand (Zheng et al., 2006; Luchavez

et al., 2008; Ng et al., 2008; Putaporntip et al., 2009; Van den Eede et al., 2009).

P. knowlesi infections in humans can cause severe and fatal disease (Cox-Singh et al.,

2008). To date, very limited surveillance has been carried out and the tools to define

the distribution of the parasite and level of exposure are lacking.

It is probably the case that infections of humans in areas where macaques

abound have always occurred, and that human P. knowlesi infections may have

been either ignored, or extensively misdiagnosed in the past (Lee et al., 2009).

However, as there is yet no evidence of human-to-mosquito transmission, the dis-

ease is best described as a well-established zoonosis with a measurable public

health impact in some areas. Should efficient human-to-vector transmission arise

de novo, then P. knowlesi could easily spread via human movements beyond the

current range, which for now is absolutely restricted by the distribution of

suitable host macaque species. Such a “break-out” of this species would certainly
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lead to substantial mortality, as this parasite has a very rapid replication cycle and

quickly reaches life-threatening parasite densities in the absence of prompt antima-

larial therapy (Cox-Singh et al., 2008).

Have Other Plasmodium Zoonoses Gone Undetected?

It has been recently confirmed that Plasmodium falciparum is present in wild

African apes, with identification of this “human” parasite in six bonobos (Pan panis-

cus) from the Democratic Republic of Congo (Krief et al., 2010), in Gorilla gorilla

dielhi and in G. g. gorilla (Prugnolle et al., 2010; Liu et al., 2010). Genetic analyses

of these recent isolates strongly suggest continued cycling of the Laverania grouping

of malaria parasites among different hominids, including Homo, in Africa.

Conversely, as these studies also identified additional examples of P. reichenowi in

three sub-species of Pan in Ivory Coast and Cameroon, and a closely related parasite

in a bonobo from DRC, as well as two new species, P. billbrayi and P. billcollinsi,

the possibility now occurs that a variety of hitherto overlooked parasite species, with

Pan and Gorilla as primary hosts, may be zoonotic in humans. This poses two inter-

esting questions. First, have we seriously underestimated the number of malaria par-

asite species that naturally infect humans in central Africa by ignoring the

possibility of frequent zoonotic infections? Parasitological surveys of human com-

munities living in proximity to ape populations would assist in answering this ques-

tion. Second, will the great apes provide an eradication-proof reservoir of human

malaria parasites, particularly P. falciparum, P. ovale curtisi, and P. ovale wallikeri

(Section 22.4; Duval et al., 2009, 2010)?

22.3.2 Plat du Jour: Chemotherapy and the Evolution of Drug-Resistant
Parasites

Lessons Learned from the Evolution of Parasite Resistance to CQ

A well-studied example of recent evolution in the genus Plasmodium is the world-

wide development of resistance to the antimalarial drug CQ during the latter half

of the twentieth century. The evolutionary aspects of this drug selection have been

well examined (Wootton et al., 2002; Escalante et al., 2009), but some important

principles can be drawn out which are relevant to understanding the likely impact

of antimalarial drugs in the present century.

First, although there is evidence that CQ-resistant alleles of the transporter gene

pfcrt evolved in different lineages of P. falciparum on multiple occasions, one or

two of these alleles were particularly successful, spreading through contiguous par-

asite populations, and moving intercontinental distances, presumably in human tra-

velers, to dominate parasite populations worldwide (Mehlotra et al., 2008).

Interestingly, in the case of at least one of these alleles, that encoding the amino

acid haplotype SVMNT at codons 72�76 of pfcrt, new results from our own labo-

ratory cast doubt that CQ selective pressure was responsible for its expansion

through Asian and American parasite populations (Beshir et al., 2010). It now

seems likely that heavy use of the related amino-quinoline drug amodiaquine (AQ)
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in some countries in the mid-twentieth century provides a plausible alternative

explanation for the spread of this parasite type, suggesting that CQ resistance per

se is a secondary characteristic of the CRT protein variant encoded by this allele

(Sa et al., 2009).

Second, antimalarial selection is far from uniform in endemic areas, so there are

both temporal and geographic variations in the intensity of drug pressure, broadly

meaning the proportion of infected people likely to use a particular drug type. This

modulates the selective advantage enjoyed by parasites carrying drug-resistant

alleles of key genes, particularly if there is a fitness cost to the development of

resistance. Thus poor access to treatment, high levels of anti-parasite immunity

leading to asymptomatic parasite carriage (particularly in African adults), and

extended periods in the dry season with no transmission of new infections have

contributed to the successful survival and continual transmission of wild-type,

CQ-sensitive P. falciparum in many parts of Africa throughout the period that CQ

was the main treatment option for malaria (Diallo et al., 2007; Ord et al., 2007).

In the extreme case of complete removal of CQ from an entire health system, as

was achieved in Malawi, the fitness advantage of wild-type CQ-sensitive parasites

has ensured their relatively rapid resurgence to replace CQ-resistant genotypes that

no longer have a survival advantage (Laufer et al., 2006).

Third, different antimalarial regimens generate different, sometimes opposite,

selective forces on the parasite genome (Duraisingh et al., 2000; Humphreys et al.,

2007). Thus as drug use diversifies in the current post-CQ era, the parasite genome

appears to be showing evidence of “balancing selection” at drug resistance loci, a

concept in direct opposition to the theoretical notion that drug pressure always

drives advantageous alleles to “fixation” (see Section The Impact of RTS,S

Vaccination on Parasite Diversity).

Finally, although genetically determined resistance to CQ has been described in

several species of Plasmodium, only in P. falciparum are mutations in the crt locus

directly linked to altered response to the drug. Stable resistance to CQ in both

P. vivax and in P. chabaudi has been described, but the pvcrt and pccrt loci,

respectively, remain unchanged in resistant parasites (Hunt et al., 2007;

Suwanarusk et al., 2007). This is in contrast to resistance to the anti-folate drugs

pyrimethamine and sulfadoxine, which involve non-synonymous mutations in the

dhfr and dhps loci of each Plasmodium species so far investigated. Thus the use of

model host�parasite systems, and even in vitro studies of drug sensitivity, may not

provide adequate understanding of drug resistance of Plasmodium parasites in vivo.

These observations and lessons from the recent past on the evolutionary impact

of CQ upon the parasite genome need to be borne in mind as we contemplate the

future impact of drug selection on Plasmodium species.

Evolution of Parasite Resistance in the Artemisinin Combination Therapy Era

As CQ use across malaria endemic regions becomes less common, there is in effect

a rapid diversification of the selective drug pressure upon malaria parasites, after

decades of intense directional selection on the Plasmodium genomes for resistance
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to CQ and to the anti-folate fixed combination drug sulfadoxine-pyrimethamine

(SP). A major contributor to this diversification is the introduction of ACT by a

majority of governments as the main replacement for CQ and SP in the formal health

service of most endemic countries. The most frequently used ACT in Africa are arte-

mether-lumefantrine (AL) and artesunate-amodiaquine (AsAq) and, importantly,

there is good evidence that the partner drugs lumefantrine and AQ exert strong

selection on the pfmdr1 locus in opposite directions. This gene encodes the ABC

transporter PgH1, which is homologous to the multidrug resistant proteins of mam-

malian cells, and involved in modulating the effects of multiple antimalarial drugs.

Thus, whereas recurrence of parasitemia after AL treatment is associated with the

pfmdr1 haplotype NFD at codons 86, 184, and 1246, AQ selects for the haplotype

YYY (Figure 22.2; Humphreys et al., 2007). At the same time, in the private sector

both artemisinin monotherapies and a variety of ACT are available in shops and

pharmacies, many of whom continue to sell CQ, SP, AQ, oral quinine, and other

antimalarials. Newer ACT formulations, including dihydroartemisinin-piperaquine

and artesunate-pyronaridine, are also entering the marketplace, and may also soon

be adopted by government health services. The selective pressure exerted by these

regimens on pfmdr1, pfcrt, and other loci of importance in determining drug

response in P. falciparum is unknown. We suggest that the variety of partner drugs

used in ACT, and the slackening in CQ pressure is already leading to a pattern of

diversity at the pfmdr1 locus such that drugs are now exerting diversifying (balanc-

ing) selection pressure on this locus, rather than the intense directional selection that

characterized the CQ monotherapy era (Figure 22.2). The propensity for this locus

to undergo copy number amplification in both P. falciparum and P. vivax under

drug selection adds additional complexity to this diversification (Price et al., 2004;

Suwanarusk et al., 2008).
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Figure 22.2 Schematic representation of the pfmdr1-encoded PgH-1 protein of P.

falciparum, with five well-established mutations flagged above the figure and novel

mutations recently described in our laboratory below the line. There are no studies linking

any of these novel substitutions to treatment response for any drug as yet (Beshir et al.,

2010; Dlamini et al. 2010; Gadalla et al., unpublished data).
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The diversification argument set out in the previous paragraph is largely based

on consideration of the variety of partner drugs used in different ACT formulations.

However, what of the selective effect of the use of the artemisinin compounds

themselves? The emergence of P. falciparum parasites in Cambodia with markedly

increased survival time in vivo following artesunate monotherapy has caused great

alarm, and efforts are underway to systematically monitor parasite clearance times

across the global range of P. falciparum, to both artesunate alone and to ACT

(Noedl et al., 2008; Dondorp et al., 2009). Despite the coverage afforded by partner

drugs, the almost universal adoption of ACT in endemic countries does effectively

guarantee that selection on parasite genomes by artemisinins is essentially world-

wide (Imwong et al., 2010). Thus it remains likely that parasites with extended

post-artemisinin survival times will evolve, and could spread rapidly over intercon-

tinental distances, as was seen for CQ resistance in the twentieth century (see

Section Lessons Learnt from the Evolution of Parasite Resistance to CQ). Several

strategies could minimize the impact of such newly evolving ART resistance, and

these largely rely on the expectation that evolution of resistance involves a fitness

cost for the parasite.

� A variety of partner drugs could be deployed in ACT, so that ART resistant parasites that

also enjoy resistance to, say, AL are very likely to be contained if treated with different

combinations such as AsAq.
� The use of triple combination regimens, deploying two partners (with opposite or inde-

pendent selective imprints on the Plasmodium genome) with the artemisinins simulta-

neously should be strongly encouraged.
� Strategies for deployment of non-artemisinin combinations need to be devised that take

into account geographic variations in the patterns of resistance to older drugs such as CQ,

SP, and AQ. Such regimens may prove effective against ACT-resistant parasites.
� Continued development of new drugs must take place for additional partners to combine

with the artemisinins, and for potent new compounds to replace the artemisinins should

their failure be catastrophic at some point in the future.

In this way, the evolution of resistance in malaria parasites can be partially man-

aged, in order to maximize the duration of the public health benefit currently

enjoyed due to the effectiveness of ACT.

22.3.3 Dessert: Selection for Immunological Escape Variants by Malaria
Vaccines—a Real or Imagined Threat?

At this time, there are no registered vaccines available that offer potential protec-

tion through the stimulation of an effective immune response against malaria para-

sites. However, increased investment in malaria vaccine development from private,

governmental, and intergovernmental funding agencies during the first decade of

the twenty-first century have pushed vaccines forward and greatly improved the

chances of having a product to deploy during the next decade. A theoretical obsta-

cle to effective vaccination against malaria is that the parasite will exploit the exist-

ing polymorphism of target antigens against which vaccines are currently being
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developed to escape vaccine-elicited immunity, and there is concern that this prob-

lem may not be easily overcome (Sutherland, 2007; Takala et al., 2007). Evaluation

studies of two developmental vaccines have explicitly examined this threat in PNG

(Combination B) and in The Gambia, Mozambique, and Kenya (RTS,S).

Combination B and Other Blood-Stage Malaria Vaccines

A program of P. falciparum blood-stage vaccine development based in Australia

generated a promising multivalent product known as Combination B, incorporating

polypeptide elements of the merozoite proteins MSP1 and MSP2, the early intra-

erythrocytic stage antigen RESA and a T-cell epitope from CSP (Genton et al.,

2002). The vaccine was not found to be protective against malaria in children in

PNG, but had a significant effect in reducing parasite density. Analysis of parasite

genotypes at each of the target antigen loci demonstrated that the MSP2 component

of the vaccine in particular elicited strain-specific antibody responses that selec-

tively protected against parasites with similar variants of the antigen (Genton et al.,

2002; Flück et al., 2004, 2007). Thus widespread deployment, at high coverage, of

vaccines designed to elicit protective antibody response against polymorphic para-

site antigens would be expected to have a direct evolutionary impact on the parasite

population, affecting the allele frequencies of variants of the target antigen(s).

The Impact of RTS,S Vaccination on Parasite Diversity

The most successful vaccine against malaria to date is the RTS,S vaccine, which at

the time of writing is in Phase III trials at multiple centers across Africa. Although

efficacy estimates (against clinical episodes of malaria) for this vaccine have varied

between 27% and 60% (Casares et al., 2010), particularly promising evidence of

protection in African children, and a likely effect in reducing the number of severe

malaria cases in vaccinated infants (Alonso et al., 2004) have helped drive the con-

tinued development of the vaccine. Remarkably, given the greater efficacy demon-

strated with RTS,S compared to Combination B, there has been no evidence in any

study thus far of strain selection for parasites encoding particular variants of the

CSP antigen, the target of the vaccine (Alloueche et al., 2003; Enosse et al., 2006;

Waitumbi et al., 2009). Further, as the mechanism of protection of RTS,S is unclear

(Casares et al., 2010), it remains possible that the vaccine-elicited immunity is indi-

rect, imparting multivalent blood-stage immunity due to the “leaky” partial protec-

tion against liver-stage development achieved (Sutherland et al., 2007). Thus it

remains uncertain whether this particular pre-erythrocytic vaccination strategy

would provide a sufficiently focused selective force to have a direct evolutionary

effect on parasite populations in vaccinated individuals.

22.4 Evolution of Plasmodium and the Eradication Agenda

As malaria eradication programs are envisaged for implementation around the

malaria endemic world, evolutionary biologists are pondering the potential of
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uniform, large-scale interventions to force the parasite genome through selection

bottlenecks. An example of such a bottleneck is the impact of the antimalarial CQ,

which for decades in the twentieth century exerted monolithic selection on the

P. falciparum genome for a handful of advantageous alleles of pfcrt and pfmdr1.

Will the eradication agenda pose a straightforward challenge that the parasite is

more than able to meet? To avoid this outcome, it is essential that multiple tools

are deployed, including not just anti-parasite but anti-vector methods, and interven-

tions to alter human behavior that enhances risk of exposure to malaria.

Is it likely that malaria will continue to exert selection for new mutations on the

human genome, as it has in the past? This seems unlikely, as relatively few people

are prevented from reproduction by malaria, and hopes are high that efforts toward

eradication will rapidly bring this number down even further. Nevertheless, there is

ample evidence that already existing variants such the thalassemias, G6PD defi-

ciency, and sickle-cell Hb are maintained at stable frequencies in human popula-

tions by offering protection against malaria.

Will zoonotic primate malaria infections lead to a reservoir of hit-and-run

malaria cases on the fringes of forests in Africa and Asia, and might these species

adapt to anthropocentric transmission? This fascinating and potentially dangerous

scenario cannot be ruled out, and, should human malaria be eradicated at some

time in the future, will require careful vigilance in human populations that frequent

the forest fringes of Southeast Asia and central Africa.
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Diallo, D., Sutherland, C., Nebié, I., Konaté, A., Ord, R., Ilboudo-Sanogo, E., et al., 2007a.

Sustained use of insecticide-treated curtains is not associated with greater circulation of

drug-resistant malaria parasites, nor with higher risk of treatment failure among children

with uncomplicated malaria in Burkina Faso. Am. J. Trop. Med. Hyg. 76, 237�244.

Dlamini, S.V., Beshir, K., Sutherland, C.J., 2010. Markers of anti-malarial drug resistance in

Plasmodium falciparum isolates from Swaziland: identification of pfmdr1-86F in natu-

ral parasite isolates. Malar. J. 9, 68.

Dondorp, A.M., Nosten, F., Yi, P., Das, D., Phyo, A.P., Tarning, J., et al., 2009. Artemisinin

resistance in Plasmodium falciparum malaria. N. Engl. J. Med. 361, 455�467.

Drakeley, C.J., Sutherland, C.J., Bousema, J.T., Sauerwein, R.W., Targett, G.A.T., 2006.

The epidemiology of Plasmodium falciparum gametocytes: weapons of mass dispersion.

Trends Parasitol 22, 424�430.

Duraisingh, M.T., Jones, P., Sambou, I., von Seidlein, L., Pinder, M., Warhurst, D.C., 2000.

The tyrosine-86 allele of the pfmdr1 gene of Plasmodium falciparum is associated with

increased sensitivity to the anti-malarials mefloquine and artemisinin. Mol. Biochem.

Parasitol. 108, 13�23.

Duraisingh, M.T., Maier, A.G., Triglia, T., Cowman, A.F., 2003. Erythrocyte-binding anti-

gen 175 mediates invasion in Plasmodium falciparum utilizing sialic acid-dependent

and -independent pathways. Proc. Natl. Acad. Sci. U.S.A. 100, 4796�4801.

Duval, L., Robert, V., Csorba, G., Hassanin, A., Randrianarivelojosia, M., Walston, J., et al.,

2007. Multiple host-switching of Haemosporidia parasites in bats. Malar. J. 6, 157.

Duval, L., Nerrienet, E., Rousset, D., Sadeuh Mba, S.A., Houze, S., Fourment, M., et al., 2009.

Chimpanzee malaria parasites related to Plasmodium ovale in Africa. PLoS One 4, e5520.

Duval, L., Fourment, M., Nerrienet, E., Rousset, D., Sadeuh, S.A., Goodman, S.M., et al.,

2010. African apes as reservoirs of Plasmodium falciparum and the origin and diversifi-

cation of the Laverania subgenus. Proc. Natl. Acad. Sci. U.S.A. 107, 10561�10566.

Enosse, S., Dobano, C., Quelhas, D., Aponte, J.J., Lievens, M., Leach, A., et al., 2006. RTS,

S/AS02A malaria vaccine does not induce parasite CSP T cell epitope selection and

reduces multiplicity of infection. PLoS Clin. Trials 1, e5.

Escalante, A.A., Ayala, F.J., 1994. Phylogeny of the malarial genus Plasmodium, derived

from rRNA gene sequences. Proc. Natl. Acad. Sci. U.S.A. 91, 11373�11377.

Escalante, A.A., Smith, D.L., Kim, Y., 2009. The dynamics of mutations associated with

anti-malarial drug resistance in Plasmodium falciparum. Trends Parasitol. 25, 557�563.

Faye, F.B.K., Konate, L., Rogier, C., Trape, J.-F., 1998. Plasmodium ovale in a highly

malaria endemic area of Senegal. Trans. Roy. Soc. Trop. Med. Hyg. 92, 522�525.

630 Genetics and Evolution of Infectious Diseases



Flück, C., Smith, T., Beck, H.-P., Irion, A., Betuela, I., Alpers, M.P., et al., 2004. Strain-

specific humoral response to a polymorphic malaria vaccine. Infect. Immun. 72,

6300�6305.

Flück, C., Schopflin, S., Smith, T., Genton, B., Alpers, M.P., Beck, H.-P., et al., 2007. Effect

of the malaria vaccine Combination B on merozoite surface antigen 2 diversity. Infect.

Genet. Evol. 7, 44�51.

Gardner, M.J., Hall, N., Fung, E., White, O., Berriman, M., Hyman, R.W., et al., 2002.

Genome sequence of the human malaria parasite Plasmodium falciparum. Nature 419,

498�511.

Garnham, P.C.C., 1966. Malaria Parasites and Other Haemosporidia. Blackwell, Oxford,

UK.

Geiman, Q.M., Meagher, M.J., 1967. Susceptibility of a new world monkey to Plasmodium

falciparum from man. Nature 215, 437�439.

Genton, B., Betuela, I., Felger, I., Al-Yaman, F., Anders, R.F., Saul, A., et al., 2002. A

recombinant blood-stage malaria vaccine reduces Plasmodium falciparum density and

exerts selective pressure on parasite populations in a phase 1-2b trial in Papua New

Guinea. J. Infect. Dis. 185, 820�827.

Hacia, J.G., 2001. Genome of the Apes. Trends Genet. 17, 637�645.

Hall, N., Karras, M., Raine, J.D., Carlton, J.M., Kooij, T.W., Berriman, M., et al., 2005. A

comprehensive survey of the Plasmodium life cycle by genomic, transcriptomic, and

proteomic analyses. Science 307, 82�86.

Hayakawa, T., Arisue, N., Udono, T., Hirai, H., Sattabongkot, J., Toyama, T., et al., 2009.

Identification of Plasmodium malariae, a human malaria parasite, in imported chimpan-

zees. PLoS One 4, e7412.

Humphreys, G.A., Merinopoulos, I., Ahmed, J., Whitty, C.J.M., Mutabingwa, T.K.,

Sutherland, C.J., et al., 2007. Amodiaquine and artemether-lumefantrine select distinct

alleles of the Plasmodium falciparum pfmdr1 gene in Tanzanian children treated for

uncomplicated malaria. Antimicrob. Agents Chemother. 51, 991�997.

Hunt, P., Afonso, A., Creasey, A., Culleton, R., Sidhu, A.B., Logan, J., et al., 2007. Gene

encoding a deubiquinating enzyme is mutated in artesunate- and chloroquine-resistant

rodent malaria parasites. Mol. Microbiol. 65, 27�40.

Iezhova, T.A., Valkiunas, G., Bairlein, F., 2005. Vertebrate host specificity of two avian

malaria parasites of the subgenus Novyella: Plasmodium nucleophilum and Plasmodium

vaughani. J. Parasitol. 91, 472�474.

Imwong, M., Dondorp, A.M., Nosten, F., Yi, P., Mungthin, M., Hanchana, S., et al., 2010.

Exploring the contribution of candidate genes to artemisinin resistance in Plasmodium

falciparum. Antimicrob. Agents Chemother. 54, 2886�2892.

Krief, S., Escalante, A.A., Pacheco, M.A., Mugisha, L., André, C., et al., 2010. On the diver-
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23.1 What Is Integrated Genetic Epidemiology?

As authoritatively illustrated by this book, the impressive progress of

molecular megatechnologies (high-throughput sequencing, microarrays, postge-

nomics) and the concomitant development of bioinformatics have considerably

improved our knowledge on infectious diseases. However, there is a strong ten-

dency toward compartmentalization in the research effort: scientists working on

human (and other hosts) genetic susceptibility to infectious diseases are gener-

ally not aware of research on the role played by pathogens, and vectors in the

case of vector-borne diseases. This results in each community of scientists

tending to overemphasize the role of its study material. This compartmentaliza-

tion is all the more distressing since coevolution between hosts, pathogens, and

vectors should be considered a unique biological phenomenon. The term “inte-

grated genetic epidemiology” (Tibayrenc, 1998a) has been coined to designate

the approach consisting in simultaneously analyzing the impact of the host’s,

the pathogen’s, and the vector’s genetic diversity on the transmission and

severity of infectious diseases as well as the coevolution processes between the

three. The present chapter aims to show that Chagas disease is an excellent

model to develop this approach. It briefly summarizes what is presently known

about: (i) human genetic susceptibility to Chagas disease, (ii) the vectors’ spe-

cies and population diversity, and (iii) the parasite’s genetics and evolution.

Then it demonstrates how these three components could be merged in a unique

approach.
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23.2 Chagas Disease: A Major Health Problem in Latin
America and Other Countries

Chagas disease remains by far the most serious health problem in Latin America.

Control of the disease has been improved, but several million people remain at risk

or are stricken by the disease.

From a clinical point of view, Chagas disease is a very serious illness. After

infection by the parasite (see Section 23.3), patients develop an acute phase, which

actually corresponds to parasitic septicemia. Mortality at this stage is approxi-

mately 5%. After a few weeks, patients who survive enter the indeterminate phase,

with no symptoms. About 70% of patients will never exhibit any symptoms again.

However, 30% of them will develop symptomatic Chagas disease. The most

worrisome symptom is Chagasic cardiopathy, which leads to a severe cardiac insuf-

ficiency. Other clinical forms involve the digestive system (megacolon, megaeso-

phagus) and cause severe functional abnormalities.

The health problem of Chagas disease is worsened by its being a “neglected

disease” according to official classifications. As for the infectious diseases predom-

inant in the southern world, malaria, AIDS, and tuberculosis receive special atten-

tion from WHO and other international health authorities, while other diseases tend

to be underprioritized. However, the dispersion of Chagas disease from Latin

America to nonendemic countries by population movements has started to create

new epidemiological, economic, social, and political challenges as T. cruzi has

spread throughout the world (Rodrigues Coura and Albajar Viñas, 2010). In the

domain of scientific research, it is notable that the scientific community involved

in Chagas disease research, although very productive, is tiny, but hopefully will

expand.

23.3 The Chagas Disease Cycle

The Chagas disease cycle will be only briefly summarized here, since this chapter is

not intended to be an exhaustive review of what Chagas disease is, but rather attempts

to explain why this disease is a valuable model for integrated genetic epidemiology.

The causative agent of Chagas disease is a parasitic protozoan of the family

Kinetoplastidae, which also includes Trypanosoma brucei, the agent of sleeping

sickness (African trypanosomiasis) and the Leishmania, agents of the various forms

of leishmaniosis.

Trypanosoma cruzi is transmitted by “true” bugs, heteropterous insects of the

family Reduviidae, subfamily Triatominae. This subfamily has specialized in oblig-

atory blood-feeding. It is worth noting that Chagas vectors include many different

species and three principal genera, namely Triatoma, Rhodnius, and Panstrongylus.

Vectors are infected by ingesting blood that contains the parasite. They transmit

the parasite, not through their biting, but by their feces, which contains the infect-

ing forms. Most vector species present the particularity of depositing feces while
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they feed on their host. The parasite enters the host by excoriations, through the

mucosa, even through intact skin.

Hosts comprise virtually all mammalian species, either domestic or selvatic,

including of course humans.

23.4 Host Genetic Susceptibility to Chagas Disease

This section emphasizes what is known about the human species. Since Chagas dis-

ease strikes virtually all mammalian species, a general view of the role played by

all these hosts’ genetic diversity in the disease is difficult.

Human genetic susceptibility to Chagas disease is less well known than for

other transmissible diseases such as Hepatitis C (Alric et al., 1999), tuberculosis

(Bellamy et al., 2000), malaria (Garcia et al., 1998), AIDS (Dean et al., 1996), lep-

rosy (Abel et al., 1998), schistosomiasis (Dessein et al., 1999), or visceral leishma-

niosis (Bucheton et al., 2002).

Chagas disease could be a fine target for studying human genetic susceptibility.

As for leprosy, the chagasic phenotypes are well defined: asymptomatic (ASY)

versus symptomatic in the acute and chronic phases, and for chronic symptomatic

Chagas, cardiac, digestive, and cardiodigestive manifestations. One can also distin-

guish between negative serology (Brenière et al., 1984) and positive serology in the

chronic phase. Therefore, one can analyze not only genetic susceptibility to

Chagas, in general, but also to its different clinical manifestations.

Another favorable situation is that Chagas disease strikes populations that are

ethnically very diverse. Latin Americans have European, African, Amerindian, and

mixed ancestries. Ethnic diversity is a parameter to take into account when explor-

ing human genetic susceptibility to infectious diseases (Tibayrenc, 2007).

It is distressing that few people have considered these favorable features (clearly

defined clinical phenotypes and ethnic diversity) to analyze human genetic suscep-

tibility to Chagas disease. When looking for genes of susceptibility to transmissible

diseases, two main approaches are available: (i) linkage studies and (ii) the candi-

date gene approach (Tibayrenc, 2007). Linkage studies are based on the analysis of

pedigrees and families where some individuals have the studied disease while other

individuals are used as controls. The genomes are screened with a high number of

genetic markers (microsatellites or single-nucleotide polymorphisms, SNPs). If

some markers happen to be statistically linked to the clinical phenotype surveyed

(linkage disequilibrium), the genomic region where they are located is more finely

dissected to look for the putative susceptibility genes. Candidate gene studies ana-

lyze genes that are putatively associated with the pathology surveyed. The reasons

for inferring that a gene can be a candidate are either that it pertains to a genetic

system frequently involved in susceptibility to infectious diseases (cytokine genes,

HLA genes) or that it has proved to have such a role in animal experiments.

Genome-wide association studies (GWAS; Pennisi, 2007) are a more recent

approach that screens the whole genome of thousands of individuals.
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Research on human genetic susceptibility to Chagas disease has most often been

based on the candidate gene approach and has chiefly, but not exclusively, explored

the HLA system.

23.4.1 Genetic Heritability of Some Chagasic Characteristics

Pedigree analyses have shown an apparent heritability of some serological para-

meters. Chagasic seropositivity heritability in Brazil is estimated to be 0.556, which

is high (Williams-Blangero et al., 1997). In the same country, the levels of IgA and

IgG show a heritability of 0.33 (Barbossa et al., 1981). Zicker et al. (1990) have

postulated a putative familial component in chagasic cardiopathy. This result has

been challenged by Morini et al. (1994).

23.4.2 Role of the HLA System

As noted above, a great deal of the results on human genetic susceptibility to

Chagas disease, especially the most recent ones, deal with the putative role of the

HLA system. It has now been determined that the HLA supergene complex of sev-

eral genes having a related role plays an important role in the transmission, sever-

ity, and clinical diversity of Chagas disease.

Apt (1988) surveyed the distribution of HLA antigens in 124 Chilean seroposi-

tive patients, divided into patients with chronic Chagas cardiomyopathy (CCC) and

ASY patients.

Fernandes-Mestre et al. (1998) evidenced a lowered frequency of DQB1*0303

and DRB1*14 in chagasic patients compared with controls, suggesting independent

protective effects to the chronic infection in this population. There was also a high-

er frequency of DRB1*01, DRB1*08, and DQB1*0501 and a lower frequency of

DRB1*1501 in the CCC patients.

Layrisse et al. (2000) surveyed 113 seropositive patients (CCC versus ASY).

They postulated that the HLA-C*03 allele constituted a risk factor for CCC.

Nieto et al. (2000) surveyed 172 Peruvian patients (85 seropositive with

ASY5 52, CCC5 33; 87 seropositive controls) for the variability of the HAL-

DRB1 and DQB1 genes. They recorded no allelic frequency differences between

CCC and ASY patients. On the other hand, the DRB1*14-DQB1*0301 haplotype

was statistically linked to seronegativity, which suggests that this haplotype has a

protective role against Chagas disease.

Faé et al. (2000) were unable to find any significant relation between HLA

and Chagas disease. This negative result has been challenged by many later studies.

Visentainer et al. (2002) surveyed 35 CCC patients with 72 control patients in

Brazil. They found a statistically significant relation between CCC and HLA-DR2.

Moreno et al. (2004) surveyed 104 seropositive patients and 60 seronegative con-

trols. They observed significant allelic frequency differences between seropositive

patients and controls at the loci HLA D6S291 and IL-10. These results suggested epis-

tasis between the HLA and IL loci that could be linked to susceptibility to Chagas

disease.
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Cruz-Robles et al. (2004) conducted a survey of 193 Mexican patients, 66 of

whom were seropositive (either CCC or ASY) and 127 were seronegative controls.

The results suggested that HLA alleles are associated with chronic Chagas disease

and CCC. HLA-DR4 and HLA-B39 alleles could be associated directly with the

infection by Trypanosoma cruzi, whereas HLA-DR16 might be a marker of suscep-

tibility to CCC and HLA-A68 could be protective against CCC.

Ramasawmy et al. (2006a) analyzed the variants of BAT1, a putative anti-

inflammatory gene (situated in the HLA class III region) in 76 ASY and 154 CCC

patients, all seropositive. They found that some BAT1 could be used to predict the

occurrence of CCC.

The same authors (Ramasawmy et al., 2008) analyzed the variants in the pro-

moter region of the IKBL/NFKBIL-1 gene, which pertains to the MHC class I

region. A total of 245 patients (76 ASY and 169 CCC) were surveyed. Subjects that

were homozygous for the 2 62A allele, had threefold risk of having CCC compared

with those having the TT genotype. Moreover, the haplotype 2 262A-62A was

prevalent in CCC patients.

Borrs et al. (2009) surveyed 152 Argentinean subjects (71 seropositive indivi-

duals and 81 controls) for the variability of the second exon of HLA-DRB1.The

DRB1*1103 allele was predominant in the control patients, which suggests that

this allele plays a protective role. On the other hand, DRB1*0409 and DRB1*1503

had a significantly higher frequency in seropositive patients, while CCC subjects

had a higher DRB1*1503 frequency.

23.4.3 Other Genetic Systems Involved in Susceptibility to
Chagas Disease

Calzada et al. (2001a) surveyed 85 seropositive patients (53 ASY and 32 CCC) and

87 seronegative controls. A relation was found between the CCR5 59029 promoter

polymorphism and susceptibility to CCC.

The same authors (Calzada et al., 2001b) surveyed 168 Peruvian patients (83

seropositive with 51 ASY and 32 CCC; 85 seronegative controls) for the variability

of the natural resistance-associated macrophage protein-1 (NRAMP1) gene. No dif-

ferences were observed between: (i) seropositive and seronegative subjects and (ii)

CCC versus ASY patients.

Messias-Reason et al. (2003) surveyed 100 seropositive individuals (43 ASY

and 57 CCC) and 100 seronegative control patients. They observed a positive rela-

tion between CCC and complement C3 and BF allotypes and a negative link

between CCC and seropositive patients and the BFS haplotype. No significant asso-

ciations were observed for the C3, BF, CAA, CAB, and C2 haplotypes.

Flórez et al. (2006) analyzed the relations between the IL-1A, IL-1B, and IL-

1RN gene variability and Chagas disease in 260 seropositive Colombian patients

(130 ASY and 130 CCC). They evidenced that the presence of the IL1-B1 5810G

allele was associated with a higher CCC risk.

Ramasawmy et al. (2006b) analyzed the monocyte chemoattractant protein-1

(CCL2/MCP-1) gene variability in 245 seropositive patients (76 ASY and 169
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CCC). They observed that patients harboring the CCL2-2518AA genotype had a

fourfold higher CCC risk.

Drigo et al. (2007) surveyed 246 patients (80 ASY and 166 CCC). They found

no link between pathology and tumor necrosis factor-α polymorphisms. This result

contradicted a previous study from the same authors (Drigo et al., 2006), which

showed that CCC patients having the TNF2 or TNFa2 alleles have a significantly

shorter survival time compared to patients who have other alleles.

Similarly, Campelo et al. (2007) evidenced that the TNFa2, TNFa7, TNFa8,

TNFb2, TNFb4, TNFd5, TNFd7, and TNFe2 alleles were overrepresented, whereas

the TNFb7 and TNFd3 alleles were underrepresented in 162 Chagasic patients

compared with 221 control individuals.

Zafra et al. (2007) analyzed the putative role of a 30 untranslated region (30 UTR)
polymorphism of the interleukin (IL)12B gene on Chagas disease in 460 Colombian

individuals (seronegative: 200; seropositive: 260, with 130 ASY and 130 CCC).

They observed a significantly higher frequency of the IL1-2B 30 UTR CC genotype

and of the IL1-2B 30 UTR C allele in CCC patients. The same authors (Zafra et al.,

2008) analyzed the polymorphism of toll-like receptor 2 and 4 genes in 475

Colombian patients (132 ASY, 143 CCC, and 200 seronegative controls). They

recorded no frequency differences between chagasic patients and controls.

Ramasawmy et al. (2007) analyzed the polymorphism of the gene coding for

lymphotoxin-α in 76 ASY and 169 CCC patients. Homozygosity for the

LTA 1 80C and LTA 1 252G alleles was significantly more frequent in CCC

patients than in ASY patients. Haplotype LTA 1 80A-252A appeared to have a

protective effect against CCC, whereas haplotype LTA 1 80C-252G was associ-

ated with CCC susceptibility.

Robledo et al. (2007) observed no link between Chagas disease and the variants

of the protein tyrosine phosphatase nonreceptor 22 (PTPN22) gene in 316 chagasic

patients versus 520 healthy controls in Colombia and Peru.

Costa et al. (2009) found that the IL-10 gene polymorphism and IL-10 expres-

sion seem to be strongly involved in CCC susceptibility.

Cruz-Robles et al. (2009) surveyed 86 seropositive patients (28 ASY and 58

CCC), 50 seronegative individuals with idiopathic dilated cardiomyopathy (IDC),

and 109 control individuals for the distribution of IL-1B and IL-1 receptor antago-

nist (IL-1RN) variants. Seropositive individuals showed a higher frequency of the

CC genotype of the IL-1RN4 polymorphism. CCC patients exhibited an increased

frequency of the C allele and of the CC genotype of this polymorphism.

Ramasawmy et al. (2009) analyzed 76 ASY and 169 CCC patients for their vari-

ability in the MAL/TIRAP gene, which expresses an adaptor protein in the toll-like

receptor pathway. Contrary to Zafra et al. (2008), who found no links between

Chagas disease and the genes of the toll-like receptor pathway, these authors

observed a protective role against CCC of heterozygosity in the S180L variant of

the gene under survey.

Calzada et al. (2009) explored the transforming growth factor beta 1 (TGFβ1)
gene polymorphisms in 626 individuals from Colombia and Peru (ASY5 175;

CCC5 172; seronegative controls5 279). The frequency of the high TGFβ1
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producer genotype 10 C/C was significantly increased in chagasic patients by com-

parison with seronegative control individuals.

This summarizes the present state of knowledge on human genetic susceptibility

to Chagas disease. Although significant progress has been made in the last 15 years,

many aspects could be fruitfully explored, including: (i) the possible role of major

genomic rearrangements (Check, 2005; Conrad et al., 2010); (ii) the ethnic diversity

parameter; and (iii) the linkage and GWAS approaches.

23.5 Vector Genetic Diversity

Chagas disease exhibits a specific epidemiological feature, namely, that the parasite

can be transmitted by an impressive range of different vectors. They all pertain to

the category of “true bugs” (order Hemiptera, suborder Heteroptera). They are all

included in the subfamily Triatominae, family Reduviidae. While other Reduviidae

are predators, the Triatominae have specialized in obligatory blood-feeding, includ-

ing adults of both sexes and larvae. Within the subfamily Triatominae, three main

genera of unequal ecogeographic distribution can transmit Chagas disease, namely

Triatoma, Rhodnius, and Panstrongylus. Each of these genera includes various spe-

cies that are able to transmit the disease.

The genetic diversity of the vectors at both the genera and the species levels is

therefore considerable.

At the subspecific level, many studies have explored the diversity of many spe-

cies, both by population genetic markers (see Chapter 15) and by computer-assisted

morphometric analysis (see Chapter 16); therefore, the diversity of Chagas disease

vectors at the subspecific and population levels is fairly well known.

However, little is known about the differential vectorial capacity of the various

triatomine species and of different populations within species. The null hypothesis

that all species and all populations are equally able to transmit T. cruzi and its vari-

ous genotypes (see Section 23.6) can be ruled out. It is highly conceivable that

refined coevolution phenomena have occurred, meaning that local vectors are better

able to transmit local parasite genotypes. This remains to be explored. It is worth

noting, however, that a North American vector (Triatoma protracta) is fully able to

transmit a Latin American strain of T. cruzi (Theis et al., 1987).

23.6 Parasite Genetic Diversity

It is interesting to note that, although the scientific community working on Chagas

disease is small compared to the numbers working on AIDS, malaria, or tuberculo-

sis, this pathogen has long been among the pioneer species explored by advanced

approaches such as molecular typing and population genetics. Therefore, this par-
asite is probably the pathogen whose evolutionary biology is the best known,

together with Escherichia coli. It can therefore be suggested as a paradigmatic

biological model, as has been done with E. coli, Drosophila melanogaster, Mus

musculus, and Caenorhabditis elegans (Tibayrenc, 2009).
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Pioneering molecular studies on T. cruzi explored isoenzyme variability as early

as the beginning of the 1970s (Toyé, 1974). Although a now out-of-fashion tech-

nique, multilocus enzyme electrophoresis has clearly discriminated three princi-

pal variants or zymodemes within T. cruzi (Miles et al., 1978). It is interesting to

note that this observation remains current, since these three zymodemes continue to

be recorded today in T. cruzi natural populations, although their denomination and

evolutionary status has changed substantially. This permanency of multilocus
genotypes over space and time is one of the strongest arguments in favor of pre-

dominant clonal evolution (see later).

The interpretation of isoenzyme diversity in terms of population genetics and

evolutionary biology has made it possible to clarify the evolutionary status of the

zymodemes. The model of predominant clonal evolution has been proposed for

T. cruzi (Tibayrenc et al., 1986) as well as for other parasitic protozoa (Tibayrenc

et al., 1990). The evidence was mainly based on the observation of a considerable

linkage disequilibrium (nonrandom association of genotypes occurring at different

loci). Linkage disequilibrium is the very manifestation of very limited or absent

genetic recombination. The model stipulates that offspring multilocus genotypes

are virtually identical to the parental genotypes and are stable in space and time,

whatever the precise cytological mechanism of propagation. The model therefore

includes not only mitotic propagation but also various forms of parthenogenesis,

extreme homogamy, and self-fertilization in haploid organisms (Tibayrenc et al.,

1990). Extreme inbreeding is not an alternative model to clonal evolution

(Rougeron et al., 2009), but rather a particular case of it.

The main relevance of the model concerns molecular epidemiology (tracing

multilocus genotypes [strains] with molecular tools for epidemiological follow-up).

If predominant clonal evolution inhibits recombination, as stated earlier, the multi-

locus genotypes are stable in space and time, even at an evolutionary scale, and

therefore constitute convenient targets for molecular epidemiology.

Since its inception, the clonal model has stated that it was compatible with occa-

sional bouts of genetic recombination. Recombination has long been suspected in

natural populations of T. cruzi (Machado and Ayala, 2001) and has been experi-

mentally evidenced (Gaunt et al., 2003). However, it is clear that such hybridiza-

tion events interfere only at an evolutionary scale. The stability of T. cruzi

multilocus genotypes in the long run, with its extreme manifestation of strong par-

ity between phylogenetic trees designed from different genetic markers (Tibayrenc

et al., 1993) is incompatible with frequent genetic recombination.

It has been suggested that T. cruzi genotypes are distributed into six different

clusters (Barnabé et al., 2000; Brisse et al., 2000), which cannot be equated with

real clades because some of them clearly originate from former hybridization

events (Brisse et al., 2003; Sturm and Campbell, 2010), further stabilized by clonal

propagation. The term “discrete typing unit” (DTU; Tibayrenc, 1998a) has been

coined to designate sets of stocks that are genetically closer to each other than to

any other stock and are identifiable by common molecular, genetic, biochemical, or

immunological markers called tags. The six T. cruzi clusters match this definition.
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Their validity has been confirmed at a recent meeting of Chagas disease experts

(Zingales et al., 2009).

From the points of view of molecular epidemiology and integrated genetic epi-

demiology, the population structure of T. cruzi summarized earlier can be illus-

trated by two key words: stability and discreteness. T. cruzi natural clones, and the

DTUs into which they are distributed, are genetic entities that are both stable in

space and time (up to the evolutionary scale) and strictly separated from each other,

with rare occasional bouts of genetic exchange.

23.7 Concluding Remarks

The data described herein was not intended to be a comprehensive review of our

present knowledge on the genetic diversity of Chagas disease hosts, vectors, and

parasites. Instead, the goal was to briefly highlight why these data make Chagas

disease a good model for the integrated genetic epidemiology of infectious dis-

eases, as already proposed long ago (Tibayrenc, 1998b).

The key word here again is discreteness: discreteness of the clinical phenotypes

of Chagas disease in humans, discreteness of T. cruzi clonal genotypes and DTUs,

discreteness of the many different species that are hosts (mammals) and vectors

(triatomine bugs) of Chagas disease. All these discrete entities can be used as units

of analysis, keys on the keyboard to be played in many different situations that can

be analyzed, both in surveying natural Chagas cycles and in designing experimental

evolution protocols.

There are several possible examples.

When natural cycles are considered, possible protocols could be to compare

T. cruzi genotypes isolated from (i) cardiac versus digestive versus ASY patients,

(ii) different mammal species, and (iii) different triatomine bug species.

Experimental evolution protocols are easy because: (i) T. cruzi is easy to culture;

(ii) many triatomine bug species are easy to raise; and (iii) several experimental ani-

mal models are available, and one can compare, for example, different breeds of

mice, whose genetic distinctness results in differing susceptibility to Chagas disease.

All this makes the integrated genetic epidemiology of Chagas disease an

extremely promising field of research that has until now been underexplored. It

could constitute a paradigmatic example to develop similar approaches in other

infectious models.

Glossary

Clade evolutionary lineage defined by cladistic analysis. A clade is monophyletic (it has

only a single ancestor) and is genetically isolated (which means that it evolves indepen-

dently) from other clades.
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Isoenzymes, multilocus enzyme electrophoresis protein extracts of given biological sam-

ples are separated by electrophoresis. The gel is then processed with a biochemical reac-

tion involving the specific substrate of a given enzyme. This enzyme’s zone of activity is

then specifically stained on the gel. From one sample to another, migration differences

can appear for this same enzyme. These different electrophoretic forms of the same

enzyme are referred to as isoenzymes or isozymes. These differences reflect sequence dif-

ferences in the genes coding for the involved enzymes.

Multilocus genotype the combined genotype of a given strain or a given individual estab-

lished with several genetic loci.

Phenotype all observable properties of a given individual or a given population apart from

the genotype. The phenotype is not limited to morphological characteristics and can

include, for example, physiological or biochemical parameters. The pathogenicity of a

microorganism is a phenotypic property, as are the different clinical forms of a given dis-

ease. The phenotype is produced by the interaction between genotype and the

environment.

Phylogeny, phylogenetic evolutionary relationships between taxa, species, organisms,

genes, or molecules.

Population genetics analysis of allele and genotype frequency distribution and modifica-

tions under the influence of natural selection, mutation, genetic drift, and gene flow.

References

Abel, L., Sanchez, F.O., Oberti, J., Thuc, N.V., Hoa, L.V., Lap, V.D., et al., 1998.

Susceptibility to leprosy is linked to the human NRAMP1 gene. J. Infect. Dis. 177,

133�145.

Alric, L., Fort, M., Izopet, J., Vinel, J.P., Duffaut, M., Abbal, M., 1999. Association between

genes of the major histocompatibility complex class II and the outcome of hepatitis C

virus infection. J. Infect. Dis. 179, 1309�1310.

Apt, W., 1988. HLA Antigens in cardiomyopathic Chilean chagasics. Am. J. Hum. Genet.

43, 770�773.

Barbossa, C.A.A., Morton, N.E., Pao, D.C., Krieger, H., 1981. Biological and cultural deter-

minants of immunoglobulin levels in a Brazilian population with Chagas’ disease.

Hum. Genet. 59, 161�163.
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24.1 Overview

The publication in 1998 of the genome sequence for Mycobacterium tuberculosis

strain H37Rv marked the beginning of the genomic era for the tubercle bacillus (Cole

et al., 1998). At that time, there were no other mycobacterial species for comparison,

so this sequence became a de facto benchmark for mycobacterial genomics (Brosch

et al., 2001). As such, predictions about the role of genome composition in the biol-

ogy of this organism were largely based on conjecture. For instance, while the large

number of genes coding for lipid metabolism may be related to the pathogenicity of

this organism, the larger number of such genes in the relatively avirulent organism

M. avium hominissuis argues that lipid metabolism may be a shared feature across

mycobacteria that is uncoupled with virulence. Therefore, the key challenges for the

subsequent decade were to uncover the genomic basis of pathogenicity and to under-

stand the extent to which bacterial genetic variability influenced the natural epidemi-

ology and control of tuberculosis (TB). To these ends, the introduction of a variety of

different technologies, from microarrays to massively parallel sequencing, have

enabled the TB research community to move beyond this classic point of reference to

pose anew a set of questions that had been largely defined in the early twentieth cen-

tury, but eluded the scientific capacity at the time. As a result of these new research

modalities and their associated datasets, we now have a greater breadth of informa-

tion about the genetics of M. tuberculosis, both in terms of variability within the spe-

cies and the distinctions between this epidemic pathogen of mankind and related

nontuberculous mycobacteria. At the time of writing, over a dozen mycobacterial

species have been subject to genome sequencing, and likewise, several dozen strains
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of M. tuberculosis complex organisms are underway. In this chapter, we first define

the organisms which will be the subject of consideration and outline their role in

human and veterinary disease. Next, we will discuss the current understanding of the

genus mycobacterium, and the situation of M. tuberculosis within this genus. In

the third section, we will consider the results of genetic studies within the

M. tuberculosis complex and the inferences of these findings on the population biol-

ogy of this organism. Finally, we will conclude with our own reflections about sub-

jects in need of further research and the links we envision might bridge the largely

theoretical world of bacterial genetics with the very real ongoing TB epidemic.

24.2 Mycobacterium tuberculosis Complex: Definitions and
Epidemiology

Soon after the discovery of the tubercle bacillus by Koch, it was recognized that

similar but distinct organisms could be cultivated from infected cattle (Smith,

1898). With time, these organisms came to be known as the species M. tuberculosis

and M. bovis resulting in a convenient but simplistic view that there were two

organisms that caused TB, each primarily in its namesake host. Over time, however,

other related organisms were isolated from a variety of different hosts or ecosystems

such that the species name became M. tuberculosis complex, of which named var-

iants that shared identical 16s rRNA sequences were considered subspecies. At the

time of writing, a number of these have earned formal latin names, such as

M. microti, M. caprae, and M. pinnipedii; others are simply named according to

their host, such as the Dassie bacillus or the Oryx bacillus (also called the Antelope

bacillus). Additionally, human isolates from Western Africa had a variety of pheno-

typic differences that led to these being named M. africanum. As a result of this

somewhat confusing nomenclature, at present one can consider the M. tuberculosis

complex to be the collective term for a number of different tubercle bacilli of differ-

ent mammalian hosts, some of which appear to spread efficiently between man

(notably M. tuberculosis), some of which have never been isolated from man (e.g.,

the Dassie bacillus) and others which occasionally cause disease in man but typi-

cally are inefficient at propagating through human hosts (e.g., M. bovis).

Two classic members of the M. tuberculosis complex merit specific mention:

M. canetii and M. bovis BCG. M. canetii, originally described as an atypical organ-

ism based on colony morphology (van Soolingen et al., 1997), has been associated

with a few dozen cases of human TB in persons who had lived in the Horn of Africa

(Gutierrez et al., 2005). While conventionally classified as a member of the

M. tuberculosis complex, recent sequence information indicates that the 16s rRNA

of this organism does not share perfect identity with that of other M. tuberculosis

complex organisms. Furthermore, this organism has unique biochemical attributes,

as compared to M. tuberculosis, and likely has a unique epidemiologic profile, given

the small number of cases ever described in man. For these reasons, in this chapter,

we will refer to M. canetii in the section of the mycobacterium genus, highlighting

the features of this organism that provide clues into the most recent evolution of
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M. tuberculosis from a nontuberculous mycobacterium ancestor. The other outlier

member of the M. tuberculosis complex is the vaccine strain, M. bovis BCG. BCG

Pasteur was derived through the in vitro passage ofM. bovis from 1908 to 1961, dur-

ing which time other BCG strains were derived by passaging lots of BCG in a vari-

ety of labs worldwide (Behr and Small, 1999). Because BCG strains have been

cultivated in vaccine labs for about half of the twentieth century, the evolution of

these organisms provides clues into in vitro adaptation, which may mirror the ele-

ments required for in vivo infection and pathogenesis. Therefore, when discussing

organisms with the name M. bovis, we will use the term “virulent M. bovis” when

discussing genetic attributes of the bovine pathogen in contrast to “BCG vaccines”
when outlining lessons from the genomic studies ofM. bovis BCG strains.

In terms of the epidemiology of human TB, it is estimated that about one-third

of the world’s population has latent tuberculous infection (i.e., infected with the

organism but lacking any clinical manifestations) (Dye et al., 2005). As about 10%

are expected to progress to active TB during their lifetime, this suggests that there

are 200 million incipient cases of active TB to be expected from this large reservoir

of infected individuals. Indeed, it is estimated by the World Health Organization

that there are over 9 million new cases of active TB per year and 1.5 million deaths

due to TB each year (http://www.who.int/tb/publications/global_report/2009/en/).

As TB is spread by sick patients via contagious aerosols, the organisms that cause

disease in patients with active TB are expected to be those that transmit to their

contacts, thereby propagating the epidemic. The vast majority of human cases are

due to M. tuberculosis s.s.. As noted above, only a handful of cases due to

M. canetii have been reported, and likewise, human disease due to M. caprae, viru-

lent M. bovis and M. pinnipedii is generally uncommon, even in parts of Africa

where it was thought that these cases might be overlooked due to inadequate labo-

ratory capacity. In West Africa, some series observe up to half of human TB cases

due to M. africanum, with an epicentre around Guinea Bissau (de Jong et al.,

2009). While it is clear that zoonotic reservoirs exist for virulent M. bovis,

M. caprae, etc., it is not clear at this point whether M. africanum is restricted to

humans or whether it represents a spill-over infection from a yet to be determined

zoonotic source (Demers et al., 2010). Given that M. africanum is associated with a

slower time from to disease than M. tuberculosis (de Jong et al., 2008) and that

cases with M. africanum are more likely to suffer HIV infection (de Jong et al.,

2005), there are features of this organism compatible with an opportunistic patho-

gen, without any direct evidence that this is the case. In the case of M. canetii, with

so few cases of human TB detected due to this organism, one also wonders whether

there is a nonhuman reservoir, but this is presently not known.

24.3 The Mycobacterium Genus

The availability of sequence-based modalities to define bacterial variants has led to

an explosion in mycobacterial species; at last count, there are nearly 150 species in

this genus (http://www.bacterio.cict.fr/m/mycobacterium.html). To some extent, this
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list is growing because of the discovery of new obscure organisms in habitats that

had not been subject to mycobacteriologic study. However, in many cases, these

new proposed species represent organisms previously considered to be variants of

better known species. Classically, the genus can be divided between rapid-growing

organisms (colonies seen within a week) and slow-growing organisms (Figure 24.1

for a phylogenetic representation of mycobacterial species subject to complete

genome sequencing; Veyrier et al., 2009). While there is no strict association

between slow growth and pathogenicity, it is noted that the group of rapid-growing

organisms has only one important human pathogen (M. abscessus) whereas the

slow-growing group of mycobacteria include the following species associated with

disease in humans: M. avium, M. intracellulare, M. leprae, M. marinum,

M. ulcerans, M. kansasii, and organisms of the M. tuberculosis complex. Because

Figure 24.1 A phylogenetic representation of the mycobacterium genus, based on

concatenates from 20 complete genes in all mycobacterial genomes that have been

sequenced to date. Nocardia and Rhodococcus are presented as outgroups. The distinction

between rapid-growing mycobacteria and slow-growing mycobacteria is highlighted through

coloring. (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this book.)

Source: Adapted from Veyrier et al. (2009).
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research efforts are often focused on addressing threats to human health, this list

is naturally biased towards human pathogens, presenting the optic that slow-grow-

ing mycobacteria are all pathogenic to humans (which is not the case).

Nonetheless, of the mycobacteria that cause human disease, the vast majority are

slow-growing organisms, suggesting that a study of the similarities and differences

across these species can help illuminate common trends in mycobacterial

pathogenicity.

A first key observation is that while the slow-growing mycobacteria can be iso-

lated from patients with clinical disease, with the exception of M. leprae these are

organisms that are not thought to spread from person-to-person, therefore, these are

considered environmental organisms that can cause human disease, in the appropri-

ate host. In some cases, the host defect associated with disease is well documented

(e.g., disseminated M. avium disease in a person with AIDS, pulmonary

M. intracellulare in a person with bronchiectasis), whereas in other cases, disease

is uncommon despite a presumably common exposure, suggesting an unknown host

resistance defect. M. marinum is the cause of TB in amphibians and fish, but is

only associated with a lympho-cutaneous process in humans called fish tank granu-

loma. M. ulcerans is the cause of Buruli ulcer, a disease thought to be emerging in

parts of Africa, but for which the precise epidemiology remains to be worked out.

M. kansasii is the cause of a TB-like disease in persons with pre-existing lung dis-

ease, such as coal miners. Finally, M. leprae is the cause of leprosy, and this organ-

ism was the second mycobacterium to have its genome determined.

Because the M. leprae genome is considerably smaller than that of

M. tuberculosis, with many pseudogenes and a drastically reduced coding capacity

(Cole et al., 2001), the view about 10 years ago was that pathogenic mycobacteria

are marked by a process of reductive evolution. This corresponded with microar-

ray-based interrogation of members of the M. tuberculosis complex, and was con-

sistent with the notion that pathogenic mycobacteria have limited opportunity for

gene acquisition within their intracellular niches. Importantly, these themes were

arguably developed based on study of terminally differentiated professional patho-

gens, and therefore the view of mycobacterial evolution was decidedly skewed

towards organisms that cannot proliferate outside of a eukaryotic host.

Consequently, while the observations were correct, the inference that mycobacteria

were somehow exempt from many of the prime drivers of bacterial evolution were

presumably overstated (Gal-Mor and Finlay, 2006), biased as they were on the data

from outliers used to generalize to the more typical members of the genus. With

further genome sequence data emerging from other mycobacterial species, it

became apparent that mycobacterial genomes are shaped by more than just reduc-

tive genomics, and that horizontal gene transfer (HGT), in the form of plasmids or

chromosomal DNA, was an important contributor to mycobacterial diversity.

After M. tuberculosis and M. leprae, the next mycobacteria studied by genomic

approaches were M. marinum/M. ulcerans and the M. avium�intracellulare com-

plex. Curiously, while M. marinum and M. ulcerans are classically named as

stand-alone organisms, they share considerably greater genetic similarity than
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M. avium versus M. intracellulare, suggesting that in taxonomic terms they could

be called the M. marinum�ulcerans complex, the latter representing a clonal vari-

ant of M. marinum. The key lessons from genomic studies of these organisms is

that M. marinum has a much larger genome than M. tuberculosis (6.6 Mb versus

4.4 Mb) (Stinear et al., 2008), that virulence determinants of M. tuberculosis such

as the ESX-1 locus are conserved in M. marinum (Volkman et al., 2004) and that

compared with M. marinum, M. ulcerans has acquired a giant plasmid and lost its

ESX-1 locus (Stinear et al., 2007). A similar pattern has now been documented in

postgenomic study of M. avium, where pathogenic subspecies (M. avium subsp.

paratuberculosis; M. avium subsp. avium) have distinct genomic inserts that are

not present in the environmental organism M. avium subsp. hominissuis, but also

lost segments of the M. avium subsp. hominissuis genome (Semret et al., 2005,

2006). Through in-depth assessment of each of the M. avium subsp. paratuberculosis-

specific elements, Alexander and colleagues were able to provide evidence for

HGT in 6 of these genomic islands, through the detection of aberrant GC%, the

presence of phage integration sites and the documentation that these elements

share no homologs within the genus (Alexander et al., 2009). These authors pro-

posed that the acquisition of novel genetic material followed by deletion of nones-

sential elements might represent a common process in mycobacterial evolution,

stimulating a conceptually similar study seeking phylogenetic evidence of HGT in

M. tuberculosis.

By generating a phylogeny based on multilocus sequence analysis of 20 con-

served genes, Veyrier and colleagues were able to conduct homology searches of

genes apparently restricted to certain mycobacterial lineages. A number of

M. tuberculosis genes were described that lack orthologues in other mycobacterial

species, some of which presented further evidence for HGT, such as aberrant GC%

and presence of a vector of HGT. This study found that M. tuberculosis has at least

55 genes that are not present in any other member of the genus, with M. kansasii

representing the closest comparator (Veyrier et al., 2009). Notably, this study used

a different but complementary approach to looking for compositional evidence of

HGT in M. tuberculosis where a number of the same genes were uncovered (Becq

et al., 2007). Furthermore, a study of M. canetii-like organisms provided further

evidence for HGT, documenting that M. tuberculosis s.s. organisms contain a set of

genes absent from the closely related M. canetii species (Rosas-Magallanes et al.,

2006). Together, these studies have shaped an emerging view that mycobacteria,

like other genera, evolve through both horizontal and vertical gene flow, and that

gene acquisition occurred coincident with the emergence of pathogenic mycobacte-

rial species. A key research priority now is to define the extent to which these

added genes contributed to the pathogenicity of M. tuberculosis, either through tar-

geted gene disruption studies in M. tuberculosis or via heterologous complementa-

tion of putative virulence genes into less virulent organisms such as M. kansasii.

As an example, it has been shown for Rv0986 and Rv0987, specific to

M. tuberculosis, that their disruption leads to impaired infection of macrophages

(Rosas-Magallanes et al., 2007). Further studies are required to elucidate the impor-

tance of HGT in the emergence of M. tuberculosis as an epidemic pathogen.
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24.4 Mycobacterium tuberculosis Complex Evolution

After the completion of the M. tuberculosis H37Rv genome, the most readily avail-

able tools for comparative genomics were BAC libraries and DNA microarrays

(Behr et al., 1999; Gordon et al., 1999). Relying on these tools, comparative geno-

mic studies were able to detect large sequence polymorphisms that distinguished

the interrogated organisms from the referent; since the comparisons were unidirec-

tional, there was a bias towards finding genomic deletions in a particular subspecies

or strains. This methodology led to the determination of genomic deletions that

were then studied across selected collections of clinical isolates, revealing that

some genomic regions (known as “regions of difference” or RDs) were deleted

across large groups of organisms (e.g., RD9 is absent from M. africanum and the

veterinary variants; Parsons et al., 2002), while others were specific to distinct

lineages (e.g., RD1 is absent from BCG vaccines; Mahairas et al., 1996). Because

M. tuberculosis complex exhibits essentially no ongoing HGT (Supply et al.,

2000), these deletions were predicted to represent unique evolutionary events that

were highly unlikely to revert. Hence, these deletions were used to derive first-

generation phylogenies of M. tuberculosis complex organisms that largely agreed

in content: M. tuberculosis was situated in a more ancestral position, with a larger

genome, while M. bovis was situated in a more derived position, with a smaller

genome, and served as the parental strain for BCG vaccines, which themselves

were marked by a succession of further genomic deletions (Brosch et al., 2002;

Mostowy et al., 2002). At the same time, the availability of spacer oligotyping, or

spoligotyping, as a DNA fingerprinting tool allowed investigators to interrogate

collections of organisms and determine that the number of spacers at the direct

repeat locus also presented a pattern of deletions, again placing M. tuberculosis

before M. bovis before BCG (Smith et al., 2006). Together, these modalities sug-

gested that the traditional subspecies names were robust and that different strains

and lineages of the M. tuberculosis complex had distinct genomic identities (Smith

et al., 2005).

In recent years, these kinds of genomic comparisons have expanded from

ad hoc study of the strain of interest (Mostowy et al., 2004; Nguyen et al., 2004;

Tsolaki et al., 2005) towards a more comprehensive assessment of genetic variabil-

ity through study of large, representative collections of strains from around the

world (Gagneux et al., 2006). These studies have employed GeneChip-based inter-

rogation for genomic deletions (Kato-Maeda et al., 2001; Hirsh et al., 2004;

Tsolaki et al., 2004), and determined that the human-adapted members of

M. tuberculosis complex consist of six main lineages that are associated with dif-

ferent regions of the world (Gagneux et al., 2006). The phylogeographic population

structure of M. tuberculosis has been confirmed using a variety of SNP-typing and

other genotyping approaches (Baker et al., 2004; Brudey et al., 2006; Filliol et al.,

2006; Gutacker et al., 2006; Gagneux and Small, 2007).

A pertinent question about genomic deletions is whether these are merely mar-

kers of mycobacterial evolution or whether these are important drivers of functional
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differences between related strains (Tsolaki et al., 2004). Since 1996, an ever-

increasing list of genomic deletions has been catalogued, serving to distinguish sub-

species and strains, and offering molecular targets for simple and efficient branding

of mycobacterial lineages (Behr and Mostowy, 2007). On first glance, these appear

to be suboptimal markers of evolution, because the loss of part of a gene or a set of

genes should logically translate into some sort of evolutionary selective pressure.

However, somewhat remarkably, there has been very little evidence that these

genomic deletions contribute to the full virulence of M. tuberculosis. The RD1

region, encoding the ESX-1 locus, was deleted during the derivation of BCG vac-

cines, which is consistent with selection in the laboratory for in vitro growth at the

expense of producing a bacterial secretion system needed to interact with the host.

Aside from RD1, the vast majority of genomic deletions have not been assigned a

functional role and studies of genes essential for full virulence in vivo have typi-

cally not detected many of the genes in these deleted regions (Sassetti and Rubin,

2003). One interpretation of these data is genomic deletions identified in clinical

isolates present a list of dispensible genes, that are not required for production of

successful infection and disease in the natural host. In contrast, genes that are pres-

ent in all clinical isolates, especially those that are invariant, suggest elements that

are critical to the full virulence of this organism.

Despite their usefulness as phylogenic markers, large deletions are uncommon

and unpredictable single events, and the data derived by deletion-based study did

not permit a quantitative assessment of M. tuberculosis genetic variability

(Gagneux and Small, 2007). Moreover, since deletions were being catalogued by

comparison to a single reference strain, there was concern about the possibility that

unidirectional comparisons had resulted in a biased and potentially skewed under-

standing of the diversity and evolution of M. tuberculosis and related organisms.

By contrast, de novo DNA sequence data has the advantage of providing an unbi-

ased assessment of genetic variability and a quantification of the nature of such

variability. Initial comparative DNA sequencing efforts based on a limited set of

genes yielded a low number of genetic polymorphisms (Sreevatsan et al., 1997;

Musser et al., 2000), reinforcing the notion that M. tuberculosis complex repre-

sented the classical example of a genetically monomorphic bacterial pathogen

(Achtman, 2008). However, following the publication of the genome sequence of

the laboratory strains H37Rv (Cole et al., 1998), the determination of the complete

genome sequence for a M. tuberculosis clinical strain (Fleischmann et al., 2002)

and a virulent isolate of M. bovis (Garnier et al., 2003) permitted a first unbiased

comparison of diversity across the entire genome. These genome-wide data uncov-

ered larger amounts of genomic diversity than had been predicted from previous

reports. For example, M. bovis was found to differ from the M. tuberculosis by

2,400 SNPs, suggesting that M. tuberculosis complex stands at the higher end from

what can be considered genetically monomorphic (Achtman, 2008).

More recently, 89 complete genes were sequenced in a collection of 108 glob-

ally representative strains (Hershberg et al., 2008). Phylogenetic analyses of these

multilocus sequence data revealed a tree topology that was largely congruent with

the previous results based on genomic deletion and SNP-based analyses (Comas
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and Gagneux, 2009). However, the unbiased nature of the multilocus sequence

analysis by Hershberg and colleagues yielded some important new insights

(Figure 24.2). First, despite the fact that the different animal-adapted members of

M. tuberculosis complex represent distinct ecotypes adapted to different host

species (Smith et al., 2005), these animal strains all clustered together and formed

an ingroup with respect to the overall diversity represented by the human-adapted

lineages. This further indicates that human-adapted lineages of M. tuberculosis

complex are more genetically diverse than previously believed. Second, the ances-

tral position of the two African lineages (commonly known as M. africanum) sup-

port the notion that human-adapted M. tuberculosis complex originated in Africa.

Based on this observation, together with the fact that Africa is the only continent

which harbors all six main lineages of human-adapted M. tuberculosis complex,

Hershberg and colleagues proposed an “Out-of-and-back-to-Africa” scenario for

the evolution and global spread of human TB; this scenario was supported by their

multilocus sequence data (Hershberg et al., 2008). According to this scenario,

M. tuberculosis originated in Africa and accompanied the ancient Out-of-Africa

migrations of modern humans that occurred about 50,000 years ago. Over the last

few hundred years, three particularly successful lineages of M. tuberculosis

expanded as a consequence of human population increases in Europe, India, and

China, and spread globally through recent waves of travel, trade, and conquest.

In addition to offering quantitative assessments of genetic diversity, DNA

sequence data allow for detailed population genetic analyses of genetic variation by

comparing the ratio of nonsynonymous to synonymous mutations (a measure

referred to as dN/dS). Measuring dN/dS values across genes and genomes can be

used to infer the evolutionary forces shaping the genetic diversity of populations.

M. tuberculosis complex exhibits an unusually high dN/dS compared to most other

bacteria (Hershberg et al., 2008). While several possible explanations could account

for this phenomenon (Rocha et al., 2006), the study by Hershberg et al. found that

the most likely explanation for the high dN/dS in M. tuberculosis is a strong reduc-

tion in purifying selection against nonsynonymous changes, which generally tend

to be slightly deleterious (Hershberg et al., 2008). The authors hypothesized this

reduction in purifying selection was likely a consequence of the serial population

bottlenecks during patient-to-patient transmission which increase the impact of ran-

dom genetic drift relative to selection.

Even though selective constraint appears to be strongly reduced in

M. tuberculosis, natural selection is clearly acting in this organism, as observed in

a recent study based on 21 whole-genome sequences representative of the global

diversity of human-adapted M. tuberculosis complex (Comas et al., 2010). In this

study, the authors used Illumina next-generation DNA sequencing and in-depth

population genomic analyses to address the question as to whether M. tuberculosis

evolves to evade host immune responses by varying its antigenic genes. Strategies

of immune escape through accumulation of antigenic variation have been docu-

mented in various human pathogenic viruses, protozoa, and bacteria. Comas and

colleagues used their comparative whole-genome dataset to study the evolutionary

conservation of three experimentally confirmed groups of genes, including
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Figure 24.2 The global phylogeny of Mycobacterium tuberculosis complex based on

concatenates of 89 complete gene sequences in 108 strains. Maximum parsimony analysis

resulted in a single tree with negligible homoplasy. Analysis by the neighbor-joining method

resulted in an identical tree topology with strong bootstrap support. Major lineages are

indicated in different colors. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this book.)

Source: Adapted from Hershberg et al. (2008).
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essential genes, nonessential genes, and human T cell antigens. As expected, the

authors found that essential genes were less diverse and more evolutionarily con-

served than nonessential genes. Surprisingly however, the T cell antigens were not

more diverse than essential genes and equally conserved. Moreover, when the

authors analyzed the specific antigen regions known to interact with human T cells

(i.e., the T cell epitopes) they found that these T cell epitopes were the most con-

served of all genomic regions analyzed. The study concluded that, in contrast to

many other pathogens which evade host immunity by varying their antigenic

genes, M. tuberculosis wants to be recognized, perhaps because the cellular

immune responses elicited by T cell epitopes offer a net benefit to the bacteria. In

support of this notion, the characteristic immuno-pathological process in human

TB known as lung cavitation greatly increases the transmission potential of

M. tuberculosis. Cavitation depends in part on an intact adaptive immune response

as HIV co-infected TB patients with low CD4 T cell counts rarely develop cavities

in their lungs, and are thus often less infectious than immune-competent TB

patients.

24.5 Pending Questions and Concluding Thoughts

The availability of genome-level data has permitted a number of fields of research

to revisit old dogma, challenge assumptions about the biology of the disease, and

uncover new targets for postgenomic approaches to addressing that particular pro-

cess. This is clearly the case for TB research. Over 100 years ago it was known

that M. tuberculosis is less virulent than M. bovis for rabbits and cows, but more

likely to cause human disease. For a number of reasons it was subsequently

assumed that the human pathogen had evolved from the bovine pathogen, which

set up a model whereby M. bovis may have had a larger genome, with greater flexi-

bility to cause disease in a wider range of hosts, including the ability to produce

antigenic proteins such as MPB70 and MPB83 that are not detected in culture

filtrates of M. tuberculosis. Now we know that this scenario is wrong. M. bovis has

a smaller genome, the reason for its ability to cause disease in a large number of

hosts is still unknown, and the production of copious amounts of these antigenic

proteins is not because M. tuberculosis lacks the necessary genes, but rather

because M. bovis has an anti-sigma factor mutation resulting in constitutive expres-

sion of genes in the SigK regulon (Said-Salim et al., 2006). This one anecdote

serves to remind us of the greatest value of genome-level interrogation, which

eliminates many of the biases of directed research and instead lays out a large data-

set that is ripe for new interpretation of old questions. So what are the key ques-

tions for TB in 2010?

At the fundamental level, we still do not know why M. tuberculosis spreads so

efficiently between people, unlike nontuberculous mycobacteria, and unlike other

members of the M. tuberculosis complex. Arguably, an understanding of
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transmission, coupled with an intervention to reduce transmission, could serve to

convert TB from a public health problem (epidemic disease) into a clinical problem

(infectious disease). Currently, all patients with TB are isolated and treated in a

similar manner, without a clear understanding of which of these is likely to propa-

gate the epidemic and which is merely suffering from a private malady that is

unlikely to affect their family and friends. One can envision two approaches to

resolving this question: starting close and working outwards, or starting at the

extremes and working inwards. In the former approach, one can analyze sequence

variability among closely related strains to determine the nature of genetic change

(e.g., among substrains of the Beijing lineage of M. tuberculosis). Such an analysis

will reveal the smallest number of SNPs but may point to key regions in the

genome tolerating variability, such as drug-resistance genes for which variability in

such comparisons is now well documented (Niemann et al., 2009). The contrasting

latter approach starts with the premise that genes present in M. tuberculosis that are

absent from M. kansasii, M. marinum, and other nontuberculous mycobacteria may

hold the key to the capacity of M. tuberculosis to efficiently cause disease and

spread between humans. Here, the challenge is not so much to detect differences,

but rather to sort through the long list of differences to generate targets that

lend themselves to experimental assessment in the laboratory. Notably, among the

genes conserved between M. tuberculosis and M. kansasii are a number of well-

established virulence genes, including the ESX-1 secretion system; this argues that

the difference between a professional pathogen and an opportunistic pathogen is

not necessarily whether a virulence system is present, but whether the organism

is optimally tuned to fully exploit an extant virulence determinant.

Ultimately, the driving goal of TB research is to develop the tools needed to

combat the epidemic. Conceptually this occurs in clusters of researchers interested

in better diagnosis, better treatment, or a better vaccine against TB; likely, synergy

will be achieved if these advances are applied in concert. Key questions in coming

years include the importance of pathogen variability in each of these programs of

research, from conception to product development to validation in the field

(Gagneux and Small, 2007). Will new immunediagnostic tests based on

M. tuberculosis-specific antigens detect all cases of TB infection, or are there

strains that will elude detection? Do drug treatments produce a predictable rate of

antibiotic resistance, across strains, or is there reason to believe that certain

lineages have a genetically programmed propensity for antibiotic tolerance and/or

selection of antibiotic resistance (Borrell and Gagneux, 2009)? Do new vaccines

provide protection against all strains of M. tuberculosis, or just laboratory strains

that are used for convenience because they lend themselves to reproducible experi-

mental infections? Prior to the genomic era, one of the classic dogmas of TB

research was that the organism is relatively invariant and that the pathogenesis of

disease is largely driven by host immune processes (Comas and Gagneux, 2009).

The genome era has now taught us that the first view is largely incorrect and it is

clear that differences in the outcome of infection occur as a function of different

mycobacterial species or strains (Nicol and Wilkinson, 2008). The challenge at
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hand is to harness this new data, translate it into new insights, and use this informa-

tion to help inform the next generation of TB research.
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Glossary

Bacille de Calmette et Guérin (BCG) vaccine a family of attenuated strains of M. bovis,

originally derived by serial passage of virulent M. bovis in the laboratory between 1908

and 1921. Named for the scientists who developed this vaccine.

Mycobacterium tuberculosis complex a bacterial species that comprises M. tuberculosis

s.s., M. bovis, and other related agents of tuberculosis in their respective hosts.

List of Abbreviations

TB tuberculosis

BCG Bacille de Calmette et Guérin

RD Region of difference, representing a locus of the bacterial genome that is absent from a

closely related species, as in RD1, RD2, etc.
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25.1 Introduction

Staphylococcus aureus is a Gram-positive bacterium which typically resides

asymptomatically on the skin and in the nose of animals, and in particular of mam-

mals. Since its discovery in the 1880s, it has been recognized as a major opportu-

nistic pathogen in humans responsible for various diseases, ranging from minor

skin infections to severe bacteraemia and necrotizing pneumonia. Before the era of

antibiotics, the mortality rate of patients infected with S. aureus exceeded 80%

(Skinner and Keefer, 1941). The introduction of penicillin in the early 1940s saved

the lives of tens of thousands of wounded allied troops in the Second World War

and dramatically improved the prognosis of patients with staphylococcal infections.

However, as early as 1942, penicillin-resistant staphylococci were recognized, and

these strains arose via the acquisition of a plasmid carrying a gene encoding a peni-

cillinase (β-lactamase). Although the spread of penicillin-resistant S. aureus was

initially confined to hospital settings, this was quickly followed by the wider dis-

semination of resistance in the community, and by the late 1960s more than 80%

of both community- and hospital-acquired isolates were resistant to penicillin

(Rammelkamp and Maxon, 1942). This pattern is being repeated for methicillin,

an alternative β-lactam antibiotic designed to resist β-lactamase. In the 50 years

since the introduction of this antibiotic, various hospital-associated methicillin-

resistant S. aureus (HA-MRSA) clones disseminated worldwide, and virulent
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community-associated MRSA (CA-MRSA) have continued to emerge and spread

from the mid-1990s onwards.

25.2 The Staphylococcal Cassette Chromosome mec

Staphylococcus aureus is naturally susceptible to most antibiotics, and resistance is

often acquired by the horizontal transfer of genes from intrinsically resistant coagu-

lase-negative staphylococci. These genes are generally located on mobile genetic

elements (MGEs) such as plasmids or cassettes.

Resistance to methicillin and all other B-lactam antibiotics is conferred by the

acquisition of the methicillin resistance gene mecA (Matsuhashi et al., 1986). This

gene is carried on a MGE called the staphylococcal chromosome cassette mec

(SCCmec) (Katayama et al., 2000). This MGE is likely to have been introduced

into the S. aureus population on multiple occasions from related staphylococcal

species (Couto et al., 2003; Ibrahem et al., 2009). Several structural variants of

SCCmec have been described which differ in their gene content and size

(21�67 kb) but which share four characteristics. First, they carry the mec gene

complex (mec) consisting of the methicillin resistance determinants mecA and its

regulatory genes (mecR1 and mecI). Second, they carry the cassette chromosome

recombinase gene complex (ccr) consisting of genes that are responsible for the

mobility of the element. Third, they have characteristic repeated sequences at both

ends. Fourth, they integrate into the S. aureus chromosome at a site-specific loca-

tion (attBscc), located within orfX near the origin of replication (Hiramatsu et al.,

2001; Kuroda et al., 2001; Chongtrakool et al., 2006; de Lencastre et al., 2007).

Despite these common characteristics, the detailed structure of SCCmec elements is

highly divergent. In particular, several allotypic differences have been identified in

ccr and mec complexes (Ito et al., 2009), as described here.

So far, three distinct ccr genes have been described (ccrA, ccrB, and ccrC) in

S. aureus. Whereas ccrC is usually found alone, ccrA and ccrB are generally found

adjacently on the same element. In addition, several allotypes of ccrA and ccrB

have been identified. The presence of these genes and allotypes has been used to

distinguish among the five different ccr types, which are currently observed

(Table 25.1).

The region of the mec gene complex differs among SCCmec elements in its

composition of regulatory genes (mecI and mecR1) and/or insertion sequences

(IS431 and IS1272). So far, three classes of mec gene complexes have been

described (A, B, and C) in S. aureus (Table 25.1).

These differences of ccr and mec gene complexes have been used to classify the

SCCmec elements into different types by combining the class of the mec gene com-

plex with the ccr allotype. To date, eight major types of SCCmec elements

(I�VIII) have been reported in MRSA strains (Ito et al., 2009) (Table 25.1). In

addition, the major elements have been further classified into subtypes by differ-

ences in regions other than ccr and mec, which are designated junction or junkyard
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(J) regions. It is likely that many other variants of SCCmec elements will be discov-

ered with increasing typing, especially of isolates from poorly sampled geographical

regions (e.g., Africa; Okon et al., 2009). In addition, coagulase-negative staphylo-

cocci (e.g., S. haemoliticus, S. epidermidis, S. hominis) contain a high diversity of

SCCmec elements, which might serve as a potential reservoir for S. aureus

(Miragaia et al., 2005; Hanssen and Sollid, 2007; Ibrahem et al., 2009).

The typing of SCCmec elements has become essential for several reasons. First,

the SCCmec type is an important characteristic, in combination with the genotype

of the S. aureus chromosome, for defining MRSA clones in epidemiological studies

and to understand the evolution of these clones (Kondo et al., 2007). Second, the

various SCCmec elements also differ in their patterns of antibiotic susceptibility,

which could have important clinical implications. SCCmec type I as well as type

IV�VIII cause only resistance to β-lactam antibiotics. In contrast, the largest

SCCmec types II and III cause resistance to multiple classes of antibiotics due to

the integration within these elements of plasmids or transposons carrying multiple

resistance genes.

Several SCCmec typing methods have been developed, among which the most

widely used are based on multiplex PCR assays that identify the different ccr types

and mec classes (Oliveira and de Lencastre, 2002; Oliveira et al., 2006; Kondo

et al., 2007; Milheirico et al., 2007). These have a limited number of targets, which

may restrict their resolution but can be combined according to the level of discrimi-

nation required by the study. Two additional sequence-based typing methods based

on the ccr gene complex have also been proposed (Lina et al., 2006; Oliveira et al.,

2006), and these are likely to provide further useful data. Although SCCmec typing

is essential for the characterization of MRSA clones in epidemiological studies, it

is only recently that a rationalized nomenclature for the SCCmec has been proposed

(Chongtrakool et al., 2006; Ito et al., 2009).

Table 25.1 Major SCCmec Elements Identified in S. aureus

ccr Gene Complex mec Gene Complex SCCmec Type

ccr Genes ccr Type mec Genes mec Class

ccrA1 and ccrB1 1 IS1272-ΔmecR1-mecA-IS431 B I

ccrA2 and ccrB2 2 mecI-mecR1-mecA-IS431 A II

ccrA3 and ccrB3 3 mecI-mecR1-mecA-IS431 A III

ccrA2 and ccrB2 2 IS1272-ΔmecR1-mecA-IS431 B IV

ccrC 5 IS431-ΔmecR1-mecA-IS431 C1a V

ccrA4 and ccrB4 4 IS1272-ΔmecR1-mecA-IS431 B VI

ccrC 5 IS431-ΔmecR1-mecA-IS431 C2a VII

ccrA4 and ccrB4 4 mecI-mecR1-mecA-IS431 A VIII

amec class C1 and C2 differ in the orientation of IS431 upstream of mecA.
Source: From Ito et al. (2009).
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25.3 Molecular Epidemiology of MRSA

Epidemiological surveillance of MRSA has been greatly facilitated in recent years by

the development of molecular typing procedures. The grouping of isolates into clones

depends on the typing method used (e.g., PFGE, MLST, spa-typing) (Box 25.1).

MLST provides probably the most robust subtyping system for S. aureus and MRSA

Box 25.1 Common Typing Methods for S. aureus

The epidemiology of S. aureus has been analyzed by an array of genotypic

and phenotypic typing methods. Here, we review the methods that are cur-

rently the most widely used.

Pulsed-field gel electrophoresis: Pulsed-field gel electrophoresis (PFGE) is

considered the gold standard for S. aureus typing because it shows the highest

discriminatory power. This method is based on the restriction of whole DNA

with an enzyme that cuts only rarely. The enzyme SmaI is generally used for

S. aureus. Digestion with this enzyme gives between 20 and 50 large frag-

ments (between 10 and 700 kb) that can only be separated using a pulsed gel

electrophoresis. Although this method is reproducible within a laboratory, the

data can be ambiguous (Blanc, 2004) and inter-laboratory studies have

highlighted the problem of standardization (Murchan et al., 2003). PFGE stan-

dardization can only be obtained with a strict control of all parameters. For

example, standardized protocols have been developed for PFGE typing by the

American and Canadian CDCs to build nationwide databases (Mulvey et al.,

2001; McDougal et al., 2003).

Multilocus sequence typing: Multilocus sequence typing (MLST) is a typ-

ing method that combines the sequence of several housekeeping genes, and is

essentially a sequenced-based version of multilocus enzyme electrophoresis

(MLEE) (Enright and Spratt, 1999). MLST has been designed to analyze and

compare genetic variation in worldwide collections of bacterial pathogens. It

gives important information about the nucleotide divergence of the core

genome, the clonal origin of one group of strains, the recombination rate and

the phylogenetic relationship among strains. The main advantage of this

method is that it gives unambiguous data that are reproducible among labora-

tories. Its limitations are its cost and its relatively low discriminatory power

that prevent its use for local epidemiology. For S. aureus, the amplification

and the sequencing of 450�500 bp of the seven genes arcC, aroE, glpF, gmk,

pta, tpi and yqiL have been retained (Enright et al., 2000). Alleles at each

locus are assigned according to differences in nucleotide sequences. The alle-

lic profile of the seven loci defines the ST. For example, isolates with the pro-

file 2-3-1-1-4-4-3 belong to ST 239, of which the Brazilian clone is an

example. An international database containing more than 3000 isolates and

1600 STs is available at http://www.mlst.net.
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clones are usually defined as all isolates belonging to the same ST and having the

same SCCmec type (Enright et al., 2002). However, this method might be not dis-

criminatory enough to differentiate among recognized clones. For instance, ST 239

includes EMRSA 1, 4, 11 and the Brazilian, Portuguese, Viennese, and Hungarian

clones. ST 5 includes the New York/Japan and the Paediatric clones. These clones

were differentiated by other typing methods such as PFGE, spa- and/or SCCmec typ-

ing (Aires de Sousa and de Lencastre, 2004). Similarly, two Swiss clones (clone D

and G) showed identical STs, SCCmec elements, and virulence gene contents

whereas they differed by 16 bands by PFGE (Blanc et al., 2007). However, we also

note that in some cases PFGE appears to underestimate the level of relatedness

between strains, as evidenced by other typing data. Because of these occasional

inconsistencies, the pluralist approach (combining data from different techniques)

will be the most powerful, and there is a need to address this issue in the design of

future databases.

Many studies have demonstrated that high frequencies of MRSA within a given

location tend to reflect the clonal spread of only one or two clones (e.g., Aparicio

et al., 1992; de Lencastre et al., 1997; Leski et al., 1998; Oliveira et al., 1998;

Melter et al., 1999; Deplano et al., 2000; Gomes et al., 2001; Aires de Sousa and

de Lencastre, 2004; Blanc et al., 2007). The domain of dominance of specific

spa-typing: spa-typing is based on polymorphism of the spa locus of

S. aureus, which codes for the protein A. This locus is highly polymorphic

due to an internal variable region of short tandem repeats. It varies not only

in numbers but also because of nucleotide substitutions within individual

repeats. A spa profile is identified by a succession of number representing

each individual repetition of the X region. An international database has been

created to standardize the nomenclature of the spa types (http://spaserver.

ridom.de). Several studies have shown the value of this method for S. aureus

typing (Shopsin et al., 1999; Koreen et al., 2004; Hallin et al., 2007b).

However, this method might reflect homoplasy (Nübel et al., 2008), its dis-

criminatory power is below PFGE (Tang et al., 2000; Kuhn et al., 2007;

Basset et al., 2009) and the analysis of spa data is not simple.

Double Locus Sequence Typing: Recently, we developed a new typing

method called Double Locus Sequence Typing (DLST) based on the analysis

of partial sequences (ca. 500 bp) of the highly variable clfB and spa genes

(Kuhn et al., 2007). This method was shown to be far more discriminatory

than spa-typing and matched the high resolution of PFGE. In addition, the

combination of high typeability and reproducibility with low cost, ease of use

and unambiguous definition of types makes this method promising for epide-

miological analyses. It is important to note that although spa-typing and

DLST investigate polymorphisms in the spa gene, these methods do not ana-

lyze the same regions of the gene. Therefore the spa alleles determined by

these two methods are not identical.
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clones can range in size from single hospitals, single countries, or even neighboring

countries (Ayliffe, 1997; Aires de Sousa et al., 1998; Mato et al., 1998). Analysis

of more than 3000 isolates from Southern Europe, the USA, and South America

showed that nearly 70% of them belong to five major pandemic clones, namely the

Iberian (ST247-SCCmec I), Brazilian (ST239-SCCmec III), Hungarian (ST239-

SCCmec III), New York/Japan (ST5-SCCmec II), and Pediatric (ST5-SCCmec IV)

clones (Oliveira et al., 2001, 2002; Aires de Sousa and de Lencastre, 2004). The

addition of three more clones would essentially encompass Northern Europe: the

EMRSA-15 (ST22-SCCmec IV), EMRSA-16 (ST36-SCCmec II), and Berlin

(ST45-SCCmec IV) clones (Enright et al., 2002) (Figure 25.1). It is hypothesized

that these clones are particularly transmissible and/or well adapted to the hospital

environment (Cookson and Phillips, 1988; Blanc et al., 1999).

The epidemiology of MRSA is highly dynamic, and clonal replacement of pre-

dominant clones within a given locale has been widely documented. Whereas

cross-sectional studies showed the predominance of one or two clones in a defined

setting in the 1990s, several longitudinal studies showed the replacement of the pre-

dominant clones by others within a decade (Aires de Sousa and de Lencastre, 2004;

Perez-Roth et al., 2004). A very early example was the replacement in England of

EMRSA-1 (ST239) by EMRSA-15 and -16 (Cookson and Phillips, 1988). Other

ST239 variants (e.g., in particular the Brazillian clone and the Hungarian clone)

have subsequently become very widespread throughout South America, Eastern

Europe, and mainland Asia (including both China and the Middle East), where this

genotype may account for at least 90% of all cases of HA-MRSA. Additionally,

the Iberian clone was replaced by another pandemic clone on at least two occa-

sions. It was first replaced by EMRSA-16 in one Spanish hospital while the rate of

MRSA among S. aureus remained constant (Perez-Roth et al., 2004), and by the

Brazilian clone in one Portuguese hospital (Amorim et al., 2002). The fact that on

both occasions the Iberian clone was replaced might suggest that it lost its epidemic

potential during the last decade. Other examples are the complete replacement in a

2-year period of a local clone (ST5-SCCmec IV) by the New York/Japan clone

(ST5-SCCmec II) in a Mexico City hospital (Velazquez-Meza et al., 2004) and the

replacement of the the Berlin clone by a variant from the New York/Japan clone

(ST105-SCCmec II) and by the South Germany clone (ST228-SCCmec I) in an

area of low MRSA incidence in Western Switzerland (Blanc et al., 2007).

Although the reasons why some clones replace others are typically unclear, the

emergence and replacement of clones might have significant medical consequences

as different clones possess differing resistance and virulence attributes (Blanc

et al., 2001; Amorim et al., 2002; Rossney and Keane, 2002; Pantazatou et al.,

2003; Denis et al., 2004; Perez-Roth et al., 2004; Velazquez-Meza et al., 2004).

For instance, during the 1990s in France, the replacement of the Iberian clone (ST

247- SCCmec I) by the Lyon clone (ST8- SCCmec IV) resulted in a change of the

susceptibility profile to antibiotics, the Iberian clone being less susceptible than the

Lyon clone (e.g., to gentamicin and co-trimoxasole) (Blanc et al., 2001).

Perhaps the most interesting, and also worrying, example is the emergence of

MRSA clones specific within the community. Up until the 1990s, MRSA was
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Figure 25.1 Tentative representation of the evolution in time of the major MRSA clones

with the acquisition of different SCCmec elements and PVL genes.
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found to be restricted to hospitals, but the 2000s have witnessed a dramatic increase

in virulent MRSA clones in the community (CA-MRSA) (Dufour et al., 2002).

These clones are generally characterized by the presence of a SCCmec type IV or

V and the phage-borne genes encoding the Panton-Valentine leukocidin (PVL)

toxin. This toxin is widely considered to be an important virulence factor, particu-

larly for pediatric infection. Molecular typing has revealed that CA-MRSA clones

are distinct from those noted in hospital settings (Aires de Sousa et al., 1998;

Oliveira et al., 1998). ST80-SCCmec IV provides a notable example of an emerg-

ing CA-MRSA clone, which is currently restricted to several European com-

munities with low social status (e.g., homeless people). Although the widespread

HA-MRSA do not appear to have adapted to the community, it does appear that

clones which emerge in the community may be able to spread in hospitals. For

example, ST8-SCCmec IV (generally called the USA300 clone) was spread mainly

in the USA, initially in the community but now also causing a major burden in

hospital settings (Denis et al., 2005). In countries with low incidence of hospital

MRSA such as northern European countries, CA-MRSA has become a major con-

cern (Skov and Jensen, 2009).

The success of community-acquired MRSA clones is possibly related to the

small size of the SCCmec types IV and V. The acquisition of antibiotic resistance

is likely to confer a fitness cost to the cell which renders it uncompetitive against

susceptible strains in the absence of the antibiotic. This trade-off is thought to be

the reason why infection and carriage of HA-MRSA clones have remained largely

confined to health-care settings. The smaller type IV and V SCCmec cassettes do

not confer multiple resistances, but may also result in a smaller fitness cost. A use-

ful analogy is to consider the large (type I, II, and III) SCCmec cassettes present

within hospitals akin to a suit of armor (providing high protection but at a high

cost), and the small type IV and V cassettes as a bullet-proof vest (possibly less

protective but certainly less costly).

Although the epidemiological distinctions between CA-MRSA and HA-MRSA

can be largely explained in terms of the fitness cost of resistance, the more general

question of why a single MRSA clone can predominate in a given area, or the

forces underlying clonal replacement, are far less well understood. It is probable

that genetic differences underlie increased or decreased fitness (transmissibility)

(Aparicio et al., 1992; Witte et al., 1994; Cookson and Phillips, 1988; Marples and

Cooke, 1988; Blanc et al., 1999), and some general traits have been identified

which may account for epidemic spread. These include the ability to survive in the

environment, to colonize the host, to multiply on epithelial and mucosal surfaces,

to “detach” from the host, and to resist to various antimicrobials. However, stochas-

tic effects and extrinsic factors, such as local compliance to infection control mea-

sures and local use of antibiotics, may also have unpredictable consequences for

the local composition of circulating MRSA clones. Furthermore, the specific

genetic differences corresponding to fitness effects are very difficult to identify due

to extensive gene redundancy and the possibility of subtle epistatic or regulatory

effects playing a major role. The precise relationship between the “spread” (epide-

micity) of a clone, and its virulence potential, is also unclear.
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These complications can perhaps explain why a number of studies drawing com-

parisons between epidemic and sporadic MRSA have not generated clear experi-

mental evidence consistent with the different epidemiological patterns (Peacock

et al., 1981; Roberts and Gaston, 1987; Jordens et al., 1989; Duckworth and

Jordens, 1990; Farrington et al., 1992; van Wamel et al., 1995; Wagenvoort and

Penders, 1997). An exception is a recent study demonstrating differences in biofilm

production and adhesion to epithelial cells within epidemic variants of the

Brazillian clone (ST239-III) (Amaral et al., 2005). Although these laboratory com-

parisons were carried out on a small sample of strains, an epidemiological study

also found evidence for increased virulence of an ST239 variant (TW20) which

caused a recent outbreak in a London hospital (Edgeworth et al., 2007).

Molecular approaches have also not provided a clear understanding of epidemio-

logical differences between clones. Population genetic analyses based on nucleotide

sequence data of both housekeeping (MLST) genes and cell surface adhesion genes

(which play a key role in host invasion) have also largely failed to detect robust

links between genotype and epidemic phenotype (Kuhn et al., 2006). Comparative

genome hybridization has also been used to compare epidemic and sporadic strains

but this approach also failed to identify any genes likely to play a major role in

increased transmission (Kuhn et al., 2010). These findings are strong evidence

against the presence or absence of a single common specific factor differentiating

epidemic from sporadic S. aureus clones.

Although the evidence linking genotype and epidemiological phenotype is in

many cases weak, there are tantalizing clues. For example, the CA-MRSA strain

USA300 has disseminated widely throughout the USA within the last 5 years.

Genome sequencing of this strain revealed a novel genetic element, the arginine

catabolic mobile element (ACME), which contained the gene for the arginine dei-

minase which may play a crucial role in the growth and survival of the bacterial

cells (Diep et al., 2006; Highlander et al., 2007). In addition, genome sequencing

of 10 other isolates from the same disseminating clone confirmed its recent expan-

sion (Kennedy et al., 2008).

25.4 Evolution of Staphylococcus aureus and MRSA

Most detailed studies on the population genetics of S. aureus have been performed

using MLST (Box 25.1). Based on MLST data, the population of S. aureus was

classified into related groups of strains defined as clonal complexes (CCs) and iso-

lated sequence types (STs) (Enright et al., 2002). These CCs are considered as dif-

ferent genetic lineages within the S. aureus population and only few differences are

detected within groups although the characteristics of MGEs (e.g., SCCmec) may

vary substantially (Nübel et al., 2008).

Extensive typing showed that the S. aureus population associated with humans

consists of ten major lineages (i.e., CC1, CC5, CC8, CC12, CC15, CC22, CC25,

CC30, CC45, and CC51) as well as several other minor lineages (Figure 25.2)
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(Enright et al., 2002; Oliveira et al., 2002; Feil et al., 2003). These lineages have

not only been identified using MLST but also using other categories of genes

(Robinson and Enright, 2003) confirming the biological reality of the CCs. These

CCs generally have a radial genetic structure with a founder ST surrounded by

numerous single locus variants of the founder. This observation highlights that with

the exception of MGEs the genetic diversity within each lineage is remarkably low

5

CC22CC12CC5

CC15CC1 CC8

CC30

CC45CC25

Sequence types belonging to the major S. aureus clonal complexes:

CC51

Figure 25.2 Neighbor-joining tree of the concatenated sequence of all the STs available in

the S. aureus MLST database (http://saureus.mlst.net/). The position of the STs belonging to

major S. aureus CCs is indicated by a colored dot. (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this book.)
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(Nübel et al., 2008; Harris et al., 2010). For example, the nonmobile genome of

two strains belonging to CC1 (MW2 and MSSA476) differ at only 285 SNPs

despite one was a PVL positive MRSA isolated in the USA and the other a PVL

negative MSSA isolated in the UK (Lindsay, 2010). The low variability observed

within CCs might be explained by recent expansion and/or strong purifying selec-

tion. Although the relative contribution of each of these factors is difficult to disen-

tangle, purifying selection was described for several categories of genes such as the

seven housekeeping genes used for MLST typing, core and accessory adhesion

genes (Kuhn et al., 2006) as well as many others (Hughes and Friedman, 2005;

Cooper and Feil, 2006; Sabat et al., 2008). This suggests that purifying selection is

an important factor that acts on the chromosome of S. aureus and it probably

affects the diversity observed within CCs.

Another important factor is the low rate of homologous recombination within

the core genome of S. aureus. Although several chromosomal replacement events

were described for S. aureus (Robinson and Enright, 2004; Narra and Ochman,

2006), this species has been shown to be highly clonal using a variety of genes:

MLST (Feil et al., 2003), cell surface sas genes (Robinson and Enright, 2003), cell

surface core and accessory (i.e., not present in all the strains) adhesion genes

(Kuhn et al., 2006), accessory exotoxin-like genes (Fitzgerald et al., 2003). For

example, using MLST data, it was shown that genetic differences between a single

locus variant and its ancestral strains were created 15 times more frequently by a

point mutation than by a recombination event (Feil et al., 2003). This low rate of

recombination can help to explain why the CCs have remained discrete and coher-

ent in the S. aureus population, and why the same basic groups tend to be defined

regardless of the genes used for typing (with the notable exception of agr;

Robinson et al., 2005).

The genetic diversity of MRSA is also known to be much smaller than MSSA

(Grundmann et al., 2010) and the most common MRSA isolates belong to only six

CCs (i.e., CC1, CC5, CC8, CC22, CC30, and CC45). In contrast to MSSA, the

genetic diversity of MRSA differs considerably among countries and dominant

MRSA lineages form distinctive geographical clusters, at least in Europe

(Grundmann et al., 2010). This largely reflects the recent origin of many MRSA

clones, that is, since the first administration of methicillin in 1961. This means that

there has been insufficient time for the MRSA clones to fully homogenize geo-

graphically. The fitness cost associated with resistance is also likely to have limited

the transmission of these clones outside of the hospital environment.

For regions outside of Europe, North America, and Australia the picture may be

different. For example, ST239, which probably emerged in the mid-1960s (Harris

et al., 2010) is a probable major cause of HA-MRSA infection throughout mainland

Asia and South America, a geographical region that holds more than 50% of the

world’s human population (Feil et al., 2008). This ST always exhibits a variant of

the large SCCmec type III and to our knowledge there are no cases of MSSA

ST239 in the literature. ST239 is rarely found outside of the hospital environment

which makes its rapid global dissemination, which must have occurred largely

through very short transmission chains between hospitals, even more remarkable.
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25.4.1 Mobile Genetic Elements

Bacterial genomes can be viewed as two compartments of genes, one comprising

“core” genes that are ubiquitously present in all clones of a given species, and the

other comprising “accessory” genes that are not necessarily present in all clones

and that have the possibility to be transferred between strains (Lan and Reeves,

2000). Recently, comparison of whole genome sequences as well as comparative

genome hybridization experiments showed that about 75% of the S. aureus genome

is present in more than 95% of the strains (i.e., core genome) (Fitzgerald et al.,

2001; Lindsay and Holden, 2004; El Garch et al., 2009). As expected, the majority

of genes comprising the core genome are composed of species specific genes and

genes associated with central metabolism and other housekeeping function. In con-

trast, the gene content of the remaining 25% of the genome varies significantly

among strains (i.e., accessory genome).

The accessory genome mostly consists of MGEs, such as bacteriophages, patho-

genicity islands, genomic islands, SCCs, plasmids, or transposons. Many of these

genetic elements carry genes encoding for protein associated with virulence (e.g.,

sea, tst, and eta) (Betley and Mekalanos, 1985; Lindsay et al., 1998; Moore and

Lindsay, 2001) and resistance to antibiotics (e.g., mecA) (Enright et al., 2002). The

gene content of a particular S. aureus strain is thus a combination of (i) vertical

inheritance of its core genome, and (ii) horizontal transfer of MGEs, allowing rapid

adaptation by loss or gain of virulence and/or resistance genes (Lindsay and

Holden, 2004). Thus, there is a considerable proportion of the genome that is not

essential for survival and that contributes to genetic differences between strains.

The distribution and horizontal spread of these elements can have important clinical

implications and the characterization of these elements is providing insights into

how S. aureus is evolving and cause diseases.

Whole genome comparisons indicated important variation in the distribution of

genomic islands. This suggests that MGEs are readily exchanged in the S. aureus

population. For example, genome comparison of one MRSA strain with one MSSA

strain showed at least 5 different acquisition/loss events involved in differences in

virulence factors and drug resistance (Holden et al., 2004). Horizontal transfer of

MGEs is also suggested by the phylogenetic distribution of these elements, which

does not correlate with the phylogenetic genetic relatedness inferred by MLST.

This lack of correlation suggests that mobile elements facilitate the exchange of

virulence and antibiotic resistance determinants between S. aureus lineages and

may lead to rapid changes in the pathogenic potential or drug resistance of strains.

In contrast, the sequence of the core genome is remarkably constant (Kuroda et al.,

2001; Holden et al., 2004; Ohta et al., 2004; Highlander et al., 2007; Sivaraman

et al., 2008).

Several studies suggested that some toxin genes (e.g., toxic shock syndrome

toxin 1 (tst), leukocidin DE (lukDE) and superantigens [sea, seg, and sei]) are asso-

ciated with particular lineages (MLST CCs) (Moore and Lindsay, 2001; Peacock

et al., 2002), and there is evidence of frequent acquisition and loss of particular
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elements that is restricted to particular CCs. Variability of accessory genes such as

resistance, toxin or virulence genes, has recently been described within two STs

(ST5 and ST228) of CC5 (Monecke et al., 2009). However, the biological signifi-

cance and modalities of this intra-strain variability still need to be clarified.

The importance of understanding the patterns of evolution of MGEs is illustrated

by the evolution of the SCCmec element. The evolution from MSSA to MRSA

involves the acquisition of a SCCmec element by an MSSA strain. The exact

mechanisms explaining how the SCCmec elements enter the S. aureus cell are not

clearly known. However, the transduction by phages is often postulated (de

Lencastre et al., 2007). The frequency of transfer of SCCmec elements as well as

their geographical history is also poorly known. Identical clones have been sampled

in different countries suggesting a single SCCmec acquisition, followed by clonal

spread. Yet, the presence of multiple SCCmec types in MRSA suggests multiple

introductions into S. aureus. Moreover, the occurrence of isolates with identical ST

but with different SCCmec types indicates that horizontal transfer of SCCmec ele-

ments is relatively frequent within S. aureus (Enright et al., 2002). Using MLST, it

has been shown that the SCCmec element must have been acquired on multiple

occasions (at least 20 times) during S. aureus evolution (Enright et al., 2002;

Robinson and Enright, 2003; Lina et al., 2006). Recently, a study based on SNPs

discovery on a worldwide collection of ST 5 showed a close association between

phylogenetic lineages and geography (Nübel et al., 2008). These data suggest that

geographical spread of MRSA over long distance is a rare event compared with the

frequency with which the SCCmec is imported locally. Moreover, MSSA strains

genetically identical to the predominant MRSA strains have been observed at a

local level (Enright et al., 2000; Hallin et al., 2007a), confirming the possibility of

local acquisitions of the SCCmec.

25.5 Conclusion

The widespread occurrence of MRSA in hospitals is recognized as a major chal-

lenge, especially with the recent emergence of strains with intermediate susceptibi-

lity to glycopeptides and of community-acquired MRSA. Given the difficulties to

control MRSA, a thorough understanding of the processes underlying the emer-

gence and spread of MRSA may help designing new strategies to counteract this

evolution. Several major pandemic clones have been identified and their epidemio-

logy may change rapidly at a regional scale. Changes in clones have significant

medical consequences, since the new clones often display different antibiotic sus-

ceptibility and/or virulence patterns.

With the advance of recent sequencing technologies and development of associ-

ated bioinformatics tools, it will be possible to analyze and compare several gen-

omes in a short period of time. These data will allow addressing many important

questions about the evolution and epidemiology of MRSA and will bridge the gap

left by the low discriminatory power of MLST.
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26.1 History of AIDS

Acquired immunodeficiency syndrome (AIDS) was first recognized between 1979

and 1981 among men having sex with men (MSM) who presented with pneumonia

caused by Pneumocystiis carinii and/or with symptoms of Kaposi sarcoma in New

York, Los Angeles, or San Francisco (CDC 1981) (Figure 26.1). Subsequently

patients with similar symptoms were seen among intravenous drug users (IDUs),

hemophiliacs, Haitians, and Africans in Europe. In May 1983, the etiologic agent

of AIDS, the human immunodeficiency virus (HIV), was identified (Barre-Sinoussi

et al., 1983). In 1984, several authors reported AIDS cases in women and men in

hospitals from sub-Saharan Africa, suggesting also a heterosexual epidemic (Ellrodt

et al., 1984; Piot et al., 1984; Van de Perre et al., 1984). Sero-epidemiological

studies showed subsequently that a significant proportion of the population in certain

regions of Africa was infected with HIV. In the early 1990s, the epidemic exploded

in south and eastern Africa, where in certain urban areas 25% of pregnant women

were HIV positive (Buve et al., 2002) (Figure 26.1).

Molecular epidemiological studies revealed that the epicenter of the HIV pan-

demic is situated in Central Africa, and more precisely the area of Kinshasa, the

capital city of the Democratic Republic of Congo (DRC) (Vidal et al., 2000;

Worobey et al., 2008). The virus has been introduced from Africa in Haiti in the

1960s (most recent common ancestor MRCA 1966) before it started to circulate in

North America (MRCA, 1969) about 12 years before the discovery and description

of the first AIDS cases (Low-Beer, 2001; Gilbert et al., 2007). Today, more than

33 million people all over the world are infected with HIV (Figure 26.1) and about

70% of HIV-infected persons live in sub-Saharan Africa. With more than 25 mil-

lion people already deceased, HIV/AIDS continues to be one of the most serious

public health threats in the twenty-first century (http://www.unaids.org). It is thus

important to identify where this virus came from, to understand how it has been
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Figure 26.1 History of the AIDS epidemic: past and future events. Dates referring to events

in the history of the HIV epidemic in humans are shown at the left, major events are

highlighted in pink, boxes indicate subsequent discoveries of the different HIV-1 groups.

The number of persons living with HIV increases overtime as illustrated by the pink

triangle. Gray arrows represent a schematic timescale of the different events. (For

interpretation of the references to color in this figure legend, the reader is referred to the

web version of this book.)
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introduced into the human population and to determine which factors are associated

with host adaptation and epidemic spread.

26.2 HIV Is Closely Related to Simian Immunodeficiency
Viruses (SIV) from Nonhuman Primates

Although HIV-1 has been identified in 1983, another closely related virus, HIV-2,

has been described in 1986 in France among west Africans with AIDS (Clavel et al.,

1986). HIV belongs to the Lentivirus genus of the Retroviridae family where five

serogroups are recognized, each reflecting the vertebrate hosts with which they are

associated (primates, sheep and goats, horses, cats, and cattle). Both, HIV-1 and

HIV-2, are most closely related to the lentiviruses from primates, called simian

immunodeficiency viruses (SIVs) and are thus most likely the result of cross-species

transmissions of SIVs from African primates.

26.2.1 Discovery of the First SIV

Shortly after the identification of HIV-1 as the cause of AIDS in 1983, the first

SIV, SIVmac, was isolated from rhesus macaques (Macaca mulatta) with immune

deficiency and clinical symptoms similar to AIDS at the New England Regional

Primate Research Center (NERPRC) (Henrickson et al., 1983; Daniel et al., 1985).

Retrospective studies revealed that SIVmac was introduced at NERPRC by other

rhesus monkeys, previously housed at the California National Primate Research

Center (CNPRC), where they survived an earlier disease outbreak (late 1960s),

characterized by immune suppression and opportunistic infections (Mansfield et al.,

1995). A decade after the first outbreak, stump-tailed macaques (Macaca arctoides)

developed a similar disease in the same settings and a lentivirus called SIVstm was

isolated from frozen tissue from one of these monkeys (Lowenstine et al., 1986). In

both cases, the infected macaques had been in contact with healthy, but retrospec-

tively shown, SIVsmm seropositive sooty mangabeys at the CNPRC (Lowenstine

et al., 1986). The close phylogenetic relationship between SIVmac, SIVstm, and

SIVsmm identified mangabeys as the plausible source of SIV in macaques.

Since SIVmac induced a disease in rhesus macaques with remarkable similarity

to human AIDS, a simian origin of HIV was soon suspected. The discovery in

1986 of HIV-2, the agent of AIDS in West Africa, and the remarkable high related-

ness of HIV-2 with SIVsmm, naturally occurring in sooty mangabeys in West

Africa, reinforced this hypothesis.

26.2.2 SIVs in African Nonhuman Primates

Currently, serological evidence of SIV infection has been shown for more than 40

different primate species and SIV infection has been confirmed by viral sequence

analysis in the majority (Table 26.1 and Figure 26.2). A high genetic diversity is
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Table 26.1 SIV Infections in Old World Monkeys and Apes in Africa

Genus Species Subspecies Common Name SIV

Pan troglodytes troglodytes Central chimpanzee SIVcpzPtt

troglodytes schweinfurthii East African chimpanzee SIVcpzPts

Gorilla gorilla gorilla Western gorilla SIVgor

Colobus guereza Mantled guereza SIVcol

Piliocolobus badius badius Western red colobus SIVwrcPbb

badius temminckii Temminck’s Red Colobus SIVwrcPbt

tholloni Thollon’s Red Colobus SIVtrc*

rufomitratus tephrosceles Ugandan Red Colobus SIVkrc*

Procolobus verus Olive colobus SIVolc

Lophocebus albigena Gray-cheeked mangabey

aterrimus Black crested mangabey SIVbkm*

Papio anubis Olive baboon

cynocephalus Yellow baboon SIVagm-Ver*

ursinus Chacma baboon SIVagm-Ver*

Cercocebus atys Sooty mangabey SIVsmm

torquatus Red capped mangabey SIVrcm

agilis agile mangabey SIVagi

Mandrillus sphinx Mandrill SIVmnd-1,-2

leucophaeus Drill SIVdrl

Allenopithecus nigroviridis Allen’s swamp monkey

Miopithecus talapoin Angolan or southern talapoin SIVtal*

ogouensis Gabon or northern talapoin SIVtal

Erythrocebus patas Patas monkey SIVagm-sab*

Chlorocebus sabaeus Green monkey SIVagm-Sab

aethiops Grivet monkey SIVagm-Gri

tantalus tantalus monkey SIVagm-Ver

Cercopithecus diana Diana monkey

nictitans Greater spot nosed monkey SIVgsn

mitis Bleu monkey SIVblu

albogularis Sykes’ monkey SIVsyk

mona Mona monkey SIVmon

lowei Lowe’s mona monkey

campbelli Campbells mona monkey

pogonias Crested mona monkey

denti Dent’s mona monkey SIVden

wolfi Wolf’s mona monkey SIVwol*

cephus mustached monkey SIVmus1,-2

erythrotis Red-eared monkey SIVery

ascanius Red-tailed monkey SIVasc*

lhoest l’Hoest monkey SIVlho

solatus Sun-tailed monkey SIVsun

preussi Preuss’s monkey SIVpre*

hamlyni Owl-faced monkey

neglectus de Brazza’s monkey SIVdeb

For each species the genus, species, and subspecies (if applicable) are given. Species representing a reservoir for HIV-
1 and 2 are highlighted in bold, species with only serological evidence for SIV infection are shown in gray, species
with SIV infection confirmed by sequence analysis are shown in black and an asterisks indicates that only partial
sequences are currently available. The following references were used for the table: Bibollet-Ruche et al. (2004),
Takemura et al. (2005), Van Heuverswyn et al. (2006), VandeWoude and Apetrei (2006), Goldberg et al. (2009),
Liégeois et al. (2009), Ahuka-Mundeke et al. (2010).



observed among the different SIVs, but generally each primate species is infected

with a species-specific virus, which forms monophyletic lineages in phylogenetic

trees. These species-specific SIVs are generally identified by a lower case three-

letter code, which corresponds to the initial letters of the common species name,

such as for African green monkeys, SIVcpz for chimpanzees. When different sub-

species of the same species are infected, an abbreviation referring to the name of

the subspecies is added to the virus designation, such as SIVcpzPtt and SIVcpzPts

to differentiate between the two chimpanzee subspecies, Pan troglodytes troglo-

dytes and P. t. schweinfurthii, respectively, in Table 26.1 and Figure 26.2.

Importantly, the number of African primates infected with SIV is most probably

underestimated, since 30 species of the 73 recognized Old World monkey and ape

species in sub-Saharan Africa have not been tested yet or only very few indivi-

duals. Knowing that the vast majority (90%) of the primate species tested is SIV

infected, many of the remaining species can be expected to harbor SIV infections.
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Figure 26.2 Genetic diversity and evolutionary history of the different HIV/SIV lineages.

Phylogenetic tree analysis using the neighbor-joining method on a 512 bp fragment from the

pol gene of different SIVs infecting nonhuman primates and HIVs infecting humans. Branch

lengths are drawn to scale (the scale bar indicates 0.1 substitutions per site). The different

gray colors are used for clarity to discriminate the different SIV lineages. The different HIV-

1 and HIV-2 lineages, which are interspersed with the SIVcpz/SIVgor and SIVsmm lineages

respectively, are indicated in pink. The correspondence between the SIV lineages and their

natural hosts are shown in Table 26.1. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this book.)
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In addition, all major SIV lineages known to date were discovered as a conse-

quence of primate hosts’ antibodies, which cross-reacted with HIV-1 or HIV-2 anti-

gens. Because the extent of this cross-reactivity is not known, SIV infection can be

underestimated.

Interestingly, only old world primates are infected with SIVs, and only those

from the African continent. No SIVs have been identified in Asian primate species.

26.2.3 Pathogenicity of SIVs in their Natural Hosts

Although SIVs are called immune deficiency viruses, these viruses generally do

not induce an AIDS-like disease in their natural hosts, suggesting that they have

been associated and evolved with their hosts over an extended period of time

(Silvestri et al., 2007). This absence of pathogenicity has been extensively studied

among naturally infected captive sooty mangabeys and African green monkeys.

Their life span as well as their immunological system do not seem to be affected

by SIV (Silvestri et al., 2003; Keele et al., 2009a; Liovat et al., 2009). However,

some cases of AIDS have been described among captive monkeys, but mainly at an

age which is not reached in their natural habitats (Ling et al., 2004). Nevertheless,

the paradigm of nonpathogenicity has been challenged recently by observations on

wild chimpanzees (P. t. schweinfurthii) in Tanzania where SIVcpzPts infection

seems to have a negative impact on life span and reproduction (Keele et al.,

2009b). Moreover, retrospective analysis on tissues conserved from dead

SIVcpzPts infected animals showed that they have also symptoms of immune defi-

ciency similar to what is observed in humans with AIDS. More studies are needed

to confirm these observations, especially in other chimpanzee communities and in

the central African subspecies, P. t. troglodytes, infected with SIVcpzPtt.

26.2.4 Evolution and Phylogeny of SIVs

The genetic diversity among nonhuman primate lentiviruses is extremely complex.

There are many examples of coevolution between viruses and their hosts, but

recombination between distant SIVs does not seem exceptional and one species can

even harbor two different SIVs. Although it seems now clear that a simple co-

divergence between viruses and their hosts is not common, phylogenies for some

SIVs and their hosts suggest coevolution over long time periods, like SIVagm in

the different African green monkey species (Chlorocebus sp.) or SIVs in arboreal

Cercopithecus species (Charleston et al., 2002; Wertheim et al., 2007). However,

cross-species transmissions could give erroneous impressions of coevolution, espe-

cially when chances for efficient host switch are higher among genetically closely

related species (Charleston et al., 2002). There are numerous examples of cross-

species transmissions of SIVs between primates living in the same habitats or in

polyspecific associations. For example, SIVagm from African green monkeys has

been transmitted to Patas monkeys in West Africa (Bibollet-Ruche et al., 1996) and

to yellow and chacma baboons in South Africa (Jin et al., 1994; van Rensburg

et al., 1998). There are also more complex examples of cross-species transmissions
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of SIVs between greater spot nosed monkeys (SIVgsn) and mustached monkeys

(SIVmus), followed by recombination as seen for SIVmus-2 in mustached monkeys

in Cameroon (Aghokeng et al., 2007) (Table 26.1). One of the most striking exam-

ples of cross-species transmission, followed by recombination is SIVcpz in chim-

panzees. The 50 region of SIVcpz is most similar to SIVrcm from red capped

mangabeys, and the 30 region is found to be closely related to SIVgsn from greater

spot nosed monkeys (Bailes et al., 2003). Chimpanzees are known to hunt monkeys

for food. Most probably, the recombination of these monkey viruses occurred

within chimpanzees and gave rise to the common ancestor of today’s SIVcpz

lineages, which on their turn were subsequently transmitted to gorillas (Van

Heuverswyn et al., 2006; Takehisa et al., 2009).

As numerous cross-species transmissions among different primate species

occurred, both HIV-1 and HIV-2 in humans are also the result of cross-species

transmissions of SIVs from African primates (Hahn et al., 2000). The closest sim-

ian relatives of HIV-1 are SIVcpz and SIVgor, in chimpanzees (Pan troglodytes

troglodytes) and gorillas (Gorilla gorilla), respectively, from west-central Africa,

and SIVsmm in sooty mangabeys (Cercocebus atys) from West Africa are the clos-

est relatives of HIV-2.

26.3 HIV-1 Is Derived from SIVs Circulating among
African Apes

Based on phylogenetic analyses of numerous isolates obtained from diverse geo-

graphic origins, HIV-1 is classified into four groups, M, N, O, and P (Figure 26.1).

Group M (for Major), discovered in 1983 (Barre-Sinoussi et al., 1983), represents

the vast majority of HIV-1 strains found worldwide and is responsible for the global

pandemic. Group O (for Outlier), described in 1990 (De Leys et al., 1990), remained

restricted to west-central Africa, and represents currently 1% of HIV-1 infections in

Cameroon. Groups N and P, described in 1998 and 2009, respectively (Simon et al.,

1998; Plantier et al., 2009), have only been observed in a handful of Cameroonian

patients. Each HIV-1 group corresponds to an independent cross-species transmis-

sion from SIVs from apes to humans.

26.3.1 SIVs from Chimpanzees and Gorillas Are the Ancestors of HIV-1
in Humans

The first SIVcpz strains have been isolated from two captive wild-born chimpan-

zees in Gabon more than 20 years ago, SIVcpzGab1 and SIVcpzGab2 (Peeters

et al., 1989). Genetic analysis of the SIVcpzGab1 genome revealed the presence of

the accessory gene, vpu, also identified in HIV-1. Furthermore, phylogenetic analy-

sis showed that SIVcpzGab1 was more closely related to HIV-1 than to any other

SIV (Huet et al., 1990). Characterization of a third SIVcpz, SIVcpzANT, showed

an unexpected high degree of divergence among the chimpanzee viruses (Peeters
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et al., 1992; Vanden Haesevelde et al., 1996). Subsequent subspecies identification

of the chimpanzee hosts revealed that the SIVcpzANT strain was isolated from a

member of the P. t. schweinfurthii subspecies, whereas the other chimpanzees

belonged to the P. t. troglodytes subspecies (Gao et al., 1999). These findings sug-

gested two distinct SIVcpz lineages according to the host subspecies: SIVcpzPtt

and SIVcpzPts from central (P. t. troglodytes) and eastern chimpanzees (P. t.

schweinfurthii), respectively. All HIV-1 groups were more closely related to

SIVcpzPtt than to SIVcpzPts (Figure 26.3). Although these data pointed already to

the west-central African chimpanzees (P. t. troglodytes) as the natural reservoir of

the ancestors of HIV-1, the SIVcpz reservoirs in wild living apes that are at the ori-

gin of HIV in humans still needed to be identified. The major issue in studying

SIVcpz infection in wild chimpanzees is their endangered status and the fact that

they live in isolated forest regions. In addition, all previously studied chimpanzees

were wild-caught, but they were capture as infants, which do not reflect true pre-

valences among wild living adult animals. The recent development of noninvasive

methods to detect and characterize SIVcpz in fecal and urine samples boosted the

search for new SIVcpz strains in wild ape populations in the vast tropical forest of

central Africa (Santiago et al., 2002; Santiago et al., 2003a). The first full-length

SIVcpz sequence from a wild infected chimpanzee, SIVcpzTan1, was obtained

from a fecal sample from a P. t. schweinfurthii chimpanzee in Gombe National

Park, Tanzania. Subsequently, additional cases of SIVcpzPts infections were docu-

mented in Tanzania and the DRC (Santiago et al., 2003b; Worobey et al., 2004; Li

et al., 2010). All the new SIVcpzPts viruses formed phylogeographic clusters

according to their geographic origin, but formed a separate lineage with the initially

described SIVcpzANT strain indicating thus that the SIVcpzPts strains are not at

the origin of HIV-1 (Figure 26.3).

Recent molecular epidemiological studies on SIVcpzPtt in central chimpanzees

(P. t. troglodytes) allowed to trace the ancestors of the HIV-1 group M and N strains

to distinct chimpanzee communities in south-east and south-central Cameroon

(Keele et al., 2006) (Figure 26.3). Overall, SIVcpzPtt viruses exhibited also a signif-

icant geographic clustering and SIVcpzPtt is widely present in Central chimpanzees

with an overall prevalence of 5.9%, although not all chimpanzee communities are

infected and prevalences can range from 0% to 32% (Van Heuverswyn et al., 2007).

Despite testing of numerous samples, no SIV infection has been detected yet in

the two other chimpanzee subspecies, P. t. elioti (previously P. t. vellerosus) and

P. t. verus (Switzer et al., 2005; Van Heuverswyn et al., 2007).

While the reservoirs of the ancestors of HIV-1 M and N were identified in 2006,

the reservoirs of group O and P remained unknown. In 2006, SIV infection was

described for the first time in western gorillas (Gorilla gorilla gorilla) in

Cameroon. Surprisingly, the newly characterized gorilla viruses, termed SIVgor,

formed a monophyletic group within the HIV-1/SIVcpzPtt radiation, but in contrast

to SIVcpzPtt, they were most closely related to the HIV-1 group O and P lineages

(Figure 26.3) (Van Heuverswyn et al., 2006; Takehisa et al., 2009). However, the

phylogenetic relationships between SIVcpz, SIVgor, and HIV-1 indicate that chim-

panzees represent the original reservoir of SIVs now found in chimpanzees, gorillas
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and humans (Figure 26.3). Given the herbivorous diet of gorillas and their peaceful

coexistence with other primate species, especially chimpanzees, it remains a mys-

tery by which route gorillas acquired SIVgor. A large molecular epidemiological

survey among more than 2200 fecal samples from wild gorillas collected in 21 sites

across southern Cameroon showed a global prevalence of 1.6% ranging from 0% to

4.6% in gorillas, which is three times less than the overall prevalence observed in

chimpanzees in the same areas (Neel et al., 2010).

The close phylogenetic relationship of the recently discovered HIV-1 group P

and SIVgor, suggested that group P is derived from a gorilla lentivirus (Plantier

et al., 2009). However, no SIVgor strain sufficiently close to HIV-1 P has been

identified yet to be the direct ancestor of HIV-1 group P or O found in humans

(Figure 26.3).

It is now clear that central chimpanzees (P. t. troglodytes) are the reservoirs for

the pandemic HIV-1 group M strain and also for HIV-1 N. However, more studies

are still needed to identify the direct ancestors of HIV-1 O and P in gorillas and/or

chimpanzees in other areas in Cameroon and in neighboring countries. These stud-

ies will also help to clarify the origin of SIVgor in gorillas, whether gorillas and/or

chimpanzees transmitted group O and P to humans, and whether the ancestors of

SIVgor, HIV-1 O and P still circulate among chimpanzees.

Importantly, the finding that SIVcpz strains from east African chimpanzees,

including those from Kisangani in DRC, are more distantly related to HIV-1 pro-

vides also evidence that the oral polio vaccine (OPV), which was largely distributed

in this part of Africa at the end of the 50s, is not at the origin of the HIV-1 epidemic.

It has been suggested that tissues derived from SIVcpz-infected chimpanzees, cap-

tured in the northeastern part of DRC were used for the OPV production. However,

this geographical region is situated in the middle of the P. t. schweinfurthii range

and the characterization of SIVcpzPts from wild chimpanzees in DRC proved once

more the inconsistency of the OPV theory (Worobey et al., 2004) (Figure 26.3).

26.3.2 The Cross-species Transmissions Resulting in HIV-1 Viruses in
Humans Occurred in West-Central Africa

Since the four groups of HIV-1 fall within the HIV-1/SIVcpzPtt/SIVgor radiation,

the cross-species transmissions giving rise to HIV-1 most likely occurred in

Figure 26.3 (Cont.) HIV-1 is derived from SIVs circulating in chimpanzees and/or gorillas

from West Central Africa. Evolutionary relationship of SIVcpzPts (blue), SIVcpzPtt (red),

SIVgor (yellow), and HIV-1 group M, N, O, and P (gray) strains based on maximum likelihood

phylogenetic analysis of partial Env (gp41) sequences. Horizontal branch lengths are drawn to

scale (the scale bar indicates 0.2 substitutions per site). Maps represent the geographical range

of G. g. gorilla (upper map) and the four chimpanzee subspecies (lower map). Arrows between

the phylogenetic tree and maps indicate the ape reservoirs with the ancestors or most closely

related strains to the different HIV groups. Dotted arrows indicate that the direct reservoirs for

HIV-1 groups O and P are not yet identified. (For interpretation of the references to color in

this figure legend, the reader is referred to the web version of this book.)
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western equatorial Africa, the home of P. t. troglodytes chimpanzees and western

gorillas. Furthermore, no human counterpart is found for SIVcpzPts from P. t.

schweinfurthii. The recent studies in wild chimpanzee communities in Cameroon,

not only strengthen the evidence of the west-central African origin of HIV-1, but

also indicate that HIV-1 groups M and N arose from geographically distinct chim-

panzee populations in south Cameroon (Figure 26.3). This coincides with the geo-

graphical area of group N infections, which remain actually restricted to

Cameroon. HV-1 groups O and P are also mainly restricted to Cameroon (Brennan

et al., 2008; Vessiere et al., 2010), coinciding with the geographical ranges of

central chimpanzees and western gorillas.

The four HIV-1 groups have thus their seeds in west-central Africa, but only

one, HIV-1 group M, has spread across Africa and all the other continents.

Moreover, the reservoir of the ancestors of HIV-1 M has been identified at almost

1000 km distance from the epicenter of the HIV-1 epidemic in DRC (Vidal et al.,

2000; Worobey et al., 2008). A combination of several factors (viral, host, socio-

economic, demographic, etc.) are thus most likely involved in the subsequent effi-

cient spread of HIV-1 M. It has also to be noted that nowadays no data are

available on SIV infection in wild chimpanzee and gorilla populations living

between southern Cameroon and Kinshasa, DRC, and it cannot be excluded that in

this area other chimpanzee populations exist that are infected with viruses also

closely related to HIV-1 M.

26.3.3 HIV-1 Started to Diverge in the Human Population at the
Beginning of the Twentieth Century

As mentioned above, the SIVcpzPtt ancestors of group M have been identified in

Cameroon, but the highest genetic diversity of HIV-1 M, in number of co circu-

lating subtypes and intrasubtype diversity, has been observed in the western part

of DRC, suggesting that this region may be the epicenter of HIV-1 group M

(Vidal et al., 2000). Retrospective studies showed that 20 years before the AIDS

epidemic was recognized in the United States, HIV-1 M (subtypes A and D)

infection was already circulating in humans in Kinshasa (i.e., HIV-1 was identi-

fied in a serum from 1959) (Zhu et al., 1998) and a biopsy from 1960 (Worobey

et al., 2008). Molecular clock analyses estimated the date of the most recent com-

mon ancestor of HIV-1 group M around 1908 with a confidence interval of

1884�1924 (Wertheim et al., 2009). A similar time frame is estimated for the ori-

gin of the HIV-1 group O radiation; 1920 with a range from 1890�1940

(Wertheim et al., 2009). Since the first identification of HIV-1 group N in 1998,

less than 10 group N infections have been described, and all were from

Cameroonian patients. The intragroup genetic diversity is significantly lower for

group N than for group M or O, which suggest a more recent introduction of the

HIV-1 N lineage into the human population and the most recent common ancestor

of HIV-1 group N is estimated around 1963 with a confidence interval of

1948�1977 (Wertheim et al., 2009).
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26.3.4 SIVs Are Transmitted to Humans by Exposure to
Infected Primates

Although the conditions and circumstances of cross-species from SIVs from pri-

mates to humans remain unknown, human exposure to blood or other secretions of

infected primates, through hunting and butchering of primate bushmeat, represents

the most plausible source for human infection. Also bites and other injuries caused

by primates, kept as pet animals can favor a possible viral transmission. However,

factors associated with single cross-species transmission have to be differentiated

from those associated with epidemic spread, the latter being a combination of

multiple factors.

26.4 Origin of HIV-2: An Other Emergence, an
Other Epidemic

Two independent studies in 1989 and 1992 confirmed the homologies between

HIV-2 and SIVsmm infecting sooty mangabeys in West Africa (Hirsch et al., 1989;

Gao et al., 1992). Sooty mangabeys are home to West Africa, from Senegal to

Ivory Coast, coinciding with the endemic center of HIV-2 (Figure 26.4). In contrast

to HIV-1, HIV-2 remained restricted to West Africa and HIV-2 prevalences are

even decreasing, since HIV-1 M is now also predominating in West Africa (de

Silva et al., 2008; van Tienen et al., 2009). The highest HIV-2 prevalences have

been observed in Guinea-Bissau and southern Senegal (Casamance area). Overall,

HIV-2 is less pathogenic, less transmissible with almost absence of mother to child

transmission, and less-efficient sexual transmission most likely related to lower

viral loads (Gottlieb et al., 2006; Hawes et al., 2008). However, a high genetic

diversity is seen among HIV-2 strains, eight groups (A�H) of HIV-2 have been

described so far (Damond et al., 2004) (Figure 26.4), each corresponding to a

cross-species transmission. Only groups A and B are largely represented in the

HIV-2 epidemic, with group A circulating in the western part of West Africa

(Senegal, Guinea-Bissau) and group B being predominant in Ivory Coast. The

ancestors of the HIV-2 group A and B viruses have been identified in wild sooty

mangabey populations in the Tai forest in Ivory Coast, close to the border with

Liberia (Santiago et al., 2005). The other HIV-2 groups have been documented in

one or few individuals only. Except for groups G and H, groups C, D, E, and F

were isolated in rural areas in Sierra Leone and Liberia, and these viruses are more

closely related to the SIVsmm strains obtained from sooty mangabeys found in the

same area than to any other HIV-2 strain. Molecular clock analyses traced the ori-

gin of the epidemic HIV-2 groups A and B to be around 1932 (1906�1955) and

1935 (1907�1961), respectively (Wertheim et al., 2009). These dates seem to

coincide with a political unstable period in Guinea-Bissau, and it has been sug-

gested that civil wars at that time amplified the rapid spread of HIV-2 into the

human population (Lemey et al., 2003) (Figure 26.4).
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26.5 Ongoing Exposure of Humans to a Large Diversity of
SIVs: Risk for a Novel HIV?

26.5.1 Exposure to SIV-Infected Primates Is Still Ongoing

Bushmeat hunting, as a source of animal proteins and income for the family, is a

longstanding common component of rural households in the Congo Basin, and

more generally throughout sub-Saharan Africa. However, the bushmeat trade has

increased significantly during the last decades, due to the expanding logging indus-

try and the increasing demand of bushmeat in cities (Laporte et al., 2007). Indeed,

a recent study showed that in Northern Congo, the bushmeat trade increased
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together with the increasing presence of logging concessions in the same area

(Poulsen et al., 2009). Commercial logging has led to road constructions penetrat-

ing remote forest areas, to human migration, and the development of social and

economic networks (including those of sex workers), which support this industry.

Furthermore, villages around logging concessions have grown from a few hundred

to several thousand inhabitants in just a few years, and the number of people enter-

ing previously inaccessible forest areas increased significantly over the last dec-

ades. Importantly, the HIV prevalences in these previous rural settings are also

increasing. A high number of individuals with immune deficiency are thus poten-

tially exposed to new viruses, and recombination between newly introduced SIVs

and circulating HIVs can pose an additional risk for the outbreak of a novel HIV

epidemic (Laurent et al., 2004; LeBreton et al., 2007).

Our prior studies on primate bushmeat in Cameroon showed that bushmeat hunt-

ing is not limited to chimpanzees and mangabeys, but the majority of hunted pri-

mates are represented by multiple Cercopithecus species, colobus monkeys,

mandrills, drills, etc. Moreover, these data revealed ongoing exposure of humans to

a plethora of different SIVs (Peeters et al., 2002; Aghokeng et al., 2009). Cross-spe-

cies transmissions with SIV strains from other primates to humans should thus be

considered. It has also to be noted that apes are not only hunted for bushmeat but

also medicinal uses (Meder, 1999). The socioeconomic changes, which go together

with the presence of logging or other industries in remote areas, combined with the

SIV prevalence and genetic complexity in wild living primates, suggest that the

magnitude of human exposure to SIV has increased, as have the social and environ-

mental conditions that support the emergence and spread of new zoonotic infections.

26.5.2 SIV Prevalences and Cross-species Transmissions

The chances for cross-species transmissions most likely increase when frequency

of exposure and SIV prevalences are high. A recent study in pet monkeys in

Cameroon revealed that SIV prevalence in mandrill pets could reach 23% (Ndembi

et al., 2009). We recently showed among more than 2,500 samples in Cameroon

and by using SIV lineage specific Elisas that about 3% of primate bushmeat is SIV

infected, but prevalences can vary from 0% to 10% depending on geographic local-

ities, or from 0% to 40% according to species (Aghokeng et al., 2009).

Interestingly, the lowest prevalences (0% to 1%) were observed among the most

frequently hunted species, reducing thus the risk for cross-species transmissions.

However, this situation can be different in other geographic areas, for example in

the DRC a pilot study showed that 20% of the primate bushmeat are infected with

the highest prevalences among the most frequently hunted monkeys (Ahuka-

Mundeke et al., 2010). Our studies on wild chimpanzees in Cameroon showed also

that SIVcpz prevalences in chimpanzee communities infected with the ancestors of

HIV-1 M and N are among the highest (i.e., around 30%) (Keele et al., 2006; Van

Heuverswyn et al., 2007).

Moreover, in West Africa, the SIVsmm prevalences of wild mangabeys are

around 50%, and at least eight cross-species from mangabeys to humans occurred.
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In this same region, 50% of western red colobus monkeys are also infected with

SIVs and are together with mangabeys highly represented among primate bush-

meat, but no SIVwrc cross-species transmission to humans has been documented

yet. Western red colobus monkeys represent also 80% of animal proteins among

the chimpanzee from the P. t. verus subspecies in the Tai forest in Ivory Coast, and

again no SIVwrc infection could be identified in this chimpanzee subspecies. These

data suggest that in addition to SIV prevalences, other factors like viral adaptation

to the new host play also an important role.

26.5.3 Viral Adaptation

The majority of the viruses infecting wild animals are not able to cross the species

barrier, adapt to a new host, and spread into the new species. The viral and molecu-

lar characteristics that allowed the ancestors of HIV-1 and HIV-2 to cross and

adapt to humans are not yet identified, and more studies are needed to find out

why, for example, SIVs from mangabeys and chimpanzees or gorillas have been

transmitted at multiple occasions and not those of western red colobus or other

monkeys. Moreover, cross-species transmissions are not always followed by effi-

cient spread into the new populations, as illustrated by HIV-1 versus HIV-2 and

among the different HIV-1 groups, and depend thus not only on the virus but also

on the host and the environment (Chastel, 2000; Lloyd-Smith et al., 2009).

Actually, only limited studies showed some viral adaptation, for example at the

Gag-30 position in the p17 region of the gag gene, methionine or leucine is present

among SIVcpz/SIVgor, but in humans all HIV-1 strains harbor an arginine at this

position (Wain et al., 2007) suggesting an adaptation of the virus to its new host.

Sauter and colleagues showed recently that the Vpu protein of the pandemic HIV-1

M strain is able to block the human restriction factor tetherin, whereas HIV-1 O

viruses do not (Sauter et al., 2009). This could have lead to a higher replication of

HIV-1 M in humans, better interhuman transmission, and thus allowing a better

epidemic spread of the virus in the human population (Gupta et al., 2009). Nef

allows viral persistence in the host but controls also for superactivation of the

immune system. However, this latter function is lost in certain SIV lineages and

more precisely in the ancestors of the HIV-1/SIVcpz lineage, which could thus have

resulted in higher pathogenicity in humans, in contrast to SIVsmm/HIV-2 where

this adaptation is not observed and which are less pathogenic (Schindler et al.,

2006). Another study showed a lower viral fitness for HIV-2 compared to HIV-1,

and for HIV-1 O versus M, which could also partially explain the lower prevalence

and limited spread of HIV-2 and HIV-1 O (Arien et al., 2005). However, these

observations need to be confirmed by additional studies on viral factors.

26.5.4 Human Factors

Human factors also play a major role in the epidemic spread of a new virus, espe-

cially among viruses that are transmitted by blood or sexual contacts, as it is the

case for HIV. The difference in the localizations of the origin of HIV-1 M (South
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Cameroon) and the origin of the epidemic (DRC for HIV-1 M) illustrates the

importance of human and environmental factors in the epidemic spread. The main

factors involved in human-to-human spread are sexual risk behavior, high preva-

lences of sexually transmitted infections, absence of circumcision, and transmission

through unsafe blood transfusions and nonsterile needles. These factors associated

with sociodemographic factors like human density in forest areas, increasing trans-

port between urban and rural areas, human migration, urbanization, increase in

commercial sex were in favor of an epidemic spread of the virus.

26.5.5 Ongoing Cross-species Transmissions from Other Retroviruses
from Primates to Humans

SFVs (simian foamy viruses) are infecting primates at high levels; 70% of primates

in captivity (Hussain et al., 2003), 97% of wild western red colobus monkeys

(Goldberg et al., 2009), between 44% and 100% of wild chimpanzees (Liu et al.,

2008). Epidemiological studies among primate care workers in the United States

showed a SFV prevalence of 25% in persons who reported ape bites (Switzer et al.,

2004; Calattini et al., 2007). However, human-to-human transmission or a SFV epi-

demic has not been documented yet, and no pathogenicity associated with SFV

infection has been observed in humans. In this example, cross-species transmissions

were thus possible, but viral adaptation was insufficient to allow a spread of the

virus into the new host.

Exposure to nonhuman primates allowed also the emergence of HTLV (Human

T-lymphotropic virus) in humans (Wolfe et al., 2005; Switzer et al., 2009) and

recent studies among hunters in central Africa showed ongoing cross-species trans-

missions of STLVs (Sintasath et al., 2009; Zheng et al., 2010). These T-lymphotro-

pic viruses are thus able to cross the species barrier, and certain variants were able

to spread into the human population leading to HTLV-1 and HTLV-2, which are

endemic in certain parts of the world.

The ongoing transmissions of SFV and STLV highlight the risk for potential

emergence of a new SIV into the human population. The recent discovery in 2009 of

a new HIV-1, group P, is an additional demonstration of a zoonotic transmission.

26.6 Conclusion

Actually, we have a clear picture of the origin of HIV and the seeds of the AIDS

pandemic. The current HIV-1 epidemic provides evidence for the extraordinary

impact that can result from a single primate lentiviral zoonotic transmission event.

Despite the fact that the first AIDS cases have been observed around 1980 in the

United States, the virus circulated already early in the twentieth century in the

human population in central Africa (Figure 26.1). Currently, at least 12 SIV cross-

species transmissions occurred, 8 for HIV-2 and 4 for HIV-1, but most likely sev-

eral others occurred in the past, which remained unrecognized since some viruses
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were not able to adapt to the new host or the environment was not suitable for epi-

demic spread. Because humans are still exposed to a plethora of primate lenti-

viruses through hunting and handling of primate bushmeat, the possibility of

additional cross-species transfers of primate lentiviruses from other primate species

in addition to chimpanzees, gorillas, or sooty mangabeys has to be considered. One

major public health implication is that these SIV strains are not always recognized

by commercial HIV-1/HIV-2 screening assays. As a consequence, due to the long

incubation period, human infection with such variants can go unrecognized for sev-

eral years and lead to another epidemic. Identification of SIVs in wild primates can

serve as sentinels by signaling which pathogens may be a risk for humans and

allow the development of serological and molecular assays to detect transmissions

with other SIVs in humans. While more insight is gained about the origin of the

HIV-1 and HIV-2 viruses, some important questions concerning pathogenicity and

epidemic spread of certain HIV/SIV variants need to be further elucidated.
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27.1 A Brief History of SARS

As outlined in Table 27.1, the first reported case of “atypical pneumonia,” now

known as severe acute respiratory syndrome (SARS), occurred in Guangzhou,

Guangdong province, China, on November 16, 2002. Before the end of February

2003, a total of 11 index cases occurred independently in 9 cities of Guangdong

Province, which was the early phase of the SARS epidemic (Chinese, 2004). These

index cases spread the virus to their close relatives and hospital staffs and provided

the early demonstration of the respiratory transmission mode of the disease. The

clinical symptoms of SARS are nonspecific. The index cases all began to have

fever higher than 38�C and displayed common respiratory symptoms such as

cough, headache, and shortness of breath.

The dynamics of the outbreak was largely shaped by the presents of the so-

called super spread event (SSE), in which a single patient was shown to spread the

virus to a large number of contacts (Chinese, 2004). It was the SSEs that triggered

the large-scale SARS pandemic in China. The first SSE patient is a businessman

specialized in fishery wholesale. He was treated in three hospitals from January 30,

2003 to February 10, 2003 and along the way infected at least 78 other individuals

including hospital staffs, patients, and close relatives and friends (Chinese, 2004).

The second SSE individual, who caused the major spread of the disease out of

Guangdong, was a native of Shanxi province. She went to Guangdong for business

in late February and become sick while traveling. She went back to her home prov-

ince and infected eight family members as well as five hospital staff members. The

spread continued to Beijing when she decided to seek better treatment in Beijing

(Chinese, 2004; Zhao, 2007).
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The beginning of the global transmission occurred in Metropole Hotel of Hong

Kong where a visiting urologist from a Guangdong hospital stayed during a private

visit. Without his knowledge, the urologist was infected with SARS coronavirus

(SARS-CoV) a few days before he traveled to Hong Kong. It is later found that he

spread the virus to at least 15 other persons in the hotel and in the hospital where he

was treated. Among them, five of the hotel contacts continued to their international

journey and further transmitted the disease to Vietnam and Singapore. This marks the

true beginning of a disastrous worldwide pandemic (http://www.who.int/csr/sars/en/).

WHO played a key role in the investigation and control of the SARS outbreak

from the very beginning. For the first time in history, WHO issued a global travel

alert on March 12, 2003, which greatly reduced the rate of long-distance transmis-

sion of the disease. On March 17, 2003, WHO established a 9-nation/11-institute

SARS network, which played a major role in the rapid identification of the

Table 27.1 Chronological Events of the SARS Outbreaks

Date Event

Nov 16, 2002 The first recognized SARS patient, in Foshan, Guangdong province,

China

Nov 16,

2002�Mar 10, 2003

Eleven independent index cases in Foshan, Heyuan, Jiangmen,

Zhongshan, Shunde, Guanzhou, Zhaoqing, Shenzhen, Dongguan,

China, resulting in more than 50 secondary infections

Jan 22, 2003 SARS spreading in Guangdong province

Mar 22, 2003 SARS spreading to Shanxi and Beijing

Feb 21, 2003 SARS spreading to Hong Kong, marking the beginning of the

global pandemic

Feb 28, 2003 SARS spreading to Vietnam

Mar 12, 2003 WHO Global travel alert for the SARS pandemic

Mar 14, 2003 SARS spreading to Canada

Mar 6, 2003 SARS spreading to Singapore

Mar 17, 2003 WHO established a 9-nation/11-institute international laboratory

network

Mar 24, 2003 Coronavirus was isolated from SARS patient

Apr 4, 2003 SARS spreading to Philippines

Apr 12, 2003 Full-length genome of SARS-CoV determined

Apr 17, 2003 The international laboratory network announced conclusive

identification of SARS-CoV as the causative agent

May 23, 2003 Detected SARS coronavirus in market animals

July 5, 2003 WHO removed the last region from the effected list, effectively

marking the end of the outbreak

Aug 7, 2003 WHO reported a total of 8,096 cases and 774 deaths covering the

major 2002�2003 outbreaks

Sep 2003�Apr 2004 Outbreaks caused by laboratory incidents in Singapore, Taiwan, and

Beijing

Dec 16, 2003�Jan 8,

2004

Four independent SARS cases in Guangdong, causing mild disease

with no death
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causative agent and development of diagnostic tests. Thanks to the international

effort coordinated by WHO, the SARS outbreaks were effectively under control by

July 5, 2003. This was the first powerful demonstration of the kind of devastation a

new infectious disease can cause worldwide and the effectiveness of an interna-

tional organization when it is running at its peak.

Following the major SARS outbreaks of 2003�2004, there were several minor

outbreaks with much smaller impacts. In December 2003 and January 2004, four

independent SARS cases were reported in Guangdong, and none of them led to

fetal infection or widespread transmission. Subsequent epidemiological tracing

revealed that all cases could be linked to civet trading activities (Wang et al.,

2005). In addition, there were laboratory outbreaks reported in September 2003,

December 2003, and April 2004 in Singapore, Taiwan, and Beijing, respectively.

The most severe outbreak was associated with the incident in Beijing, which

resulted in a total of nine infection cases with one death. None of the other two lab-

oratory infections resulted in further spread of the virus (Lim et al., 2006).

27.2 SARS Coronavirus

Rapid identification of causative agent in an outbreak caused by unknown pathogen is

the key for an effective response. However, in the case of SARS outbreak, this was

not the case. Due to the association of nonspecific clinical symptoms associated with

SARS patients, several pathogens were initially “identified” as the potential causes of

SARS, which included Chlamydia, influenza virus, and paramyxovirus (WHO, 2003).

The confusion continued until March 2003, when three laboratories independently

confirmed that a previously unknown coronavirus was the most likely etiological

agent of SARS (Drosten et al., 2003; Ksiazek et al., 2003; Peiris et al., 2003).

Coronaviruses are enveloped viruses with the largest single-stranded, positive-

sense RNA genomes currently known, ranging in size from 27 to nearly 32 kb in

length. Coronaviruses can infect and cause disease in a broad array of avian and

mammal species, including humans. The name “coronavirus” is derived from the

Greek word for crown, as the virus envelope appears under electron microscopy to

be crowned by a characteristic ring of small bulbous structures. Within the virion,

the ssRNA genome is encased in a helical nucleocapsid composed of many copies

of the nucleocapsid (N) protein. The lipid bilayer envelope contains three proteins:

envelope (E) and membrane (M), which coordinate virion assembly and release,

and the large spike protein (S), which confers the virus’s characteristic corona

shape and serves as the principle mediator of host cell attachment and entry via

virus- and host-specific cell receptors. The size of the SARS-CoV viral particle is

approximately 80�90 nm and its genomic size is around 29.7 kb (Marra et al.,

2003; Rota et al., 2003). The SARS-CoV genome contains 14 open reading frames

(ORFs) flanked by 50- and 30-untranslated regions of 265 and 342 nucleotides (nt),

respectively. While all CoVs carry strain-specific accessory genes in their down-

stream ORFs, the order of essential genes—the replicase/transcriptase gene,

S gene, E gene, M gene, and N are highly conserved (Graham and Baric, 2010).
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Similar to other known coronaviruses, the SARS-CoV genome expression starts

with two long ORFs, ORF1a and ORF1b, which account for two thirds of the geno-

mic capacity, followed by ORFs encoding S, E, M, and N proteins (Figure 27.1).

In addition to these conserved core genes in coronaviruses, the SARS-CoV genome

contains several accessory genes that are specific to SARS-CoV and have no homo-

log to known proteins. Phylogenetic analysis based on the most conserved gene

ORF1b indicated that SARS-CoV is distantly related to the group 2 coronaviruses

in the family Coronaviridae and represents a distinct cluster, named group 2b

(Figure 27.2) (Snijder et al., 2003).
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Figure 27.1 Genomic structure of SARS-CoV and bat SL-CoV. The highly conserved

genes present in all coronaviruses are shown in dark-colored arrows and the group 2b-

specific ORFs in light-colored arrows. The most variable regions were marked with shaded

boxes. The asterisk (*) indicates the host of Rp3 was previously identified as Rhinolophus

pearsoni and later corrected to be R. sinicus.

Source: Yuan et al. (2010).
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Figure 27.2 (Continued)
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27.3 The Animal Link

Due to the rapid spread of the disease and the delay in the identification of the

causative agent, there was no detailed epidemiological tracing done at the begin-

ning of the outbreaks, and it was therefore impossible to trace the origin of the

virus. However, through retrospective investigation, it emerged that the majority of

the early index cases were limited in several cities of the Guangdong province and

most of them have a history of contact directly or indirectly with wild animals,

including handling, killing and selling them, as well as preparing and serving ani-

mal meat in restaurants (He et al., 2003; Xu et al., 2004a,b).

As these epidemic regions have a unique dietary tradition favoring freshly

slaughtered game meat, there is a huge trafficking and trading industry dedicated to

live animal trading in specialized market, the “wet market.” So naturally, immedi-

ately after SARS-CoV was identified as the etiological agent of SARS, studies

were conducted in those markets for evidence of SARS-CoV. One of the earliest

and most important studies was conducted by a joint team from Hong Kong and

Shenzhen in mainland China (Guan et al., 2003). In this investigation, out of 25

samples collected from market animals, SARS-CoV like viruses were isolated from

4 out of 6 masked palm civets (Paguma larvata) and one raccoon dog (Nyctereutes

procyonoides). Antibodies against SARS-CoV were detected in masked palm

civets, raccoon dogs, and Chinese ferret-badgers (Melogale moschata). Genome

sequencing indicated that the viruses isolated from civets were almost identical to

those from human, suggesting a highly possible zoonotic transmission of SARS-

CoV from animal(s) to human (Guan et al., 2003). These data indicated that at least

three different animal species were infected by a coronavirus that is closely related

to SARS-CoV. This important study provided the first direct evidence that SARS-

CoV existed in animals, pointing to an animal link of the SARS outbreaks.

Figure 27.2 (Cont.) Phylogenetic tree of representative coronaviruses. The phylogenetic

tree is generated based on full-length genome sequences of selected coronaviruses using the

Neighbor-Joining algorithm in the MEGA4 program (Tamura et al., 2007) with a bootstrap

of 1000 replicates. Numbers above branches indicate bootstrap values from 1000 replicates.

Scale bar, 0.5 substitutions per site. GD01: SARS-CoV isolate from early phase patient

during 2002�2003 SARS ourbreak; Tor2, BJ01: SARS-CoV isolate from late phase patient

during 2002�2003 SARS ourbreak; SZ: SARS-CoV isolate from civet during 2002�2003

SARS ourbreak; GZ0401/02: SARS-CoV isolate from patient during 2003�2004 SARS

ourbreak; PC4-13, PC4-227: SARS-CoV isolate from civet during 2003�2004 SARS

ourbreak. HCoV, human coronavirus; PEDV, porcine epidemic diarrhea virus; TGEV,

porcine transmissible gastroenteritis virus; PRCV, porcine respiratory coronavirus; BtSL-

CoV, bat SARS-like CoV; BtCoV, bat coronavirus; MHV, mouse hepatitis virus; BCoV,

bovine coronavirus; FIPV, feline infectious peritonitis virus; PHEV, porcine

hemagglutinating encephalomyelitis virus; ECoV, equine coronavirus; AIBV, avian

infectious bronchitis virus; TCoV, turkey coronavirus; BWCoV, beluga whale coronavirus;

BuCoV, bulbul coronavirus; ThCoV, thrush coronavirus; MuCoV, munia coronavirus.
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Although three animals were identified as susceptible to SARS-CoV infection,

the larger sale volume of civets in comparison to other animals in the market led to

them being the focus of subsequent surveillance studies. The role of civets as a

major carrier of SARS-CoV in the markets was further confirmed by serological

studies involving much large samples (Tu et al., 2004; Kan et al., 2005).

The most detailed epidemiological data proving a direct civet to human trans-

mission of SARS-CoV was obtained during the investigation of the second wave of

SARS outbreaks during December 2003 and January 2004. There were two lines of

evidences suggesting a direct transmission. First, all four independent cases had the

history of direct or indirect contact with civets. Second, sequencing analysis indi-

cated that sequences derived from human samples were more closely related to

those in the civets during that period than those from human samples obtained in

the major 2002�2003 outbreaks (Wang et al., 2005).

In summary, there is little doubt now that the civet to human transmission is a

major source of SARS-CoV introduction into the human population (Wang et al.,

2006; Wang and Eaton, 2007; Shi and Hu, 2008).

27.4 Natural Reservoirs of SARS-CoV

A natural reservoir is a long-term host of the pathogen of an infectious disease.

It is often the case that hosts do not get the disease carried by the pathogen or

the infection in the reservoir host is subclinical, asymptomatic, and nonlethal.

Once discovered, natural reservoirs elucidate the complete life cycle of infectious

diseases, which in turn will help to provide effective prevention and control

strategies.

As stated earlier, it is clear that civets played a pivotal role in the 2002�2004

outbreaks of SARS in southern China. Culling of civets seemed to be effective in

controlling further outbreaks in the region. However, the role of civets as a poten-

tial natural reservoir host was less evident and eventually ruled out by several stud-

ies. Serological studies indicated that only civets in the markets were infected with

SARS-CoV, whereas the populations of civets in the wild or on farms are free of

major infections (Tu et al., 2004; Lan et al., 2005; Poon et al., 2005). Civets pro-

duced overt clinical syndromes when experimentally infected with SARS-CoV

(Wu et al., 2005). Comparative genome sequence analysis indicated that SARS-

CoVs civets experience rapid ongoing mutation, suggesting that the viruses were

still adapting to the host rather than persisting in equilibrium expected for viruses

in their natural reservoir species (Kan et al., 2005; Song et al., 2005).

Continuing searching for potential reservoir host of SARS-CoV resulted in the

simultaneous discovery of SARS-like coronaviruses (SL-CoVs) in bats by two

independent teams in 2005. Using serological and PCR surveillance, both groups

discovered that SL-CoVs were present in different horseshoe bats in the genus

Rhinolophus (Lau et al., 2005; Li et al., 2005c). While neither team was able to iso-

late live virus from any bat samples, the high level of viral RNA materials enabled

them to determine the whole length genome sequence from several different
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samples. Complete genome sequence analysis revealed that bat SL-CoVs have an

identical genome organization and a nucleotide sequence identity of 88�92% to

SARS-CoV (Figure 27.1, Table 27.2). Except for the S, ORF3, and ORF8 gene

products, all deduced amino acid (aa) sequences of the other gene products have a

sequence identity above 93% with those of SARS-CoV. The variable regions

between SARS-CoV and bat SL-CoV are mainly located in the coding regions for

the nonstructural protein 3 (Nsp 3), S protein, ORF3, and ORF8, the products of

these genes have aa sequence identity of 87�95%, 76�78%, 82�90%, 34�80%,

respectively. Among the different bat SL-CoVs, the coding regions for these pro-

teins also represent the most variable regions (Ren et al., 2006; Lau et al., 2010;

Yuan et al., 2010).

The phylogenetic analysis indicated that bat SL-CoVs were grouped in the same

cluster of SARS-CoV and only distantly related to other previously known corona-

viruses (Figure 27.2). To date, these bat SL-CoVs represent naturally occurring CoVs,

which are most closely related to the SARS-CoVs isolated from humans and civets.

Table 27.2 Comparison of Gene Products Between SARS-CoV and Bat SL-CoV

Gene/

ORF Gene Product Size (aa)

Amino Acid Sequence Identity

with Tor2/SZ3 (%)a

Tor2 SZ3 Rf1 Rp3 Rm1 HKU3-1 Rs1 Rf1 Rp3 Rm1 HKU3-1 Rs672

P1a 4382 4382 4377 4380 4388 4376 4189 94 96 93 94 94

P1b 2628 2628 2628 2628 2628 2628 2628 98 99 98 98 99

nsp3b 1922 1922 1917 1920 1928 1916 1729 92 95 90 92 87

S 1255 1255 1241 1241 1241 1242 1241 76 78 78 78 79

S1 680 680 666 666 666 667 666 63 63 64 6 64

S2 575 575 575 575 575 575 575 92 96 96 94 96

ORF3a 274 274 274 274 274 274 274 86 83 83 82 90

ORF3b 154 154 113 56 56 39 114 89 NA NA NA 97

ORF3c NP NP 32 NP NP NP NP NA NA NA NA NA

E 76 76 76 76 76 76 76 96 100 98 100 100

M 221 221 221 221 221 221 221 97 97 97 99 99

ORF6 63 63 63 63 63 63 63 93 92 92 94 98

ORF7a 122 122 122 122 122 122 122 91 95 93 94 96

ORF7b 44 44 44 44 44 44 44 90 93 93 93 93

ORF8a 39 NP NP NP NP NP NP NA NA NA NA NA

ORF8b 84 NP NP NP NP NP NP NA NA NA NA NA

ORF8 NP 122 122 121 121 121 121 80 35 35 34 36

N 422 422 421 421 420 421 422 95 97 97 96 99

ORF9a 98 98 96 97 97 97 98 81 85 90 88 92

ORF9b 70 70 70 70 70 70 70 80 91 91 88 94

NP, not present; NA, not applicable.
aTor2 was used for all homology calculations with the exception of ORF8, which is absent in Tor2, the SZ3 was used
instead.
bThe region of nsp3 is high variable and was calculated alone.
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Analysis of nonsynonymous and synonymous substitution rates in bat SL-CoVs

suggests that these viruses are not experiencing a positive selection pressure that

would be expected if horseshoe bats are new hosts to these viruses. Instead, these

data would argue that these viruses have been associated with the bat hosts for a

long time (Ren et al., 2006; Tang et al., 2009; Lau et al., 2010). These observations

would support the notion that bats in the genus Rhinolophus are the likely natural

reservoir hosts of bat SL-CoVs. It can be further postulated that similar bat species

may serve as natural reservoirs of viruses with closer evolutionary relationship to

the viruses that were responsible for the 2002�2004 SARS outbreaks.

27.5 Molecular Evolution of SARS-CoV in Humans
and Animals

Analysis of the large number of SARS-CoV and SL-CoV sequence datasets accu-

mulated during the last few years has clearly demonstrated the importance of virus

evolution in cross-species transmission and in pathogenesis. The following is a

review of the major evolutionary findings in host switching, recombination, and

virus�receptor interactions.

27.5.1 Rapid Adaptation of SARS-CoVs in Humans

On the basis of the epidemiological data, the Chinese SARS molecular epidemiol-

ogy consortium divided the course of the 2002�2004 outbreaks into three stages:

early, middle, and late (Chinese, 2004). The early phase is defined as the period

from the first emergence of SARS to the first documented SSE. The middle phase

refers to the ensuing events up to the first cluster of SARS cases in a hotel (Hotel M)

in Hong Kong, while cases following this cluster fall into the late phase.

Analysis of all the viral sequences available from human patients and animals

revealed two major hallmarks of rapid virus evolution during the initial stages of

the 2002�2003 outbreaks: (1) All isolates from early patients and market animals

contained a 29-nt sequence in ORF8 that is absent in most of the publicly available

human SARS-CoV sequences derived from later phases of the outbreaks; (2) a

characteristic motif of single-nucleotide variations (SNVs) were identified in

SARS-CoV of different phases, and all these SNVs were located in the S gene that

codes for the spike protein responsible for attachment to host cellular receptor

(Song et al., 2005). All SARS-CoV isolates from epidemic countries and regions

outside the mainland China could be traced to Guangdong or Hong Kong based on

the S-gene SNV motif (Lan et al., 2005; Tang et al., 2007).

During the second sporadic outbreaks of 2003�2004, it was shown that the

SARS-CoV sequences from index patients were almost identical to that from civets

collected in the same period and all retained the 29-nt sequence in the ORF8 gene.

The mild disease symptoms associated with these viruses and the lack of rapid

human-to-human transmission provided further evidence that the rapid adaptation
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of the SARS-CoV in the first major outbreak of 2002�2003 was essential for its

establishment and pathogenesis in the humans.

With the available genomic variation data and the sampling time, it is now pos-

sible to calculate the neutral mutation rate and to estimate the date for the most

recent common ancestors (MRCAs) of SARS-CoV. The estimate obtained is

around 8.003 1026/nt/day, suggesting that SARS-CoV evolves at a relatively con-

stant neutral rate both in human and palm civet. From these calculations, it was

estimated that the MRCAs for palm civet and human of different transmission

lineages lie in mid-November 2002. This estimate was consistent with the first

observed SARS case around November 16, 2002 in Foshan, Guangdong (Chinese,

2004; Song et al., 2005; Zhao, 2007).

27.5.2 Generation of Viral Genetic Diversity by Recombination

At the present time, a total of 18 full-length genome sequences of bat SL-CoVs are

determined (Lau et al., 2005, 2010; Li et al., 2005c; Ren et al., 2006; Yuan et al.,

2010). Figure 27.1 shows a comparison of the genome structures for five selected

bat SL-CoVs and one each of civet and human SARS-CoV isolates. All bat SL-

CoVs with the exception of HKU3-8 (Lau et al., 2010) contain the 29-nt sequence

in ORF8, which is present in SARS-CoV from early phase patients and civets, indi-

cating the common ancestor between civet SARS-CoV and bat SL-CoV. The SL-

CoV HKU3-8 contained a 26-nt deletion, which is located 14-nt downstream from

the commonly observed 29-nt deletion, indicating that the ORF8 coding region is a

“hotspot” for deletions (Lau et al., 2010).

SL-CoVs from different bat species share 88�92% nt identity among themselves,

indicating that the genetic diversity of SL-CoVs in bats is much greater than that

observed among civet or human isolates, which provides further support that bats

are likely the natural reservoir of this group of coronaviruses. The most dramatic

sequence difference between human SARS-CoV and bat SL-CoV is in the S protein,

which has only 76�78% aa identity for the whole S protein and 64% aa identity if

the N-terminal region (or the S1 region) was compared (Table 27.2). This observed

great genetic diversity among bat SL-CoVs and the major difference between the S1

regions of SL-CoV and SARS-CoV S proteins imply that the currently identified

SL-CoVs are not the direct progenitor of human SARS-CoV and continued search is

required to find a bat SL-CoV that is much closely related to SARS-CoV. It can also

be concluded from the earlier observations that genetic recombination may be

required to bridge the gap between SL-CoV and SARS-CoV.

It is well documented that the positive-sense ssRNA genomes of coronaviruses

are prone to homologous recombination during co infection of two different corona-

viruses and that recombination plays an important role in generating new coronavirus

species, in facilitating cross-species transmission and in modulating virus virulence

(Brian and Baric, 2005; Woo et al., 2005a; Decaro et al., 2009; Woo et al., 2009a;

Graham and Baric, 2010).

The first line of evidence for co infection and recombination came from analysis

of SL-CoVs in bats (Tang et al., 2006; Cui et al., 2007; Vijaykrishna et al., 2007;
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Hon et al., 2008; Lau et al., 2010). Several studies have also confirmed that recom-

bination can occur at multiple sites along the SL-CoV genome (Hon et al., 2008;

Graham and Baric, 2010; Lau et al., 2010; Yuan et al., 2010). For example,

detailed sequence analysis of two genotypes of bat SL-CoV, Rp3, and Rs672 (both

were identified from R. sinicus) suggested that they may represent a recombinant

of two bat SL-CoVs and one of them is more closely related to the human SARS-

CoVs (Hon et al., 2008; Yuan et al., 2010).

Although the exact origin of SARS-CoV remains elusive, it appears reasonable

to hypothesize that the virus that successfully infected civets and humans may have

evolved from multiple progenitor viruses through mutation and recombination

events in one or more reservoir and intermediate hosts.

27.5.3 Receptor Usage and Evolutionary Selection

The S protein of coronavirus is responsible for attachment to cellular receptor to

initiate the first step of virus infection. The angiotensin-converting enzyme 2

(ACE2) was identified as a main functional receptor for SARS-CoV (Li et al.,

2003). Further analysis demonstrated that the region covering aa 318�520 of S

protein is the key receptor binding domain (RBD), which is both essential and suf-

ficient to bind the human ACE2 molecule (Wong et al., 2004). Detailed analysis of

the crystal structure of the RBD-ACE2 complex revealed that 19 key residues have

close contact with the receptor molecules, which are located from aa 424 to 474.

This region is termed the receptor binding motif (RBM) (Li et al., 2005a).

When the existing epidemiological data were analyzed in combination with the

data on infectivity of SARS-CoV isolated in humans at the different phases of the

outbreaks and SARS-CoV isolates in civets, a clear correlation could be established

between the evolution of the S proteins and virus infectivity. It was observed that

the S protein is the fastest-evolving protein of SARS-CoV during interspecies trans-

mission from animal to human and in the following phases of human-to-human

transmission. The majority of the mutations are located in the S1 domain (31 out of

a total of 48 SNVs), particularly in the RBD (Chinese, 2004; Wong et al., 2004).

The interaction analysis between the S proteins of different isolates and the ACE2

molecules demonstrated that two aa residues in the S protein, aa 479 and aa 487,

played a key role in virus infectivity (Li et al., 2005b; Qu et al., 2005). For aa resi-

due 479, all 2002�2003 human isolates and some 2003�2004 palm civet isolates

have a codon for asparagine (N), all 2002�2003 and some 2003�2004 civet iso-

lates have a codon for lysine (K), while some 2003�2004 civet isolates have a

codon for arginine (R). For aa residue 487, all isolates including those from early

and middle phase patient, civets of 2002�2003 and 2003�2004 have a codon for

serine (S), whereas all isolates from late phase patients have a codon for threonine

(T) (Figure 27.3). When examined using an HIV-based pseudovirus infection assay,

S proteins with all combinations of residues 487/479 could efficiently use the civet

ACE2 as an entry receptor but showed different infectivity in human ACE2-

mediated infection (Li et al., 2005b; Qu et al., 2005). The combination of N479/

T487 had the highest infectivity, N479/S487 medium infectivity, and K479/S487

721Evolution of SARS Coronavirus and the Relevance of Modern Molecular Epidemiology



the lowest, which almost abolished the infection. These results demonstrated

elegantly at the molecular interface that the rapid evolution of the S protein, espe-

cially at the aa positions important for host receptor engagement, was essential for

the adaptation to and establishment of an effective and productive human infection.

When the genome sequences of SL-CoVs were analyzed, it immediately became

evident that the N-terminal region of their S proteins is substantially different from

that of the SARS-CoV S proteins. As shown in Figure 27.3, there is a major

sequence difference involving deletions of 17�18 aa right in the middle of RBM.

We have since demonstrated experimentally that SL-CoV S proteins are unable to

use ACE2 molecule as a functional receptor, regardless of the origin. More specifi-

cally, ACE2 from bat, civet, or human all failed to function as an entry receptor for

a pseudovirus containing the SL-CoV S protein (Ren et al., 2008). It can therefore

be concluded that the SL-CoVs identified in bats to date are unlikely to be the

direct progenitor virus of human SARS-CoV (Ren et al., 2008).

This raises two questions: (1) What is the functional receptor for SL-CoVs and

do these viruses have the potential to spill over into other animals and humans to

cause disease like SARs-CoV? (2) Can the SARS-CoV use any bat ACE2 as a

functional receptor to satisfy the precondition for bats acting as the natural reser-

voir of SARS-CoV or a closely related progenitor virus? In the absence of a live

SL-CoV, addressing the first question is difficult, and there has been no real prog-

ress made in this area. However, recent studies in our group have provided some

useful insight into the second question.

Sequence analysis revealed that ACE2 molecules from human and different ani-

mals share a significant level of sequence identities, including the key contact

points involved in S-ACE2 interaction for SARS-CoV entry (Li et al., 2003, 2005a,b,

2006; Li, 2008). This is also true for the bat ACE2 molecule derived from R. pearsonii

(Ren et al., 2008). Recently, we have demonstrated that a 3-aa change from SHE

to FYQ at aa 40�42 is sufficient for the R. pearsonii ACE2 to function as an entry

receptor for the human SARS-CoV (Yu et al., 2010). Furthermore, we have also

demonstrated that the native ACE2 molecules from other bat species, including the

Figure 27.3 Alignment of amino acid sequences covering the RBM from viruses of

different species origin. GD01, SARS-CoV isolate from early phase patient during

2002�2003 SARS ourbreak; Tor2, BJ01, SARS-CoV isolate from late phase patient during

2002�2003 SARS ourbreak; SZ, SARS-CoV isolate from civet during 2002�2003 SARS

ourbreak; GZ0402, SARS-CoV isolate from patient during 2003�2004 SARS ourbreak;

PC4-227, SARS-CoV isolate from civet during 2003�2004 SARS ourbreak. The asterisks

(*) indicate two key residues 479 and 487.
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microbat Myotis daubentonii and the megabat Rousettus leschenaultii, were fully

functional as an entry receptor for the human SARS-CoV (Yu et al., 2010; Hou

et al., unpublished results). Taking together, these studies demonstrated that a sub-

tle change in sequence was sufficient to convert a nonsusceptible horseshoe bat

ACE2 into a functional receptor for SARS-CoV. Considering that there are more

than 60 different horseshoe species around the world (Rossiter et al., 2007;

Flanders et al., 2009), it is highly conceivable that one or more of them may serve

as the natural reservoir of SARS-CoV and/or its progenitor virus(es). Moreover,

the existence of functional ACE2 receptors in other bat species would suggest that

the host range for SARS-CoV or SL-CoVs in bats may be much wider than origi-

nally thought.

27.6 Virus Surveillance in Wild Animals

Zoonosis contributes to the majority of emerging diseases in the last 30 years,

many of them originated from wild animals (Bengis et al., 2004; Woolhouse and

Gowtage-Sequeria, 2005; Chomel et al., 2007; Jones et al., 2008). The story of

SARS is just one of such examples that spectacularly demonstrated the seamless

evolution of an animal (probably a bat) virus into a human pathogen responsible

for one of the most severe global pandemic outbreaks in the modern history of

mankind. In general, pathogens carried by wildlife reservoir animals usually do not

cause clinical symptoms, and they lie dormant until they spill over into and cause

diseases in domestic animals or humans. Classical outbreak response measures,

such as those deployed during the SARS outbreaks, are still useful, but no longer

sufficient for early detection and prevention of major infectious disease outbreaks

in the twenty-first century.

With the recent demonstration of an increasing number of spillover events that

led to severe disease outbreaks in human and domestic animals, we believe it is

paramount that from now we include active surveillance of wild animals as part of

an integrated infectious disease prevention and control strategy. Surveillance of

wildlife animals has also been made more feasible and productive thanks to the

advance in modern molecular techniques including PCR with virus group-specific

primers, virus discovery using next generation high-throughput sequencing technol-

ogies, and high-density virus microarrays (Breitbart et al., 2003; Gaynor et al.,

2007; Ng et al., 2009; Yanai-Balser et al., 2010). Since the SARS outbreaks, espec-

ially after the discovery of SL-CoVs in bats, there is a significant surge in inter-

national effort for surveillance of coronaviruses in wildlife animals. Before the SARS

outbreak, there were only 10 coronaviruses with complete genomes sequenced.

This number has increased more than threefold as a result of the active surveillance

works conducted around the world (Vijgen et al., 2005; Woo et al., 2005b, 2006,

2009a,b; Ren et al., 2006; Vijgen et al., 2006; Alekseev et al., 2008; Lau et al.,

2010; Yuan et al., 2010). Although this only marks the beginning of our under-

standing coronaviruses in wildlife animals, it is fair to say that we have learned a
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lot more about coronaviruses in general than the past 50 years or so during that

period studying of viruses was only possible and called for in response to disease

outbreaks. Based on phylogenetic analysis of the large number of bat coronavirus

sequences available presently, it is postulated that all known disease-causing

coronaviruses previously identified in human or animals originated from bat strains

(Vijaykrishna et al., 2007). It is therefore likely that another outbreak could occur

on a similar scale as that of the SARS-CoV outbreaks. It is our strong belief that

our response to a future outbreak caused by any bat-borne coronavirus will be

much more effective than what was done for the SARS outbreaks.

Facilitation of new disease outbreak by prior knowledge accumulated through

wildlife surveillance played a major role in the discovery of the new zoonotic reovi-

rus. Melaka virus was a novel bat virus that jumped species and caused direct bat-to-

human transmission, followed by human-to-human transmission in a small cluster of

patients in Malaysia (Chua et al., 2007). It caused severe respiratory or enteric infec-

tions in affected humans and represented a new class of orthoreoviruses, which are

capable of infecting and causing disease in humans. The rapid identification and

characterization of Melaka virus was made possible by using exiting reagents (pri-

mers and antibodies) and knowledge (sequence and reservoir species distribution)

gained from a previous surveillance study in bats, which resulted in the discovery of

a bat orthoreovirus called Pulau virus (Pritchard et al., 2006). It turned out that the

Melaka virus was very closely related to the Pulau virus in genetic organization of

the genome segments and in antigenic cross reactivity (Chua et al., 2007). Since

then, at least two other related bat have undergone cross-species transmission and

caused diseases in humans (Chua et al., 2008; Cheng et al., 2009).

27.7 Concluding Remarks

The emergence of SARS-CoV has had a huge impact on the global health and

economy. It served as a warning to what may come out of a seemingly harmless

virus-reservoir equilibrium in bats or any other wildlife species. At the same time,

the experience gained from the SARS outbreaks and the following in-depth studies

on SARS-like coronaviruses has provided and will continue to provide invaluable

knowledge and guideline to our future fight against new and emerging infectious

diseases. One of the major lessons is that we need to pay much more attention to

the reservoir species in understanding the genetic diversity of different viruses, the

intricate interplay at the virus�host interface and the major factors responsible for

the disturbance of virus�host equilibrium, which in turn trigger spillover events

leading to disease outbreaks.
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28.1 Introduction to Influenza A Virus

28.1.1 Taxonomy and Host Range

Influenza A viruses belong to the family Orthomyxoviridae, a family of viruses with

a negative sense, single-stranded, segmented RNA genome (Palese and Shaw, 2007;

Wright et al., 2007). Other members of the family include the human pathogens

influenza B virus and influenza C virus, the tick-borne viruses in the Thogotovirus

genus, and the Isavirus infectious salmon anemia virus (International Committee on

Taxonomy of Viruses, 2000). Influenza A viruses have been isolated from many

host species including humans, pigs, horses, mink, cats, dogs, marine mammals, and

a wide range of domestic birds, but wild birds in the orders Anseriformes (ducks,

geese, and swans) and Charadriiformes (gulls, terns, and waders) are thought to

form the virus reservoir in nature. From this virus reservoir, viruses may be trans-

mitted occasionally to other animals and humans, the latter generally via intermedi-

ate hosts such as domestic birds and pigs (Figure 28.1; Webster et al., 1992).

28.1.2 Influenza A Virus Structure and Genome Organization

The influenza A virus genome consists of 8 gene segments (Figure 28.2; Palese

and Shaw, 2007; Wright et al., 2007). Segments 1�3 encode the polymerase pro-

teins basic polymerase 2 (PB2), basic polymerase 1 (PB1), and acidic polymerase

(PA) respectively. Segment 2 also encodes a second open reading frame, PB1-F2,

which has been implicated in the induction of cell death (Chen et al., 2001;

Conenello and Palese, 2007). Segments 4 and 6 encode the viral surface
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glycoproteins hemagglutinin (HA) and neuraminidase (NA). HA is responsible for

binding to sialic acids, the viral receptors on host cells, and for fusion of the viral

and host cell membranes upon endocytosis. NA is a sialidase, responsible for cleav-

ing sialic acids from virus-producing host cells and virus particles, thus facilitating

virus release. Segment 5 codes for the nucleocapsid protein (NP) that binds to viral

RNA and together with the polymerase proteins forms the ribonucleoprotein (RNP)

complexes. Segment 7 codes for the classical viral matrix structural protein M1,

and the ion channel protein M2 that is incorporated in the viral membrane.

Segment 8 encodes the nonstructural protein NS1 and the nucleic export protein

(NEP) previously known as NS2. NS1 is an antagonist of host innate immune

responses and interferes with host gene expression, while NEP is involved in the

nuclear export of RNPs into the cytoplasm prior to virion assembly (Palese and

Shaw, 2007; Wright et al., 2007).

Figure 28.1 Wild birds form the reservoir for influenza A viruses in nature. Avian viruses

are occasionally transmitted to other hosts, in which they may cause serious disease. Only

major routes of transmission are indicated with arrows, and in this chapter, only influenza

viruses of wild and domestic birds are discussed.
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28.1.3 Influenza A Virus Classification

Influenza A viruses are highly variable. Most pronounced is the genetic and anti-

genic variation of the surface glycoproteins HA and NA (Webster et al., 1992).

Influenza A viruses can be classified based on the antigenic variation of these HA

and NA proteins. To date, 16 major antigenic variants of HA and 9 antigenic var-

iants of NA have been recognized which are found in numerous combinations, and

these so-called virus subtypes (e.g., H1N1, H7N7, H16N3) are used in influenza A

virus classification and nomenclature (Webster et al., 1992; Fouchier et al., 2005).

The classification system is biologically relevant, as host antibodies that recognize

one HA or NA subtype will generally not cross-react with other HA and NA sub-

types. The antigenic variation of the HA and NA proteins is in agreement with the

major genetic variation of the respective genes of avian influenza A viruses

(Figure 28.2). For instance, the maximum amino acid sequence identity between

HA of any two different HA subtypes is 79%, and within a subtype can be as low

as 86% (Fouchier et al., 2005). The genetic variation of the HA and NA genes in

the avian reservoir is of the same order of magnitude as the genetic variation of the

surface glycoproteins of primate lentiviruses, a notoriously variable group of

viruses (Karlsson Hedestam et al., 2008).

Besides classification based on the antigenic properties of HA and NA, avian

influenza A viruses can be classified based on their pathogenic phenotype in chick-

ens. Highly pathogenic avian influenza (HPAI) is an acute generalized disease of

poultry, for which mortality may be as high as 100%. HPAI is restricted to infec-

tions with influenza A virus of the H5 and H7 subtypes. All other avian influenza
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Figure 28.2 Influenza A virus and genetic variation of the surface glycoproteins HA and

NA. A schematic presentation of an influenza A virus particle with its eight RNA gene

segments (numbered) and virus-associated proteins (named) is shown in (A). (B and C)

represent DNA-ML phylogenetic trees to visualize the genetic variation of the surface

glycoprotein genes NA (B) and HA (C) in the wild bird reservoir. Contemporary

representative Eurasian wild bird virus sequences were used to construct both trees.

Source: Panel (A) adapted from Karlsson Hedestam et al. (2008).
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A virus subtypes are low pathogenic avian influenza (LPAI) viruses, which cause a

much milder disease. The vast majority of H5 and H7 influenza A viruses are also

of the LPAI phenotype. HPAI viruses are generally thought to arise in poultry upon

introduction of LPAI H5 and H7 viruses from the wild bird reservoir (Alexander,

2000, 2007a). The HA protein of influenza A viruses is initially synthesized as a

single polypeptide precursor (HA0), which is cleaved into HA1 and HA2 subunits

by trypsin-like proteases. The switch from the LPAI to the HPAI virus phenotype

for H5 and H7 viruses is generally achieved by the introduction of basic amino

acid residues into the HA0 cleavage site. In contrast to the HA of LPAI viruses, a

cleavage site in HA that is composed of multiple basic amino acid residues can be

cleaved by ubiquitously expressed proteases and it is generally believed that this

property facilitates systemic virus replication and a mortality of up to 100% in

poultry (Webster and Rott, 1987; Alexander, 2007a).

28.2 Influenza Viruses in Birds

28.2.1 LPAI Virus Subtypes in Wild Birds

The first recorded isolation of influenza A virus from wild birds was from common

terns (Sterna hirundo) in 1961 in South Africa, when at least 1300 of these birds

died in an outbreak (Becker, 1966). This outbreak was unusual because it is the

only recorded outbreak caused by an HPAI virus in wild birds with no direct evi-

dence for association with poultry. The viruses most frequently detected in gulls

are LPAI viruses of subtypes H13 and H16 (Hinshaw et al., 1982; Kawaoka et al.,

1988; Fouchier et al., 2005; Munster et al., 2007). Gulls and terns appear to repre-

sent the H13 and H16 reservoir hosts in nature, as these subtypes are frequently

found in gulls and terns but only very rarely in other bird species.

Ducks, in particular dabbling ducks such as mallards (Anas platyrhynchos), have

been most frequently reported to be infected with avian influenza viruses in surveil-

lance studies (Hinshaw et al., 1980a,b; Hanson et al., 2003; Krauss et al., 2004;

Olsen et al., 2006; Wallensten et al., 2006; Krauss et al., 2007; Munster et al.,

2007; Wallensten et al., 2007; Ellstrom et al., 2008; Parmley et al., 2008). In con-

trast to H13 and H16 influenza viruses, influenza virus subtypes H1�H12 have

been detected predominantly in wild ducks and in a wide variety of HA/NA sub-

type combinations.

Extensive surveillance studies in wader species within the Charadriidae and

Scolopacidae families have primarily been reported from North America. LPAI

viruses of subtypes H1�12 have been isolated from waders in the eastern USA

(Kawaoka et al., 1988; Krauss et al., 2004). LPAI viruses have also been detected

in waders in Europe, Africa, and Australia, but at relatively low prevalence (Hurt

et al., 2006; Munster et al., 2007; Gaidet et al., 2008).

LPAI viruses have been detected in numerous other bird species as well (Olsen

et al., 2006), but it is unclear whether the viruses are truly enzootic in these species

or whether these birds are “transient” host species. Such transient host species may
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share the same habitat for part of the year with species in which LPAI virus preva-

lence is relatively high, such as ducks. For instance, in geese, swans, rails, petrels,

cormorants, passerines, and other bird species, LPAI viruses are detected occasion-

ally but prevalence is generally much lower than in dabbling ducks. Due to limita-

tions of wild bird surveillance studies, it cannot be excluded that LPAI virus

reservoir species may exist beyond the orders Anseriformes and Charadriiformes.

While viruses of subtypes H1 through H12, H13, and H16 thus have consistently

been detected in global surveillance studies in aquatic birds throughout the years

and in a wide range of geographical locations, H14 and H15 subtype viruses have

only been detected in a few years (H14; 1982, H15; 1979�1983) and in a few loca-

tions (H14; former USSR, H15; Australia). It is unclear whether these virus sub-

types are still circulating today, and if so, in which species (Kawaoka et al., 1990;

Rohm et al., 1996).

28.2.2 LPAI Virus Transmission and Epidemiology in Wild Birds

The prevalence of LPAI viruses in wild birds varies with geographical location,

time of the year, and bird species (Olsen et al., 2006). Although general patterns of

virus prevalence have been described, large variations within these patterns may

exist from year to year and between different surveillance studies. In mallards in

North America and Europe, seasonal prevalence varies from very low (,1%) in

spring and summer to very high (B30%) during fall migration and winter

(Halvorson et al., 1985; Webster et al., 1992; Munster et al., 2007; Wallensten

et al., 2007). The peak prevalence in fall migration is believed to be related to the

large numbers of young, immunologically naive birds of the breeding season that

aggregate prior to and during southbound migration (Hinshaw et al., 1978; Webster

et al., 1992). Indeed, age-related differences in LPAI virus prevalence were

detected in mallards and Eurasian wigeons (Anas penelope) in Europe, with virus

prevalence of 6.8% in juvenile ducks and 2.8% in adults (Munster et al., 2007).

The peak virus prevalence likely gradually declines when migration proceeds,

forming a gradient in LPAI virus prevalence from the breeding grounds of the birds

in the north to the wintering areas in the south (Munster et al., 2007). It is likely

that with increasing age, ducks mount an immune response that limits subsequent

infections with LPAI viruses. Upon experimental inoculation of mallards, it has

been shown that birds could become re-infected with a heterologous LPAI virus

subtype, but that the duration of virus shedding was markedly reduced. This reduc-

tion was more pronounced upon re-infection with an LPAI virus of homologous

HA subtype (Kida et al., 1980; Fereidouni et al., 2009; Jourdain et al., 2010). Also

under field conditions, consecutive or simultaneous infections with different LPAI

virus subtypes are common in dabbling ducks, suggesting that heterosubtypic

immunity induced by LPAI viruses indeed is only partial (Latorre-Margalef et al.,

2009). In wild-caught mallards, it was further estimated that virus shedding

occurred for B10 days (Latorre-Margalef et al., 2009), in agreement with the dura-

tion of virus shedding under experimental conditions of 7�17 days (Kida et al.,

1980; Fereidouni et al., 2009; Jourdain et al., 2010).
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Also in gulls, there is evidence that juveniles play a key role in starting local

outbreaks of LPAI. The highest virus prevalence reported in gulls is late summer,

shortly after the introduction of naı̈ve juveniles into the population (Fouchier et al.,

2005; Munster et al., 2007). Most gull species breed in dense colonies, with adults

and juveniles crowded in a small space, potentially creating good opportunities for

virus spread. Breeding of gulls in dense colonies contrasts with dabbling ducks

which do not breed in dense colonies (Del Hoyo et al., 1996). This could provide

an explanation why epizootics in gulls start within the breeding colony, while epi-

zootics in ducks are more likely initiated when birds congregate in large numbers

during molt, migration, or wintering.

In waders migrating along the Atlantic America flyway, which runs along the

Atlantic Coast of North America, the patterns of LPAI virus presence appeared to

be reversed compared to the prevalence in ducks. Peak LPAI virus prevalence of

B14% was observed for waders, most notably ruddy turnstones (Arenaria inter-

pres), during their spring migration in Delaware Bay rather than fall migration

(Krauss et al., 2004). This has led Krauss et al. to hypothesize that waders and

ducks could both be important reservoir hosts to maintain the annual cycle of LPAI

virus epidemics, in which ducks carry viruses southbound in the fall and waders

bring the viruses northbound in spring. While this may be a valid hypothesis based

on data from North America, data supporting such an annual cycle elsewhere is not

available. In Europe, Australia, and Alaska, LPAI virus prevalence in waders was

shown to be low, and hot spots for LPAI virus detection equivalent to Delaware

Bay have not been found elsewhere in the world (Hurt et al., 2006; Munster et al.,

2007; Hanson et al., 2008; Winker et al., 2008; Haynes et al., 2009).

As opposed to the endemic behavior of LPAI viruses in dabbling ducks, the

transient virus prevalence in several other Anseriformes species suggests a more

epidemic behavior in those species. For instance, in white-fronted geese in

Northern Europe, LPAI viruses were only detected upon their arrival at the winter-

ing grounds in The Netherlands, suggesting the birds only contracted LPAI viruses

after contact with other reservoir species, such as mallards (Kleijn et al., 2010). It

is possible that many virus hosts identified in surveillance studies act as “transient

hosts,” while a more limited number of species act as “reservoir hosts,” in which

LPAI viruses are truly endemic.

Many LPAI virus host species migrate regularly over long distances. During

migration, birds have the potential to distribute viruses between countries or conti-

nents. Within the large continents and along the major flyways, migration connects

bird populations in time and space, either at common breeding areas, common for-

aging areas during migration, or at shared nonbreeding areas. As a result, bird

populations may transmit their pathogens to new migratory and nonmigratory

populations and to new areas. Virus transmission and geographical spread is thus

dependent on the ecology of the migrating hosts. Migrating birds rarely fly the full

distance between breeding and nonbreeding areas without stopping over and

“refueling” along the way. Rather, birds make frequent stopovers during migration,

and spend more time foraging and preparing for migration than actively performing

flights. Many species aggregate at favorable stopover or wintering sites, resulting
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in high local densities. Such sites may be important for transmission of viruses

between different species of wild birds (Olsen et al., 2006).

The maintenance and circulation of LPAI viruses within the wild bird host popu-

lations relies on effective transmission of the virus between susceptible hosts or host

populations. LPAI viruses generally infect cells lining the intestinal tract and are

believed to be transmitted primarily via the fecal�oral route (Webster et al., 1992).

LPAI viruses can stay infectious for prolonged periods of time in surface waters,

potentially allowing viruses to infect different bird populations (Stallknecht et al.,

1990a,b; Brown et al., 2009; Stallknecht and Brown, 2009). Dabbling ducks feed

mainly on water surfaces, allowing effective fecal�oral transmission. Diving ducks

forage at deeper depths and more often in marine habitats. Dabbling ducks display

a propensity for migration and the switching of breeding grounds between years,

in part due to mate choice (Del Hoyo et al., 1996). These behavioral differences

between ecological guilds of ducks could provide an explanation for differences in

LPAI virus prevalence in different species.

Given the relatively short duration of LPAI virus shedding by individual

infected birds, the spatial and temporal dynamics of LPAI virus circulation may be

explained by the continuous circulation within and between bird flocks, or by viral

persistence in abiotic reservoirs such as lakes. The data presently available is insuf-

ficient to exclude either of these two possibilities. It has been shown that LPAI

viruses remain infectious in surface waters at cold conditions for considerable peri-

ods of time, and hence a role of abiotic reservoirs is plausible (Stallknecht and

Brown, 2009). On the other hand, the continuous LPAI virus prevalence throughout

the annual cycle in dabbling ducks may be sufficient for the year-round perpetua-

tion of viruses in these species without the need for environmental persistence

(Wallensten et al., 2006).

28.2.3 LPAI and HPAI Viruses in Domestic Birds

Influenza viruses may infect virtually all species of domestic birds, depending

mostly on their direct contact with wild birds and their excretions or indirect con-

tact via human activities. In general, influenza viruses originating from wild birds

do not cause serious disease in domestic birds. Infection of domestic birds with

most influenza virus subtypes may result in decreased egg production, mild respira-

tory disease, and other mild clinical symptoms, referred to as LPAI. Most LPAI

outbreaks have a limited duration and geographical scale, although large-scale and

long-term outbreaks have been reported, for instance, the outbreaks caused by

viruses of the H9N2 subtype in the eastern hemisphere (Alexander, 2000, 2007a).

HPAI viruses can emerge when LPAI viruses of the H5 or H7 subtype are intro-

duced from wild birds into poultry, through a change in the HA cleavage site

(Webster and Rott, 1987). These HPAI viruses can have a devastating impact on

chickens and turkeys, with mortality rates of B100% (Alexander, 2000, 2007a). In

the past two decades, HPAI outbreaks have occurred frequently, caused by influ-

enza viruses of subtype H5N1 in Asia, Russia, the Middle East, Europe, and Africa

(ongoing since 1997, see later), H5N2 in Mexico (1994), Italy (1997), and Texas
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(2004), South Africa (2004), H7N1 in Italy (1999), H7N3 in Australia (1994),

Pakistan (1994), Chile (2002) and Canada (2003), H7N4 in Australia (1997), and

H7N7 in the Netherlands (2003), North Korea (2005) and England (2008)

(Alexander, 2000, 2007b; Alexander and Brown, 2009).

While most HPAI outbreaks have been controlled relatively quickly, HPAI

H5N1 virus has been circulating in poultry continuously since 1997. In 1997, the

HPAI H5N1 virus was detected in chicken farms and the live bird markets of Hong

Kong, and caused the first reported case of human influenza and fatality

attributable directly to avian influenza virus (de Jong et al., 1997). The H5N1

HPAI virus reappeared in 2002 in waterfowl in two parks in Hong Kong, and was

detected in other captive and wild birds as well (Ellis et al., 2004). In 2003 the

virus resurfaced again, and devastated the poultry industry in large parts of

Southeastern Asia since 2004. In 2005, the virus was isolated during an outbreak

among migratory birds in Qinghai Lake, China, where it affected large numbers of

wild birds (Liu et al., 2005). After this event, the virus has appeared across Asia,

Europe, the Middle East, and in several African countries. The large-scale spread is

thought to be caused by both human activities and wild bird movements. The num-

bers of poultry involved in these outbreaks is unknown, but is likely in order of

hundreds of millions (Alexander and Brown, 2009). In addition, the virus has con-

tinued to cause disease and fatalities in humans, due to zoonotic transmissions

(transmissions from birds to humans) in numerous countries.

28.2.4 HPAI H5N1 Virus in Wild Birds

Compared to all other HPAI virus outbreaks, the current epizootic of HPAI H5N1

virus is highly unusual in many regards, such as the spread of HPAI H5N1 virus

throughout Asia and into Europe and Africa, the large number of countries

affected, the loss of hundreds of millions of poultry, the zoonotic transmission to

humans and other mammals, the continuously changing genotypes and the spill-

back of the virus into wild birds, leading to outbreaks and circulation of HPAI

H5N1 virus in those birds. The ancestral HPAI H5N1 virus likely originated from a

virus circulating in domestic geese in Guandong province, China in 1996 and was

introduced in Hong Kong poultry markets in 1997 (Chen et al., 2004). The 1997

outbreak in poultry in Hong Kong led to another paradigm shift, as direct transmis-

sion of a purely avian influenza virus from poultry caused respiratory disease and

death in humans, something that was previously deemed impossible (de Jong et al.,

1997). After the local containment of the HPAI H5N1 virus outbreak in Hong

Kong, the virus reappeared in 2002 when it caused an outbreak in waterfowl and

various other bird species in two waterfowl parks in Hong Kong (Sims et al., 2003;

Ellis et al., 2004; Sturm-Ramirez et al., 2004). In 2003, the HPAI H5N1 virus was

again transmitted to humans, leading to at least one fatal case. There is little infor-

mation on the circulation of HPAI H5N1 virus from 1997 to 2002, but it is believed

that the virus continued to circulate in China during that period. HPAI H5N1 virus

resurfaced again in 2004 to spread across a large part of Southeast Asia, including

Cambodia, China, Hong Kong, Indonesia, Japan, Laos, Malaysia, South Korea,
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Thailand, and Vietnam. Until 2005, HPAI H5N1 viruses had been isolated only spo-

radically from wild birds. In 2005, the first reported outbreak in wild migratory birds

occurred in April�June at Lake Qinghai, China. This HPAI H5N1 virus outbreak in

wild birds affected large numbers of birds such as bar-headed geese (Anser indicus),

brown-headed gulls (Larus brunnicephallus), great black-headed gulls (Larus

ichthyaetus), and great cormorants (Phalacrocorax carbo) (Chen et al., 2005; Liu

et al., 2005). After the HPAI H5N1 virus outbreak in wild birds in 2005, the virus

rapidly spread westwards across Asia, Europe, the Middle East, and Africa. Affected

wild birds have been reported in several countries, predominantly in mute swans

(Cygnus olor), whooper swans (Cygnus cygnus), and tufted ducks (Aythya fuligula),

although small numbers of cases in many other species have been reported as well

(raptors, gulls, and herons) (Olsen et al., 2006; Hesterberg et al., 2009).

While in the years prior to 2005 the transmission of the HPAI H5N1 virus to

new areas is thought to have primarily occurred via movement of poultry and poul-

try products (Alexander and Brown, 2000; Sims et al., 2003; Gilbert et al., 2006),

dispersal via wild migratory birds seems to be a likely route for several of the

reported outbreaks. Some have argued that infected birds would be too severely

affected to continue migration and would thus be unlikely to spread the HPAI

H5N1 virus (Feare and Yasue, 2006). However, it has been shown that the patho-

genesis of the HPAI H5N1 virus infection and the susceptibility of wild bird spe-

cies to this infection may vary considerably, depending on bird species and

previous exposure to viruses of the same or other avian influenza virus subtypes.

Recent experimental infections suggest that pre-exposure to LPAI viruses of

homologous or heterologous subtypes may result in partial immunity to HPAI

H5N1 virus infection (Fereidouni et al., 2009). Such preexisting immunity might

protect birds from developing severe disease upon infection but may still allow rep-

lication and thus shedding and spreading of the virus. Upon experimental HPAI

H5N1 virus infection, some duck species proved to develop minor, if any, disease

signs while still excreting the virus, predominantly from the respiratory tract,

whereas other species developed a largely fatal infection that would not allow them

to spread the virus efficiently over a considerable distance (Brown et al., 2006,

2008; Kalthoff et al., 2008; Keawcharoen et al., 2008). The outcome of HPAI

H5N1 virus infections in wild bird species generally ranges from high morbidity

and mortality (geese, swan, and certain duck species) to minimal morbidity without

mortality (dabbling duck species). The situation in Europe from 2005 to 2009,

when infected wild birds have been found in several countries that have not

reported outbreaks in poultry (Globig et al., 2009; Hesterberg et al., 2009), suggests

that wild birds can indeed carry the virus to previously unaffected areas. In addi-

tion, analysis of the spread of HPAI H5N1 virus indicated that it was likely that

most of the introductions into several parts of Asia were likely poultry related,

whereas in Europe most introductions were probably caused by migratory birds

(Starick et al., 2008; Si et al., 2009). Although swan deaths have been the first indi-

cator for the presence of the HPAI H5N1 virus in several European countries, this

does not necessarily imply a role as predominant vectors; they could merely have

functioned as sentinel birds infected via other migrating bird species.
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These recent introductions of HPAI H5N1 virus in wild birds and the subsequent

spread of the virus through large parts of the eastern hemisphere has put a focus on

the role of wild birds in the geographical spread of HPAI H5N1 virus. Wild bird

surveillance programs have been implemented on an unprecedented scale in many

parts of the world to determine the role of wild birds in the spread of the virus and

potentially to serve as a warning system for virus incursions into new geographical

regions (Munster et al., 2006; Gaidet et al., 2007; Dusek et al., 2009; Haynes et al.,

2009; Kou et al., 2009; Fereidouni et al., 2010; Sharshov et al., 2010; Siembieda

et al., 2010). Whereas the initial influenza A virus surveillance studies in the 1960s

and 1970s relied on classical virological tools such as virus isolation in embryo-

nated chicken eggs and were able to process, at most, a couple of thousand samples

on a yearly basis, the implementation of high-throughput molecular diagnostic

methods has allowed the intensity to increase to an astonishing 400,000 samples a

year (Munster et al., 2009), making avian influenza viruses one of the most exten-

sively studied wildlife diseases of our time.

Despite intensive surveillance programs, HPAI H5N1 virus has predominantly

been found in dead wild birds (Artois et al., 2009; Hesterberg et al., 2009). Only in

a limited number of cases was HPAI H5N1 virus detected in apparently healthy

birds (Chen et al., 2006a,b). Many national surveillance programs aimed at the

early detection of HPAI H5N1 virus have therefore focused on collecting samples

from birds exhibiting morbidity or mortality. The intrinsic problem associated with

establishing a clear picture of the prevalence of HPAI H5N1 virus in wild bird

populations is the number of birds that have to be caught and sampled for this pur-

pose. The more prevalent a virus is in the respective bird population, the fewer

individuals need to be sampled to actually detect the virus. However, the number

of birds that would need to be caught and sampled to detect viruses with a very

low prevalence with a 95% probability of detection will rapidly become unfeasible,

as may currently be the case with the lack of detection of HPAI H5N1 virus in

wild bird populations (Artois et al., 2009).

This raises the question whether HPAI viruses have indeed become endemic in

wild bird populations, or whether the HPAI H5N1 virus is being re-introduced

repeatedly by poultry or human activities. A recent study reported high prevalence

of HPAI H5N1 in wild birds in China, suggesting that HPAI H5N1 circulates

endemically in China (Kou et al., 2009). Whether HPAI H5N1 viruses will eventu-

ally also cross the Atlantic or the Pacific Oceans to reach the Americas, remains a

matter of speculation.

28.3 Evolutionary Genetics of Avian Influenza Viruses

28.3.1 LPAI Viruses

LPAI viruses can be divided into two main phylogenetic lineages: the Eurasian and

American lineages (Chen and Holmes, 2006; Webster et al., 1992; Widjaja et al.,

2004; Olsen et al., 2006). Apparently, the long-term ecological and geographical
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separation of the viruses isolated from bird species that utilize the migratory fly-

ways of the Americas and Eurasia/Africa/Australia have led to allopatric specia-

tion, resulting in a major phylogenetic split between the Eurasian and American

genetic lineages of LPAI viruses. An example of the geographical differences

between the genes within an HA subtype (H10 in this example) is given in

Figure 28.3, but similar phylogenies can be observed for other viral genes and sub-

types. Despite these phylogenetic splits, the separation of the American and

Eurasian wild bird and virus populations is not absolute. Some ducks and shore-

birds cross the Bering Strait during migration or have breeding ranges that include

both the Russian Far East and northwestern America (1996). The majority of tundra

shorebirds from the Russian Far East winter in Southeast Asia and Australia, but

some species winter along the West coast of the Americas. The overlap in distribu-

tion of ducks is not as profound as that of shorebirds, but a few species (e.g.,

Northern pintail, Anas acuta) are common in both North America and Eurasia and

could also provide an intercontinental bridge for influenza A virus. As a result,

LPAI viruses carrying a mix of genes from the American and Eurasian lineages

have been isolated occasionally, indicating that allopatric speciation is only partial

and that gene segments may be exchanged between the two virus populations

(Makarova et al., 1999; Wallensten et al., 2005; Krauss et al., 2007; Dugan et al.,

2008; Koehler et al., 2008; Wahlgren et al., 2008; Ramey et al., 2010). Whole-

genome analyses of LPAI virus isolates obtained from Northern pintails in Alaska,

a species that migrates between North America and Asia, suggested that interconti-

nental virus exchange can occur at a relatively high frequency (Ramey et al.,

2010). Of the viruses analyzed in this study, a large proportion had at least one

Eurasian

0.07

American

Figure 28.3 DNA maximum likelihood tree for the HA gene of subtype H10 influenza A

viruses. All nearly full-length H10 HA genes available from GenBank were used to

construct the tree. The major division into the Eurasian and American lineages of influenza

viruses is clearly visible.
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gene segment originating from the Eurasian lineage. In addition, analyses of H6

LPAI viruses pointed to introductions of the Eurasian H6 gene segment in North

America on several occasions (zu Dohna et al., 2009). So far, the cross-hemisphere

transmission of LPAI viruses has not resulted in the detection of entire virus gen-

omes but only introduction of single gene segments that reassorted with other seg-

ments found in the new hemisphere (Dugan et al., 2008). The partial geographic

isolation of influenza virus hosts therefore seems to be sufficient to facilitate diver-

gent evolution and the continuous existence of separate gene pools.

Besides the influence of geographical separation on the evolutionary genetics of

LPAI viruses, differences in host species have also resulted in clearly distinguish-

able virus populations. Good examples are the LPAI viruses of the H13 and H16

subtypes that are predominantly isolated from gulls and terns (Hinshaw et al.,

1982; Fouchier et al., 2005). These viruses belong to a group of distinct LPAI

viruses based on genetic, functional, and ecological properties and have evolved

into separate genetic lineages from the viruses isolated from other Charadriiformes

and Anseriformes (H1�H12 subtypes). Gene segments of gull viruses are geneti-

cally distinct from those circulating in other wild birds, suggesting that they have

been separated for a sufficient amount of time to allow genetic differentiation by

sympatric speciation (Fouchier et al., 2005; Olsen et al., 2006). An example of the

diversification of the gull lineage from other lineages of avian influenza virus genes

is shown for gene segment 5 (NP) in Figure 28.4 (Gorman et al., 1990). Gull influ-

enza viruses do not readily infect ducks upon experimental inoculation (Hinshaw

Non-H13/H16
Eurasian

Non-H13/H16
American

H13/H16
Eurasian

H13/H16
American

0.04

Figure 28.4 DNA maximum likelihood tree for the NP gene of gull influenza A viruses. All

nearly full-length gull virus NP genes from GenBank were used to construct the tree. Virus

of the H13 and H16 subtypes form a gull-specific genetic lineage (bottom), which is distinct

from the lineage of influenza viruses isolated from other avian hosts. In both the gull lineage

and non-gull lineage, a separation is observed for American and Eurasian strains.
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et al., 1982), providing a biological explanation for the limited detection of these

viruses in other avian influenza host species, although a limited number of gull

viruses has been isolated from ducks and vice versa (Kawaoka et al., 1988; Krauss

et al., 2004; Munster et al., 2007). Genetic data from duck and shorebird influenza

A virus isolates from the Americas suggested an active interplay exists between

these host populations, as recent genetic analyses did not reveal striking differences

between influenza viruses from ducks and waders in the Americas, suggesting that

the viruses are not separated and that the duck and shorebird populations might

function as one influenza virus host population (Widjaja et al., 2004; Spackman

et al., 2005). Although certain HA subtypes have been reported to be more preva-

lent in either shorebirds or ducks in North America, this also does not seem to have

resulted in differences in the genetic composition of influenza viruses obtained

from these two reservoirs (Obenauer et al., 2006; Krauss et al., 2007), in contrast to

what is observed for gulls.

Evolution of the genes of avian influenza viruses in their natural hosts is often

considered slow (Webster et al., 1992), but it certainly is not (Chen and Holmes,

2006; Dugan et al., 2008). Recent estimates indicated that avian influenza viruses

evolve at a rate of .1023 substitutions per site per year (Chen and Holmes, 2006;

Webster et al., 1992). For each gene segment, and within both the Eurasian and

American genetic lineages, multiple sublineages of viral genes seem to co-circu-

late, but without apparently consistent temporal or spatial correlations. The only

additional noticeable peculiarity is the evolution of gene segment 8 (NS) into two

highly divergent genetic lineages, referred to as alleles A and B (Figure 28.5;

Spackman et al., 2005; Dugan et al., 2008). The biological significance of these

two alleles remains unknown, but the alleles have been detected on both hemi-

spheres, in all virus subtypes irrespective of wild bird host species.

The segmented genome of influenza viruses enables evolution by a process

known as genetic reassortment, the mixing of genes from two (or more) viruses

(Webster et al., 1992). Reassortment is one of the driving forces of the genetic vari-

ation of LPAI and HPAI viruses and contributes greatly to their phenotypic

Allele B

0.05

Allele A

Figure 28.5 DNA maximum

likelihood tree for the NS gene of avian

influenza A viruses. All nearly full-

length NS genes of Dutch avian viruses

available from GenBank were used to

construct the tree. These sequences are

phylogenetically divided in two groups,

representing two different “alleles,”

with no obvious correlation with time,

location, or host species.
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variability. A study of LPAI viruses obtained from Canadian ducks showed that

genetic “sublineages” do not persist in wild birds, but frequently reassort

(Hatchette et al., 2004). Analysis of the genome constellation of five H4N6 LPAI

viruses isolated from mallards on one day and one location revealed four different

genome constellations with only one pair of viruses having a identical genome

composition (Dugan et al., 2008). The high LPAI virus prevalence in some wild

bird species and the detection of concomitant infections in single birds supports the

notion that reassortment occurs at a relatively high rate in wild birds (Macken

et al., 2006; Dugan et al., 2008). Thus, LPAI viruses do not present as “fixed”

genome constellations but reassortment leads to new “transient” genome constella-

tions continuously.

28.3.2 HPAI H5N1 Virus

The evolution of the Eurasian HPAI H5N1 viruses since their first detection in

1997 has been relatively well recorded (Neumann et al., 2010). Unique for HPAI

viruses, the evolutionary path of H5N1 virus has been characterized by very fre-

quent reassortment events, creating numerous novel so-called “genotypes” in time

(Neumann et al., 2010). Thus, starting with viruses similar to A/Goose/Guangdong/

1/1996, a series of reassortment events between HPAI H5N1 viruses and LPAI

viruses from wild birds or poultry, have led to the diverse H5N1 virus lineages cir-

culating today (Neumann et al., 2010). After the depopulation of the poultry mar-

kets of Hong Kong in 1997, the virus is thought to have remained present in

Southern China. Sporadically, viruses entered the markets in the Hong Kong area

and South Korea (Neumann et al., 2010). From December 2003 to February 2004,

eight countries in East and Southeast Asia reported H5N1 outbreaks. During these

and later outbreaks, a wide range of domestic birds, including free-ranging com-

mercial ducks, village poultry, birds in live bird markets, fighting cocks, etc., were

found to be infected, in addition to regular commercial poultry. The wide range of

domestic birds infected, and the contact of these birds with wild bird species may

not only have provided opportunities for rapid spread of the virus to new areas, but

also may have caused multiple cycles of periods of positive selection in new host

species. Indeed, as compared to LPAI viruses in wild birds, the Asian H5N1 HPAI

virus lineage displays a relatively high evolutionary rate and selection pressures, as

measured by dN/dS ratios (Chen and Holmes, 2006).

As a consequence, the HA gene of the Eurasian HPAI H5N1 virus lineage has

also evolved rapidly, diverging into at least 10 antigenically and genetically distinct

“clades” (WHO/OIE/FAO H5N1 evolution working group, 2009; Figure 28.6).

While some of the “clades” have predominantly been detected in particular regions

(e.g., clade 2.1 in Indonesia, clade 2.2 in Europe and Africa), there is no clear cor-

relation between virus genetics and geography, and different clades appear to con-

tinue to be introduced to “new” areas (e.g., the recent spread of clade 2.3 in

Southeast Asia). This evolutionary pattern is unprecedented in the recent history of

HPAI viruses, and is likely due to multiple factors, including the enormous geo-

graphical spread of the outbreak throughout the eastern hemisphere, the
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involvement of large number of hosts—both numbers of individual birds and num-

bers of different species—and the duration of the outbreak. Each of these factors is

unprecedented in HPAI outbreaks of the recent history, and likely contributed to

the rapid evolution of the HPAI H5N1 virus lineage.

The result of this diversification of the virus—genetically and antigenically—is

that preparation for a new potential influenza pandemic caused by the H5N1 virus

is very difficult. Currently, vaccination is the method of choice to protect humans

against influenza. However, due to the antigenic variation of the H5N1 viruses that

currently cause outbreaks in poultry and morbidity and mortality in humans, it has

been shown to be impossible to prepare vaccines protective against all circulating

“clades.” In the interest of both animal and human health, continued monitoring of

emerging virus variants during new outbreaks is warranted.

28.4 Future Perspective

Wild bird surveillance programs have been implemented at an unprecedented scale

in many parts of the world to determine the role of wild birds in the spread of avian
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Figure 28.6 DNA maximum likelihood tree for the HA gene of representative HPAI H5N1
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influenza viruses and potentially to serve as a warning system for HPAI H5N1

virus incursions into new geographical regions. At the same time, the increased

capacity of current sequencing technology has facilitated the genetic analyses of

large numbers of influenza A virus genomes. Together, these developments provide

a unique opportunity to advance our understanding of the ecology and evolution of

avian influenza in wild birds, and in the longer term will help to limit the impact of

influenza on human and animal health. To this end, we hope that all specialists in

the field, including virologists, epidemiologists, ornithologists, geneticists, ecolo-

gists, veterinarians, clinicians, mathematicians, bio-informaticists, will work

together closely to make optimal use of the wealth of data available, ultimately

leading to a better understanding of the ecology of avian influenza—LPAI and

HPAI—in wild birds.
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