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Preface to the First Edition

the last century has been superseded by a deeper
understanding of the ways in which evolutionary
change can be effected through changes in
development. The brain is no exception to these rules.
We should expect that insight into the evolution of that
which makes us most human will be gained from an
appreciation of how developmental processes are
modified over time.

The goal of this text is to provide a contemporary
overview of neural development for undergraduate
students or those who have some background in the
filed of biology. This intent is not compatible with a
comprehensive review of the literature. A recent
MEDLINE search of publications in the field of neural
development [(neural or neuron or nervous) and
(development or embryology or maturation)] yielded
56,840 papers published between 1966 and 1999. We
admit, up front, to having read only a fraction of 
these papers or of the thousands that were published
before 1966. As a practical matter, we made use of
authoritative books, contemporary review articles,
hallway conversations, and e-mail consultations to
select the experiments that are covered in our text.
Even so, we expect that important contributions have
been missed inadvertently. Therefore, advanced
students will find themselves quickly turning to
specialized texts and reviews. Another compromise
that comes from writing an undergraduate biology
book well after the onset of the revolution in molecular
biology is that all subjects now have a rather broad 
cast of molecular characters. In addition, the most
instructive experiments on a particular class of
molecules have often been performed on nonneural
tissue. Even if we chose to cover only the genes and
proteins whose roles have been best characterized in
the nervous system, most chapters would run the risk
of sounding like a (long) list of acronyms. Therefore,

The human brain is said to be the most complex object
in our known universe, and the billions of cells and
trillions of connections are truly wonders of enormous
proportions. The study of the way that the cellular
elements of the nervous system work to produce
sensations, behaviours, and higher order mental
processes has become a most productive area of
science. However, neuroscientists have come to realize
that they are studying a moving target: growth and
change are integral to brain function and form the very
basis by which we can learn anything about it. As the
behavioral embryologist George Coghill pointed out,
“Man is, indeed, a mechanism, but he is a mechanism
which, within his limitations of life, sensitivity and
growth, is creating and operating himself.” To
understand the brain, then, we need to understand
how this mechanism arises and the ways in which it
can change throughout a lifetime.

The construction of the brain is an integrated series
of developmental steps, beginning with the decision 
of a few early embryonic cells to become neural
progenitors. As connections form between nerve cells
and their electrical properties emerge, the brain begins
to process information and mediate behaviors. Some
of the underlying circuitry is built into the nervous
system during embryogenesis. However, interactions
with the world continuously update and adapt the
brain’s functional architecture. The mechanisms by
which these changes occur appear to be a continua-
tion of the processes that sculpt the brain during
development. Since the text covers each of these
developmental steps, it is relatively broad in scope.

An understanding of the development of the
nervous system has importance for biologists in a
larger context. Studies of development have led to
insights into the evolutionary relationships among
organisms. The dogma of phylogeny and ontogeny of

xi



we charted a compromise between the need to update
students and our strong inclination to hold their
attention. The book does not contain exhaustive lists
of molecular families, and the most current articles
must serve as an appendix to our text.

Among the many scientists who helped us through
discussions, unpublished findings, or editorial
comment are (in alphabetical order) Chiye Aoki,

Michael Bate, Olivia Bermingham-McDonogh, John
Bixby, Sarah Bottjer, Martin Chalfie, Hollis Cline,
Martha Constantine-Paton, Ralph Greenspan, Voker
Hartenstein, Mary Beth Hatten, Christine Holt, Darcy
Kelley, Chris Kintner, Sue McConnell, Ilona Miko,
Ronald Oppenheim, Thomas Parks, David Raible,
Henk Roelink, Edwin Rubel, John Rubenstein, David
Ryugo, Nancy Sculerati, Carla Shatz, and Tim Tully.
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The human brain—perhaps the most complex object in
our universe—is composed of billions of cells and tril-
lions of connections. It is truly a wonder of enormous
proportions. Although we are far from a thorough
understanding of our brains, study of the way that 
the cellular constituents of the nervous system, the
neurons and glia, work to produce sensations, behav-
iors, and higher order mental processes has been a most
productive area of science. However, more and more,
neuroscientists are realizing that we are studying a
moving target-growth and that changes are integral to
brain function, forming the very basis for learning, per-
ception, and performance. To comprehend brain func-
tion, then, we must understand how the circuits arise
and the ways in which they are modified during matu-
ration. Santiago Ramón y Cajal, one of the founders of
modern neuroscience, was able to make his remarkable
progress in studies of the cellular makeup of the
nervous system in large part because of his work with
the embryonic brain, choosing to study “the young
wood, in the nursery stage . . . rather than the . . .
impenetrable . . . full grown forest.”

The construction of the brain is an integrated series
of developmental steps, starting with the decision of a
few early embryonic cells to become neural progenitors
and nearing completion with the emergence of behav-
ior, which is the scope of this book. Interactions with
the world continuously update and adapt synaptic
connections within the brain, and the mechanisms by
which these changes occur are fundamentally a contin-
uation of the same processes that sculpted the emerg-
ing brain during embryogenesis.

Studies of development have also led to insights
about the evolutionary relationships among
organisms. The dogma of phylogeny and ontogeny of
the last century has been superseded by our current
deeper understanding of the ways in which
evolutionary change can be effected through changes

in development. The brain is no exception to these
rules, and we can expect that much insight into the
evolution of that which makes us most human will be
gained from an appreciation of how developmental
processes are modified over time.

The goal of this text is to provide a contemporary
overview of neural development both for under-
graduate students and for those who have some 
background in the field of biology. This intent is not
compatible with a comprehensive review of the litera-
ture. In the first edition, we noted that there were about
54,000 papers published in this field between 1966 and
1999. Another 25,000 have appeared during the past 
4 years (using the search string “neural or neuron or
nervous” and “development or embryology or matu-
ration” and 2000:2004). We charted a compromise
between the need to update students and our strong
inclination to hold their attention. The book does not
contain exhaustive lists of molecular families, and 
the most current review articles must serve as an
appendix to our text. Since the text does not encom-
pass many exciting areas of research, students will find
themselves quickly turning to specialized texts and
reviews.

Among those who helped us through discussion
and editorial comment are: Chiye Aoki, Michael Bate,
Carla Shatz, Ford Ebner, Edward Gruberg, Christine
Holt, Lynne Kiorpes, Vibhakar Kotak, Tony Movshon,
Ron Oppenheim, Sarah Pallas, Sheryl Scott, Tim Tully,
and Lance Zirpel.

Finally, we acknowledge our editor, Johannes
Menzel, with particular gratitude, for his help, advice,
and perseverance.

Dan H. Sanes
Thomas A. Reh

William A. Harris
July 2005
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DEVELOPMENT AND 
EVOLUTION OF NEURONS

Almost as early as multicellular animals evolved,
neurons have been part of their tissues. Metazoan
nervous systems range in complexity from the simple
nerve net of the jellyfish to the billions of specifically
interconnected neuron assemblies of the human brain.
Nevertheless, the neurons and nervous systems of all
multicellular animals share many common features.
Voltage-gated ion channels are responsible for action
potentials in the neurons of hydras, as they are in
people. Synaptic transmission between neurons in
nerve nets is basically the same as that in the cerebral
cortex in humans (Figure 1.1). This book describes the
mechanisms responsible for the generation of these
nervous systems, highlighting examples from a variety
of organisms. Despite the great diversity in the
nervous systems of various organisms, underlying
principles of neural development have been main-
tained throughout evolution.

It is appropriate to begin a book concerned with the
development of the nervous system with an evolu-
tionary perspective. The subjects of embryology and
evolution have long shared an interrelated intellectual
history. One of the major currents of late-nineteenth-
century biology was that a description of the stages of
development would provide the key to the path of
evolution of life. The phrase “ontogeny recapitulates
phylogeny” was important at the start of experimen-
tal embryology (Gould, 1970). Although the careful
study of embryos showed that they did not resemble
the adult forms of their ancestors, it is clear that new
forms are built upon the structures of biological pre-
decessors. One aim of this book is to show how an
understanding of the development of the nervous

system will give us insight into its evolution. It is also
wise to remember, as Dobzhansky pointed out, that
“nothing in biology makes sense except in the light of
evolution.”

EARLY EMBRYOLOGY OF METAZOANS

The development of multicellular organisms varies
substantially across phyla; nevertheless, there are
some common features. The cells of all metazoans 
are organized as layers. These layers give rise to the
various organs and tissues, including the nervous
system. These layers are generated from the egg cell
through a series of cell divisions and their subsequent
rearrangements (Figure 1.2). The egg cells of animals
are typically polarized, with an “animal pole” and a
“vegetal pole.” This polarity is often visible in the egg
cell, since the vegetal pole contains the yolk, the stored
nutrient material necessary for sustaining the embryo
as it develops. Once fertilized by the sperm, the egg
cell undergoes a series of rapid cell divisions, known
as cleavages. There are many variations of cleavage
patterns in embryos, but the end result is that a large
collection of cells, the blastula, is generated over a 
relatively short period of time. In many organisms the
cells of the blastula are arranged as a hollow ball, with
an inner cavity known as a blastocoel. Those cells at
the vegetal pole will ultimately develop as the gut,
whereas those at the animal pole will give rise to the
epidermis and the nervous system. Cells in between
the animal and vegetal poles will generate mesoder-
mal derivatives, including muscles and internal skele-
tal elements. The rearrangement of this collection 
of cells into the primary (or germ) layers is called 
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gastrulation. Gastrulation can occur via a variety of
mechanisms, but all result in an inner, or endodermal,
layer of cells, an outer layer of cells, the ectoderm, and
a layer of cells between the two other layers, known as
the mesoderm (Gilbert and Raunio, 1997). The middle
layer can be derived from either the ectoderm (ectome-
soderm) or the inner layer (endomesoderm). During
the process of gastrulation, the cells of the mesoderm
and endoderm move into the inside of the embryo,
often at a single region, known as the blastopore. Once
the endoderm and mesoderm are inside the ball, they
usually obliterate the blastocoel and form a new cavity,
the archenteron, or primitive gut. Animals can be
divided in two on the basis of whether the mouth
forms near the point of this blastopore (in proto-
stomes) or at a distant site (in deuterostomes). Once

these three primary germ layers are established, the
development of the nervous system begins. A more
detailed description of the development of the other
organ systems is beyond the scope of this text. Never-
theless, one should keep in mind that the development
of the nervous system does not take place in a vacuum,
but is an integral and highly integrated part of the
development of the animal as a whole.

2 1. NEURAL INDUCTION

Arthropods

Tunicates

Vertebrates

Molluscs

Annelids

Echinoderms

Deuterostomes

Protostomes

Platyhelminthes

Nematodes

Cnidarians

Sponges
Bilateria

Radiata

Colonial
flagelates

Protists

FIGURE 1.1 Neurons throughout the evolution of multicellular
organisms have had many features in common. All animals other
than colonial flagellates and sponges have recognizable neurons that
are electrically excitable and have long processes. The Cnidarians
have nerve networks with electrical synapses, but synaptic trans-
mission between neurons is also very ancient.

Vegetal 

Vegetal 

Animal 

DorsalVentral 

Blastula 

Egg 

Gastula 

FIGURE 1.2 The early processes of animal development follow
a conserved pattern; after fertilization, a series of cleavage divisions
divide the egg into a multicellular blastula. The animal and vegetal
poles represent an initial asymetry in the oocyte, and the second axis,
dorsal-ventral in this example, is established after fertilization. The
process of gastrulation brings some of the cells from the surface of
the embryo to the inside and generates the three-layered structure
common to most multicellular animals.



The next three sections will deal with the embryol-
ogy of several examples of metazoan development:
Cnidarians (hydra); nematode worms (Caenorhabditis
elegans); insects (Drosophila melanogaster), and several
vertebrates (frogs, fish, birds, and mammals). The
development of these animals is described because
they have been particularly well studied for historical
and practical reasons. However, one should take 
these examples as representative, not as definitive. 
The necessity of studying many diverse species has
become critical to the understanding of the develop-
ment of any one species.

DERIVATION OF NEURAL TISSUE

The development of the nervous system begins with
the segregation of neural and glial cells from other
types of tissues. The many differences in gene expres-
sion between neurons and muscle tissue, for example,
arise through the progressive narrowing of the poten-
tial fates available to a blast cell during development.
The divergence of neural and glial cells from other
tissues can occur in many different ways and at many
different points in the development of an organism.
However, the cellular and molecular mechanisms 
that are responsible for the divergence of the neural
and glial lineages from other tissues are remarkably
conserved.

Hydra

The first generalization that can be made concern-
ing neural segregation is that the nervous system is
derived from the ectodermal germ layer in all
triploblastic (three-germ-layered) organisms. Most 
of the organisms we will discuss in this book are
triploblastic; that is, they have three distinct primary
layers. However, neurons are present in more primi-
tive diploblastic (two-layered) organisms such as jel-
lyfish and hydras. The jellyfish and hydras are among
the organisms that belong to the cnidarian phylum.
These animals are among the most primitive multicel-
lular animals, with no defined organs and only a tissue
level of organization for the different cell types. The
freshwater hydra is one of the more well-studied
examples of the phylum (Figure 1.3A). Hydras have an
outer layer, the epidermis, and an inner epithelium, the
gastrodermis (Figure 1.3B), and between these layers
is an extracellular matrix similar in composition to the
basement membranes of other animals. The gastric
cavity has a single opening that serves as both a mouth
and an anus, and the hydra uses the surrounding ring

of tentacles to capture food. The nervous system of
hydras and jellyfish is composed of bipolar neurons
organized as a network. The neurons coordinate the
activity of the animal via voltage-gated channels,
action potentials, and chemical and electrical synaptic
transmission. Thus, the basic features of the nervous
system have been around for at least 600 million years,
and appear to have been present in animals ancestral
to all metazoans except sponges.

Given the many similarities neurons have had since
they arose in evolution, it is worthwhile to consider
how they develop in these most primitive animals.
Cnidarians can reproduce either asexually or sexually,
and most biologists are familiar with the asexual
budding of hydras (Figure 1.3A). A bud forms as an
evagination from a region of the body wall known as
the bud zone. The bud elongates over the next two
days and then separates from the parent organism. The
neurons, like all the cells of these animals, arise from
multipotent progenitor cells in the epidermal layer,
known as the interstitial cells. The interstitial cells are
a heterogeneous collection of true stem cells and pro-
genitor cells differentiating along various cell-specific
pathways. Are these interstitial cells similar to the pre-
cursors of the neurons in other phyla? Unfortunately,
although the development of the nervous system has
been described in some detail, little is known of the 
cellular and molecular mechanisms that give rise to
neurons in these animals. Therefore, it is difficult to
make direct comparisons between the Cnidarians 
and other metazoans. However, genes related to the
proneural genes (see below) of Drosophila and verte-
brates have been discovered in hydra (Grens et al.,
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FIGURE 1.3 The nervous system shares a common cellular
lineage with the ectoderm. In very simple animals, like the hydra,
the neurons are derived from a precursor in the epidermis, known
as the interstitial cell, which can generate both neurons and other
sensory cells.



1995), although much more study of the Cnidarians is
necessary to determine the degree to which the mech-
anisms for neurogenesis are common to all multicellu-
lar animals.

C. elegans

The development of C. elegans, a nematode worm,
highlights the shared lineage of the epidermal and
neural cell fates. These animals have been studied pri-
marily because of their simple structure (containing
only about a thousand cells), their rapid generation
time (allowing for rapid screening of new genetic
mutants), and their transparency (enabling lineage
relationships of the cells to be established). These
nematodes have a rigid cuticle that is made of col-
lagenous proteins secreted by the underlying cells of
the hypodermis. The hypodermis is analogous to the
epidermis of other animals, except that it is composed
of a syncytium of nuclei rather than of individual cells.
They have a simple nervous system, composed of only
302 neurons and 56 glial cells. These neurons are
organized into nerve cords instead of the nerve net 
of the jellyfish. The nerve cords are primarily in the
dorsal and ventral sides of the animals, but there are
some neurons that run along the lateral sides of the
animal as well. The nematodes move by a series of 
longitudinal muscles, and they have a simple digestive
system.

Nematodes have long been a subject for develop-
mental biologists’ attention. Theodore Boveri studied
nematode embryology and first described the highly
reproducible pattern of cell divisions in these animals
in the late 1800s. Boveri’s most famous student, Hans
Spemann, whose work on amphibian neural induction
will be described below, worked on nematodes for his
Ph.D. research. The modern interest in nematodes,
however, was motivated by Sydney Brenner, a molec-
ular biologist who was searching for an animal that
would allow the techniques of molecular genetics to be
applied to the development of metazoans (Brenner,
1974).

Because of the stereotypy in the pattern of cell divi-
sions, the lineage relationships of all the cells of C.
elegans have been determined (Sulston et al., 1983). The
first cleavage produces a large somatic cell, the AB
blastomere, which gives rise to most of the hypoder-
mis and the nervous system and the smaller germline
P cell, which in addition to the gonads will also gen-
erate the gut and most of the muscles of the animal
(Figure 1.4). Subsequent cleavages produce the germ
cell precursor, P4, and the precursor’s cells for the rest
of the animal: the MS, E, C, and D blastomeres (Figure
1.4), and these cells all migrate into the interior of the

embryo, while the AB-derived cells spread out over
the outside of the embryo completing gastrulation
(Figure 1.5). The next phase of development is charac-
terized by many cell divisions and is known as the 
proliferation phase. Then an indentation forms at the
ventral side of the animal marking the beginning of 
the morphogenesis stage, and as this indentation pro-
gresses, the worm begins to take shape (Figure 1.5). At
this point, the worm has only 556 cells and will add
the remaining cells (to the total of 959) over the four
larval molts. The entire development of the animal
takes about two days.

The neurons of C. elegans arise primarily from the
AB blastomere, in lineages shared with the ectoder-
mally derived hypodermis. An example of one of these
lineages is shown in Figure 1.5. The Abarpa blastomere
can be readily identified in the 100-min embryo
through its position and lineal history. This cell then
goes on to give rise to 20 additional cells, including 9
neurons of the ring ganglion. The progeny of the
Abarpa blastomere, like most of the progeny of the AB
lineage, lie primarily on the surface of the embryo
prior to 200min of development. At this time, the cells
on the ventral and lateral sides of the embryo move

4 1. NEURAL INDUCTION
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FIGURE 1.4 The nervous system shares a common cellular
lineage with the ectoderm. The cell divisions that generate the C.
elegans nematode worm are highly reproducible from animal to
animal. The first division produces the AB blastomere and the P1
blastomere. The germ line is segregated into the P4 blastomere
within a few divisions after fertilization. The subsequent divisions
of the AB blastomere go on to give rise to most of the neurons of 
the animal, as well as to the cells that produce the hypodermis—the
epidermis of the animal.
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FIGURE 1.5 The next phase of development of the C. elegans worm also highlights the shared lineages of
hypodermis and neurons. A. During gastrulation, the MS, E, C, and D blastomeres all migrate into the inte-
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inside and become the nervous system, whereas the
AB progeny that remain on the surface spread out 
to form the hypodermis, a syncytial covering of the
animal. Most of the neurons arise in this way; of the
222 neurons in the newly hatched C. elegans, 214 arise
from the AB lineage, whereas 6 are derived from the
MS blastomere and 2 from the C blastomere.

Drosophila

The development of the fruit fly, Drosophila, is char-
acteristic of the “long germ band” arthropods. Unlike
the embryos of the nematode and the leech, where
cleavage of the cells occurs at the same time as nuclear 
divisions, the initial rounds of nuclear division in the
Drosophila embryo are not accompanied by correspon-
ding cell divisions. Instead, the nuclei remain in a syn-
cytium up until just prior to gastrulation, three hours
after fertilization. Prior to this time, the dividing nuclei
lie in the interior of the egg, but they then move out
toward the surface and a process known as cellular-
ization occurs, and the nuclei are surrounded by
plasma membranes. At this point the embryo is known
as a cellular blastoderm.

The major part of the nervous system of Drosophila
arises from cells in the ventrolateral part of the cellu-
lar blastoderm (Figure 1.6, top). Soon after cellulariza-
tion, the ventral furrow, which marks the beginning of
gastrulation, begins to form (Figure 1.6, middle). At the
ventral furrow, cells of the future mesoderm fold into
the interior of the embryo. The process of invagination
occurs over several hours, and the invaginating cells
will continue to divide and eventually will give rise to
the mesodermal tissues of the animal. As the meso-
dermal cells invaginate into the embryo, the neuro-
genic region moves from the ventrolateral position to
the most ventral region of the animal (Figure 1.6). The
closing of the ventral furrow creates the ventral
midline, a future site of neurogenesis. On either side
of the ventral midline is the neurogenic ectoderm,
tissue that will give rise to the ventral nerve cord, oth-
erwise known as the central nervous system (Figure
1.6). However, it is worth noting that a separate neu-
rogenic region, known as the procephalic neurogenic
region, gives rise to the cerebral ganglia or brain.

Drosophila neurogenesis then begins in the neuro-
genic region; they enlarge and begin to move from the
layer into the inside of the embryo (Figure 1.6). At the
beginning of neurogenesis, the neurogenic region is a
single cell layer; the first morphological sign of neuro-
genesis is that a number of cells within the epithelium
begin to increase in size. These larger cells then
undergo a shape change and squeeze out of the epithe-
lium. This process is called delamination and is shown

in more detail in Figure 1.7. The cells that delaminate
are called neuroblasts and are the progenitors that will
generate the nervous system. In the next phase of 
neurogenesis, each neuroblast divides to generate
many progeny, known as ganglion mother cells (GMCs).
Each GMC then generates a pair of neurons or glia. In
this way, the entire central nervous system of the larval
Drosophila is generated. However, the Drosophila
nervous system is not finished in the larva, but rather
additional neurogenesis occurs during metamorpho-
sis. Sensory organs, like the eyes, are generated from
imaginal discs, small cellular discs in the larva that
undergo a tremendous amount of proliferation during
metamorphosis to generate most of what we recognize
as an adult fly.
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different vertebrates: amphibians, fish, birds, and
mammals. In all of these animals, multiple cleavage
divisions generate a large number of cells from the 
fertilized oocyte. However, while gastrulation in all of
these animals is basically conserved, the details of the
cellular movements during this phase can look quite
different.

Amphibian eggs are like those of many animals in
that the egg has a distinct polarity with a nutrient-rich
yolk concentrated at the “vegetal” hemisphere and a
relatively yolk-free “animal” hemisphere. After fertil-
ization, a series of rapid cell divisions, known as cleav-
ages, divides the fertilized egg into blastomeres. The
cleavage divisions proceed less rapidly through the
vegetal hemisphere, and by the time the embryo
reaches 128 cells, the cells in the animal half are much
smaller than those of the vegetal half (Figure 1.8). The
embryo is called a blastula at this stage. The process by
which the relatively simple blastula is transformed
into the more complex, three-layered organization
shared by most animals, is called gastrulation. During
this phase of development, cells on the surface of the
embryo move actively into the center of the blastula.
The point of initiation of gastrulation is identified on
the embryo as a small invagination of the otherwise
smooth surface of the blastula, and this is called the
blastopore (Figure 1.8). In amphibians the first cells to
invaginate occur at the dorsal side of the blastopore
(Figure 1.8), opposite to the point of sperm entry. As
described below, these cells have a special significance
to the development of the nervous system. The mech-
anism of involution is complex, and it appears that 
a small group of “bottle” cells initiate the process 
by changing shape and creating a discontinuity in the
surface.

The involuting cells lead a large number of cells that
were originally on the surface of the embryo to the inte-
rior (Figure 1.8). The part of the blastula that will ulti-
mately reside in the interior of the embryo is called the
involuting marginal zone (IMZ). Most of these cells will
give rise to mesodermally derived tissues, like muscle
and bone. The first cells to involute crawl the farthest
and produce the mesoderm of the anterior part of the
animal (i.e., the head). The later involuting IMZ cells
produce the mesoderm of more posterior regions,
including the tail of the tadpole. At this point in devel-
opment, the neural plate of the vertebrate embryo still
largely resembles the rest of the surface ectoderm.
However, shortly after its formation, the neural plate
begins to fold onto itself to form a tubelike structure, the
neural tube (Figure 1.9). Much more will be said about
the neural tube and its derivatives and shape changes in
the next two chapters. For now, suffice it to say that this
tube of cells gives rise to nearly all the neurons and glia
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FIGURE 1.7 The neuroblasts of the Drosophila separate from the
ectoderm by a process known as delamination. The neuroblasts
enlarge relative to the surrounding cells and squeeze out of the
epithelium. The process occurs in several waves; after the first set of
neuroblasts has delaminated from the ectoderm, a second set of cells
in the ectoderm begins to enlarge and also delaminates. The delami-
nating neuroblasts then go on to generate several neurons through
a stereotypic pattern of asymmetric cell divisions. The first cell divi-
sion of the neuroblast produces a daughter cell known as the gan-
glion mother cell, or GMC. The first ganglion mother cell divides 
to form neurons, while the neuroblast is dividing again to make
another GMC. In the figure, the same neuroblast is shown through
its successive stages as Nb, while the GMCs are numbered succes-
sively as they arise.

Vertebrates

Vertebrate embryos undergo a fundamentally
similar process of early development, though at first
appearance they seem to be quite different. In this
section we will review the development of several 



of vertebrates. Another source of neurons and glia is the
neural crest, a group of cells that arises at the junction
between the tube and the ectoderm (Figure 1.9). The
neural crest is the source of most of the neurons and glia
of the peripheral nervous system, whose cell bodies lie
outside the brain and spinal cord. This tissue is unique
to vertebrates, and has the capacity to generate many
diverse cell types; we will have more to say about
neural crest in later chapters.

The complex tissue rearrangements that occur
during gastrulation in the amphibian occur in other
vertebrates in fundamentally the same way. However,
the details of these movements can be quite different.
Much of the difference in cell movements lies in dif-
ferences in the amount of yolk in the egg. Fish and bird
embryos have a substantial amount of yolk; since the
cleavage divisions proceed more slowly through the
yolk, these animals have many more cleavage divi-
sions in the animal pole than in the vegetal pole. In
zebrafish embryos, the blastomeres are situated at the
top of the egg, and as development proceeds these
cells divide and spread downward over the surface of
the yolk cells in a process known as epiboly. At 50%
epiboly, when the spread reaches the equator, there is
a transient pause as the process of gastrulation begins
at the future dorsal margin of the embryo, which is at
this point called the shield (Figure 1.10). The shield
begins to thicken as gastrulation commences. Prospec-
tive mesodermal cells delaminate, move inside the
ectodermal layer, and begin migrating back toward the
animal pole. The rest of the ectoderm then continues
its migration to the vegetal pole until the yolk is com-
pletely enveloped at 100% epiboly. As the dorsal meso-
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FIGURE 1.9 The neural plate (light red) rolls up into a tube sep-
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crest (bright red) arises at the point of fusion of the neural tube.



dermal cells migrate toward the animal pole on the
shield side, the ectoderm above becomes committed to
a neural fate and a definitive neural plate begins to
form. One of the best things about the zebrafish
embryos, as far as developmental biologists are con-
cerned, is their extraordinary optical transparency.

Avian embryos are an extreme example of a “yolky”
egg. We all know how much yolk is in a chicken egg.
As a result, when the single large egg cell begins to
divide, the cell cleavage divisions do not penetrate into
this yolk but are restricted to the relatively yolk-free
cytoplasm at the animal pole. These cleavages lead to
a disc of cells, called the blastodisc, which is essentially
floating on the yolk. The invagination of mesoderm
occurs in this disc through a blastopore-like structure
known as the “primitive streak.” During this invagi-
nation, future mesoderm cells migrate into the interior
of the embryo (Figure 1.11). 

What about mammalian embryos, which have
essentially no yolk and derive all their nourishment
from the placenta? The cleavage divisions of mam-
malian embryos are complete (Figure 1.12), and the
resulting cells are equal in their potential; there 
is no obvious animal or vegetal pole. However, after 
a sufficient number of divisions, when the blastula

forms, there are cells on the inside of the ball, called
the inner cell mass, that produce the embryo, whereas
the cells on the outside of the ball make the placenta
and associated extra-embryonic membranes. Even
though they lack yolk, mammalian embryos undergo
a process of gastrulation that is similar to the avian
embryo in that the developing mesodermal cells
migrate through the primitive streak to reach the inte-
rior (Figure 1.12). The primitive streak runs along the
anterior-posterior axis of the embryo, and the ecto-
derm laying above the ingressing mesodermal cells
becomes the neural plate and subsequently the neural
tube, much like that described above for the other ver-
tebrate embryos.

INTERACTIONS WITH NEIGHBORING
TISSUES IN MAKING NEURAL TISSUE

The three basic layers of the embryo—the endo-
derm, mesoderm, and ectoderm—arise through the
complex movements of gastrulation. These move-
ments also create new tissue relations. For example,
after gastrulation in the frog, presumptive mesoderm
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a large ball of yolk. The cleavages are confined to the dorsal side. After multiple cleavage divisions, the cells
migrate over the yolk in a process called epiboly. Once the cells have enclosed the yolk, the development of
the nervous system proceeds much like that described for the frog. (After Kimmel et al., 1995)



now underlies the dorsal ectoderm. A large number of
experimental studies in the early part of the twentieth
century revealed that these new tissue arrangements
were of critical importance to the development of a
normal animal. By culturing small pieces of embryos
in isolation, it was possible to determine the time at
which each part of the embryo acquired its character
or fate (Figure 1.13). When the dorsal ectoderm was
cultured in isolation prior to gastrulation, the cells dif-
ferentiated into epidermis, while when roughly the
same piece of tissue was isolated from gastrulating
embryos, the piece of ectoderm now differentiated into
neural tissue, including recognizable parts of the brain,
spinal cord, and even eyes. These results led Hans
Spemann, a leading embryologist of the time, to spec-
ulate that the ectoderm became fated to generate

neural tissue as a result of the tissue rearrangements
that occur at gastrulation (Hamburger et al., 1969). One
possible source of this “induction” of the neural tissue
was the involuting mesoderm, known at the time as
the archenteron roof. As noted above, the involuting
tissue is led into the interior of the embryo by the
dorsal lip of the blastopore. To test the idea that the
involuting mesoderm induces the overlying ectoderm
to become neural tissue, Spemann and Hilde Mangold
carried out the following experiment (Figure 1.14). The
dorsal lip of the blastopore was dissected from one
embryo and transplanted to the interior of another
embryo, and the latter embryo was allowed to develop
into a tadpole. Spemann and Mangold found that an
entire second body axis, including a brain, spinal cord,
and eyes developed from the ventral side of the
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FIGURE 1.12 Development of the human embryo. The initial cleavage divisions are symmetric and
produce apparently identical blastomeres. There is not much yolk in the mammalian embryo, since most
nutrients are derived from the placenta. After multiple cleavage divisions, the embryo is called a blastocyst
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the other vertebrates.

embryo, where neural tissue does not normally arise.
To determine whether the new neural tissue that
developed in these twinned embryos came from the
dorsal lip tissue, they transplanted the dorsal blasto-
pore lip from the embryo of a normal pigmented frog
into the embryo of a nonpigmented strain of frogs.
They found that the second body axis that resulted was
made of mostly nonpigmented cells, indicating that it
came largely from the host blastula, not the trans-
planted dorsal lip. Thus, the grafted blastopore cells
have the capacity to induce neural tissues from a
region of the ectoderm that would normally not give

rise to a nervous system. In addition to the neural
tissue in these embryos, they found that mesodermally
derived structures also contributed to the twinned
embryo. They concluded that the dorsal lip acts not
only as a neural inducer but also as an “organizer” of
the entire body axis. As a result of these experiments,
this region of the embryo is known as the Spemann
organizer.

In the years following these initial studies of
Spemann and Mangold, several embryologists tried to
further characterize the induction process, as well as
to identify the inducing principle or factor. One of the



first realizations that came from these additional
studies was that “the organizer” has subdivisions,
each capable of inducing specific types of differentia-
tion. Holtfreter subdivided the organizer region into
pieces, and, using the same transplantation strategy, 
he found that when more lateral aspects of the dorsal
lip were used, tails were induced, whereas when 
more medial regions of the organizer region were
transplanted, heads were induced. In an attempt to
more precisely define the heterogeneity of the region,
Holtfreter also cultured small bits of the dorsal lip and
found that that these develop into more or less well-
defined structures, such as single eyes or ears! As 
Holtfreter succinctly summarizes: “even at the gas-
trula stage the head organizer is not actually an
equipotential entity, but is subdivided into specialized
inductors although distinct boundaries between them
do not seem to exist.”

Neural induction does not appear to act solely
through a vertical signal passed from the involuting
mesoderm; there is also evidence that a neural induc-
ing signal can be passed through the plane of the ecto-
derm. As noted above, when blastulas are placed in
hypotonic solutions just prior to gastrulation, the IMZ
cells fail to involute, and instead evaginate to produce
an exogastrula. Under these conditions, the process of
signaling between the mesoderm and the ectoderm
should be blocked, since involuting mesoderm is no

longer underneath the ectoderm. Surprisingly, how-
ever, some neural induction does appear to take place.
Although this was difficult to determine in Holtfreter’s
time, the use of antibodies and probes for neural-
specific proteins and gene expression clearly shows
that organized neural tissue forms from such exogas-
trulated ectoderm (Holtfreter, 1939; Ruiz i Altaba,
1992). This so-called planar induction can also be
demonstrated in a unique tissue combination invented
by Ray Keller that bears his name, the Keller sandwich.
In this preparation, the presumptive neural ectoderm
and the dorsal lip are dissected from two embryos and
sandwiched together. In these, the mesoderm does not
move inside of the sandwich, but rather extends away
from the neurectoderm like an exogastrula (Keller et
al., 1992; Figure 1.15). Only a thin bridge of tissue con-
nects the mesoderm with the neural ectoderm, but
nevertheless, extensive and patterned neural develop-
ment occurs in these cultures (Figure 1.15).
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ted to the neural lineage. If the animal cap is isolated from the rest
of the embryo (left), the cells develop as epidermis, or skin. If the
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FIGURE 1.14 Spemann and Mangold transplanted the dorsal lip
of the blastopore from a pigmented embryo (shown as red) to a non-
pigmented host embryo. A second axis, including the neural tube,
was induced by the transplanted tissue. The transplanted dorsal
blastopore lip cells gave rise to some of the tissue in the secondary
axis, but some of the host cells also contributed to the new body axis.
They concluded that the dorsal lip cells could “organize” the host
cells to form a new body axis, and they named this special region of
the embryo the organizer.



THE MOLECULAR NATURE 
OF THE NEURAL INDUCER

Early efforts to define the chemical nature of the
neural inducer were unsuccessful. In the initial
attempts at characterization, Bautzman, Holtfreter,
Spemann, and Mangold showed that the organizer
tissue retained its inductive activity even after the cells
had been killed by heat, cold, or alcohol. Holtfreter
subsequently reported that the neuralizing activity
survived freezing, boiling, and acid treatment; how-
ever, the activity was lost at temperatures of 150°C.
Several embryologists then set out to isolate the active
principle(s) in the dorsal lip of the blastopore using the
following three approaches: (1) extracting the active
factor from the dorsal blastopore cells; (2) trying out
candidate molecules to look for similar inductive 
activities; and (3) testing other tissues for inductive
activities.

The initial attempts at direct isolation of the induc-
ing activity from the blastopore lip cells resulted in
failure, largely because of the small amounts of tissue
that could be obtained and the limited types of 
chemical analyses available at the time. From the initial
report in 1932 to the late 1950s, over one hundred
studies tried to characterize the neural inducing activ-
ity. The search for the neural inducer was one of the
major preoccupations of developmental biologists 
in this period. Whereas one group reported that the
active principle was lipid extractable, another would
report that the residues were more active than the

extracts. To obtain more tissue to work with, several
investigators screened a variety of adult tissues for
similar inducing activities. Although some found a
certain degree of specificity, liver and kidney being the
most potent neural inducers, others found that “frag-
ments from practically every organ or tissue from
various amphibians, reptiles, birds, and mammals,
including man, were inductive” (Holtfreter, 1955).
Perhaps most disconcerting to the investigators at the
time were the results from the candidate molecule
approach. Some of the factors found to have neuraliz-
ing activity made some sense: polycyclic hydrocarbon
steroids, for example. However, other putative induc-
ers, such as methylene blue and thiocyanate, most
likely had their effects through some toxicity or 
contamination.

In the early 1980s, a number of investigators began
to apply molecular biological techniques to study
embryonic inductions. The first of these studies
attempted to test for factors that would trigger the
process of mesoderm induction in the frog. As
described above, the frog embryo is divided into an
animal half and a vegetal half; the animal half will ulti-
mately give rise to neural tissue and ectodermal tissue,
while the vegetal half will give rise primarily to endo-
derm. The mesoderm, which will ultimately go on to
make muscle and bone and blood, arises in between
these two tissues, from the cells around the embryo’s
equator (see Figure 1.16). It has been known for many
years, based on the work of Peter Nieuwkoop, that the
formation of the mesodermal cells in the equatorial
region requires some type of interaction between the
animal and vegetal halves of the embryo. If this animal
half or “cap” is isolated from the vegetal half of the
embryo, no mesodermal cells develop. However,
when Nieuwkoop (1973, 1985) recombined the animal
cap with the vegetal half, mesodermal derivatives
developed in the resulting embryos (Figure 1.16). He
postulated that a signal from the vegetal half of the
embryo induced the formation of mesoderm at the
junction with the animal half of the embryo. The iden-
tification of the molecular basis for this induction 
has been the subject of intense investigation, and 
the reader is referred to more general textbooks on
developmental biology for the current model of this
process.

At the same time these studies of mesodermal
inducing factors were taking place, a number of inves-
tigators realized that the animal cap assay might also
be a very good way to identify neural inducers. Not
only do isolated animal caps fail to generate mesoder-
mal cells, but they also fail to develop into neuronal
tissue. Several factors added to animal caps caused the
cells to develop into neural cells as well as mesoder-
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mal tissue. However, since the organizer at the dorsal
lip of the blastopore is made from mesoderm, it was
not clear whether the neural tissue that developed in
animal caps was directly induced by the exogenous
factor, or, alternatively, whether the factor first induced
the organizer and subsequently induced neural tissue.
(Figure 1.17). Therefore, to refine the assay to look for
direct neural induction, studies concentrated on iden-
tifying factors that would increase the expression of
neural genes without the concomitant induction of
mesoderm-specific gene expression.

The animal cap assay was used for the isolation of
the first candidate neural inducer. Richard Harland
and his colleagues (Lamb et al., 1993; Smith et al., 1993)
used a clever expression cloning system to identify 
a neural inducing factor (Figure 1.18). The cloning 
was done by taking advantage of the fact that UV-
irradiated frog embryos fail to develop a dorsal axis,
including the nervous system, and instead develop
only ventral structures. Nevertheless, the transplanta-
tion of a dorsal blastopore lip from a different embryo
can restore a normal body axis to the UV-treated
embryo, indicating that the UV embryo can still
respond to the neural inducing factor(s). Furthermore,
injection of mRNA from a hyperdorsalized embryo can

also restore a normal body axis. Harland’s group took
advantage of this fact and used pools of cDNA isolated
from the organizer region to rescue the UV-treated
embryos. By dividing the pools into smaller and
smaller collections, they isolated a cDNA that coded
for a unique secreted protein, which they named Noggin.
When Noggin was purified and supplied to animal
caps, it was capable of specifically inducing neural
genes, without inducing mesodermal genes. Noggin
mRNA is expressed in gastrulating embryos, by the
cells of the dorsal lip of the blastopore, precisely 
where the organizer activity is known to reside. Injec-
tion of Noggin mRNA into UV-treated embryos at the
four-cell stage can restore body axis and even hyper-
dorsalize the embryos to give bigger brains than
normal.

At the same time that the Noggin studies were 
being done, other labs were using additional 
approaches to identify other neural-inducing mole-
cules. DeRobertis was interested in identifying genes
that were expressed in the dorsal blastopore lip organ-
izer region. They isolated a molecule they named
Chordin. Like Noggin, this is a secreted protein that is
expressed in the organizer during the period when
neural induction occurs (Figure 1.19). Overexpression
of Chordin in the ventral part of the embryo causes a
secondary axis, similar to goosecoid. Thus, chordin
appears to be similar to noggin as a putative neural
inducer.

A third candidate neural inducer was identified by
Melton and his colleagues, as a previously identified
reproductive hormone known as follistatin (Hemmati-
Brivanlou et al., 1994). In the reproductive system, fol-
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FIGURE 1.17 Indirect neural induction versus direct neural
induction. The organizer transplant experiments show that the invo-
luting mesoderm has the capacity to induce neural tissue in the cells
of the animal cap ectoderm. When assaying for the factor released
from mesoderm that is responsible for this activity, it was important
to distinguish between the direct and indirect induction of neural
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However, in the case of a direct neural inducer (right), neural genes
are turned on (red), but mesoderm-specific genes are not expressed.



listatin works as a regulatory factor by binding to and
inhibiting activin, a member of the TGT-b family of
proteins that controls FSH secretion from the pituitary
gland. During a screen for mesoderm-inducing factors,
Melton found that activin could act as a mesoderm
inducer. To study the mechanism of activin action 
on mesoderm induction, he constructed a truncated

activin receptor that when misexpressed in embryos
would interfere with normal endogenous activin sig-
naling (Hemmati-Brivanlou and Melton, 1994) (Figure
1.20). To the surprise of  these investigators, interfer-
ing with activin signaling not only disrupted normal
mesoderm development, but it also induced the cells
of the animal cap to develop as neurons without any
additional neural-inducing molecule. They proposed
that activin—or something like it—normally inhibits
neural tissue from differentiating in the ectoderm.
They also suggested that perhaps neural induction
occurred by inhibiting this neural inhibitor; in other
words, that the Spemann organizer secretes factors
that antagonize a neural inhibitor. These results led to
the idea that neural tissue is in some way the default
state of the ectoderm and that it must be actively inhib-
ited by activin-like proteins of the TGF-b family. The
idea that the ectoderm is actively inhibited from
becoming neural tissue has some additional support.
In 1989, two groups (Godsave and Slack, 1989; Grunz
and Tacke, 1989) reported that dissociation of the
animal cap cells prior to neural induction resulted in
most of the cells differentiating as neurons (Figure
1.21). Taking these lines of evidence together, it became
clear that molecules that could inhibit activin signal-
ing would make good neural inducers. Since follistatin
was already known to inhibit TGF-b signaling from the
studies of these factors in the reproductive system,
Melton and colleagues tested whether follistatin could
act as a neural inducer. They found that indeed folli-
statin could cause a secondary axis when misex-
pressed, and recombinant follistatin could induce
neural tissue from animal caps. Follistatin is also
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FIGURE 1.18 The identification of noggin as a neural inducer
used an expression cloning strategy in Xenopus embryos. A. Normal
development of a Xenopus embryo. B. UV light treatment of the early
embryo inhibits the development of dorsal structures by disrupting
the cytoskeleton rearrangements that pattern the dorsal inducing
moelcules prior to gastrulation (ventralized). C. Lithium treatment
of the early embryo has the opposite effect; the embryo develops
more than normal dorsal tissue (i.e. hyperdorsalized). D. If messen-
ger RNA is extracted from the hyperdorsalized embryos and injected
into a UV-treated embryo, the messages encoded in the mRNA can
“rescue” the UV-treated embryo and it develops relatively normally.
E. Similarly, cDNA from the organizer region of a normal embryo
can rescue a UV-treated embryo. The noggin gene was isolated as a
cDNA from the organizer region that could rescue the UV-treated
embryo when injected into the embryo, and subsequently, recombi-
nant protein was made from this cDNA and shown to induce neural
tissue from isolated animal caps, without any induction of meso-
dermal genes. Neural tissue is shown in red in all panels.

FIGURE 1.19 Chordin expression in a frog embryo. The arrow
points to the organizer region at the dorsal lip of the blastopore, and
the blue label shows the cells of the pre-gastrula that express the
gene chordin. (From Sasai et al., 1994)



expressed in the organizer region of the embryo at the
time of neural induction, like chordin and noggin.

CONSERVATION OF 
NEURAL INDUCTION

Even more fascinating than the identification of
three candidate neural-inducing factors in a relatively
short period of time is that these three factors may all
act by a related mechanism and that this mechanism
appears to be at least partially conserved between ver-

tebrates and invertebrates (Figure 1.22). Analysis of
chordin’s sequence revealed an interesting homology
with a Drosophila gene called short gastrulation or sog.
Sog is expressed in the ventral side of the fly embryo,
and mutations in this gene in Drosophila result in defec-
tive dorsal-ventral patterning of the embryo. In null
mutants of sog, the epidermis expands and the neuro-
genic region is reduced. And, like chordin, microinjec-
tion of sog into the nonneurogenic region of the
embryo causes the formation of ectopic neural tissue.
Thus, sog seems to be the functional homolog of
chordin. At this point the advantages of fly genetics
were important. From analysis of other Drosophila
mutants, it was possible to show that sog interacts with
a gene called decapentaplegic, or dpp, a TGF-like protein
related to the vertebrate genes known as bone-
morphogenic proteins, BMPs. Dpp and sog directly
antagonize one another in Drosophila. Mutations in dpp
have the opposite phenotype as sog mutations; in dpp
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FIGURE 1.20 Expression of a truncated activin receptor blocks
normal signaling through the receptor and induces neural tissue. 
A. The normal activin receptor transmits a signal to the cell when
activin binds the receptor and it forms a dimer. The truncated activin
receptor still binds the activin (or related TGF-b), but now the
normal receptor forms dimers with the truncated receptor. Lacking
the intracellular domain to signal, the truncated receptor blocks
normal signal transduction through this receptor. B. Oocytes injected
with the truncated activin receptor develop to the blastula stage, 
and when the animal caps were dissected from these embryos, 
they developed into neural tissue without the addition of a neural
inducer. This result indicated that inhibiting this signaling pathway
might be how neural inducers function.
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FIGURE 1.21 Dissociation of animal cap cells prior to gastrula-
tion causes most of them to differentiate into neurons in culture.
Animal caps can be cultured intact (left) or dissociated into single
cells by removing the Ca+2 ions from the medium (middle and right).
If the intact caps are put into culture, they develop as epidermis
(left). If the dissociated animal cap cells are cultured, they develop
into neurons (red; middle). This result supports the hypothesis that
the neural fate is actively suppressed by cellular associations in the
ectoderm. If the cells are dissociated and then BMP is added to the
culture dish, the cells do not become neurons, but instead act as if
they are not dissociated and develop as epidermis (right).



mutants the neurogenic region expands at the expense
of the epidermis, and ectopic expression of dpp causes
a reduction in neural tissue. These Drosophila studies
motivated studies of the distribution of the BMPs at
early stages of Xenopus development, and a similar
pattern has emerged. BMP4 is expressed throughout
most of the gastrula, but at reduced levels in the organ-
izer and neurogenic animal cap. As expected, recom-
binant BMP4 can suppress neural induction by
chordin, the vertebrate homolog of Sog.

The studies of sog/chordin and dpp/BMP4 lead 
to two conclusions. First, it appears that the dorsal-
ventral axis of the developing embryo uses similar
mechanisms in both the fly and the vertebrate.
However, as discussed in the previous section, the
neural tissue in the vertebrate is derived from the
dorsal side of the animal, while the neurogenic region
of the fly is on the ventral side (DeRobertis and Sasai,
1996; Holley et al., 1995). The idea that the vertebrate
and arthropod body plans were inverted with respect

to one another was first proposed by Geoffry Saint-
Hillaire from comparative anatomical studies, and this
appears to be confirmed by these recent molecular
studies (Figure 1.22). Second, the antagonistic mecha-
nism between sog and dpp in the fly also led to the
hypothesis that the various neural inducers might
work through a common mechanism, the antagonism
of BMP4 signaling. The following three key experi-
ments all indicate that this is indeed the case. First,
BMP4 will inhibit neural differentiation of animal caps
treated with chordin, noggin. or follistatin. Second,
BMP4 will also inhibit neural differentiation of disso-
ciated animal cap cells. Third, antisense BMP4 RNA
causes neural differentiation of animal caps without
addition of any of the neural inducers. The dominant-
negative activin receptor induction of neural tissue can
also be understood in this context, since the activin
receptor is related to the BMP4 receptor, and addi-
tional experiments have shown that the expression 
of the truncated receptor also blocks endogenous
BMP4 signaling (Wilson and Hemmati-Brivanlou,
1995).

Do all three of these neural inducers act equiva-
lently to inhibit BMP4 signaling? Biochemical studies
have demonstrated that chordin blocks BMP4-receptor
interactions by directly binding to the BMP4 with 
high affinity. Noggin also appears to bind BMP4 
with an even greater affinity, while follistatin can 
bind the related molecules BMP7 and activin. There-
fore, it is likely that at least these three neural 
inducers act by blocking the endogenous epider-
malizing BMP4, thereby allowing neural differentia-
tion of the neurogenic ectoderm (Piccolo et al., 1996) 
(Figure 1.23).

The studies described in Xenopus embryos have pro-
vided evidence that these factors are capable of induc-
ing neural tissue, but it is more difficult technically to
determine whether these factors are required for
neural induction in Xenopus. To study the requirement
for BMP inhibition in neural induction, several labs
have examined animals that have mutations in one or
more of the putative neural inducer genes. Zebrafish
with mutations in the chordin gene have reductions in
both neural tissue and in other dorsal tissues (Schulte-
Merkerr et al., 1997). In mice, targeted deletions have
been made in the genes for follistatin, noggin, and
chordin. Although deletion of any one of these genes
has only minor effects on neural induction, elimination
of both noggin and chordin has major effects on neural
development. Figure 1.24 shows the nearly headless
phenotype of these animals. The cerebral hemispheres
of the brain are almost completely absent. Neverthe-
less, some neural tissue forms in these animals. Thus,
while antagonism of the BMP signal via secreted BMP
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FIGURE 1.22 Vertebrates and invertebrates use similar mole-
cules to pattern the dorsal-ventral axis. The Drosophila embryo in
cross section resembles an inverted Xenopus embryo. As described
in Figure 1.6, the neurogenic region is in the ventral-lateral
Drosophila embryo, whereas in the vertebrate embryo, the neural
plate arises from the dorsal side. In the Drosophila, a BMP-like mol-
ecule, dpp, inhibits neural differentiation in the ectoderm, and in the
vertebrate embryo, the related molecules, BMP2 and BMP4, sup-
press neural development. In Drosophila, sog (short gastrula) pro-
motes neural development by inhibiting the dpp signaling in the
ectoderm in this region, while in the Xenopus, a related molecule,
chordin (chd), is one of the neural inducers released from the invo-
luting mesodermal cells and in an analogous way inhibits BMP sig-
naling, allowing neural development in these ectodermal cells.



antagonists is clearly required for the development of
much of the nervous system, other factors are likely
involved.

Experiments with chick embryos and ascidians
indicate that at least one of these additional factors is
likely a member of the fibroblast growth factor (FGF)
family of signaling molecules. In the chick embryo,
Streit et al. (2000) found that neural induction actually
occurs prior to gastrulation. Moreover, blocking FGF
signaling with an FGF receptor inhibitor, called
SU5402, prevented this early phase of neural induc-
tion. Evidence from the ascidian embryo further sup-
ports the role of FGF in neural induction. Ascidians are
not vertebrates, but before becoming a sessile adult,
they have a “tadpole” intermediate form that resem-
bles a simple vertebrate-like larva, with a notochord
and dorsal neural tube. In this animal, BMP antago-
nists like chordin and noggin do not appear to be
involved in the induction of the neural tube. Instead
FGF is the critical factor, as for the chick. Does FGF act
to antagonize the BMP repression of the neural fate in
ectoderm, Noggin, and Chordin? All of the ways in
which these two different signaling pathways interact
with one another are not yet clear. Nevertheless, there
is evidence that the downstream pathway components
activated by FGF inhibit BMP inhibition by phospho-
rylating Smad proteins (see Box). In addition, a 

18 1. NEURAL INDUCTION

Neural 
plate 

BMP4 

BMP R 

Noggin 

Chd 

Ng 

Cb 

TGFb R 

IMZ 

FIGURE 1.23 The current model of neural induction in amphib-
ian embryos. As the involuting mesodermal cells of the IMZ release
several molecules that interfere with the BMP signals between ecto-
dermal cells. Ceberus, chordin, noggin, and follistatin all interfere
with the activation of the BMP receptor by the BMPs in the ectoderm
and thereby block the anti-neuralizing effects of BMP4. In other
words, they “induce” this region of the embryo to develop as neural
tissue, ultimately generating the brain, spinal cord, and most of the
peripheral nervous system.
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FIGURE 1.24 Loss of noggin and chordin in developing mice causes severe defects in head development.
Left, wild-type mouse embryo, middle loss of noggin only. Right, loss of both noggin and chordin. From ref
with permission. Note that only mild defects are present in mice deficient in only noggin, but the head is
nearly absent when both genes are knocked out. (From Bachiller et al., 2000)
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BOX

B M P  A N D  W N T:  A N  I N T R O D U C T I O N  
T O  S I G N A L I N G  I N  D E V E L O P M E N T

Once an organism develops more than one cell, the
cells need ways to communicate with one another. In mul-
ticellular organisms several key molecular signals have
evolved. These signals are frequently proteins that are
released from one cell and bind to receptors on adjacent
cells. This binding of the factor and receptor causes a
change in the cell that is mediated through a series of
intracellular transducing molecules known as the signal
transduction cascade. Changes in the molecules of the
signal transduction cascade ultimately cause changes 
in gene expression. Although at first there may seem to
be a bewildering number of signals and receptors
described in this book, there are really under 10 different
basic types of signaling systems used for nearly all of 
the cell–cell interactions in development. We assume that
the reader has a basic understanding of these signaling
systems, some of the most critical signaling systems will
be highlighted in various chapters. 

BMPs are members of a very large family of proteins,
known as the TGF-beta family of factors, since the first
protein of this group discovered was Transforming
Growth Factor-beta. These proteins range in size from 10
kD to 30 kD and have a characteristic structure, known 
as the cystein-knot. They bind to a receptor that is a
heterodimer, composed of two type I receptor subunits
and two type II receptor subunits. The type II receptor
subunits are kinases; that is, they can add a phosphate
group (phosphorylation) onto specific serine or threonine
amino acids on the adjacent type I receptor subunit pro-
teins. The phosphorylation of the serine or threonines 
on the type I receptors causes the further phospho-
rylation of another group of proteins, known as R-smads.
The phosphorylated R-Smads then form complexes 
with closely related co-Smads. This complex moves to 
the cell’s nucleus and binds to specific sequences in 
the cell’s DNA and activates nearby genes. The specific
DNA sequences are known as BMP response elements, 
and they occur in the promoter regions of genes that 
are expressed when this pathway is activated by the 
BMP.

Another signaling protein critical in the regulation of
development is the wnt pathway. The name wnt comes
from the rather circuitous route that led to the discovery
of this class of proteins. In the 1980s, it was discovered
that a gene necessary for wing development in flies (the
Wingless gene) and a gene that was activated in certain
forms of cancer caused by viral integration (Int-1) were
homologs. The contraction of wingless and Int, led to the
name wnt. It has turned out that there are many of these
wnt proteins in vertebrates; in humans there are 16
members of this protein family.

Wnts are secreted molecules, but they are typically
associated with the cell membrane and diffuse only
limited distances from the cell that secretes them. The wnt
proteins bind to a receptor called frizzled, an integral
membrane protein, with seven transmembrane domains.
Along with the frizzled receptor, there is a second com-
ponent to the receptor complex, the LRP protein. When
wnt is bound to its receptor complex, an intracellular
protein, b-catenin, associates with several other proteins,
including Axin, GSK3b, and APC. This complex is con-
tinually degraded, and so exists only transiently in the
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cell. However, when wnt binds to frizzled, a protein called
Disheveled blocks the degradation of the complex and
causes the b-catenin to accumulate. As the b-catenin 
accumulates, some of it moves to the nucleus, where 
it forms a complex with a different protein, TCF. The 
b-catenin/TCF complex can bind to DNA at specific
sequences and activate target genes.

There are many similarities between the wnt and BMP
signaling pathways. Both rely on cell-surface receptors 
to cause a change in cytoplasmic components of the cell
that eventually reach the nucleus to cause a change in 
gene transcription. In addition, there are several natural
inhibitors of these pathways; for the BMP pathway, follis-
tatin, noggin, and chordin can interfere with the activation
of the pathway by blocking BMP from binding to the recep-
tor, and for the wnt pathway, cerberus, FrzB, and Dkk
prevent activation, most likely by blocking the wnt from
accessing the receptor. Throughout this book we will see
that different signal-receptor systems are involved in
nearly all developmental events, and while the types of
proteins and details of the transduction cascades may 
vary, the fundamental features of all these pathways are
similar.

BOX (cont’d)

B M P  A N D  W N T:  A N  I N T R O D U C T I O N  
T O  S I G N A L I N G  I N  D E V E L O P M E N T

Smad-interacting protein called Sip1 is activated in the
neural plate by FGFs (Akai and Storey, 2004).

The model of neural induction that has emerged
from many lines of investigation is quite gratifying and
at the same time somewhat surprising. Despite all of
the experiments that were done to study the embryol-
ogy of neural induction by a great many investigators,
it has only been recently that we have appreciated that
the development of neural tissue in the ectoderm of a
gastrulating embryo is actively inhibited by BMPs.
Neural “induction” is actually the reversal of this inhi-
bition (Figure 1.23). What has also emerged from these
studies is that the process of neural induction is
coupled to the process of axis specification, and the
“neural inducers” have more general effects on defin-
ing the dorsal axis of the embryo. Moreover, despite the
apparent redundant requirement for the BMP antago-
nists in CNS induction, in all of the single and com-
pound knockout animals that have been analyzed to
date, the posterior nervous system develops relatively

normally. Therefore, it is possible that antagonism of
BMP in more posterior regions of the embryo may
require other types of inhibition, such as antagonism of
the downstream signaling cascade or Smad pathway.

INTERACTIONS AMONG THE
ECTODERMAL CELLS IN 

CONTROLLING NEUROBLAST
SEGREGATION

The generation of neurons from the neurogenic
region of both vertebrates and invertebrates typically
involves an intermediate step: a neural precursor cell
is first produced, and this cell goes on to produce many
neurons. The neural precursor is capable of mitotic
divisions, whereas the neuron itself is usually a termi-
nally postmitotic cell. In the previous section, we saw
that in both Drosophila and Xenopus the antagonism of
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BMP/dpp was critical in defining the neurogenic
region of the embryo. This section describes some of
the genes important in the next stage of nervous
system development, the formation of neuroblasts in
these neurogenic regions. Once again, the mechanisms
are conserved in vertebrates and invertebrates, and so
these mechanisms are very ancient ones. The produc-
tion of neural precursor cells will be described first in
Drosophila, where the mechanisms are best under-
stood. Though the same mechanisms also appear to
regulate this process in vertebrates, less is known
about this class.

In Drosophila, as described in the previous section,
the neural precursors or neuroblasts form by a process
that starts with their delamination: certain cells within
the neurogenic region enlarge and begin to move 
to the inside of the embryo. Next, each neuroblast
divides to generate many progeny, known as ganglion
mother cells (GMCs). Each GMC then generates a pair of
neurons or glia (Figure 1.8). The neuroblasts form from
the neurogenic ectoderm in a highly stereotyped array,
and each neuroblast can be assigned a unique identity

based on its position in the array, the expression of a
particular pattern of genes, and the particular set of
neurons and glia that it generates (Doe, 1992). The first
neuroblasts to form are arranged in four rows along the
anterior-posterior axis and in three columns along the
medio-lateral axis (Figure 1.25). The types of neurons
and glia generated by a particular neuroblast depend
on its position in the array, and so each neuroblast 
is said to have a unique identity. The next waves of 
neuroblasts to form are also organized in rows 
and columns, adjacent to the preceding waves of 
neuroblasts. The genes involved in controlling the
identity of several of the neuroblasts have been defined
and will be discussed in Chapter 4; however, at this
point the mechanisms that control the segregation of
the neuroblasts from the ectoderm will be described.

Among the molecules that are intimately involved
in the segregation of the neuroblasts from the other epi-
dermal cells are the members of the achaete scute gene
complex. The achaete scute genes were identified for
their effects on the development of the bristles, or
chaete, on the fly, each of which contains a sensory

A B

FIGURE 1.25 Neuroblast segregation in the Drosophila neurogenic region proceeds in a highly patterned
array. A. In this embryo stained with an antibody against achaete-scute (as-c) protein, clusters of proneural
cells in the ectoderm express the gene prior to delamination. B. A single neuroblast develops from each cluster
and continues to express the gene. The other proneural cells downregulate the as-c gene. (From Doe, 1992)
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FIGURE 1.27 Several critical proteins that are necessary for the
development of specific cell and tissue types are members of the
bHLH transcription factor family of molecules. bHLH denotes the
“basic-helix-loop-helix” structure of these molecules. The bHLH
transcription factors dimerize via their first helix and interact with
DNA via their second helix and their basic region.
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FIGURE 1.26 Neurogenic genes and proneural genes were first
identified in the Drosophila due to their effects on neural develop-
ment. In the wild-type embryo (top), only one neuroblast (red)
delaminates from a given proneural cluster in the ectoderm.
However, in flies mutant for proneural genes (middle), like achaete
scute, no neuroblasts form. By contrast, in flies mutant for neuro-
genic genes (bottom), like Notch and Delta, many neuroblasts delam-
inate at the positions where only a single neuroblast develops in the
wild-type animal. Thus, too many neurons delaminate—hence the
name “neurogenic.”

neuron. These genes are organized in a complex of four
(achaete; scute; asense; and lethal of scute) at a single locus
in Drosophila (Alonso and Cabrera, 1988). Deletion of
this locus results in the absence of most of the neuro-
blasts in the fly, in both the central and peripheral
nervous systems (Cabrera et al., 1987), while animals
with extra copies of these genes have ectopic neurons
and sense organs (Brand and Campos-Ortega, 1988).
Since these genes are required for the formation of
neurons from the epidermal cells, they have been called
the “proneural genes” (Figure 1.26) An additional
achaete scute-related gene, atonal, is a proneural gene for
the internal chordotonal sensory organs and the eye
(Jarman et al., 1993).

How do the proneural genes function in neuroblast
segregation? The proneural genes code for transcrip-
tion factors of a particular class, known as the basic-
helix-loop-helix, or bHLH, family. These proteins bind
to specific short stretches of DNA, known as E-boxes,
in the promoters of target genes, and activate their
transcription. Proneural bHLH transcription factors are
members of a broader class of tissue-specific tran-
scription factors (class B). Other tissues, like muscle,
also have class B transcription factors, but instead of

activating neural genes, the muscle-specific bHLH pro-
teins activate muscle-specific genes. The first of these
that was discovered was called MyoD, for myogenic
determination factor. These tissue-specific class B 
transcription factors bind DNA as dimers; their dimer 
partners are similar, but more ubiquitously expressed,
bHLH genes, known as class A. In Drosophila the class
A gene is called daughterless (Da), named for its role in
the sex determination process (Caudy et al., 1988). The
dimerization occurs through one of the helices (Figure
1.27), while the basic region is an extension of the other
helix and interacts with the major groove of the DNA.
The achaete scute transcription factors are thought to
bind to E-boxes in the promoter regions of neuroblast-
specific genes and activate their transcription, main-
taining that cell as a neuroblast.

The process of neuroblast formation requires that a
precise number of cells from the neurogenic region
delaminate. Just prior to the delamination of the neu-
roblasts, achaete is expressed in a group of four to six
epidermal cells (Skeath and Carrol, 1992; Figure 1.25).
A combination of upstream regulatory genes act on the
promoter regions of the achaete scute genes to induce
their expression in these regularly spaced clusters of
cells along the neurogenic region (Skeath et al., 1992).
The four to six cells that express achaete scute are
known as the proneural cluster, and they all have 
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FIGURE 1.28 Ablation of the delaminating neuroblast with a
laser microbeam directed to the ventral neurogenic region of the fly
embryo causes a neighboring ectodermal cell to take its place. This
experiment shows that the neuroblast inhibits neighboring cells
from adopting the same fate via the mechanism of lateral inhibition.

the potential to form neuroblasts. Under normal 
circumstances, only a single cell from each cluster will
delaminate as a neuroblast. The cell that delaminates
to form the neuroblast continues to express the achaete
scute proneural genes, while all of the other cells in the
proneural cluster downregulate their expression of
achaete scute (Figure 1.25).

In experiments designed to determine whether
interactions among the cells were necessary for sin-
gling out one of the cells of the proneural cluster for
delamination as the neuroblast, Taghert et al. (1984)
used a laser microbeam to destroy the developing neu-
roblast at various times during its delamination
(Figure 1.28). They found that ablation of the delami-
nating neuroblast with a laser microbeam causes one
of the other cells in the cluster to take its place and
delaminate. These results led to the idea that the
expression of achaete scute genes, and hence neuroblast
potential, is regulated by a system of lateral inhibition.
The cell that begins to delaminate maintains its achaete
scute expression and suppresses proneural gene activ-
ity function in the other cells of the cluster. The other
cells then remain as epidermal cells, while the achaete
scute-expressing cell delaminates as the neuroblast.

The mechanisms by which the cell that ultimately
develops as the neuroblast is singled out from the 
original cluster have been the subject of intensive inves-
tigation. Studies of this process have uncovered a
unique signaling pathway, which may underlie lateral
inhibitory processes in many regions of the embryo.
Molecules that act prominently in this process are the
Notch receptor and one of its ligands, Delta. Notch is a
large transmembrane protein characterized by an extra-
cellular portion with a large number of repetitive
domains, known as EGF-repeats because of their simi-

larity to the cysteine-bonded tertiary structure of the
mitogen epidermal growth factor, EGF. However,
despite this apparent structural similarity to an
extended peptide mitogen, Notch has no apparent mito-
genic activity, but rather acts to bind two ligands with
somewhat similar structures, Delta and Serrate (Fehon
et al., 1990). These proteins are expressed not only in the
nervous system, but also in many other areas of the
embryo where lateral inhibitory interactions define
tissue boundaries. In fact, Notch and Delta, and the
additional ligand, Serrate, were named for their effects
on wing development, where lateral inhibition is also
mediated by these molecules and is necessary for the
proper development of wing morphology.

The Notch/Delta pathway is critical for singling out
the neuroblast from the proneural cluster, and the fate
of the cells in the neurogenic region depends on their
level of Notch activity. Low Notch receptor activity in
one of these cells causes it to become a neuroblast,
while high activity results in the cell adopting an epi-
dermal fate. In Notch null mutants, nearly all of the
cells in the neurogenic region become neuroblasts; as
a result, the Notch null embryos have defects in the
epidermis (Figure 1.26). A similar phenotype occurs in
Delta null mutants. Because of the phenotypes the
mutant animals show, the Notch and Delta genes have
been termed neurogenic. Of course, activation of this
system actually has the opposite effect and suppresses
neuroblast formation.

One model for how the Notch/Delta signaling
pathway mediates the lateral inhibitory interactions
among the cells of the proneural cluster is shown in
Figure 1.29. Central to this model is the idea that
achaete scute transcription factors the drive expression
of Delta. Initially, all of the achaete scute-expressing 
cells also express an equal amount of Notch and 
Delta (Hartly et al., 1987). If, by a stochastic process,
the central cell in the proneural cluster expresses 
more achaete scute than the others, this cell will then
concomitantly express a higher level of Delta than the
other cells of the cluster. When the Delta in the central
cell activates Notch on the neighboring cells, it sup-
presses their achaete scute expression and further
downregulates their Delta expression, preventing
them from differentiating as neuroblasts. In this way,
only a single neuroblast develops from the proneural
cluster at a particular location in the fly.

How does Notch activation lead to the suppression
of achaete scute in a neighboring cell? In the past few
years a considerable amount of effort has gone into
working out the signal transduction cascade for the
Notch/Delta signaling system, and so a reasonable
answer can now be given to this question. The identi-
fication of the downstream signaling components of
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FIGURE 1.30 The lateral inhibitory mechanism involves the
neurogenic proteins, Notch and Delta. A cell expresses achaete scute
genes (ASC), and Notch is inactive (top). The ASC activates its own
transcription to maintain its expression and also acts as a transcrip-
tion factor to activate the expression of downstream neural-specific
genes and the Notch ligand Delta. This cell would then become a
neuroblast. However, if a neighboring cell expresses more Delta and
thus activates the Notch pathway in the cell (bottom), 
the activated Notch leads to a proteolytic release of the intracellular
part of the Notch molecule. The piece of Notch that has been
chopped off is known as the ICD (for intracellular domain). The
Notch ICD interacts with another molecule, Suppressor of Hairless
(SuH, also known as CSL), and together they diffuse to the nucleus
and act as transcription factors to turn on the expression of another
gene, called Hairy or Enhancer of Split (or more simply HES). The
HES proteins are repressors of ASC gene transcription, and so 
they block further neural differentiation and reduce the levels of
Delta expression. Thus, this cell is suppressed from the neural fate
because of Notch activation by a neighboring cell that expressed
more Delta.

dermal cells prevents them from delamination. This
expectation has been confirmed by the demonstration
that SuH directly regulates the transcription of another
class of bHLH proteins, the enhancer of split complex
(E(spl)) of genes. The E(spl) genes code for proteins that
are similar to the proneural bHLH proteins of the achaete
scute class, but instead of acting as transcriptional acti-
vators, they are strong repressors of transcription. There
are seven E(spl) genes in Drosophila, and their expres-
sion patterns overlap considerably, so they are thought
to be at least partly redundant. The proteins coded by
these genes form heterodimers with the achaete scute
proteins through their dimerization domains, but they

the Notch pathway took advantage of other Drosophila
mutants, as well as biochemical analysis of the homol-
ogous pathway in vertebrates. As described above,
Notch is a transmembrane protein, with many EGF-
repeats in the extracellular domain and a distinct intra-
cellular domain, which contains a repeating motif
known as cdc10/ankyrin repeats. The cdc10/ankyrin
repeats in the intracellular domain of Notch are criti-
cal for the signal transduction via this system. Muta-
tions in Notch that delete the cdc10/ankyrin repeats 
in the intracellular domain affect Notch signaling.
Moreover, another neurogenic protein in Drosophila,
Suppressor of hairless (SuH), has been shown to
specifically bind to the cdc10/ankyrin repeats of Notch
(Fortini and Artavanis-Tsakonis, 1994). A current
hypothesis for how signal transduction works in this
system is as follows (Figure 1.30). When Notch is not
bound to Delta, SuH is tethered to the cytoplasm,
bound to the cdc10/ankyrin repeats of Notch. The acti-
vation of Notch by binding to Delta causes SuH to be
released from Notch. SuH can then be translocated to
the nucleus where it acts as a transcriptional activator
at genes with the specific DNA sequence GTGGAA in
their promoters.

The genes activated by SuH should suppress 
neuroblast formation, since Notch activation in the epi-

Proneural
cluster

Neuroblast

FIGURE 1.29 Just prior to the delamination of a neuroblast, a
group of cells in the ectoderm express the proneural genes, achaete
and scute (light red); this group is the proneural cluster. Shortly after,
one of the cells near the center expresses a higher level of the
proneural genes and through a process of lateral inhibition begins
to block proneural gene expression in the cells around it. Finally,
only this one cell is left expressing the proneural genes, and it delam-
inates to form the neuroblast (red).
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can also form homodimers. The E(spl) proteins may
directly interfere with achaete scute-mediated transcrip-
tion, and in addition these proteins bind to nearby sites
on the promoter and recruit additional repressor pro-
teins, such as groucho. As might be expected by their
function as transcriptional repressors, the E(spl) pro-
teins are expressed in the cells surrounding the delami-
nating neuro-blast, and they act to prevent cells from
adopting the neural fate.

E(spl) proteins can be added to the mechanism of
Notch/Delta lateral inhibition in the following way
(Figure 1.30; Bailey and Posokony, 1995). As described
above, Notch activation by Delta causes SuH trans-
location to the nucleus. Specific sequences in the pro-
moters of E(spl) genes bind the SuH protein, resulting
in the expression of E(spl) in these cells. The E(spl) pro-
teins, along with groucho, bind to the E-boxes in the
achaete-scute gene promoter and repress transcription.
Therefore, the amount of achaete-scute protein in the 
cells with active Notch declines, and the cell loses its
potential to delaminate as a neuroblast. In addition, since
Delta expression is activated by achaete-scute proteins,
the reduction in the expression of achaete-scute protein
in the cells with activated Notch also results in a reduc-
tion of Delta expression in the same cells. Thus, the Notch/
Delta pathway provides a positive feedback pathway
for neuroblast formation and a molecular mechanism
for lateral inhibitory interactions among cells.

Virtually all of the molecules described in the segre-
gation of neuroblasts in Drosophila have vertebrate
homologs that are required for similar roles in the ver-
tebrate. However, it is important to note that the
Notch/Delta signaling pathway is one of the funda-
mental mechanisms by which neighboring cells become
different in metazoans. Throughout development,
there are numerous examples of cells with a common
lineage differentiating into different cell types. It is
likely that Notch/Delta signaling functions in most, if
not all, of these cases of symmetry-breaking.

NOTCH, DELTA, AND ACHAETE 
SCUTE GENES IN VERTEBRATES

Vertebrate homologs of the achaete scute genes have
been identified in several species. The first of these to
be discovered was named Mash1, for achaete scute
homolog-1 (Johnson et al., 1990). In fact, vertebrates
have many more members of this family than do
Drosophila. These genes are expressed in the develop-
ing nervous system in distinct subsets of neural pro-
genitor cells. These genes have the same bHLH

structure as the Drosophila achaete scute genes and can
act as transcriptional activators as heterodimers with
vertebrate daughterless homologs, E12 and E47. These
correlative data have all supported a role for achaete
scute-like genes in the vertebrate that may be analo-
gous to that in the Drosophila. In addition, similar genes
have been identified in C. elegans and even Cnidarians,
and so this seems to be a very ancient system for the
segregation of neuroblasts from the epidermis.

As in Drosophila, the proneural bHLH genes are 
both necessary and sufficient for nervous system 
formation in vertebrates. There are over 20 bHLH 
transcription factors expressed in the developing 
CNS of vertebrate embryos. Some of these proteins are
expressed throughout the developing brain and spinal
cord, like Neurogenin and NeuroD1. However, others
in this family are expressed specifically in particular
regions of the nervous system. Ath5, a homolog of the
Drosophila atonal gene, is expressed specifically in the
developing retina, for example. To determine whether
genes of this class have proneural activity in verte-
brates, the genes can be experimentally overexpressed
in developing Xenopus embryos. Overexpression of
NeuroD1 in this assay causes cells in the ectoderm on
the flank of the embryo to develop as neurons instead
of epidermis (Lee et al., 1995) (Figure 1.31). Deletion of
any single bHLH gene from the mouse using knockout
technology has often not produced a clear answer 
as to their requirement during development; how-
ever, it is thought that this is due to a considerable
redundancy and overlap in their expression. In this
case, Ath5 provides a good example. Ath5 is normally
expressed only in the retina, the sensory region of the
eye, and it is only expressed during the time when the
precursor cells of the eye are developing into a specific
class of neurons, the retinal ganglion cells. Deletion of
Ath5 from mice by homologous recombination causes
the specific loss of nearly all the retinal ganglion cells
(Brown et al., 1998). Thus, we can see that in this case
the proneural gene is required not for the initial stages
of neural tube formation, but rather for neurons 
to form from the progenitor cells. Although this is
somewhat different from the analogous process in
Drosophila, the conservation of homologous genes in
the earliest stages of neural development suggests that
some aspects of the developmental decision to form
neurons via proneural bHLH genes are conserved
between vertebrates and invertebrates.

What about the system of lateral inhibition, Notch
and Delta? Here the vertebrate nervous system
appears to be somewhat different from the fly. Instead
of a single Notch receptor, vertebrates have at least
four Notch genes, three of which are expressed in parts
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FIGURE 1.32 Notch ICD expression in frog embryos blocks neural differentiation. In this experiment,
the intracellular domain of the Notch receptor was overexpressed in the frog embryo. A. A normal neural
plate stage frog embryo labeled with a neuron marker, Neuron-Specific-Tubulin. There are three purple
stripes of neurons on either side of the midline, and these are the primary neurons of the spinal cord. 
They are already beginning their differentiation at neural plate stages, before the neural tube has rolled 
up. B. A neural plate stage embryo that has been injected at the two-cell stage in the left blastomere 
with the Notch intracellular domain. All of the neurons on the left side of the embryo have failed to 
develop, although the right side develops the three normal stripes of primary neurons. (From Wettstein et
al., 1997; Chitnis et al., 1992)
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FIGURE 1.31 Overexpression of the proneural bHLH gene NeuroD in frog embryos leads to the forma-
tion of a large number of ectopic neurons (right) all over the side of the animal. These neurons are never
present in the normal animal (left). Neural tissue expresses the neural cell adhesion molecule (NCAM), and
both embryos have been strained for this protein. (From Lee et al., 1995)

of the developing nervous system. In addition, verte-
brates also have several ligands for Notch receptors,
including two Delta ligands and two Serrate-like
ligands, also known as Jagged in mammals (Kintner
and Weinmaster, 2003). The Notch signaling system is
active during many of the cell fate decisions made in
the developing embryo, not just those in the nervous
system. Therefore, experimental manipulations of this
pathway often have widespread consequences during
development. Nevertheless, the findings have been
consistent with a model of Notch/Delta function 

that is similar to that discovered in Drosophila. For ex-
ample, overexpression of activated Notch1 in Xenopus
embryos prevents neural differentiation; the progeni-
tor cells remain undifferentiated and do not form
neurons (Figure 1.32). The various Notch receptors
have been eliminated in mice and cause significant dis-
ruption in development. Examination of the nervous
system in Notch1 -/- mouse embryos shows that
neurons prematurely differentiate in the neural tube.
This result further supports the model that
Notch/Delta interactions inhibit neuron formation
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FIGURE 1.33 SoxD overexpression causes ectopic neural differentiation. A. SoxD is injected into the right
blastomere of a two-cell embryo (red), and the embryo is allowed to develop to the neural plate stage. B. Epi-
dermis fails to develop in a large region of the right side as indicated by the lack of keratin (arrows). C. In
place of epidermis on the right side of the embryo, a large region of ectopic neurons develops (labeled with
the proneural gene Neurogenin (Xngnr-1). (From Mizuseki et al., 1998)

from the progenitor cells, by inhibiting the proneural
genes as described above for Drosophila. As for the
bHLH genes, the Notch/Delta signals are used in ver-
tebrates in a process analogous to that of Drosophila.

LINKING INDUCTION TO 
PRONEURAL ACTIVITY

Finally, we would like to link up the processes of
neural induction, covered earlier in the chapter, with
the proneural bHLH/Notch pathway genes discussed
in the second half of the chapter. To look for links
between these processes, Sasai and colleagues used dif-
ferential screening for genes upregulated in the animal
caps after chordin treatment. One family of genes
found in this type of screen, members of the Sox family,
were found to be expressed very early in neural plate,
soon after induction. The Sox proteins are transcription
factors that contain a high mobility group (HMG)
domain and bind to DNA directly. SoxD is a gene

expressed prior to neural induction in the ectoderm,
but it becomes restricted to the neural ectoderm at mid-
gastrulation. Overexpression of SoxD causes neural dif-
ferentiation in animal caps as well as in nonneural
ectoderm in the embryo, similar to that observed from
NeuroD (Mizuseki et al., 1998) (Figure 1.33). Another
Sox gene, Sox2, has a more restricted pattern of expres-
sion, and is expressed in the presumptive neural 
ectoderm from the late blastula onwards. Sasai and 
colleagues have found that overexpression of a 
dominant negative form of Sox2 blocks the effects of
neural-inducing factors, and inhibits nervous system
formation. The relative position of Sox2 or SoxD in the
overall mechanism of neural induction is shown 
schematically in Figure 1.34. BMPs activate the Smad
pathway, which inhibits SoxD/2 gene expression.
Noggin, chordin, or follistatin block this pathway 
and allow SoxD/2 expression, which leads to proneural
gene expression in the cells. FGF receptor activation
may be an additional direct activator of SoxD/2 expres-
sion. Although the details of the relationships among
these genes will likely change as developmental biolo-
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gists continue to refine the model, the overall scheme
from BMP antagonism to proneural gene expression is
beginning to take shape.

SUMMARY

Classical embryology led to the conclusion that the
nervous system arises during development through an
inductive conversion of ectodermal cells to neural
tissue via the Spemann organizer. In the past 15 years,
a concerted effort has identified the molecular basis 
of this neural tissue induction as an inhibition of a
tonic BMP-mediated repression. In both Drosophila and
Xenopus, the antagonism of the TGF-beta-like factors
BMP/dpp are critical in defining the neurogenic
region of the embryo, and a number of “neural induc-
ers,” BMP antagonists, are found in the organizer. The
antagonism of BMP is both necessary and sufficient 
for nervous system induction; however, in Drosophila,
the delamination of neuroblasts from the neurogenic
region requires a second signaling system, the Notch/
Delta system, to regulate the expression and function
of a proneural bHLH class of transcription factors. The
Notch/Delta/proneural system is conserved in verte-
brates, thus, it is likely that the overall system of early
neural “induction” and commitment to neural tissue is
largely conserved across all animals.
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FIGURE 1.34 The current model of neural induction. The default
condition of the ectoderm is to make epidermis, through the activa-
tion of the BMP pathway. BMP in the ectoderm stimulates the recep-
tor to activate a set of intracellular proteins (Smad; see Box) that
regulate transcription of genes such as Gata and Msx. The resulting
Msx and Gata proteins inhibit Sox transcription, and the tissue
becomes epidermis. If the BMP signal is blocked by one of the many
inhibitors in the organizer, the Smad pathway is inactivated, and Sox
are made in the cells. The Sox can then directly activate the proneural
gene transcription to cause the cells to develop as nervous system.
FGF may provide an alternate pathway that directly activates Sox
expression, or might also work to inhibit the Smad signal (see Box).



REGIONAL IDENTITY OF THE 
NERVOUS SYSTEM

Like the rest of the body in most metazoans, the
nervous system is regionally specialized. The head
looks different from the tail, and the brain looks dif-
ferent from the spinal cord. There are a number of basic
body plans for animals with neurons, and in this
section, we will consider how the regional specializa-
tion of the nervous system arises during the develop-
ment of some of these animals. At least some of the
mechanisms that pattern the nervous system of
animals are the same as those that pattern the rest of
the animal’s body. Similarly, many different types 
of tissues play key roles in regulating the development
of the nervous system.

In the vertebrate embryo, most of the neural tube
will give rise to the spinal cord, while the rostral end
enlarges to form the three primary brain vesicles: the
prosencephalon (or forebrain), the mesencephalon 
(or midbrain), and the rhombencephalon (or hind-
brain) (Figure 2.1). The prosencephalon will give 
rise to the large paired cerebral hemispheres, the 
mesencephalon will give rise to the midbrain, and 
the rhombencephalon will give rise to the more
caudal regions of the brainstem. The three primary
brain vesicles become further subdivided into five
vesicles. The prosencephalon gives rise to both the
telencephalon and the diencephalon. In addition 
to generating the thalamus and hypothalamus in 
the mature brain, important features of the dien-
cephalon are the paired evaginations of the optic 
vesicles. These develop into the retina and the 
pigmented epithelial layers of the eyes. The mesen-

cephalon remains as a single vesicle and does not
expand to the same extent as the other regions of 
the brain. The rhombencephalon divides into the
metencephalon and the myelencephalon. These two
vesicles will form the cerebellum and the medulla,
respectively.

The most caudal brain region is the rhomben-
cephalon, the region that will develop into the hind-
brain. At a particular time in the development of this
part of the brain, the rhombencephalon becomes
divided into segments, known as rhombomeres (see
below). The rhombomeres are regularly spaced repeat-
ing units of hindbrain cells and are separated by dis-
tinct boundaries. Since this is one of the clearest areas
of segmentation in the vertebrate brain, study of the
genes that control segmentation in rhombomeres 
has received a lot of attention and will be discussed 
in detail in the next section as a model of how the 
anterior-posterior patterning of the nervous system
takes place in vertebrates.

The insect nervous system is made up of a series of
connected ganglia known as the ventral nerve cord. In
many insects, the ganglia fuse at the midline. The 
segmental ganglia of the ventral nerve cord are not all
identical, but rather vary from anterior posterior in the
number and types of neurons they contain. The insect
brain is composed of three regions, known as the pro-
tocerebrum, the deutocerebrum, and the tritocerebrum
(Figure 2.2). The compound eyes connect through the
optic lobes to the rest of the brain. Thus, as in the ver-
tebrate, there are quite distinct regional differences
along the anterior-posterior axis of the insect nervous
system, and so there must be mechanisms that make
one part of the nervous system different from another
part.
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THE ANTERIOR-POSTERIOR 
AXIS AND HOX GENES

In both vertebrates and invertebrates, the mecha-
nisms that control the regional development of the
nervous system are dependent on the mechanisms 
that initially set up the anterior-posterior axis of the
embryo. Much more is known about these mecha-
nisms in the Drosophila embryo, and so this will be
described first; however, it appears that many of the
same genes are involved in the specification of the
anterior-posterior axis in the vertebrate.

The anterior-posterior axis of the fly is primarily set
up by the distribution of two molecules: a transcrip-
tion factor known as bicoid, localized in the anterior
pole of the embryo, and a gene that codes for an RNA-
binding protein called Nanos, localized primarily in the
posterior pole of the embryo (Driever and Nusslein-
Volhard, 1988). The mRNAs for these genes are local-
ized in their distribution in the egg prior to fertilization
by the nurse cells in the mother. Shortly after fertiliza-
tion, these mRNAs are translated, resulting in oppos-
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FIGURE 2.1 The vertebrate brain and spinal cord develop from the neural tube. Shown here as lateral
views (upper) and dorsal views (lower) of human embryos at successively older stages of embryonic devel-
opment (A,B,C). The primary three divisions of the brain (A) occur as three brain vesicles or swellings of the
neural tube, known as the forebrain (prosencephalon), midbrain (mesencephalon), and hindbrain (rhomben-
cephalon). The next stage of brain development (B) results in further subdivisions, with the forebrain vesicle
becoming subdivided into the paired telencephalic vesicles and the diencephalon, and the rhombencephalon
becoming subdivided into the metencephalon and the myelencephalon. These basic brain divisions can be
related to the overall anatomical organization of the mature brain (C).
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FIGURE 2.2 The brain of the Drosophila develops from extensive
neuroblast delamination in the head. A. Three basic divisions of the
brain are known as the protocerebrum, the deutocerebrum, and the
tritocerebrum. B. These divisions are similar to the segmental ganglia
in that they are derived independently from delaminating neuro-
blasts in their respective head segments. However, they later fuse
together and along with the optic lobes form a complex network.
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At this point in the development of the fly, the 
anterior-posterior axis is clearly defined, and the
embryo is parceled up into domains of gene expres-
sion that correspond to the different segments of the
animal. The next step requires a set of genes that will
uniquely specify each segment as different from one
another. The genes that control the relative identity of
the different parts of Drosophila were discovered by
Edward Lewis (1978). He found mutants of the fly 
that had two pairs of wings instead of the usual 
single pair. In normal flies, wings form only on the
second thoracic segment; however, in flies with a
mutation in the ultrabithorax gene, another pair of
wings forms on the third thoracic segment. These
mutations transformed the third segment into another
second segment. Mutations in another one of these
homeotic genes—antennapedia—causes the transfor-
mation of a leg into an another antenna. Elimination
of all of the hox genes in the beetle, Tribolium, results in
an animal in which all parts of the animal look identi-
cal (Stuart et al., 1993) (Figure 2.4). Analysis of many
different types of mutations in this complex have led
to the conclusion that, in insects, the homeotic genes
are necessary for a given part of the animal to become
morphologically different from another part.

The Homeobox genes in Drosophila are arranged in a
linear array on the chromosome in the order of their
expression along the anterior-posterior axis of the
animal (Figure 2.5). A total of eight genes are organized
on the chromosome as two complexes, the Antenna-
paedia (ANT-C) and Bithorax (BX-C) clusters (Duboule
and Morata, 1994; Gehring, 1993). The Homeobox genes
code for proteins of the homeodomain class of tran-
scription factors and were the original members of this
very large set of related molecules. All of the Homeobox
proteins have a sequence of approximately 60 highly
conserved amino acids. Like other types of transcrip-
tion factors, the Homeobox proteins bind to a consensus
sequence of DNA in the promoters of many other genes
(Gehring, 1993; Biggin and McGinnis, 1997).

How do these genes control segmental identity in
Drosophila? A good example is the mechanism by
which the BT-X genes control abdominal segment
identity. Insects have three pairs of legs, one on each
of the thoracic segments, but none on the abdominal
segments. The products of the BT-X gene complex are
responsible for suppressing the formation of legs on
the abdominal segments by the repression of a key 
regulatory gene necessary for leg formation, the distal-
less gene. Although this kind of simple regulatory
interaction occurs for some aspects of segmental 
identity, the Homeobox gene products bind to a rather
short core DNA sequence of just four bases, and there
are likely to be many genes that contain the sequence
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FIGURE 2.3 The unique positional identity of the segments in
Drosophila is derived by a program of molecular steps, each of which
progressively subdivides the embryo into smaller and smaller
domains of expression. The oocyte has two opposing gradients of
mRNA for the maternal effect genes; bicoid and hunchback are 
localized to the anterior half, while caudal and nanos messages are
localized to the posterior regions. The maternal effect gene products
regulate the expression of the gap genes, the next set of key tran-
scriptional regulators, which are more spatially restricted in their
expression. Orthodenticle (otd), for example, is a gap gene that is
only expressed at the very high concentrations of bicoid present in
the prospective head of the embryo. Specific combinations of the gap
gene products in turn activate the transcription of the pair-rule
genes, each of which is only expressed in a region of the embryo
about two segments wide. The periodic pattern of the pair-rule gene
expression is directly controlled by the gap genes, and along with a
second set of periodically expressed genes, the segment polarity
genes determine the specific expression pattern of the homeotic
genes. In this way, each segment develops a unique identity.

ing protein gradients of the two gene products (Figure
2.3). The levels of these two proteins determine
whether a second set of genes, the gap genes, are
expressed in a particular region of the embryo. The 
gap genes, in turn, control the striped pattern of a third
set of genes, the pair rule genes. Finally, the pattern 
of expression of the pair rule genes controls the
segment-specific expression of a fourth set of genes,
the segment polarity genes. This developmental hier-
archy progressively divides the embryo into smaller
and smaller domains with unique identities (Small and
Levine, 1991; Driever and Nusslein-Volhard, 1988).
This chain of transcriptional activations produces the
reproducible pattern of segmentation of the animal
(Figure 2.3).
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FIGURE 2.4 Elimination of the Hox gene cluster in the Tribolium beetle results in all segments develop-
ing an identical morphology. A shows the normal appearance of the beetle, and B shows an animal without
a Hox gene cluster. The normal number of segments develop, but all of the segments acquire the morphol-
ogy of the antennal segment, showing the importance of the Hox genes in the development of positional 
identity in animals. (Reproduced from Stuart et al., 1993, with permission)
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FIGURE 2.5 Hox gene clusters in arthropods (Drosophila) and vertebrates (mouse embryo) have a similar
spatial organization and similar order along the chromosomes. In Drosophila, the Hox gene cluster is aligned
on the chromosome such that the anterior most expressed gene is 3¢ and the posterior most gene is 5¢. In the
mouse, there are four separate Hox gene clusters on four different chromosomes, but the overall order is
similar to that in arthropods: the anterior to posterior order of gene expression is ordered in a 3¢ to 5¢ order
on the chromosomes.



in their promoters, and thus are potentially regulated
by Homeobox genes. In fact, any change in the mor-
phology of a particular segment is likely to require the
coordinated activation and suppression of numerous
genes. For example, it has been estimated that between
85 and 170 genes are likely regulated by the Ubx gene
(Gerhart and Kirschner, 1997). In addition, the Home-
obox genes interact with other transcription factors to
enhance their DNA-binding specificity.

Another striking feature of the Homeobox genes is
their remarkable degree of conservation throughout
the phyla. Organized Homeobox clusters similar to
those found in Drosophila have been identified in
nearly all the major classes of animals, including
Cnidarians, nematodes, arthropods, annelids, and
chordates. Figure 2.5 shows the relationship between
the Drosophila Homeobox genes and those of the mouse.
There have been two duplications of the ancestral Hox
clusters to produce the A, B, C, and D clusters in the
mammal. In addition, there have also been many
duplications of individual members of the cluster on
each chromosome, to produce up to 13 members. In
mammalian embryos, the Hox genes are expressed in
specific domains. As in Drosophila, the Hox gene posi-
tion on the chromosome is correlated with its expres-
sion along the anterior-posterior axis. By aligning the
mammalian Hox genes with their Drosophila counter-
parts, it is possible to infer the organization of the Hox
clusters in the common ancestor between the phyla
(Figure 2.5). In mice and other vertebrates, Hox genes
in the same relative positions on each of the four chro-
mosomes, and similar to one another in sequence,
form paralogous groups. For example, Hoxa4, Hoxb4,
Hoxc4, and Hoxd4 make up the number 4 paralogous
group.

HOX GENE FUNCTION IN 
THE NERVOUS SYSTEM

The function of the Hox genes in controlling the
regional identity of the vertebrate nervous system has
been most clearly investigated in the hindbrain. The 
vertebrate hindbrain provides the innervation for the
muscles of the head through a set of cranial nerves. Like
the spinal nerves that innervate the rest of the body,
some of the cranial nerves contain axons from motor
neurons located in the hindbrain, as well as sensory
axons from neurons in the dorsal root ganglia. However,
we will primarily be concerned with the motor neurons
for the time being. The cranial nerves of an embryo are
shown in Figure 2.6. As noted above, during embryonic

development, the hindbrain undergoes a pattern of
“segment formation” that bears some resemblance to
that which occurs in the fly embryo. In the develop-
ing hindbrain, the segments are called rhombomeres
(Figure 2.6). The rhombomeres give rise to a segmentally
repeated pattern of differentiation of neurons, some of
which interconnect with one another within the hind-
brain (the reticular neurons) and some of which project
axons into the cranial nerves (Lumsden and Keynes,
1989). Each rhombomere gives rise to a unique set of
motoneurons that control different muscles in the head.
For example, progenitor cells in rhombomeres 2 and 3
make the trigeminal motor neurons that innervate the
jaw, while progenitor cells in rhombomeres 4 and 5
produce the motor neurons that control the muscles of
facial expression (cranial nerve VII) and the neurons 
that control eye muscles (abducens nerve, VI), respec-
tively. Rhombomeres 6 and 7 make the neurons of the 
glossopharyngeal nerve, which controls swallowing.
Without differences in these segments, animals would
not have differential control of smiling, chewing, swal-
lowing or looking down. Clearly, rhombomere identity
is important for our quality of life.

How do these segments become different from one
another? The pattern of expression of the paralogous
groups of Hox genes coincides with the rhombomere
boundaries (Figure 2.6), and in fact the expression of
these genes precedes the formation of obvious mor-
phological rhombomeric boundaries. Members of 
paralogous groups 1–4 are expressed in the rhom-
bomeres in a nested, partly overlapping pattern.
Group 4 genes are expressed up to the anterior bound-
ary of the seventh rhombomere, group 3 genes are
expressed up to and including rhombomere 5, while
group 2 genes are expressed in rhombomeres 2–5.
These patterns are comparable in all vertebrates. As
discussed below, loss of a single Hox gene in mice
usually does not produce the sort of dramatic pheno-
types seen in Drosophila. This is probably because of
overlapping patterns of Hox gene expression from the
members of the four paralogous groups. When two or
more members of a paralogous group are deleted, say
Hoxa4 and Hoxb4, then the severity of the deficits
increases. The deficits that are observed are consistent
with the Hox genes acting much as they do in arthro-
pods. That is, they control the relative identity of a
region of the body.

As noted above, studies of Hox genes in neural
development have concentrated on the hindbrain.
Several studies have either deleted specific Hox genes
or misexpressed them in other regions of the CNS and
examined the effect on hindbrain development. Only
a few examples will be given. Elimination of the Hoxa1
gene from mice results in animals with defects in the
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development of rhombomeres and the neurons they
produce (Lufkin et al., 1993; Gavalas et al., 2003).
Specifically, the rhombomere 4 domain is dramatically
reduced and does not form a clear boundary with
rhombomere 3. Rhombomere 5 is completely lost, or
fused with rhombomere 4, into a new region called
“rx.” The abducens motoneurons fail to develop in
these animals, and the facial motor neurons are also
defective. However, some of the neurons derived from
this region of the hindbrain now begin to resemble the
trigeminal motor neurons (Figure 2.6). Thus, when
Hoxa1 is lost from the hindbrain, rhombomere 4 and 5

are partly transformed to a rhombomere 2/3 identity.
Thus, at least at some level, the Hox genes of mice
appear to confer regional anterior-posterior identity on
a region of the nervous system in a manner similar to
the homeotic genes of Drosophila.

Earlier in this section, we showed a picture of an
arthropod that had no Hox genes; all segments were
essentially identical. Is this true of vertebrates? What
would the hindbrain look like without Hox genes?
Studies in both Drosophila and vertebrates have found
that the specificity of the Hox genes for promoters on
their downstream targets is significantly enhanced
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FIGURE 2.6 Rhombomeres are repeated morphological subdivisions of the hindbrain. A. The rhom-
bomeres are numbered from the anterior-most unit, r1, just posterior to the midbrain (mesencephalon), to the
posterior most unit, r7, at the junction of the hindbrain with the spinal cord. The members of the Hox gene
cluster are expressed in a 3¢ to 5¢ order in the rhombomeres. The segmentation in this region of the embryo is
also observed in the cranial nerves, and the motoneurons send their axons through defined points at alternat-
ing rhombomeres. B. Rhombomere identity is determined by the Hox code. Hox gene knockouts in mice affect
the development of specific rhombomeres. Wild-type animals have a stereotypic pattern of motoneurons in
the hindbrain. The trigeminal (V) cranial nerve motoneurons are generated from r2 and r3, while the facial
nerve motoneurons are produced in r4 and the abducens motorneurons are produced by r5. Deletion of the
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through their interactions with the Pbx and Meis
homeodomain proteins. Moens and her colleagues
(Waskiewisz et al., 2002) have taken advantage of this
interaction to ask what the hindbrain would look 
like without any functional Hox code. By eliminating
the Pbx genes from the hindbrain of the zebrafish 
with a combination of genetic mutation and antisense
oligonucleotide gene inactivation, they have found
that the “ground state” or default condition of the
hindbrain is rhombomere number 1. Embryos lacking
both Pbx genes that are normally expressed in the
hindbrain during rhombomere formation lose rhom-
bomeres 2–6, and instead these segments are trans-
formed into one long rhombomere 1 (Figure 2.7).

The remarkable conservation of Hox gene function-
ing in defining segmental identity in both Drosophila
embryos and vertebrate hindbrain prompts the ques-
tion whether similar mechanisms upstream of Hox
gene expression are also conserved. As discussed
above, a developmental cascade of genes—the gap
genes, the pair-rule genes, and the segment polarity
genes—parcel up the domains of the fly embryo into
smaller and smaller regions, each of which has a

unique Homeobox expression pattern. Does a similar
mechanism act in the vertebrate brain to control the
expression of the Hox genes? Although the final
answers are not yet known, there are several key
observations that indicate vertebrates may use some-
what different mechanisms to define the pattern of
Hox expression.

One of the first signaling molecules to be implicated
as a regulator of Hox expression was a derivative of
vitamin A, retinoic acid (RA). This molecule is a 
powerful teratogen; that is, it causes birth defects.
Retinoic acid is a common treatment for acne, and
since its introduction in 1982, approximately one thou-
sand malformed children have been born. The most
significant defects involve craniofacial and brain
abnormalities. The way in which RA works is as
follows: RA crosses the cell membrane to bind a cyto-
plasmic receptor (Figure 2.8). The complex of RA and
the retinoic acid receptor (RAR) moves into the
nucleus, where it can regulate gene expression through
interaction with a specific sequence in the promoters
of target genes (the retinoic acid response element, or
RARE). In the normal embryo, there is a gradient of
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FIGURE 2.7 What would the hindbrain look like without Hox genes? By eliminating the pbx genes from
the hindbrain of the zebrafish with a combination of genetic mutation and antisense oligonucleotide gene
inactivation, Moens and colleagues found that the “ground state” or default condition of the hindbrain is
rhombomere number 1. To the right is a drawing of the fish for orientation, with the hindbrain highlighted
in red. A, C, and E show the wild-type embryo, and panels B, D, F show the mutant embryo hindbrain. In
embryos lacking both pbx genes all segments are transformed into one long rhombomere 1, and both the spe-
cific gene expression seen in rhombomeres 3, 4, and 5 (D) and the diversity of neurons that form in the hind-
brain (E) are lost in the mutant. (Modified from Waskiewicz et al., 2002)



RA concentration, with RA levels about 10 times
higher in the posterior region of Xenopus embryos.
When Xenopus embryos are treated with RA, they typ-
ically show defects in the anterior parts of the nervous
system. When embryos are exposed to increasing con-
centrations of RA, they fail to develop head structures
(Figure 2.8), and the expression of anterior Hox genes
is inhibited (Durston et al., 1989).

Do the teratogenic effects of RA have anything to do
with the control of regional identity in the CNS? In

fact, it has been known for some time that retinoic acid
can induce the expression of Hox genes when added to
embryonic stem cells. With low concentrations of RA
added to the ES cells, only those Hox genes normally
expressed in the anterior embryo are expressed, while
at progressively higher concentrations of RA, more
posteriorly expressed Hox genes are expressed in the
cell line (Simeone et al., 1991). Targeted deletion of 
the RARs produces defects similar to those observed
from pharmacological manipulation of this pathway
(Chambon et al., 1995). Finally, both the Hoxa1 and the
Hoxb1 promoters have RAREs, and these elements are
both necessary and sufficient for the rhombomere-
specific pattern of expression of these genes. These
facts all point to the importance of RA signaling in
hindbrain development, but where does the gradient
of RA come from in normal embryos? Early models of
gradient formation invoked a highly expressing source
of the signal and a declining gradient from the source,
possibly “sharpened” by an active degradation mech-
anism. Evidence from several labs now indicates that
the source of the RA is the mesoderm that lies imme-
diately adjacent to the neural tube. The so-called
paraxial mesoderm contains enzymes that synthesize
the RA, and this then diffuses into the hindbrain
neural tube to activate the pattern of Hox gene expres-
sion. The fact that the nonneural tissue outside the
developing nervous system can have such a critical
impact in its formation reminds us that the nervous
system does not develop in a vacuum, but rather many
important aspects of its development rely on interac-
tions with adjacent nonneural tissues.

Overall, the similarity of body segmentation in
Drosophila and hindbrain rhombomere development in
vertebrates has led to a rapid understanding of both
processes. However, the development of other regions
of the vertebrate nervous system does not rely so
heavily on the same mechanisms. Instead, other types
of transcription factors control the development of the
more anterior regions of the brain. In the next sections
we will review how divisions in these other brain
regions arise.

SIGNALING MOLECULES THAT
PATTERN THE ANTERIOR-POSTERIOR

AXIS IN VERTEBRATES: HEADS 
OR TAILS

The overall organization of the anterior-posterior
axis of the nervous system in vertebrates is coupled
with earlier events in axis determination and neural
induction. As noted in Chapter 1, evidence from
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FIGURE 2.8 Retinoic acid signaling is important for the anterior-
posterior pattern of Hox gene expression. RA crosses the cell 
membrane to bind a cytoplasmic receptor. The retinoic acid 
receptor (RAR) translocates into the nucleus where it can regulate
gene expression through interaction with retinoic acid response
element (RARE). RA levels are about 10 times higher in the poste-
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show defects in the anterior parts of the nervous system. When
embryos are exposed to increasing concentrations of RA, they fail to
develop head structures and the expression of anterior genes is
inhibited.
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signaling receptor. Injection of extra frzB into Xenopus
embryos also causes them to form heads larger than
normal. A third wnt inhibitor was isolated by a func-
tional screen similar to that described for noggin (see
above); in this case, Niehrs and colleagues injected the
truncated BMP receptor (tBMPR) along with pools
from a cDNA library and looked for genes that would
cause complete secondary axes, including heads, only

Spemann and others demonstrated that there may be
separate “head” and “tail” organizers. This fact sug-
gests that the very early inductive signals for neural
development also influence the A-P axis. In a now
classic experiment, Nieuwkoop (see Chapter 1) trans-
planted small pieces of ectodermal tissue from one
embryo into a host at various positions along the ante-
rior-posterior axis. In all cases, the transplanted cells
developed anterior neural structures. However, when
the cells were transplanted in the caudal neural plate,
posterior structures, such as spinal cord, also devel-
oped. Therefore, he concluded that the initial signal
provided by the organizer is to cause ectodermal cells
to develop anterior characteristics, known as the “acti-
vator,” while a second signal is required to transform
a portion of this neural tissue into hindbrain and spinal
cord, known as the “transformer.”

Several more recent lines of evidence are con-
sistent with the activator-transformer hypothesis. For
example, the neural inducers that have been identified
(e.g., noggin, chordin, follistatin) produce primarily
anterior brain structures when added to animal caps
(see Chapter 1). Also, as described in Chapter 1, tar-
geted deletion of putative neural inducers, such as the
noggin/chordin double knockout mouse, results in
headless mice. At the present time, three molecular
pathways have been implicated as contributing to the
“transformer” activity. As described above, retinoic
acid treatment can posteriorize embryos and is almost
certainly responsible for the patterning of the hind-
brain Hox gene expression. Other groups have found
that there is an endogenous AP gradient of wnt/beta-
catenin activity in the embryo, with the highest levels in
the posterior of the embryo (Kiecker and Niehrs, 2001).

Several lines of evidence support the hypothesis that
development of head structures and brain neural tissue
requires the inhibition of not only the BMP signaling
pathway, but also the inhibition of the wnt pathway
(Glinka et al. (1997); Figure 2.9). When dominant-
negative wnt8 was injected into Xenopus embryos along
with the truncated BMP receptor, complete ectopic
axes, including head structures, were formed. In 
addition, several inhibitors of the wnt pathway are
expressed in the organizer region. One of the first
factors specifically implicated in head induction was
called cerberus, after the three-headed dog that guards
the gates of Hades in Greek mythology. Injection of
cerberus into Xenopus embryos causes ectopic head for-
mation without the formation of trunk neural tissue
(Baumeester et al., 1996). A second wnt inhibitor,
known as frzB, is a member of a family of proteins that
are similar to the receptors for the wnt proteins, known
as frizzleds. The frzB proteins work by binding to the
wnt proteins and preventing them from binding to their

E

G H

I J

F

CA B D
em

cm

2°

1°

dkk-1tBR + dnXwnt-8

tBR + dkk-1

anti 14 Ab

anti 15 Ab

tBR + mouse dkk-1

FIGURE 2.9 Heads vs. Tails: the role of Wnt signaling. 
Antagonism of Wnt signaling is important for head induction in 
frog embryos. A,B. Injection of four-cell embryo with both the trun-
cated BMP receptor (tBR) and a dominant-negative form of wnt8
(dnXwnt8) causes frog tadpoles to develop a second head. B shows
a section through such a tadpole revealing both the primary and sec-
ondary brains. C,D. Expression of dkk-1 in late gastrulae (stage 12)
Xenopus embryos. In situ hybridization of embryo whole-mount (C)
and section (D). Embryos are shown with animal side up, blastopore
down. Arrows point to corresponding domains in C and D. The
endomesoderm (em) is stained in a wing-shaped pattern, and most
posterior expression is in two longitudinal stripes adjacent to the
chordamesoderm (cm). E,F. Injection of either Xenopus or mouse
Dkk-1 into the blastomeres of a four-cell-stage frog embryo causes
an extra head to develop as long as the truncated BMP (tBR) recep-
tor is co-injected. G-J. Dkk-1 is required for head formation. Stage 9
embryos were injected with antibody (Ab) into the blastocoel and
allowed to develop for three days. G,H. Embryos injected with a
control (anti-14) antibody show no abnormalities. An anterior view
is shown on the right. I,J. Embryos injected with anti-dkk1 (anti-15)
antibody show microcephaly and cyclopia. An anterior view is
shown on the right. Note that trunk and tail are unaffected. (Modi-
fied from Glinka et al., 1997; Glinka et al., 1998)



when co-injected with the tBMPR. They identified a
gene that was particularly effective in inducing head
structures, dickkopf, for the German word meaning 
big-head or stubborn (Glinka et al., 1998). These three
wnt inhibitors are reminiscent of the BMP inhibitors
described above, in that they are expressed in the
organizer region during the time when the inductive
interactions are taking place, and they all have head-
inducing activity, particularly when combined with a
BMP inhibitor (Figure 2.9).

The evidence that there are indeed several putative
wnt inhibitors in the organizer is good support for the
model that a co-inhibition of wnt and BMP signals
leads to induction of the anterior neural structures,
that is, the brain. In fact, the cerberus protein can
inhibit both the wnt and BMP pathways. Additional
support for the model has recently been obtained from
studies of mice in which the mouse homolog to dick-
kopf, dkk1, has been deleted via homologous recombi-
nation. The mice lacking dkk1 alone are similar to the
compound noggin/chordin knockout mice described
above: they lack head and brain structures anterior to
the hindbrain (Mukhopadhyay et al., 2001; Figure
2.10). Synergy between the BMP antagonist, noggin,
and the wnt antagonist, dkk1, can be seen by produc-
ing mice with a single allele of each of these genes.
Although the loss of a single allele of either of these
genes has no discernible effect on mice, the loss of a
single allele of both of these genes causes severe head
and brain defects, similar to those animals that have
lost both alleles of the dkk1 gene. Similarly, knocking
out the wnt inhibitor dkk1 leads to a headless embryo,
and in the zebrafish mutant masterblind—where there

is a loss of axin, a component of wnt inhibitory signal-
ing pathway—no forebrain develops. Taken together,
the studies in mice show that the wnt and BMP antag-
onists work together to bring about the correct induc-
tion and pattern of the nervous system.

The third class of molecules that has been proposed
as a “transformer” is FGF. FGFs are able to act as
neural inducers and in addition are able to induce 
posterior gene expression in animal caps that have
undergone “neural induction” using a BMP antago-
nist. Although the specific FGF necessary for the
endogenous transforming activity is not known,
several members of this family are expressed in early
development. Although the relative contributions of
FGF, wnt, and RA signaling pathways for A-P axis
specification in the brain are not clear, work by Kudoh
et al. (2003) indicates that these factors may all con-
verge on a common pathway. Both FGF and wnt
signals suppress expression of cyp26, an enzyme
involved in retinoic acid metabolism. Without this
enzyme, the levels of RA rise in the anterior of the
embryo, which could lead to posteriorization.

How do these signals—FGF, RA, and wnt—direct
the development of the different brain regions? As
noted above, the Hox genes are critical in the develop-
ment of rhombomere identity; however, two other
homeodomain transcription factors—Otx2 and Gbx2—
are necessary for a more fundamental division of the
brain, the division between the hindbrain and the 
forebrain (Joyner et al., 2000). At late gastrula/early
neural plate stages in the frog, one can already see
these genes expressed in domains adjacent to one
another: Gbx2-expressing cells extend from the poste-
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FIGURE 2.10 Dkk1 and noggin cooperate in head induction. Mice in which one allele for the genes for
both Dkk1 and Nog have been deleted have severe head defects. Frontal (A,B) and lateral (A¢,B¢) views of
wild-type (A,A¢) and mutant (B,B¢), newborn animals. Lateral view of skeletal preparations from wild-type
(A≤) and severe mutant (B≤) newborn heads reveal loss of maxillar (mx), mandibular (mn), and other bones
anterior to the parietal bone (p). (Modified from del Barco Barrantes et al., 2003)
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FIGURE 2.11 Expression of otx2 reflects the basic division between the rostral brain and the hindbrain
and spinal cord. Otx2 expression at various stages of embryonic development in the chick brain. Otx2 is
expressed in the anterior neural plate (A) and remains expressed in most of the brain throughout develop-
ment (B–E). The arrowhead points to the midbrain–hindbrain boundary. (From Millet et al., 1996)

rior end of the brain to the midbrain/hindbrain border,
while Otx2 has the complementary pattern of expres-
sion, from the midbrain/hindbrain border to the ante-
rior-most part of the brain (Figure 2.11). Direct
evidence that shows these genes are critical for this
fundamental division of the CNS into anterior and
posterior compartments come from mouse gene tar-
geting experiments. Deletion of the Otx2 gene in mice
results in animals without a brain anterior to rhom-
bomere 3 (Figure 2.12; Matsuo et al., 1995; Acampora
et al., 1995). In mice without the Gbx2 gene, the con-
verse result is observed: the mice lack the hindbrain
region (Millet et al., 1999; Wassarman et al., 1997).
These genes are initially induced in this region by
another type of transcription factor, known as Xiro.
One current model is that Xiro activates both Otx2 and
Gbx2, which then cross-repress one another to create a
sharp border between them (Glavic et al., 2002). This
type of cross repression of transcription factors is a
widely used mechanism for the generation of distinct
boundaries between expression domains in the
embryo. As we shall see in the next section, the mid-
brain/hindbrain boundary becomes an important
organizing center in its own right.

ORGANIZING CENTERS IN 
THE DEVELOPING BRAIN

The division between the metencephalon and the
mesencephalon appears to be a fundamental one. This
boundary is a major neuroanatomical division of the
mature brain as well; the metencephalon gives rise to
the cerebellum, and the mesencephalon gives rise to
the midbrain (superior and inferior colliculi) (Figure
2.13). But in addition to the important neural struc-
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FIGURE 2.12 Otx2 is required for the formation of the mouse
head. A dramatic illustration of the importance of the otx2 gene in
the development of the mouse forebrain and rostral head. If the gene
is deleted using homologous recombination, embryos without either
allele of the gene fail to develop brain regions rostral to rhombomere
3, a condition known as anencephaly. Since many of the bones and
muscles of the head are derived from neural crest, which also fails
to form in these animals, the animals lack most of the head in addi-
tion to the loss of the brain. (From Matsuo et al., 1995)

tures derived from this region, the midbrain/hind-
brain border (or mesencephalon/metencephalon
border) has a special developmental function. Like the
Spemann “organizer” of the gastrulating embryo, the
midbrain/hindbrain border expresses signaling mole-
cules that have an important organizing influence 
on the development of the adjacent regions of the 
neuroepithelium.

The idea that specific regions of the neural tube act as
organizing centers for patterning adjacent regions was



first put on a firm molecular basis through studies of the
midbrain/hindbrain border. In a series of experiments
designed to test the state of commitment of this part of
the neural tube, Alvarado-Mallart and colleagues trans-
planted small pieces of the neuroepithelium from the
midbrain/hindbrain border of chick embryos to simi-
larly staged quail embryos (Alvarado-Mallart, 1993).
Grafting between these two species allows the investi-
gator to follow the fate of the transplanted cells.
Although the chick and quail cells behave similarly and
integrate well together in the tissues, molecular and 
histological markers can be used to tell them apart 
after histological processing. When the presumptive
metencephalon region was transplanted from a quail to
the metencephalon of a chick embryo, the transplanted
cells developed as cerebellum. When cells from the
mesencephalon were transplanted to a corresponding
region of the chick embryo, the cells developed into
midbrain structures, like the optic tectum (or superior
colliculus). However, when cells from the meten-
cephalon were transplanted to the forebrain, not only
did cerebellum still develop from the metencephalon
transplants (Figure 2.13) but, surprisingly, the trans-
planted tissue “induced” a new mesencephalon to
develop in the forebrain. In other words, the small piece
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FIGURE 2.13 A signaling center at the midbrain-hindbrain (mesencephalon-metencephalon) boundary
organizes this region of the brain. A. During normal development, the region of the midbrain-hindbrain
junction expresses the homeodomain transcription factor engrailed (red), and this region of the neural tube
contains the progenitors of the midbrain (tectum) and the cerebellum. B. To determine whether these parts
of the neural tube were restricted in their potential at this time in development, Alvarado-Mallart et al.
transplanted a small piece of the quail metencephalon (red) to the forebrain of a similarly staged chick
embryo. Cerebellum still developed from the metencephalon transplants, but in addition, the transplanted
tissue had induced a new mesencephalon to develop from the adjacent forebrain neural tube 
cells.

of hindbrain neural tube was able to re-pattern the more
anterior regions of the neural tube to adopt more poste-
rior identities. This experiment is reminiscent of the
organizer transplant of Spemann, in that a small region
of specialized tissue is able to re-pattern the surround-
ing neuroepithelium when transplanted.

Several important signaling molecules have been
localized to this region and are now known to play a key
role in these patterning activities, including wnt1,
engrailed (en1), and FGF8. A member of the wnt gene
family, wnt1, is expressed in this region (Figure 2.15),
and when this gene is deleted in mice, the animals lose
most of the midbrain and cerebellum (McMahon and
Bradley, 1990). One of the earliest observed defects in
these animals is the loss of expression of a transcription
factor, engrailed-1 (or en1), which is normally expressed
in the region of the mesencephalon-metencephalon
boundary. The expression of en1 in this region has also
been shown to be critical for normal development of
midbrain and hindbrain structures. Mice homozygous
for a targeted deletion in the en1 gene are missing most
of the cerebellum and the midbrain similar to the 
wnt1-deficient mice (Wurst et al., 1994). en1 and wnt1
were first identified in Drosophila segmentation
mutants; when either of these genes is defective in flies,
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FIGURE 2.14 FGF8 is a critical signal for the “organizer” activity of the mes-met boundary tissue. 
(A) Crossley et al. placed a bead (shown in arrow) of FGF8 onto the telencephalon of the chick embryo and
found that this caused a new mes-met boundary to form with a mirror duplicated midbrain (B), similar to
the transplant experiment of Alvarado-Mallart. (C) Shows the control animal. (Modified from Martinez et al.,
1999)

the animals have defects in segmentation. Moreover, in
Drosophila the homologous gene for wnt1, wingless, is
required for maintaining the expression of the
Drosophila engrailed gene at the segment boundaries.
Thus, the midbrain–hindbrain boundary is another
example where the same basic mechanisms as those
used in segmentation in Drosophila create differences
and boundaries in the brain. In addition to the wnt and
engrailed patterning system, the midbrain–hindbrain
junction also expresses another key signaling molecule,
FGF8, a receptor tyrosine kinase ligand. FGF8 is 
necessary for both setting up this boundary and main-
taining it, since mice deficient in fgf8 show defects in
cerebellar and midbrain development similar to the
Wnt1 and En1 knockout animals (e.g., Meyers et al.,
1998). fgf8, En1, and wnt1 seem to be in an intercon-
nected network, since deleting any one of them affects
the expression of the other two. fgf8’s role in patterning
the tissue around the mes-met boundary was demon-
strated in a remarkable experiment; Crossley et al.
(1996) placed a bead coated with fgf8 protein onto a
more anterior region of the neural tube and found that
this molecule was sufficient to induce the repatterning
of these anterior tissues into midbrain and hindbrain
structures (Figure 2.14) (Crossley et al., 1996). Thus, the
fgf8 produced by midbrain/hindbrain acts like an
“organizer” for the midbrain and hindbrain.

The model of how the midbrain–hindbrain signal-
ing center arises described above can thus be extended
as follows (Figure 2.16). Xiro activates both Otx2 and
Gbx2 in this region of the developing CNS. Gbx2 and
Otx2 cross inhibit one another, and it is at this point of
inhibition that fgf8 is expressed (Glavic et al., 2002).
The interaction between Otx2 and Gbx2 maintains fgf8
expression, and fgf8 induces engrailed in those cells that
express both Xiro and Otx2. Through these cross-
regulatory loops between cells, the border is initially
set up and maintained through development (Rhinn
and Brand, 2001). The FGF8 produced by this region
then goes on to regulate growth of the progenitor cells
in this region to ultimately produce the brain struc-
tures of the midbrain and hindbrain, including the
cerebellum and the superior colliculus.

The unique signaling characteristics of the mid-
brain–hindbrain boundary suggest that such localized
organizing centers may be a basic mechanism of brain
patterning. There is evidence that other key organiz-
ing regions may exist between the dorsal and ventral
thalamus and at the anterior pole of the neural tube.
Moreover, as development proceeds and the brain
expands, new organizers and signaling centers appear
to pattern the newly expanded regions. It may be that
the appearance of new signaling centers coincides 
with the expansion of the neuroepithelium past the



distance over which these molecules can signal. Once
the number of cells exceeds the range over which the
signal can act, the brain just makes a new signaling
source. The same principle seems to be driving the
construction of cell phone towers.

FOREBRAIN DEVELOPMENT,
PROSOMERES, AND PAX GENES

To this point, we have explored how Hox genes
control the specification of anterior-posterior position
in the nervous system. However, Hox gene expression
stops at the anterior boundary of the metencephalon.
Are there similar transcription factors that control posi-
tional identity in the rest of the brain? Many other types

of homeodomain proteins are expressed in these more
anterior regions of both vertebrate and invertebrate
embryos, and they perform a role similar to that of 
Hox gene clusters in more caudal segments. Below, we
explore the evidence that homeodomain proteins
specify the structures that comprise the head and brain.

The most widely held view is that different parts of
the brain are generated through the progressive sub-
division of initially similar domains. The neural plate
begins to show regional differences in the anterior-
posterior direction at its formation. Embryologists at
the beginning of the last century applied small amounts
of dyes to specific parts of developing embryos and
found that particular regions of the neural plate are
already constrained to produce a particular part of the
nervous system. Many embryologists have also used
transplantation between species to define the contri-
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FIGURE 2.15 Several important signaling molecules have been localized to the midbrain-hindbrain
boundary, a key signaling center in the brain. wnt1 (A) engrailed-1 and fgf8 (B) form an interconnected network
that specifies this boundary and is necessary for the growth of the midbrain and the cerebellum. Deletion of
any of these molecules in mice results in a loss of the midbrain and reduction in cerebellar size. A section
through the brain of a wild-type embryo is shown in C, while a wnt1 knockout mouse brain is shown in D.
Note the loss of the midbrain (mb) and cerebellum (cb) in the mutant brain. Other structures are normal (ch
= cerebral cortex; cp = choroids plexus; di = diencephalon; my = myelencephalon). (A, B, D modified from
Danielson et al., 1997; B modified from Crossley and Martin, 1995)



butions to the mature brain of particular regions of 
the neural tube. One particularly useful interspecific
transplantation paradigm that was developed by
Nicole LeDouarin is to transplant tissues between
chick embryos and quail embryos, as described in the
previous section. Since these species are similar
enough at early stages of development, the trans-
planted cells integrate with the host and continue
developing along with them (Figure 2.17). The chick
and quail cells can be later distinguished since the
quail cells contain a more prominent nucleolus, which
can be identified following histological sectioning and
processing of the chimeric tissue. More recently, anti-
bodies specific for quail cells have been generated, and
these are also useful for identifying the transplanted
cells. The combination of vital dyes, cell injections, 
and chick-quail transplant studies have produced a
description or “fate map” of the ultimate fates of the
various cells of the embryo. Figure 2.18 shows the fate
maps for amphibian (Eagleson and Harris, 1990),
avian, and mammalian neural tubes, for the basic 
forebrain regions that have been derived from these
fate-mapping studies. The basic pattern has been 
elaborated upon to generate the wide diversity of
brains that are found in vertebrates.

Although fate-mapping studies provide informa-
tion about the fate of the different neural tube regions,
embryologists have also investigated whether the fate
of the cells is fixed or can be changed. The goal of these
experiments, in general, is to provide a timetable for
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FIGURE 2.17 The interspecific transplantation paradigm was
developed by Nicole LeDouarin using chick embryos and quail
embryos. Tissue is dissected from quail embryos and then placed
into specific regions of live chick embryos. In this case, the dorsal
ridge of the neural tube, the region that will give rise to neural crest,
is transplanted to a similar region in the chick. The chick and quail
are similar enough to allow the quail to contribute to the chick
embryo, and the quail cells can be specifically identified with an
antibody raised against quail cells (bottom). (Modified from Le
Douarin et al., 2004)



44 2. POLARITY AND SEGMENTATION

S

S

Primitive streak

Hensen’s node

R

R

F
F

M

M

Alar plate

Alar plate

Alar plate

r3-7

r1/2

p1/2

p3/4

p5/6

MouseChickFrog

Telencephalon

Eye

M

Basal plate

Basal plate

Basal plate

Floorplate
Floorplate

Floorplate

FIGURE 2.18 The fate maps for amphibian, avian, and mammalian neural tubes. The basic forebrain
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understanding the moments in development when
molecular mechanisms are actively directing a specific
region of the neural tube to its specific fate (i.e., is
“specified”). To determine at what point in develop-
ment this “specification” occurs, pieces of the neural
plate are transplanted to ectopic locations in the
embryo. If the transplanted cells give rise to a partic-
ular brain region, we say that it has already been 
specified. For example, a piece of the anterior neural
plate, near the eye, is transplanted to the presumptive
flank of another embryo. After sufficient developmen-
tal time has passed, the embryos are analyzed for the
type of neural tissue that developed from the graft. In
this case the finding is that, as early as late gastrula, a
particular region of the neural plate will always give
rise to anterior brain, including the eye. This occurs
regardless of where the tissue is placed in the host
animal. A number of embryologists carried out these
types of experiments using various regions of the
neural plate as the donor tissue, and the results con-
sistently demonstrate that at some point in develop-
ment, the cells of the neural plate take on a regional
identity that cannot be changed by transplantation to
some other place in the embryo. The fact that different
regions of the neural plate are already committed to a
particular fate has been extended in recent years by the
observations that a number of genes are expressed in
highly specific regions of the developing nervous
system. In many cases the domain of expression of a
particular transcription factor corresponds to that
region of the neural tube that will ultimately give rise
to one of the five brain vesicles, and the gene may con-

tinue to be expressed in that brain region throughout
its development.

Many embryologists have taken advantage of the
patterns in gene expression in the forebrain to gain
insight into the basis of its organization. In what has
become known as the prosomeric model of forebrain
development, it is proposed that there are longitudinal
and transverse patterns of gene expression that subdi-
vide the neural tube into a grid of different regional
identities (Puelles and Rubenstein, 1993). The expres-
sion of some of these genes is shown for the mouse
embryo at two different stages of development (Figure
2.19). In many cases, the boundary of expression of a
particular gene corresponds closely to the morpholog-
ical distinctions between the prosomeres. For example,
two genes of the emx class are expressed in the telen-
cephalon, one in the anterior half of the cerebral hemi-
spheres (emx1) and the other in the posterior half of 
the hemispheres (emx2). Thus, the telencephalic lobes
can be divided into anterior and posterior segments on
the basis of the pattern of expression of these two
genes. Analysis of the expression patterns of addi-
tional genes has led to the conclusion that the prosen-
cephalon can be subdivided into six prosomeres
(Figure 2.19). They are numbered from caudal to
rostral, and so prosomere 1 is adjacent to the mesen-
cephalon. P2 and P3 subdivide what is traditionally
known as the diencephalon, and P4, P5, and P6 sub-
divide the telencephalon.

While the studies of regional expression of tran-
scription factors present a model of brain organization
and evolution, the functional analyses of homeo-



domain factors have yielded remarkable evidence that
these molecules are critically involved in defining the
regional identity of the anterior brain. There are now
many examples of regionally expressed transcription
factors that have essential roles in brain development,
but only a few will be mentioned. However, one prin-
ciple that emerges is that several different classes of
transcription factors are likely to be important in spec-
ifying the positional identity of cells in any particular
region of the brain.

A key class of transcription factors that are critical
for specifying regional differences in the nervous
system are the pax genes. These genes have a home-
odomain region, and they also have a second con-
served domain known as the paired box (named for its
sequence homology with the Drosophila segmentation
gene, paired). There are nine different pax genes, and all
but two, pax1 and pax9, are expressed in the develop-
ing nervous system (Chalepakis et al., 1993). Several of
these genes are also disrupted in naturally occurring
mouse mutations and human congenital syndromes,
and the defects observed in these conditions generally
correspond to the areas of gene expression. pax2, for
example, is expressed in the developing optic stalk and
the otic vesicle of the embryo, and mutations in pax2
in mice and humans cause optic nerve abnormalities,
known as colobomas.

Perhaps the most striking example of Pax gene reg-
ulation of regional differentiation in the nervous
system comes from the studies of Pax6. This gene is
expressed early in the development of the eye, when
this region of the neural plate is committed to giving
rise to retinal tissue. Humans with a heterozygous dis-
ruption of this gene exhibit abnormalities in eye devel-
opment, causing a condition known as aniridia (a lack
of formation of the iris). In mice and humans with a
homozygous disruption of this gene, the eyes fail to
develop past the initial optic vesicle stage. A homolo-
gous gene has also been identified in Drosophila (as
well as many other organisms), and mutations in this
gene also disrupt eye formation in flies. And even
more surprising, when this gene is misexpressed at
inappropriate positions in the embryo, ectopic eyes are
induced (Halder et al., 1995 (Figure 2.20). The ability
of a single gene to direct the development of an entire
sensory organ like the eye is striking, and while in flies
the Pax genes act as if they are at the top of a hierar-
chy, and can be thought of as coordinating the signals
and genes necessary to organize a “field” of the
embryo’s development, the situation in vertebrates is
considerably more complex. The Pax6 gene is one of
several transcription factors that are expressed in the
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FIGURE 2.19 Prosomeric model of forebrain development; lon-
gitudinal and transverse patterns of gene expression that subdivide
the neural tube into a grid of regional identities. The expression of
some of these genes is shown for the mouse embryo at two differ-
ent stages of development. Two genes of the emx class are expressed
in the telencephalon, one in the anterior half of the cerebral hemi-
spheres (emx1) and the other in the posterior half of the hemispheres
(emx2). Analysis of the expression patterns of additional genes has
led to the conclusion that the prosencephalon can be subdivided into
six prosomeres. They are numbered from caudal to rostral, and so
prosomere 1 is adjacent to the mesencephalon, P2 and P3 subdivide
what is traditionally known as the diencephalon, and P4, P5, and P6
subdivide the telencephalon.

FIGURE 2.20 Ectopic eyes are formed when the Drosophila pax6
gene—eyeless—is misexpressed in other imaginal discs. Halder et al.
(1995) misexpressed the eyeless gene in the leg disc in the develop-
ing fly and found that an ectopic eye was formed in the leg. This
remarkable experiment argues for the concept that master control
genes organize entire fields, or structures during embryogenesis,
possibly by activating tissue specific cascades of transcription
factors. (Courtesy of Walter Gehring)



eye field, the region of neural plate fated to become the
eye. Each of these factors is necessary for specification
and growth of the eye. Mutations in any one of these
transcription factors, including pax6, Rx1, Lhx2, Six3,
ET, all have devastating effects on the development of
the eye. Whereas overexpression of some of these
factors on their own can cause the formation of ectopic
eyes in Xenopus frogs, overexpression “cocktails” of
several of the factors together have much more
potency in inducing ectopic eyes (Zuber et al., 2003)
(Figure 2.21). Thus, several different transcription
factors may be necessary to control the expression of
genes necessary for development of such a complex
sensory organ as the eye.

DORSAL-VENTRAL POLARITY 
IN THE NEURAL TUBE

The early neural tube consists only of undifferenti-
ated neural and glial progenitor cells. The neural tube
is essentially a closed system, and the brain vesicles

and developing spinal cord are fluid filled chambers.
The surface of the tube, adjacent to the lumen, is known
as the ventricular surface, since eventually the lumen of
the neural tube goes on to form the ventricular system
of the mature brain. The progenitor cells for neurons
and glia of the CNS have a simple bipolar morphology
and initially span the width of the neural tube. As these
cells undergo mitotic divisions, they typically go
through the M-phase of the cell cycle at the ventricular
surface. The postmitotic immature neurons generated
from the progenitor cells migrate away from the ven-
tricular zone toward the margin of the spinal cord to
form the mantle layer (see Chapter 3).

At the neural plate stage, several mechanisms are
set in motion that will define the overall organization
of the neural tube. First, the most ventral part of the
neural tube becomes flattened into a distinct “floor-
plate.” Second, the most dorsal aspect of the neural
tube develops into a tissue known as the roofplate.
Third, a distinct fissure, the sulcus limitans, forms
between the dorsal and ventral parts of the neural tube
along most of its length (Figure 2.22). These structures
are an early sign that the neural tube is differentiating
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FIGURE 2.21 Summary model of eye field induction in the anterior neural plate. The top of the figure
shows dorsal views of the neural plate of Xenopus embryos at successively later stages of development from
left to right. Light blue indicates the neural plate, blue shows the area of Otx2 expression, and dark blue rep-
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region of the embryo. (Modified from Zuber et al., 2003)
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along the dorsal-ventral axis. Later, the neural tube
will become even more polarized along this axis; in the
ventral part of the tube, motor neurons will begin to
arise, while in the dorsal part, the sensory neurons
form. Experiments over many years have led to the
conclusion that the distinct polarity of the neural tube
arises largely because of the interaction between the
surrounding nonneural tissue and the neural tube.
Experiments during the early part of the twentieth
century by Holtfreter demonstrated that the basic
dorsal–ventral polarity of the neural tube was depend-
ent on an adjacent, nonneural structure, called the
notochord. Isolation of the neural tube from the sur-
rounding tissues resulted in an undifferentiated tube,
without obvious motoneuronal differentiation in the
ventral tube. However, when he transplanted a new
notochord to a more dorsal location, this induced a
second floorplate (Figure 2.23) and motoneuron dif-
ferentiation in the dorsal neural tube. Thus, the noto-
chord is both necessary and sufficient for the
development of the dorsal–ventral axis of the spinal
cord.

The studies that led to identification of the signals
that control dorsal-ventral polarity in the developing

spinal cord relied on the use of many molecular
markers of cell identity that were obviously not around
at the time Holtfreter was doing his experiments. These
genes include the pax class of transcription factors dis-
cussed in the previous section, as well as a variety of
other genes that are restricted to particular populations
of both differentiated and/or undifferentiated cells
within the spinal cord. The expression of some of the
critical genes that define the dorsal-ventral polarity of
the spinal cord are summarized in Figure 2.24. To track
down the polarity signal released by mesoderm, a cell
culture system was devised in which the notochord
and the neural tube were co-cultured in collagen 
gels. The signal was first shown to be diffusible, since
pieces of notochord could induce floorplate without
touching the neural tube. In addition, the expression 
of motoneuron-specific genes, such as choline acetyl-
transferase, was also shown to depend on the noto-
chord. A clue to the identity of the factor was
uncovered in a rather roundabout manner. A crucial
clue about the identity of the notochord signal would,
again, come from Drosophila. During a large screen for
developmental mutants in the fruit fly (Nusslein-
Volhard and Wieschaus, 1980), a severely deformed
mutant was found, named hedgehog for its truncated
appearance. Subsequent cloning of the gene showed
that this molecule resembled a secreted protein.

The link between hedgehog and the notochord-
signaling molecule began with the identification of the
mammalian homolog, called Sonic hedgehog (Shh). Shh
is expressed initially in the notochord at the time when
the dorsal–ventral axis of the neural tube is being spec-
ified (Roelink et al., 1994). Shortly after this time, the
expression of sonic hedgehog begins in the differenti-
ating ventral neural tube, leading to floorplate. This
expression pattern is consistent with the transplanta-
tion experiments of Harrison and more recently of Tom
Jessell and co-workers; both found that initially the
ventralizing signal arises from the notochord, but soon
after it is also found in the floorplate. To determine
whether Shh was indeed the inducer of dorso-ventral
polarity in the spinal cord, a small aggregate of Shh
expressing Cos cells was placed next to the neural
tube. The Shh released from these cells was sufficient
to induce a second floorplate, as well as other genes
normally expressed in the ventral neural tube. In
further experiments, simply adding recombinant Shh
protein to explants of neural tube was sufficient to
induce them to differentiate as ventral neural tissues,
including floorplate and motor neurons (Figure 2.25).
These experiments thus show that Shh is sufficient to
ventralize the neural tube during development. Two
additional results show that Shh is required during
normal development to specify the dorsal–ventral axis
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FIGURE 2.22 The overall organization of the neural tube
emerges soon after closure. The most ventral part of the neural tube
becomes flattened into a distinct “floorplate.” The most dorsal aspect
of the neural tube develops into a tissue known as the roof plate. A
distinct fissure, the sulcus limitans, forms between the dorsal and
ventral parts of the neural tube along most of its length.



of the neural tube. First, antibodies raised against Shh
will block the differentiation of floorplate and motor
neurons when added to neural tube explants. Second,
targeted deletion of the Shh gene in mice results in the
failure of the development of the ventral cell types in
the spinal cord (see Chapter 4).

In addition to its role in the ventralization of the
neural tube, Shh is also expressed in the more anterior
regions of the body axis immediately subjacent to the
neural tube, in what is known as the prechordal meso-
derm. Here the function of Shh is similar to that of the
notochord and floorplate: it serves to induce ventral
differentiation in the forebrain. In the forebrain, the

growth of the different brain vesicles gives rise to
complex anatomy, and so the induction of ventral fore-
brain is critical for a number of subsequent morpho-
genetic events. Consequently, the loss of Shh signaling
in the prechordal mesoderm produces dramatic phe-
notypic changes in embryos and the resulting animals.
One particularly striking phenotype that arises from
the disruption of Shh in embryogenesis is cyclopia
(Roessler et al., 1997). The eyes normally form from
paired evaginations of the ventral diencephalon (see
above). However, in the neural plate, the eye field is
initially continuous across the midline and is split into
two by the inhibition of eye-forming potential by Shh
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FIGURE 2.23 Differentiation in the neural tube is dependent on factors derived from adjacent, nonneural
tissues. The diagrams at the top of the figure show that if the notochord, a mesodermally derived structure,
is removed prior to neural tube closure, the neural tube fails to display characteristics of ventral differentia-
tion, such as the development of the floorplate (blue) and the spinal motoneurons (red). This shows that the
notochord is necessary for the development of ventral neural tube fates. If an additional notochord is trans-
planted to the lateral part of the neural tube at this same time in embryogenesis, a new floorplate is induced
adjacent to the transplanted notochord. New motoneurons are also induced to form adjacent to the ectopic
floorplate. Thus, the notochord is sufficient to specify ventral cell fates. In the lower panels, the experiment
diagrammed at the top, the transplantation of an extra notochord, is shown next to a normal neural tube
labeled with a marker for motorneurons. The extra notochord is labeled as n¢. In the lower right, the expres-
sion of sonic hedgehog in the notochord and floorplate (arrow) of the neural tube is shown. (B, C, and D cour-
tesy of Henk Roelink)
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from the prechordal mesoderm. Shh represses Pax6 at
the midline and induces pax2. pax6 and pax2 cross
repress, creating a sharp border between developing
retinal fields (Pax6) and optic stalk region (Pax2) that
separate the developing retinas. When this signal is
interrupted, the eye field remains continuous and a
single eye forms in the midline. The subsequent elab-
oration of the forebrain depends on correct midline
development, and so the lack of Shh disrupts later
stages of brain development as well, leading to a con-
dition known as holoprosencephaly.

The mechanism by which Shh induces ventral 
differentiation of the neural tube involves several 
interesting signaling steps. In both Drosophila and 
vertebrates, the hedgehog proteins undergo autoprote-
olysis to generate an amino-terminal fragment that is
associated with the cell surface and a freely diffusible
carboxyl-terminal fragment. The amino-terminal frag-
ment is sufficient to elicit ventral differentiation as evi-
denced by floorplate and motoneuron differentiation.
Since floorplate differentiation occurs at higher doses
of recombinant Shh and motoneuron differentiation at
lower doses of Shh, it has been proposed that a gradi-
ent of Shh from the notochord and floorplate patterns
the neural tube into these two alternate fates. More will
be said on this topic in Chapter 4.

Although the experiments described with Shh indi-
cate that this molecule can have a profound effect in
ventral patterning of the neural tube, more recent
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FIGURE 2.24 Several genes are expressed in restricted domains in the developing spinal cord; these have
served as useful markers for positional identity of cells in this region of the nervous system. Pax7, Irx3,
and pax6 are all expressed in the intermediate and dorsal regions of the neural tube, while nkx2.2, olig2, and
nkx6.1 are all expressed in the ventral neural tube. Markers like these and others allowed Jessell and col-
leagues to dissect the signals controlling the identity of the different types of neurons in the spinal cord (see
also Chapter 4). (From Wichtele et al., 2002)
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FIGURE 2.25 A cell culture system in which the notochord and
the neural tube were co-cultured in collagen gels was used to find
the polarity signal released by mesoderm. The signal was first
shown to be diffusible since pieces of notochord could induce floor-
plate without touching the neural tube. Simply adding recombinant
sonic hedgehog protein to explants of neural tube was sufficient to
induce them to differentiate as ventral neural tissues, including
floorplate and motor neurons. The dorsal-ventral polarity of the
neural tube is controlled in part by a signaling molecule secreted by
the mesodermally derived notochord. In the normal embryo, the
notochord lies just ventral to the neural tube. The cells at the ventral-
most part of the neural tube develop a distinct identity and mor-
phology, and are known as the floorplate (blue). The from embryos
at the time of neural plate formation in chick embryos, no floorplate
develops, and the neural tube fails to develop motoneurons, or other
features of its normal dorsal-ventral polarity. By contrast, if an addi-
tional notochord is transplanted to a more lateral position adjacent
to the neural tube, an additional floorplate develops, and motoneu-
rons are induced to form adjacent to the new floorplate.



studies have shown that it is not the only factor with
this capability. As we noted earlier in this section,
retinoic acid is also secreted from the mesoderm and
has effects in the neural tube, specifically in the devel-
oping hindbrain. Studies by Novitch et al. (2003) have
found that RA, along with FGF, can almost completely
replace the Shh signal and restore ventral development
to tissue without any detectable Shh. This result, along
with the finding that elimination of a downstream
effector of Shh signaling, the Gli transcription factor,
from mice can nearly completely rescue ventral devel-
opment in the Shh-deficient mice (Litingtung and
Chiang, 2000), indicates that Shh may be only one of
several redundant molecular signals that pattern the
ventral axis of the neural tube. As we saw for neural
induction, a multiplicity of partly overlapping signals
and transcription factors are responsible for the cellu-
lar diversity we know as pattern in the nervous system.

DORSAL NEURAL TUBE AND 
NEURAL CREST

The experiments of Harrison and others showed
that removal of the notochord resulted in a neural tube
without much dorso-ventral polarity. This implies that
the dorsal neural tube is in some way the default con-
dition, whereas the ventral structures require an addi-
tional signal to develop their fates. However, in the last
few years it has become apparent that the dorsal
neural tube also requires signals for its appropriate
development. Before the neural tube closes, the future
dorsal neural tube is continuous with the adjacent
ectodermal cells. As the dorsal neural tube closes, the
neural crest forms at the point of fusion of the neural
tube margins. Thus, the neural crest is, in some sense,
the most dorsal derivative of the neural tube, and has
often been used as an indicator of dorsal differentia-
tion. In addition, several genes specifically expressed
in the dorsal neural tube at these early stages of devel-
opment are critical for the specification of neural crest
(e.g., slug and snail).

After extensive migration, the neural crest gives rise
to an array of different tissues. In the trunk, the neural
crest gives rise to the cells of the peripheral nervous
system, including the neurons and glia of the sensory
and autonomic ganglia, the Schwann cells surrounding
all peripheral nerves, and the neurons of the gastric
mucosal plexus. Several other cell types, including
pigment cells, chromatophores, and smooth muscle
cells, arise from the trunk neural crest. Neural crest also
forms in the cranial regions, and here it contributes to
most of the structures in the head. Most of the mes-

enchyme in the head, including that which forms the
visceral skeleton and the bones of the skull, is derived
from neural crest. The neurons and glia of several
cranial ganglia, like the trigeminal sensory ganglia, the
vestibulo-cochlear ganglia, and the autonomic ganglia
in the head, are also derived largely from the progeny
of the neural crest as well as from the cranial placodes.
These placodes that give rise to the nose, the lens of the
eye, the otic vesicle, and components of cranial sensory
ganglia form a ring around the anterior edge of the
neural plate and may be considered as a kind of ante-
rior extension of the neural crest.

Because of the extensive migration of the neural
crest cells, and the great diversity of the tissues and cell
types to which neural crest cells can contribute, the
neural crest has been studied extensively as a model 
for these aspects of nervous system development. In
the next sections we will review what is known about
the origin of the neural crest and the factors that control
the initial aspects of its differentiation. Chapter 3 will
detail additional studies of the factors that control
neural crest migration, and Chapter 4 will deal with the
cellular determination of various crest derivatives.

Classically, the neural crest has been thought to
arise from the cells that form at the fusion of the neural
folds when they become the neural tube. Vogt, using
vital dyes to fate-map the different parts of the
amphibian embryo, found that most of the neural crest
forms from a narrow stripe of ectodermal cells at the
junction between the neural plate and the epidermis.
Subsequent studies using more sophisticated tech-
niques have expanded this view. Le Douarin and her
colleagues have extensively used the chick-quail
chimera system described above to track the fate of the
neural crest that arises from the different regions along
the neuraxis to show the different types of tissues that
are generated from different rostral-caudal regions
(Figure 2.26). Bronner-Fraser and Fraser (1991) used
single-cell injections to track the lineages of individual
crest cells prior to their migration. The injected cells
went on to divide, and they retained their lineage
marker for several cell divisions. Many of the labeled
cells went on to contribute to the tissues described
above as the normal neural crest derivatives; however,
some of the labeled cells that contributed to the neural
crest also had progeny that populated the neural tube
and the epidermis. Thus, although most of the cells in
the neural crest field at the neural plate stage of devel-
opment normally develop into neural crest, they are
not restricted to this lineage. In addition, although in
many embryos, the neural crest develops at the fusion
of the neural folds, there are regions of the neuraxis in
some species that do not form by the rolling of the
neural plate. For example, in the fish, the neural tube
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forms first as a thickening of the neurectoderm, known
as the neural keel, and tube formation occurs later by
a process of cavitation, but the neural crest still forms
from the lateral edges of the plate. Additional recent
studies have also shown that although most of the
neural crest normally arises from the lateral edges of
the neural plate, there is a late-migrating population of
crest cells that are derived from the neural tube.

The first experimental studies to indicate that the
induction of the neural crest may involve some of the
same factors as those responsible for neural induction
were those of Raven and Kloos (1945). They found that
neural crest was induced from ectoderm by lateral
pieces of the archenteron roof, whereas neural tube
was induced by medial pieces, such as the presump-
tive notochord. Similar results led Dalq (1941) to
propose that a concentration gradient of a particular
organizing substance originating in the midline tissue
of the archenteron roof could set up medial-lateral dis-
tinctions across the neural plate—“the median strip of
the archenteron roof, supposedly rich in organisine,
would induce neural structures, while the more lateral

parts which elaborate it in smaller quantities, would
induce neural crest.” Since the cells that will ultimately
develop into dorsal neural tube are initially immedi-
ately adjacent to the nonneural ectodermal cells, these
could provide a signal for dorsal differentiation similar
to the notochord-derived Shh for ventralization of 
the neural tube. This idea has been postulated for a
number of years in various forms but has only recently
been tested with perturbations of specific candidate-
inducing molecules.

Several lines of evidence now support the hypoth-
esis that the ectoderm provides the molecular signals
to promote dorsal differentiation in the lateral regions
of the spinal cord, and likely in the more anterior
regions of the neuraxis. Moury and Jacobson (1990)
first tested whether interactions between the neural
plate and the surrounding ectoderm were responsible
for the induction of neural crest by transplanting a
small piece of the neural plate from a pigmented
animal to the ventral surface of the embryo. When the
embryo was allowed to develop further, the transplant
rolled into a small tube and at the margins gave rise to
neural crest cells, as evidenced by the pigmented
melanocytes that migrated from the ectopic neural
tissue. These results were extended by the similar
experiments of Selleck and Bronner-Fraser (1995) in
the chick embryo, and in addition, they used an
explant culture system, in which neural plate and epi-
dermis were co-cultured and analyzed for proteins
and genes normally expressed by neural crest. They
found that the neural crest was induced to form from
the neural tube when placed adjacent to the epidermis.
The initial steps toward identifying the crest inducer
were made by Liem et al. (1995). BMPs, discussed in
the previous chapter for their role in neural induction,
also play important functions in specifying dorsal
regional identity in the developing spinal cord. Liem
et al. (1995) used a similar explant culture system as
that used for the analysis of Shh effects on ventraliza-
tion of the neural tube. The neural tube was dissected
into a ventral piece, a dorsal piece, and an intermedi-
ate piece (Figure 2.27). They then analyzed the expres-
sion of genes normally restricted to either the dorsal
neural tube or the ventral neural tube to determine
whether these genes were specifically induced by co-
culture with the ectoderm. They found that certain
dorsally localized genes, such as pax3 and msx1, are
initially expressed throughout the neural tube and are
progressively restricted from the ventral neural tube
by Shh from the notochord and floorplate. However,
co-culture with the ectoderm was necessary to induce 
the expression of other, more definitive, dorsal
markers, such as HNK1 and slug. BMPs were found to
effectively replace the ectodermally derived signal,
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FIGURE 2.26 The fate map of neural crest in the chick embryo.
Various types of tissues, including pigment cells, sensory ganglia,
and endocrine cells, are derived from the neural crest. The cells
migrating from the various positions along the neural tube give rise
to different tissues; for example, the sympathetic ganglia arise from
the neural crest of the trunk, but not from the head. Similarly, the
parasympathetic ganglia arise from the neural crest of the head but
not from the crest that migrates from most trunk regions. (Repro-
duced from Le Douarin et al., 2004)



since these could also activate HNK1 and slug, even
from ventral explants. Thus, there appears to be an
antagonism between Shh from the ventral neural tube
and BMPs from the dorsal neural tube; when BMP is
added along with Shh to the explants, the Shh-induced
motoneuron differentiation is suppressed.

In addition to the BMP signal that defines the border
of the neural tube, there is evidence that the wnt
signaling pathway plays a critical function in the spec-
ification of the neural crest fate (Deardorff et al., 2001).
Treatment of neural plate explants with wnt, like those
described for BMPs, is also sufficient to induce neural
crest markers in the cells (Garcia-Castro et al., 2002),
while blocking wnt signaling perturbs neural crest
development. Several wnt genes are expressed 
in the developing ectoderm, adjacent to the point of
origin of the crest, including wnt8 and wnt6. Using a
transgenic zebrafish line with a heat-inducible
inhibitor of wnt signaling, Lewis et al. (2004) were able
to precisely define the time in development when cells
require the signal to become crest. They found a criti-
cal period when inhibiting wnt signaling was able to
prevent neural crest development without affecting
development of neurons in the spinal cord.

The model of dorsal-ventral polarity in the spinal
cord that has emerged from these studies is as follows:
BMPs and wnts, expressed at the margin of the neural
plate, induce the development of neural crest at the
boundary of the neural plate and the ectoderm (Figure
2.28). BMPs and wnts are also important for the devel-
opment of the dorsal fates within the neural tube. Shh,

expressed first in the notochord and later in the floor-
plate, induces ventral differentiation in the neural
tube. The Shh and BMP/wnt signals antagonize one
another, and through this mutual antagonism they set
up opposing gradients that control both the polarity of
spinal cord differentiation and the amount of spinal
cord tissue that differentiates into dorsal, ventral, and
intermediate cell fates. Much more will be said about
the later stages of development of spinal cord cells in
Chapter 4.

PATTERNING THE CEREBRAL CORTEX

The cerebral cortex, the largest region of the human
brain by far, is not a homogeneous structure, but rather
has many distinct regions, each of which has a dedi-
cated function. It has been known for over one
hundred years that there are significant variations in
the cellular structure (cytoarchitecture) of the cortex
from region to region. The different regions of the cere-
bral cortex were exhaustively classified into approxi-
mately 50 distinct areas by Brodmann (1909). Although
all neocortical areas have six layers, the relative
number of cells in each layer and the size of the cells
are quite variable and specialized to the specific func-
tion of that area. For example, the visual cortex, a
primary sensory area, has many cells in layer IV, the
input layer, whereas the motor cortex has very large
neurons in layer V, the output layer.
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FIGURE 2.27 Liem et al. (1995) used an explant culture system to define the signals that specify dorsal
cell fates. The neural tube was dissected into a ventral piece, a dorsal piece, and an intermediate piece, and
the expression of genes normally restricted to either the dorsal neural tube or the ventral neural tube was
used to determine whether these genes were specifically induced by co-culture with the ectoderm. They found
that certain dorsally localized genes, like pax3 and msx1, are initially expressed throughout the neural tube
and are progressively restricted from the ventral neural tube by Shh from the notochord and floorplate;
however, co-culture with the ectoderm was necessary to induce the expression of other, more definitive,
dorsal markers, like HNK1 and slug. BMPs were found to effectively replace the ectodermally derived signal,
since these could also activate HNK1 and slug, even from ventral explants.
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Although for many years it has been thought that
these different specializations occur later in develop-
ment, as a consequence of the specific connections with
other brain regions, more recent data indicates that the
different areas have distinct identities much earlier in
development, and these identities are not altered 
by changes in innervation (see Grove and Fukuchi-
Shimogori, 2003). Like the other brain regions we have
been discussing, the cerebral cortex arises from a layer
of progenitors that comprises the early neural tube. In
the specific case of the cerebral cortex, the anterior-
most part of the neural tube, the telencephalon, is the
source of these progenitors (Figure 2.1). The regional
identities of the cortical areas can be monitored
through the analysis of transcription factor expression.
Two transcription factors that appear to have a role in
the specification of regional identities in cortex are pax6
(which we have already encountered for its role in 
eye development) and emx2. (Bishop et al., 2000; 
Mallamaci et al., 2000; Muzio et al., 2002) These two
genes are expressed in opposing gradients across 
the cortical surface (Figure 2.29). Emx2 is expressed
most highly in the caudo-medial pole, while pax6 is
expressed highest at the rostral-lateral pole. Mutations
in pax6 cause an expansion of emx2’s domain of expres-
sion and ultimately an expansion of the areas normally
derived from the caudal medial cortex, such as the
visual cortex. Mutations in emx2, by contrast, cause the
pax6-expressing domain to expand, and ultimately
result in an expansion of the frontal and motor corti-
cal regions.

The graded patterns of expression of emx2 and pax6,
along with the many examples of signaling centers we
have already encountered in other regions of the
developing nervous system, have led many investiga-
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FIGURE 2.29 Two transcription factors critical for the specification of regional identities in the cortex are
pax6 and emx2. Emx2 is expressed primarily in the posterior cerebral cortex and then gradually diminishes
in expression toward the rostral cortical pole; pax6 has the complementary pattern of expression. Loss of
either the pax6 gene or the emx2 gene affects the cerebral cortical pattern of development. In the wild-type
(wt) animal, the motor cortex (M) is primarily located in the rostral cortex, and the other sensory areas for
somatosensation (S), auditory sensation (A), and visual perception (V) are located in the middle and poste-
rior cortex, respectively. In the emx2-deficient mice, the pattern is shifted caudally, and a greater area is occu-
pied by the motor cortex; by contrast, in the pax6-deficient mice, the visual cortex is expanded and the motor
cortex is severely reduced. (Modified from Muzio and Mallamaci, 2003)



tors to postulate that similar signaling centers adjacent
to the cortex regulate the regional expression of these
transcription factors. We have already encountered the
two most well-studied cortical patterning signals, FGF
and retinoic acid. The most dramatic results have come
from the studies of fgf8. fgf8, along with related FGFs,
fgf17, and fgf18, are all expressed at the anterior pole
of the developing telencephalon. To analyze the role of
the FGFs in specifying cortical areal identity, Grove
and her colleagues have misexpressed fgf8 in different
positions within the developing cortex (Grove and
Fukuchi-Shimogori, 2003). These studies have moni-
tored the identity of cortical regions both using the
expression of region-specific transcription factors, like
pax6 and emx2, as well as analyzing later-developed
properties of a region, like the barrel fields of the
somatosensory map. Increasing the amount of fgf8 in

the anterior pole causes a downregulation of emx2 and
a caudal shift in the cortical regions, with an expansion
of the rostral regions (Figure 2.30). Blocking the
endogenous fgf8 signal, by expressing a nonfunctional
FGF receptor to bind up all the available fgf8, causes
the opposite result, a rostral-wards shift in the cortical
regional identities. Most dramatically, placing a source
of fgf8 in the caudal cortex causes the formation of a
duplicated, mirror image of cortical regions.

The graded pattern of expression of emx2 and pax6,
in part regulated by fgf8 and other FGFs from the ante-
rior pole, appears to represent an early stage in the
process by which areas of the cerebral cortex become
specialized for different functions. As we saw for the
segmentation of the fly embryo at the beginning of the
chapter, patterning is often accomplished by an initial
gradient of expression that becomes further subdi-
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vided into finer and finer regions over time. The drive
toward specialization seems to be fundamental to
biology at all levels, from cells, tissues, organisms, 
and biological communities, and the cerebral cortex,
arguably the basis for human preeminence, is no
exception.

SUMMARY

The understanding of how the basic pattern of the
nervous system is established has been put on a solid
molecular ground in the past decade. One of the basic
principles that has emerged from this work is that
graded concentrations of antagonizing diffusible 

molecules are critically involved in setting up these
patterns. These diffusible signaling molecules act to
restrict the expression of specific transcription factors,
which go on to regulate the expression of downstream
target genes specific for the regional identity of part of
the nervous system. One particularly well-conserved
class of transcription factors, the Hox genes, is impor-
tant in establishing and maintaining the regional iden-
tity of cells and tissues along the anterior-posterior axis
of vertebrates throughout the hindbrain and likely the
spinal cord. This conceptual framework holds true for
vertebrates and invertebrates, and indeed, many of the
molecular systems for generating specific parts of 
the nervous system have been highly conserved over
the millions of years of evolution and considerable
morphological diversity of animals.





The human brain is made up of an enormous
number of neurons and glial cells. The sources of all
these neurons and glia are the cells of the neural tube,
described in the previous chapters. Neurogenesis and
gliogenesis, the generation of neurons and glia during
development, occurs in many different ways in the
various regions of the embryo. Part of the complex
process of making the brain includes the proper migra-
tion of neurons and glia from their site of origin to their
final position in the adult brain. Precisely orchestrated
cell movements or migrations are an integral part of
what is collectively known as histogenesis in the brain.
This chapter describes the cellular and molecular prin-
ciples by which the appropriate numbers of neurons
and glia are generated from the neural precursors, and
gives an overview of some of the complex cellular
migration processes involved in the construction of 
the brain.

The number of cells generated in the developing
nervous system is likely regulated at several levels. In
some cases, the production of neurons or glia may be
regulated by apparent intrinsic limits to the number of
progenitor cell divisions essentially, a “cellular clock.”
The level of proliferation and ultimately the number of
cells generated can also be controlled by extracellular
signals, acting as mitogens, promoting progenitor cells
to reenter the cell cycle and mitotic inhibitors that
induce progenitor cells to exit from the cell cycle.
However, it must also be remembered that the number
of neurons and glia in the mature nervous system is a
function not only of cell proliferation, but also of cell
death. There are many examples of neuronal overpro-
duction and subsequent attrition through pro-
grammed cell death; this process will be described in
Chapter 7.

In the many small invertebrates, like the nematode,
the lineages of the cells directly predict their numbers.

Since most of the mitotic divisions are asymmetric, 
the final number of cells that are produced during
embryogenesis depends on the particular pattern of
cell divisions and the number of cells that die through
programmed cell death. The regulation of these divi-
sions does not appear to depend on interactions with
surrounding cells, but rather it is an intrinsic property
of the lineage. The lineage of these cells also predicts
the particular types of neurons that are generated from
a particular precursor, and it appears that the infor-
mation to define a given type of cell resides largely in
factors derived directly from the precursors.

In the Drosophila central nervous system, neuronal
number is also highly stereotypic. The neuroblasts of
the insect CNS delaminate from the ventral-lateral
ectoderm neurogenic region in successive waves (see
Chapter 1). In Drosophila, about 25 neuroblasts delam-
inate in each segment, and they are organized in four
columns and six rows. The pattern is basically the
same for other insects and other arthropods, but the
number of neuroblasts is dependent on the species
(Doe and Smouse, 1990). Once the neuroblast segre-
gates from the ectoderm, it then undergoes several
asymmetric divisions, giving rise to approximately
five smaller ganglion mother cells. Each ganglion
mother cell then divides to generate a pair of neurons.
These neurons make up the segmental ganglia of the
ventral nerve cord and have stereotypic numbers and
types of neurons.

In the vertebrate, the situation gets considerably
more complex. The neural tube of most vertebrates is
initially a single layer thick. As neurogenesis proceeds,
the progenitor cells undergo a considerable number of
cell divisions to produce a much thicker tube, with
several layers. A section through the developing spinal
cord is shown in Figure 3.1, and this basic structure is
present throughout the developing central nervous
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system. The German developmental biologist Wilhelm
His (an early proponent of the theory that the nervous
system is composed of individual cells) divided the
layers of the neural tube into the ependymal zone
(near the ventricle), the mantle zone, and the marginal
zone (containing postmitotic neurons). The ependymal
zone, the innermost zone of the tube, is where the
mitotic figures are located, and His thought these were
actually different cells from the more elongate mantle
cells (see Jacobson, 1991). Through the work of Sauer
and others, we know that the nuclei of the progenitor
cells undergo a constant up-and-down migration
through the stages of the cell cycle, from the ventricu-
lar surface during M-phase to the mantle zone during
S-phase (Figure 3.1). This phenomenon is known as
interkinetic nuclear migration.

One of the clearest demonstrations of the constant
motion of the nuclei of these cells came from the use of
3H-thymidine to label cells in the S-phase of the cell
cycle during the active phase of DNA replication.
Figure 3.2 diagrams this type of experiment in a sec-
tion through the neural tube. If an injection of 3H-
thymidine is made into an embryo and the tissue is

removed within an hour, the labeled cells are all found
in the outer part of the ventricular zone, away from the
ventricle. If the embryo is allowed to survive for 4
hours after the injection of thymidine, the labeled cells
are all at the ventricular surface undergoing M-phase
and can be seen as metaphase nuclei. If the embryo is
allowed to survive for 8 hours, the labeled cells are in
the outer half of the ventricular zone, and by 12 hours
they are back at the ventricular surface. The thymidine
labeling also shows a progressive increase in the
number of labeled cells, as the cells divide. However,
because the thymidine was only available for incorpo-
ration into cells for the first hour after injection (before
it is cleared from the circulation), the cells labeled in
subsequent divisions progressively dilute their label
and appear more lightly labeled with each successive
division. Although the function of interkinetic nuclear
migration is unknown, it may be necessary for the pro-
genitor cells to receive specific signals at different times
in the cell cycle. Modern terminology now combines
the ependymal and mantle zones into the term ventric-
ular zone, the layer of the neural tube closest to the ven-
tricle, where cells are in the cell cycle (Sauer, 1935).
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FIGURE 3.1 The process of neurogenesis in the neural tube. Section through the neural tube soon after
it has formed shows a section through the chick embryo neural tube to the left and a schematic version of
the progenitor cells to the right. The progenitor cells take up BrdU in the central region of the neural tube,
indicating that they are in S-phase at this location. The cells then undergo mitosis at the ventricular surface,
and this can be visualized with an antibody against a phosphorylated form of histoneH3, which is present
only in late G2- and M-phases of the cell cycle. After the cells have withdrawn from the cell cycle and begun
their differentiation as neurons, they migrate radially from the ventricular zone to the mantle zone, and these
can now be visualized with an antibody against neurofilament protein. The movements of the progenitor
cells are diagrammed to the left. The progenitor cells span the thickness of the neural tube, and their nuclei
translocate to the mantle zone during the S-phase of the cell cycle. The nuclei return to the ventricular surface
during G2 and the M-phase of the cell cycle always occurs at the ventricular surface. (A is courtesy of Branden
Nelson)



The cells of the ventricular zone are the precursors
of the differentiated neurons and glia of the central
nervous system. These cells undergo from one to 
two cell cycles per day. In the early neural tube, many
of the cells undergo symmetric cell divisions, pro-
ducing two progenitor cells as daughters; however,
some of the divisions produce asymmetric daughters:
one daughter continues to divide and the other
becomes a postmitotic neuron. In the spinal cord and
in most other areas of the developing neural tube, the
postmitotic neurons migrate from the ventricular zone
to the marginal zone, where they continue their 
differentiation.

Thymidine labeling also allows one to determine
the cell cycle length of a population of mitotically
active cells. Since the thymidine is cleared from the cir-
culation of mammalian embryos within one hour after
an injection, a relatively small cohort of S-phase cells
incorporate the label into their DNA. As described
above, these cells then proceed through G2, and in M-
phase they are recognizable as mitotic figures. If one
counts the number of the mitotic figures at progres-
sively longer intervals after the thymidine injection,

their number will continue to increase as a greater pro-
portion of the S-phase cells reach M-phase (Figure 3.2).
However, as these cells complete M-phase and proceed
into G1 and the next S-phase, they are no longer
counted as mitotic figures and their number drops. As
the first cells finish their second S-phase and reenter
mitosis, the number of labeled mitotic figures once
again increases and we see a second peak. The length
of time between the first and second peak is therefore
the time taken for the cohort of labeled cells to go from
one mitosis to another, the average cell cycle length.

In the vertebrate CNS, these types of experiments
have been carried out for many regions of the brain,
and again, some general principles emerge. First, the
overall length of the cell cycle increases progressively
during embryogenesis. Progenitor cells from the chick
optic tectum, for example, have an overall cell cycle
time of 8 hours on embryonic day 3, but this increases
to 15 hours by embryonic day 6. A similar increase 
in cell-cycle period occurs in the mammal, as rat cor-
tical progenitor cells increase their cell-cycle time 
from 11 hours on embryonic day 12 to 19 hours at
embryonic day 18. The second generality that can 
be made is that the increase in the cell-cycle period is
largely due to increases in the G1 phase. As shown in
Figure 3.3, the M and G2 phases of the cell cycle change
little from embryonic day 10 to embryonic day 19 in
mouse cerebral cortex progenitor cells; however, the

GENESIS AND MIGRATION 59

A

B

4

Time (hours)

M
ea

n
 %

 la
b

el
le

d
 m

et
ap

h
as

e 
n

u
cl

ei

0 8

Ventricular surface

Pial surface

12

FIGURE 3.2 Thymidine labeling reveals the cell-cycle length of
neural progenitor cells. A. After an injection of 3H-thymidine into a
developing embryo, the S-phase cells incorporate the label into their
DNA (red). When the labeled cells proceed to M-phase, they are rec-
ognizable as mitotic figures. A plot of the number of labeled mitotic
figures (vertical axis) against the time after the thymidine injection
shows that their number increases as the S-phase cells reach M-
phase. As these cells complete M-phase and proceed into G1 and the
next S-phase, they are no longer counted as mitotic figures, and their
number drops. As the first cells finish their second S-phase and
reenter mitosis, the number of labeled mitotic figures once again
increases and we see a second peak. B. The length of time between
the first and second peak is the time taken for the labeled cells to go
from one mitosis to another, the cell-cycle length.
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FIGURE 3.3 The overall length of the progenitor cell cycle
increases during embryogenesis. The cell cycles of progenitor cells
from the mouse cerebral cortex are plotted as circles of increasing
size from E10 to E17. The increase in the cell-cycle period is largely
due to an increase in the G1 phase, which nearly triples in length
(shown in red).



G1 phase nearly triples in length. The lengthening of
the G1 period likely reflects some regulatory process
that restricts or slows reentry of the progenitor cells
into the S-phase from G1, consistent with the idea that
a limiting supply of growth factor controls this step
(see next section).

The number of cells generated by a precursor cell in
the ventricular zone depends on the stage of develop-
ment and the region of the nervous system where the
progenitor is located. Progenitor cells from the early
embryonic CNS must generate a considerably greater
number of progeny than those from animals nearing
the end of neurogenesis. Similarly, progenitor cells
from very large regions of the brain must have given
rise to many more cells than those from the spinal cord.
The thymidine studies described above showed that
there were differences in the cell-cycle periods of ven-
tricular zone cells of early and late embryos; thymidine
labeling and, more recently, BrdU labeling of the mitoti-
cally active ventricular zone cells have given some
information as to the number of progeny produced by
the entire population of these cells as development
proceeds. In the early embryonic cerebral cortex, for
example, the number of cells more than doubles each
day. Since it takes approximately a half day for a pro-
genitor cell to generate two daughters, more than half
of the progeny must continue to divide; that is, many
of the cell divisions must produce two mitotically
active daughters. During this early “expansion phase”
of the progenitor cells, most of the cell divisions are
symmetric, generating two additional progenitor cells
(Figure 3.4); however, birthdating studies (see below)
also show that some neurons are born during these
early periods as well, and so some of the divisions
must be asymmetric, generating a mitotically active
daughter and a postmitotic neuron. As development
proceeds, the cell-cycle time becomes progressively
longer, and the number of new cells generated per day
declines. Fewer cell divisions are symmetric and result
in two progenitor cells at later stages of development,
compared to the early stages of embryogenesis.
Instead, in the later stages of neurogenesis, a greater
proportion of the progenitor cells differentiate into
neurons and glia (Caviness, 1996). By the end of neu-
rogenesis, nearly all of the cells leave the cell cycle, and
very few remain to generate new neurons.

The results from the thymidine and BrdU labeling
studies have been nicely complemented by retroviral
labeling of individual progenitor cells (Figure 3.5). The
retroviral labeling technique takes advantage of the
fact that retroviruses will only successfully infect and
integrate their genes into cells that are going through
the cell cycle. The genome of these viruses can be 
modified to contain genes that code for proteins not

normally present in the nervous system but can be
detected easily, such as green fluorescent protein (GFP)
or alkaline phosphatase. Once the virus infects a cell,
and the viral genome is integrated into the cell’s DNA,
the viral genes are inherited in all the daughter cells of
the originally infected cell. Another important feature
of this technique is that the virus is typically modified
so that it is incapable of making more virus in the
infected cells and spreading the infection to other cells.
This means that only the daughter cells of the originally
infected progenitors will express the viral genes. If a
retrovirus that contains DNA coding for alkaline phos-
phatase is then injected into the developing brain and
infects some of the proliferating progenitor cells, the
progeny of the infected cells will still express the alka-
line phosphatase gene even in adult animals. Labeling
individual progenitor cells with retroviruses at differ-
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FIGURE 3.4 Basic lineage relationships among the cell types 
of the central nervous system of vertebrates. Through a variety of
cell cultures and in vivo studies, the relationships among the various
cell classes within the nervous system have been established. The
early cells of the neural tube have the potential to generate an 
enormous number of progeny, and as a result are sometimes called
founder cells or stem cells, which undergo symmetric cell divisions
to produce additional founder cells as well as progenitor cells. (The
term stem cells is also used to describe the persistent progenitors
found in adult animals.) It is thought that the early founder cells 
also generate progenitor cells that are capable of a more limited
number of cell divisions, and this is the reason that clones of 
progenitor cells labeled late in embryogenesis have fewer progeny.
Nevertheless, the late progenitor cells are capable of generating both
neurons and all macroglia, the oligodendrocytes, and the astrocytes.
Although in vitro studies of certain regions of the nervous system,
particularly the optic nerve, have shown that the lineages of astro-
cytes and oligodendrocytes share a common progenitor, known as
the O2A glial progenitor, in the spinal cord, motoneurons and oligo-
dendrocytes share a common progenitor. Thus, the lineage relation-
ships shown may vary depending on the region of the CNS.



ent stages of brain development has confirmed that 
the number of progeny generated by a ventricular
zone cell declines over the periods of neurogenesis. For
example, retroviral infection of the progenitor cells in
the early embryonic brain results in very large clones
of labeled cells, but retroviral infection of progenitor
cells in the brains of late staged embryos gives much
smaller clones (Figure 3.5). The retroviral labeling 
technique also allows the discrimination of the contri-
butions of neuronal and glial production to the total
cell number. In the cerebral cortex, for example, the
number of neurons per clone is typically less than 5,
while the number of astrocytes and oligodendrocytes
may be between 10 and 30 in the same aged embryo.
In the chick spinal cord, the distribution of clones has
been analyzed shortly after injections as well as in the
more mature spinal cord. Clonally related cells were

typically found in radially oriented arrays when ana-
lyzed shortly after the viral infections; however, when
similar clones were analyzed in the mature cord, the
cells were typically more dispersed. Many of the
clones contain both motoneurons and glial cells in 
the white matter. In the example shown in Figure 3.6,
both astrocytes and oligodendrocytes are derived from
the same progenitor cell that gave rise to the motoneu-
rons (Leber et al., 1990).
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FIGURE 3.5 Retroviral lineage tracing methods are used to
determine the relationships among the cell types. A retrovirus can
infect and incorporate its genome into a cell only in the S-phase of
the cell cycle. Thus, by engineering retroviruses to contain the gene
for an enzyme not normally expressed in animal cells, like the 
bacterial beta-galactosidase gene or the jellyfish green fluorescent
protein gene, and infecting the cells of the developing brain, the only
cells that will contain the foreign genes are those that were prolifer-
ating at the time of the infection—that is, the progenitor cells. If only
a relatively few viral particles are used for the infection, only a few
progenitor cells will be labeled, and in this way all the progeny of a
single infection can be tracked (blue cells). In practice, viral particles
are diluted until only a few clones in each brain are observed.
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FIGURE 3.6 Clonal analysis of progenitor cells in the chick
neural tube. Injections of a retrovirus with a reporter gene are made
into the chick embryo neural tube. After either short or long postin-
jection survival periods, the spinal cord is sectioned and analyzed
for the labeled progeny of the few infected progenitor cells. In the
case shown, a single progenitor cell has been infected at this level of
the spinal cord, and it has gone through a single-cell division to give
rise to two daughter cells after one day. If the embryo is allowed to
survive to a point where the spinal cord is relatively mature, and
neurons and glial cells can be identified, the labeled cells can be
assigned to specific cell classes. In the case shown, the progeny of
the infected cell include motoneurons (MN), astrocytes (A), and
oligodendrocytes (O) (Leber et al., 1990).



In addition to the information on cell cycle that has
been obtained from the use of H3-thymidine, it is also
possible to use this isotope to determine the precise
time points during embryogenesis when the neurons
and glia are generated—that is, become postmitotic.
While the progenitor cells are actively dividing, 
they are synthesizing DNA and incorporate the 3H-
thymidine. However, as noted above, since the thymi-
dine is available for only a few hours, progenitor cells
that continue to divide dilute their label over time. By
contrast, those cells that withdraw from the cycle and
become postmitotic soon after the 3H-thymidine was
administered will remain heavily labeled with the
radioactive nucleotide. Thus, the postmitotic neurons
generated, or “born,” within a day after the 3H-
thymidine injection will have heavily labeled nuclei,
and neurons generated later in development will be
more lightly labeled. Unlabeled cells are those that
withdrew from the cell cycle before the 3H-thymidine
injection. This technique, pioneered by Richard
Sidman (1960), is known as thymidine “birthdating”
and has been applied to virtually all of the areas of the
developing mammalian nervous system (see Altman
and Bayer, 1985, for review).

The thymidine birthdating studies revealed that the
process of neurogenesis is remarkably well ordered. 
In many areas of the developing brain, there are 
spatial and temporal gradients of neuron production
(Figure 3.7). The generation of the cerebral cortex, 
for example, proceeds from medial to lateral, and 
the retina is generated in a central to peripheral direc-
tion. In general, there are well-conserved and orderly
sequences of generation of different types of neurons
and glia. For example, in the cerebral cortex, the
neurons are arranged in layers or lamina. During 
neurogenesis, the different laminae are generated in 
a sequence that is conserved from rats to monkeys.
Similarly, in the retina, there are six main types of
neurons and one type of glial cell, the Muller cell.
Thymidine birthdating of a wide variety of species has
shown that the various types of neurons are generated
in a well-conserved sequence, even though the period
of retinal histogenesis of a monkey takes place for
more than a month while that of a frog occurs in less
than two days.

Several additional generalizations can also be
derived from the large number of thymidine birthdat-
ing studies that have been carried out in the different
regions of the vertebrate CNS. As noted above, in many
areas of the developing CNS, distinct types of neurons
originate in a fairly invariant timetable. Often, the entire
population of one type of neuron, like the spinal
motoneurons, becomes postmitotic within a relatively
short period of development. In general, large neurons

are generated before small neurons in the same region.
For example, pyramidal cells become postmitotic be-
fore granule cells in the hippocampus, cerebral cortex,
and olfactory bulb, and in the cerebellum, Purkinje cells
are generated prior to granule cells (Jacobson, 1977).
Interestingly, it appears that the patterns of neuronal
generation are also consistent with the hypothesis that
phylogenetically older parts of the brain develop before
the more recently evolved structures.

CELL-CYCLE GENES CONTROL THE
NUMBER OF NEURONS GENERATED

DURING DEVELOPMENT

The factors that control the number of divisions in
both the vertebrate and invertebrate nervous systems
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FIGURE 3.7 Complex gradients of time of origin of neurons in
the hippocampus. Detailed thymidine birthdating analysis of mouse
hippocampal formation shows the complex gradients in neuronal
production typical of the central nervous system. Pregnant mice
were given thymidine injections on the various days indicated
(E10–E18), and the brains of the pups born from these dams were
analyzed for labeled cells. Arrows indicate gradients in time. (Mod-
ified from Angevine, 1970)



are beginning to be understood. Many of the same
molecular mechanisms that control the proliferation of
progenitors in the nervous system are also important
for the control of cell division in other tissues. Through
the analysis of mutations in yeast cells that disrupt
normal cell cycle, a number of the components of the
molecular machinery controlling cell cycle have been
identified. Remarkable progress has been made in
recent years in understanding the proteins that control
the mitotic cell cycle. An intricate sequence of protein
interactions controls and coordinates the progress of a
cell through the stages of cell replication. There has
been a considerable amount of conservation of this
molecular mechanism over the millions of years of
evolution from the simplest eukaryotic cells, like yeast,
to more complex animals and plants (see BOX).

Cyclins are a group of proteins that show dramatic
changes in their expression levels that correlate with
specific stages of the cell cycle. The association of
cyclins with another class of proteins, called the cyclin-
dependent kinases (Cdk), causes the activation of these
kinases and the subsequent phosphorylation of sub-
strate proteins necessary for progression to the next
phase of the cell cycle. Different cyclin/cdk pairs are
required at different stages of the cell cycle. For
example, the binding of cyclinB to Cdc2 forms an active
complex that causes a cell to progress through the M-
phase of the cycle, while the association of cyclinD and
cdk4 or cdk6 causes these kinases to phosphorylate pro-
teins necessary for progression from G1- to S-phase.
One of the more dramatic examples of the importance
of cyclins to the development of the nervous system is
shown in Figure 3.8 (Geng et al., 2001). In this example,
the cyclinD1 gene was eliminated in mice using
homologous recombination; the retinas of these mice
are much smaller than those of normal mice because
the progenitor cells of the cyclinD1 -/- mice fail to pro-
liferate at the normal rate.

One way in which the cyclinD1/Cdk4 complex
causes cells to enter S-phase is by phosphorylating a
protein called retinoblastoma or Rb (see Cell Cycle
Box). This phosphorylation causes the Rb protein to
release another transcription factor, E2F, and allows
the E2F protein to activate many genes that push the
cell into S-phase. The Rb protein received its name
from a childhood tumor of the retina, retinoblastoma,
since defects in this gene cause uncontrolled retinal
progenitor proliferation. In fact, the Rb gene was the
first of a class of genes called tumor suppressors to be
identified. Children who inherit a mutant copy of the
Rb gene develop retinoblastoma when the second
allele of this gene is mutated in a progenitor cell in the
retina. E2F is then free to activate the genes that cause
the progenitor to progress through the cell cycle, and

there is no active Rb around to stop the process. It is
clear from this example that regulation of progenitor
proliferation is critical both for making a normal retina
and for preventing the uncontrolled cell proliferation
that leads to cancer.

Other critical negative regulators of the cyclin-
dependent kinases, p27 and p21, are also expressed in
the nervous system, and they are expressed in the final
mitotic cycle of a progenitor, causing it to exit the cell
cycle and differentiate into neurons or glia. The p27
gene, for example, codes for a protein that interacts
with the Cdk proteins but instead of activating the Cdk
proteins, the p27 protein inhibits the function of the 
Cdk it binds, and is therefore called a Cdk-I (for Cdk
inhibitor). Deletion of the p27 gene in mice causes the
opposite phenotype as that of the cyclinD1 knockout;
that is, there is an overproduction of cells in the brain
and other regions of the body in animals deficient in the
p27 gene. Figure 3.8 shows an example of continued
proliferation in the retina of a mouse with the p27 gene
eliminated. Although the retina is not twice the size of
a normal mouse, overall the mice are larger, and there
are additional cells in the outer nuclear layer of the p27-
deficient mice (Figure 3.8, arrows). What if both p27
and cyclinD1 are knocked out in mice? The surprising
result is that the retina is now relatively normal (Figure
3.8 D). This implies that while these are key regulators
of the cell cycle in normal development, when both 
the positive regulator and the negative regulator are
removed, the system reaches a new balance. Overall,
studies of cell-cycle genes in the CNS have led to the
conclusions that these are critical regulators of neuro-
genesis and gliogenesis, but much more needs to be
learned about their specific functions and interactions.

CELL INTERACTIONS CONTROL 
THE NUMBER OF CELLS MADE 

BY PROGENITORS

In many tissues in the body, secreted signaling
factors have been identified that stimulate or inhibit
the progress of mitotically active cells through the cell
cycle. The signals that stimulate the proliferation of the
mitotic cells are called growth factors or mitogens and
were named for the tissue or cell type where they were
first found to have mitogenic effects. For example,
fibroblast growth factor (FGF) was first found to
promote the proliferation of fibroblasts in cell cultures,
whereas epidermal growth factor (EGF) was discov-
ered as a mitogen for epidermal cells in vitro. These
growth factors most commonly act to control the pro-
gression from G1- to S-phase of the cell cycle, and
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BOX

C E L L  C Y C L E

The core of the cell-cycle control machine are the cyclin-
dependent kinases (Cdk) and their regulatory subunits, the
cyclins. The cyclins were originally discovered as proteins
that change dramatically in their levels of expression during
the stages of the cell cycle. The transcription, translation,
and destruction of each of these proteins are tightly tied to a
particular stage of the cell cycle. The figure shows the period
in the cell cycle when each of the cyclins is expressed.

The cyclins form complexes with specific CDKs,
thereby activating the CDK to phosphorylate substrate
proteins and consequently drive the cell through the next
stage of the cycle. The best characterized of the
cyclin/CDK pairs is that of cyclinB and CDK2, which
control the passage of the cell through the M-phase of the
cycle. In the late 1980s it was found that a cell-free extract of
proteins could cause a cell to progress through the M-phase
of the cell cycle. This activity was called MPF, for mitosis
promoting factor. CyclinB and cdk2 were discovered to be
the active components of this activity. This complex of two
proteins is a key regulator of this transition. Since that time
there has been a considerable amount of study of these pro-
teins and the other cyclins and their paired Cdk.

Other proteins regulate the cyclin/CDK activity as
well. For a CDK to be activated it must be phosphorylated
at a particular threonine residue, 161, and at the same
time be dephosphorylated on residues threonine 14 and
tyrosine 15. The proteins that effect these phosphorylation
events are therefore important regulators of the CDK
activity in a cell. These regulatory proteins include CAKs
(CDK-activating kinases) and phosphatases (like string).
In addition, there are a number of CDK inhibitors, small
proteins that act to inhibit CDK activity by binding to

them and blocking their catalytic activity. The INK group,
p15, p16, p18, and p19, all interact with CDK4 and 6, the
CDK important in the transition from G1 to S-phase. A
second class of these proteins includes p21, p27, and p57
and can bind to and inhibit all known CDKs.

A particularly important cell-cycle transition is the
entry in to the S-phase, which is the first step in the
mitotic cycle. One of the most important regulators of this
step is the cyclinD complex with either CDK4 or CDK6.
When a cell receives a stimulus to enter the cycle, cyclinD
is increased in its expression (see below) and forms a
complex with CDK4/6. When this complex is phosphory-
lated by CAK, it can catalyze the phosphorylation of
several key substrate proteins necessary for the S-phase
of the cycle. One of the most important of these is called
the retinoblastoma protein, or Rb, which was originally
identified as linked to a childhood retinal tumor. This
protein is also one of a family of genes, known collectively
as the pocket proteins, that act as tumor inhibitors; when
they are absent or inactivated by a mutation, cells
undergo unrestricted proliferation. In G1 the Rb protein
is unphosphorylated, and this keeps the cell from enter-
ing the S-phase; when the cyclinD/CDK complex phos-
phorylates this protein, the cell can then express the
proteins necessary to move into the S-phase.

The cell-cycle control machine shown in the figure is a
highly coordinated complex sequence of protein interac-
tions. For the most part, once the sequence is set in motion,
it proceeds in an autonomous manner. However, there are
a few points where extracellular signals can regulate the
progression from one phase of the cycle to another. In
mammalian cells, the major checkpoint is in the transition
from the G1 phase of the cycle to the S-phase. This was first
discovered by inducing tissue-cultured cells to cease their
mitotic activity by withdrawing critical serum compo-
nents from their medium. By adding back the serum for
brief periods, it was found that once the cycle was started
again, the serum was not needed, until after the cell had
completed an entire cycle. In general, it is thought that
when growth factors regulate cellular proliferation, they
do so by acting at the G1 to S transition, either by promot-
ing cyclinD expression/activity to stimulate entry into the
next cycle, or alternatively by increasing the expression of
a cyclin inhibitor, like p27, to block entry into the next cycle.
In Drosophila cells, the G2 progression is also frequently the
target of control. Cells in the developing eye imaginal disc
are held in G2 until they receive an extracellular signal,
hedgehog, to trigger their progression through the M-phase.
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FIGURE 3.8 Cyclin D1-deficient mice have reduced cell proliferation in the nervous system. A. The normal
retina is a laminated structure consisting of alternating layers of cells (stained purple) and dendrites (lighter
stained layers). B. In mice that have had the cyclinD1 gene deleted by homologous recombination, the layers
are much thinner, and there are considerably fewer cells in the retina. This is due to the reduced amount of
proliferation of the progenitor cells. On the other hand, if the gene coding for the negative regulator of the
cell cycle, p27kip, is deleted in mice (C), the progenitor cells keep proliferating past the normal time when
they would cease mitosis, and produce extra cells that abnormally spill out of their normal layer (arrows).
D. When both cyclinD1 and p27kip are deleted in mice, however, the retina returns to a remarkably normal
appearance, indicating that the balance in proliferation has been restored when both the “gas” and the
“brakes” of the cycle have been removed. Clearly, other regulators must take over when the cyclinD1/p27kip
system is removed, but it is not clear yet what these are. (From Geng et al., 2001)
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BOX

N E U R A L  C R E S T  M I G R AT I O N

The neural crest exemplifies the migratory process in
embryology; no other tissue undergoes such extensive
migration during development as the cells of the neural
crest. As noted previously, the neural crest is a collection
of cells that emerges from the dorsal margin of the neural
tube, where it intersects with the ectoderm. Although the
neural crest was first described by His in the chick embryo
in 1868, the migration of the cells of the neural crest was
first demonstrated by Detwiler (1937) by labeling the pre-
migratory cells with vital dye. The neural crest from the
trunk takes two basic routes (Weston, 1963) from the
neural tube: the ventral stream, along which the cells that
will form the sensory, enteric and autonomic ganglia
follow, and the dorsal or lateral stream, in which the cells
that will form the pigment cells in the epidermis predom-
inate (Figure). The route that cells take is to some degree
determined by the environment in which they find them-
selves. There are differences in the types of cells that dif-
ferentiate from the neural crest at different points along
the anterior-posterior axis of the embryo. For example,
neural crest from the most anterior part of the developing
spinal cord migrates into the gut to form the enteric
nervous system, while neural crest from somewhat more
caudal levels of the spinal cord never migrates in to the
gut, but instead collects near the aorta and forms the sym-
pathetic ganglion chain. Transplantation of neural crest
cells from anterior (enteric ganglion forming) levels of the
embryo to more posterior regions results in the anterior
crest cells following the posterior pathways and making
sympathetic neurons instead of enteric neurons (LeDouarin
et al., 1975; LeDouarin, 2004).

What guides these cells to their proper locations in the
embryo? Both permissive and repulsive cues, similar to
those that guide growing axons (see Chapter 5), direct the
neural crest through these two main routes. Several large
extracellular glycoproteins and sulfated proteoglycans
have been shown to be critical for the migration of many
different types of cells. Two of these molecules, laminin
and fibronectin, are known to support the migration of
neural crest cells when the cells are dissociated from 
the embryo and plated onto tissue culture dishes. The
receptors for these extracellular matrix molecules, het-
erodimers of integrin proteins, are expressed by the
migrating neural crest cells, and perturbation of these
receptors also inhibits neural crest migration. If either b1-
integrin, or its heterodimeric partner, alpha4-integrin are
blocked with specific antibodies, neural crest migration is
blocked (Lallier et al., 1994; Kil et al., 1998). These results

and others have shown that the neural crest of the trunk
primarily interacts with the extracellular matrix as the
cells migrate to their various destinations.

Another characteristic feature of neural crest cells
emerging from the hindbrain and trunk is that they
migrate in a segmented manner. Trunk neural crest cells
migrate through the rostral half of each somite but avoid
the caudal half. What molecules are responsible for 
this restriction of their migratory routes? Another family
of proteins appears to be necessary for this pattern of
migration: the Ephrin receptors and ligands. These mole-
cules were first identified for their roles in repulsive guid-
ance of axonal growth (see Chapter 5). Two of the ligands,
Lerk2 and HtkL, are expressed by the caudal halves of the
somites, while the receptor, EphB3, is expressed by the
migrating neural crest cells (Krull et al., 1997; Wang and
Anderson, 1997). If the neural crest cells are given a choice
between fibronectin or the ephrin ligand, they avoid the
ephrin. Moreover, if the soluble ligand is added to
explants of trunk, the normal migratory pattern is dis-
turbed, and the crest cells migrate on both halves of the
somite (Krull et al., 1997).

The neural crest that migrates from the cranial regions
of the neural tube has many unique features (Noden,
1975). As noted in Chapter 2, the neural tube has a con-
siderable amount of pattern in the head very early in
development. The regions of the brain are dependent on
Hox and Pax gene expression. The neural crest that
migrates from the cranial regions of the neural tube also
has positional identity, and this is also dependent on the
Hox code. The figure shows the migration of the neural
crest from the rhombomeres. The cranial crest contributes
many cells to three tissue bulges known as branchial
arches. The neural crest that migrates into these arches will
give rise to most of the skeletal and cartilage of the skull
and face. Thus, although normally we think of the neural
crest as “neural” in the head the bulk of the neural crest
cells will develop into nonneural tissues. The unique con-
tribution of the different regions of cranial neural crest has
provided an opportunity to test for the specification of
these cells and their migratory patterns. The crest cells
from rhombomeres r1 and r2 migrate into the first
(mandibular) arch, the crest from r4 into the second
(hyoid) arch, and the crest from r6 and r7 into the third
arch (Kontges and Lumsden, 1996). The crest in each of
these arches differentiates into specific skeletal elements of
the face or jaw (Figure). The neural crest from each rhom-
bomere continues to express the same pattern of Hox



therefore it is possible that the gradual lengthening 
of the G1-phase of the cell cycle in neural progenitor
cells within the CNS (above) is due to an increasing
dependence on these factors for progression through
the cell cycle as development proceeds. The factors
that have been shown to act as mitogens for the 
mitotically active cells in the progenitor cells of the 
vertebrate CNS are primarily those peptides that act
on receptor tyrosine kinases, including FGFs, TGF-
alpha, EGF, and insulin-like growth factors. However,
there are many other types of signaling molecules that
act on progenitor cells in the nervous system and also
play a role in their proliferation. Sonic hedgehog and
members of the Wnt protein family are examples of
molecules that were involved in patterning the
nervous system (reviewed in Chapter 2), but are also
critical for the regulation of progenitor proliferation at
later stages of brain development.

The identification of mitogenic factors for nervous
system progenitor cells has relied on cell culture
studies. Neural progenitor cells can be isolated from the
developing brain by dissociating the cells with
enzymes and putting them in culture dishes. The pro-
genitor cells in the culture dishes will divide and make
both additional progenitor cells and differentiated
neurons (Figure 3.9). Some of the early studies tested
many of the growth factors that stimulated prolifera-
tion of cells in other tissues and found that some of the

best mitogens for the progenitor cells of the nervous
system were those that stimulated fibroblast cells (FGF)
or skin cells (EGF). Progenitor cells express receptors
for the various mitogenic factors, and depending on
their location and stage of development, they are more
responsive to one mitogen or another. Mitogenic factors
like EGF and FGF bind to receptors of the tyrosine
kinase signaling pathway to stimulate cell division by
the upregulation of the S-phase cyclins, such as cyclinD.
Since cyclinD expression will stimulate the cells to enter
the S-phase, the regulation of cyclinD is a direct mecha-
nism to control cell-cycle entry by a growth factor. In
this way, the extracellular signals are integrated with
the intrinsic cell cycle regulation machinery.

A factor first encountered in the context of pattern-
ing the nervous system (Chapter 2), sonic hedgehog, is
also a key mitogen for nervous system progenitors.
The Shh mitogenic pathway is important in many
regions of the brain, particularly those of the dorsal
brain (Figure 3.10). The way in which Shh acts in neu-
rogenesis demonstrates the way in which differenti-
ated neurons can feed back on the progenitors to
maintain their proliferation and ensure that the correct
number of neurons is generated during development.
Although the Shh mitogenic pathway is used in 
many areas of the developing brain, the genesis of
granule neurons in the cerebellum is a good example
(Wechsler-Reya and Scott, 1999). The cerebellum is 
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genes as it migrates from the neural tube, and thus has a
unique identity. This unique identity can be demonstrated
by transplantation experiments where crest from one
rhombomere is transplanted to the region of another, and
its migration and further development are monitored
(Noden, 1983). Crest cells that would normally populate
the third arch were excised and replaced with first arch
crest cells. The transplanted crest cells migrated into the
third arch, but instead of making neck cartilage, they
formed beaklike projections from the neck and a complete,
duplicate first arch skeletal system in their new location.
Thus, it appears that the patterning of branchial arch
skeletal and connective tissues is an intrinsic property of
the cells of the neural crest prior to their emigration from
the neural tube. Although they can use the same cues to
migrate through the branchial arches, they will differenti-
ate in accord with the Hox code specific for their position
or origin.
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the large, highly convoluted structure at the back of 
the brain that is critical for smooth movements. The 
main output neurons from the cerebellar cortex are the
Purkinje neurons. The Purkinje neurons are generated
early in cerebellar development and form a layer one
cell thick throughout the cerebellum. One type of neuron
that connects with the Purkinje cell, the granule cell, is
made in huge numbers by a nearby progenitor zone,
the external granule layer. The Purkinje cells produce
the mitogen, Shh, while the granule cell progenitors
express the Shh receptors, patched and smoothened
(named for Drosophila mutants defective in the homol-
ogous genes). The Shh released from the Purkinje cells

stimulates the granule cell progenitors to make more
granule cells. If the Shh pathway is experimentally
blocked, fewer granule cells are produced. If the Shh
pathway is stimulated, granule cell production is
increased. In this way, Shh is utilized to mediate the
cell interactions between the differentiated Purkinje
neurons and the neural progenitors. This pathway also
provides another example of how a childhood tumor
can result from a misregulation of neurogenesis. Chil-
dren with mutations in the Shh receptor, patched, that
mediates Shh signaling will develop a tumor called
medulloblastoma, in which granule cell production is
fatally uncontrolled (Goodrich et al., 1997).

A B

C D

E F

FIGURE 3.9 The proliferation of neural progenitor cells can be studied in vitro. Progenitor cells from the
developing CNS can be studied in cell culture by dissociating them into single cells, diluting them to only a
few cells in each well of a tissue culture dish, and then examining them daily for increases in their numbers.
These micrographs, taken daily, document the proliferation of progenitors from the first division (A) to over
30 cells three days later B–D. Labeling the culture with antibodies against a neural specific protein shows
that several of the new cells have developed into neurons, while others express antigenic markers of either
oligodendrocytes or astrocytes. (From Qian et al., 1998, courtesy of S. Temple)
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THE GENERATION OF NEURONS 
AND GLIA

The nervous system contains both neurons and glia,
and both basic types of cells are produced in highly
stereotypic ratios. What factors control the relative
ratios of neurons and glia in the brain? Early in the
development of the CNS, many, if not all, of the pro-
genitor cells have the capacity to generate both neurons
and glia. Retroviral lineage studies have shown that,
for many regions of the nervous system, neurons,
astrocytes, and oligodendrocytes can arise from a
single infected progenitor cell. Davis and Temple (1994)
have isolated progenitor cells from the embryonic cere-
bral cortex and cultured them as individual cells; they
found that neurons, astrocytes, and oligodendrocytes
can arise from a single progenitor cell in vitro. At later
stages of development, the lineages of these cell classes
can become separate. When cerebral cortical progeni-
tor cells are labeled relatively late in development, the
progeny of an infected cell may be restricted to only
astrocytes or only neurons (Parnevales et al., 1991;
Luskin et al., 1993). However, regardless of whether
neurons and glia are made from a single division of a
progenitor, as in some regions of the nervous system,
or through separate lineages, the question of how these
two very different cell types arise is an important one
(Jacobson, 1977).

Cell culture studies have suggested that extracellu-
lar signaling factors, like those that control cell prolif-

eration of the progenitor, might also direct the progen-
itor cells to either a neuronal or glial lineage. In cell cul-
tures, one can add defined factors and assay the effects
on the production of either neurons or glia from the
progenitor cells. These kinds of studies have led to
some general principles, but also to many conflicting
results that appear to depend on the region of the
nervous system and the age of the embryo from which
the cultures were derived. For example, FGF2 and 
Neurotrophin3 promote progenitor cells isolated from
brain to develop primarily as neurons in most studies
(Qian et al., 1998; Ghosh and Greenberg, 1995), and
adding EGF (Kilpatrick and Bartlett, 1995), or CNTF
(ciliary neuronotrophic factor; Bonni et al., 1997) to
CNS cultures causes the cells to develop as astrocytes.
However, members of the TGF-beta superfamily of
molecules, like BMP2 and BMP4, have also been shown
to have effects on the multipotent progenitor cells,
causing them to develop as neurons under some
culture conditions (Loturco, 1997) and as astrocytes
under others (Gross et al., 1997). Along these same
lines, PDGF (platelet-derived growth factor) promotes
oligodendroglial development in some assays (Raff et
al., 1988) and neurons in other assays (Williams et al.,
1997). The various factors that control the relative ratios
of neurons and glia in the nervous system must even-
tually get translated to the nucleus and activate either
the neuronal or glial program of gene expression, and
recent evidence indicates that CNTF and BMP2 act syn-
ergistically to activate the promoter of a critical astro-
cyte gene, GFAP; STAT binds directly to the GFAP
promoter and activates the gene. Thus, this provides a
direct transcriptional connection between the signaling
molecule and a glial-specific gene. Together, while
these studies highlight the complexity of the process of 
neurogenesis, the primary molecular pathways that
promote neurogenesis and gliogenesis can be summa-
rized as shown in Figure 3.11. However, it should also
be noted that most of this work has been done in vitro,
and so it is not known whether all these factors will
have the same effects in vivo, in the intact ventricular
zone. Nevertheless, studies of the effects of EGF and its
receptor activation have shown that, even in vivo, this
factor acts primarily to promote the production of
astrocytes (Kuhn et al., 1997; Burrows et al., 1997), and
biases cells away from neuronal differentiation.

One part of the central nervous system that has been
particularly well characterized for its potential to form
glia is the optic nerve. Raff and his colleagues have
taken advantage of the fact that neurons do not
develop in the optic nerve to carefully study the glial
lineages in restricted glial progenitors (Figure 3.12).
The nerve contains both astrocytes and oligodendro-
cytes, and in vitro studies have shown that a particular
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FIGURE 3.10 Sonic hedgehog secreted by neurons stimulates pro-
genitor proliferation. The Shh mitogenic pathway is important in
many regions of the brain, particularly those of the dorsal brain, like
the cerebellum, the cerebral cortex, and the midbrain. Shh is pro-
duced by the differentiated neurons (red) to feed back on the pro-
genitors to maintain their proliferation and ensure that the correct
number of neurons is generated during development. In the 
cerebellum, for example, the Shh released from the Purkinje cells
stimulates the granule cell progenitors to make more granule cells.
(Modified from Ruiz i Altaba, 2002)
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type of cell, the O2A progenitor (for Oligodendrocyte,
and type 2 Astrocyte), can produce either astrocytes or
oligodendrocytes, depending on the culture conditions
(Raff et al., 1983). These O2A progenitor cells thus
depend on signals to direct their differentiation. Mul-
tiple signals cause these cells to proliferate and
develop as oligodendrocytes, including many of the
same factors mentioned above: PDGF, NT3, and IGF-
1. These factors are all produced by the astrocytes of
the optic nerve, and PDGF is also produced by the
retinal ganglion cells and present in their axons. In
addition to these growth factors, the electrical activity
of the axons in the optic nerve is also important for
oligo progenitor cell proliferation; blocking electrical
activity results in a decline in the number of oligo-
dendrocytes in the nerve (see Barres and Raff, 1994, for
review). Tethering the production of oligodendrocytes
to the axons in the nerve may provide a way to ensure
that sufficient oligodendrocytes are produced to prop-
erly myelinate all the axons.

Another critical genetic pathway that can control
glial versus neuronal fate is the Notch pathway. The
Notch pathway regulates lateral inhibition of cell fate

Retina

Retinal
ganglion
cells

A

B

Blood vessel

Axon

Type-1
astrocyte

Type-2 astrocytes

Type-1
astrocyte

Oligodendrocyte
Node of
Ranvier

Optic nerve

Type-2 astrocyte

PDGF
NT-3

O2-A progenitors

CNTF

?

?

Oligodendrocyte

FIGURE 3.12 Glial diversity in the optic nerve. A. The optic
nerve has three different types of glia, type 1 and type 2 astrocytes
and oligodendrocytes. B. Culture studies show that type 1 astrocytes
secrete PDGF and NT-3, which causes O2-A progenitors to divide.
After a certain number of divisions, O2-A progenitors are timed to
differentiate as oligodendrocytes or type 2 astrocytes if they are
exposed to CNTF and other (?) factors. (Adapted from Harris and
Hartenstein, 1999)

during the very early stages of brain development
(Chapter 1). At the early stages of neural development,
activation of the Notch pathway prevents epidermal
cells from becoming neuroblasts in Drosophila by
down-regulating the expression of the proneural genes
achaete and scute. Similarly, overexpression of the
proneural genes, either in flies or in frog embryos,
causes ectopic neurons to form from the epidermis.
Studies over the past 10 years have also demonstrated
that the proneural genes continue to be expressed in
the vertebrate nervous system throughout develop-
ment. The neural progenitor cells express several
proneural genes, including NeuroD1, Neurogenin, and
Mash1 (Figure 3.13). The expression of these genes 
in part determines whether a progenitor will produce
a neuron or a glial cell. If the Notch pathway is acti-
vated, the progenitors primarily generate astrocytes;
however, if the proneural genes are overexpressed in
the progenitor cells, they are biased to generate more
neurons than they normally would (Figure 3.14). Thus,
the proneural genes function in both the initial forma-
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FIGURE 3.11 Various mitogenic factors control proliferation of
the different types of progenitors in the nervous system. Neurogen-
esis and gliogenesis are regulated by many growth factors, and these
are summarized in the figure. FGF2 and Neurotrophin3 promote pro-
genitor cells isolated from brain to develop primarily as neurons,
likely through the increase in expression of proneural bHLH genes,
such as NeuroD1, EGF, and CNTF, which cause the progenitor cells
to develop as astrocytes, and at least for CNTF this is known to work
through the activation of the STAT transcription factor, which binds
to the promoter of the glial-specific gene, GFAP. BMPs can synergize
with CNTF to promote glial development, partly through the STAT
pathway and partly through a direct inhibition of the proneural
genes via the Hes pathway. Notch activation also activates the Hes
pathway to promote gliogenesis and inhibit neurogenesis.
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tion of the nervous system and in the control of the
progenitor cells later in development to direct them to
a neural fate.

CEREBRAL CORTEX HISTOGENESIS

In the next section, the histogenesis of two specific
regions of the CNS—the cerebral cortex and the cere-
bellum—will be highlighted; histogenesis of these
structures has been the subject of intense study for
many years. As noted in the previous chapter, the cere-
bral hemispheres develop from the wall of the telen-
cephalic vesicle. The neuroepithelial cells initially 
span the thickness of the wall, and as they continue 
to undergo cell division, the area of the hemispheres
expands. At this early stage of development, the pro-
genitor cells are thought to undergo primarily sym-
metric cell divisions, and their progeny both remain in
the cell cycle. Soon, however, a few cells withdraw
from the cycle to develop as the first cortical neurons.
These neurons migrate a short distance to form a dis-
tinct layer, just beneath the pial surface, known as the
preplate (Figure 3.15). The preplate consists of two dis-
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FIGURE 3.13 The proneural genes regulate neurogenesis at
early and late stages of development. A. As described in Chapter 1,
the proneural genes are important in the initial segregation of neural
tissue from the epidermis in both Drosophila and vertebrates. B.
Proneural genes are also important in the decision of a progenitor
in the neural tube to generate either a neuron or a glial cell. The pro-
genitors express one of several proneural genes, and this allows
them to generate neurons. If the Notch pathway is activated in the
progenitor cell, the proneural gene expression in the progenitor is
inhibited by the antagonist Hairy/enhancer of split (hes) gene expres-
sion and the progenitors primarily generate astrocytes.

FIGURE 3.14 The proneural gene Cash1 is expressed in progen-
itor cells. Combined in situ hybridization for the proneural gene
chicken achaete scute homolog 1 (Cash1) and immunohistochemistry
for BrdU, a marker for mitotically active progenitor cells shows that
many of the BrdU-labeled cells also express the proneural gene Cash1
in this section through the neuroepithelium of the embryonic chick
retina. There are many other BrdU-labeled cells that do not express
the Cash1 gene, and presumably these express a different proneural
gene. (Image thanks to Dr. Branden Nelson)

tinct cell types: a more superficial marginal zone, con-
taining a group of large, stellate-shaped cells, known
as Cajal-Retzius cells, and a deeper zone of cells called
the subplate cells (Marin-Padilla, 1988; Allendoerfer
and Shatz, 1994). The next stage of cortical develop-
ment is characterized by a large accumulation of newly
postmitotic neurons within the preplate (Marin-
Padilla, 1988). These new neurons form the cortical
plate. The cortical plate divides the preplate into the
superficial marginal zone, composed primarily of the
Cajal-Retzius cells, and the intermediate zone, com-
posed of the subplate cells and increasing numbers 
of incoming axons. The developing cortex is thus
described as having four layers: the ventricular zone,
the intermediate zone, the cortical plate, and the mar-
ginal zone.

At the very earliest stages of cortical development,
the processes of the progenitor cells span the entire
thickness of the cortex. The first cortical neurons that
are generated use the predominantly radial orientation
of their neighboring progenitor cells to guide their



migration. However, the accumulation of neurons
within the cortical plate results in a marked increase in
cortical thickness. As a result, the processes of progeni-
tor cells no longer are able to extend to the external
surface of the cortex. Nevertheless, the newly gener-
ated cortical neurons still migrate primarily in a radial
direction. How is this accomplished? To guide the
newly generated cortical neurons to their destinations,
a remarkable set of cells, known as radial glia, provide a
scaffold. These glial cells have long processes that
extend from the ventricular zone all the way to the pial
surface. They form a scaffold that neurons migrate
along. Serial section electron microscopic studies by
Pasko Rakic first clearly demonstrated the close associ-
ation of migrating neurons with the radial glial cells 
in the cerebral cortex (Figure 3.16). The migrating
neurons wrap around the radial glial processes like a
person climbing a pole. In recent years, it has been 

possible to directly observe the process of neuronal
migration in vitro using dissociated cell cultures
(Edmonson and Hatten, 1987) or cortical slices
(O¢Rourke et al., 1995). These studies have confirmed
that newly generated neurons migrate along the glial
cells and that the process is saltatory, with migrating
neurons frequently starting and stopping along the way.

The next phase of cortical histogenesis is charac-
terized by the gradual appearance of defined layers
within the cortical plate. As increasing numbers of
newly generated neurons migrate from the ventricular
zone into the cortical plate, they settle in progressively
more peripheral zones. Meanwhile, the earlier-generated
neurons are differentiating. Thus, later-generated
neurons migrate past those generated earlier. This
results in an inside-out development of cortical layers
(Figure 3.17). Richard Sidman (Angevine and Sidman,
1961) used the 3H-thymidine birthdating technique
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FIGURE 3.15 Histogenesis in the cerebral cortex proceeds through three stages. In the first stage of histo-
genesis, the wall of the cerebral cortex is made up of the progenitor cells, which occupy the ventricular zone
(VZ). In the next stage of development, the first neurons exit the cell cycle (red) and accumulate in the preplate,
adjacent to the pial surface. The neurons of the preplate can be divided into the more superficial Cajal-Retzius
cells and the subplate cells. In the next stage of cortical histogenesis, newly generated neurons (red) migrate
along radial glial fibers to form a layer between the Cajal-Retzius cells and the subplate. This layer is called the
cortical plate, and the majority of the neurons in the cerebral cortex accumulate in this layer.



described above to first demonstrate the inside-out
pattern of cerebral cortical histogenesis. The neurons
labeled in the cortex of pups born from pregnant
female rats injected with thymidine on the 13th day of
gestation were located in the deeper layers of cortex,
whereas the neurons labeled after a thymidine injec-
tion on the 15th day of gestation were found more
superficially (Figure 3.17). This inside-out pattern of
cortical neurogenesis is conserved across mammalian
species. Figure 3.18 shows the results of similar thymi-
dine birthdating experiments in the monkey, where the
process of neurogenesis is much more prolonged than
in the rat. Thymidine injections at progressively later
stages of gestation result in progressively more super-
ficial layers of cerebral cortical neurons being labeled.
Each cortical layer has a relatively restricted period of
developmental time over which it is normally gener-
ated (Figure 3.18).

While the crawling of the neuroblast along the radial
glial scaffold has been well recognized for over 30
years, recent direct visualization of the process in
developing mouse cerebral cortex has yielded some
surprises. In these studies, the ventricular zone was
labeled using a dye that marked a subpopulation of the
newly generated neuroblasts. As these cells left the
ventricular zone, their leading processes were visible.
Time-lapse imaging of dye-labeled neuroblasts shows
clearly that many of the neuroblasts migrate just as pre-
dicted from the EM reconstructions of Rakic. However,
direct visualization of the migration process also
revealed that many of the neuroblasts move via a very
different process, a process termed somal translocation.

The migrating cell has a leading process that extends to
the pial surface, while the cell body is still near the ven-
tricular zone at this early stage of cerebral cortical
development. Then, as the process gets progressively
shorter, it draws the cell soma to the pial layer as if it
were doing pull-ups on a bar (Nadarajah et al., 2001).
At the same time, other neuroblasts are migrating with
relatively constant leading processes, and presumably
these are more like those described from the EM recon-
structions. Some neuroblasts show both modes of
migration at different points in their path.

The direct visualization of neuronal migration gave
rise to another surprise. The relationship between the
radial glia and the progenitor cells has long been
thought to be separate. The glia were thought to be
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FIGURE 3.16 Migration of neurons along radial glia. The radial
glial fibers extend from the ventricular zone to the pial surface of the
cerebral cortex. A section through the cerebral cortex at an interme-
diate stage of histogenesis shows the relationship of the radial glia
and the migrating neurons. The postmitotic neurons wrap around
the radial glia on their migration from the ventricular zone to their
settling point in the cortical plate. (Modified from Rakic, 1972)
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FIGURE 3.17 Birthdating studies demonstrate the inside-out
pattern of cerebral cortical histogenesis. Pregnant female rats are
given injections of 3H-thymidine at progressively later stages of ges-
tation. When the pups are born, they are allowed to survive to matu-
rity, and then their brains are processed to reveal the labeled cells.
Neurons that have become postmitotic on embryonic day 11 are
found primarily in the subplate (now in the subcortical white
matter), while neurons “born” on day E13 are found in deep corti-
cal layers, that is, V and VI, and neurons generated on E15 are found
in more superficial cortical layers, that is, IV, III, and II. The most
superficial layer, layer I, contains only the remnants of the preplate
neurons (not shown). (Modified from Angevine and Sidman, 1961)



generated early in CNS development, and then the
progenitor cells for the various neurons and glia coex-
isted, side by side with the radial glia. However,
Noctor et al. (2002) used a retrovirus to label small
numbers of cortical progenitor cells in slice cultures of
the cerebral cortex of mice to directly visualize their
genesis and migration (Figure 3.19). They found, to
their surprise, that the radial glia themselves were the
neuronal progenitors! Figure 3.19 shows an example of
one of the clones they found. When the slice is viewed
on the first day, the labeled cell is a single radial glial
cell, with a process extending the entire width of the
cerebral cortex; however, as they continue to analyze
the clone on subsequent days, they find that the radial
glia undergoes several cell divisions, and the progeny
are not additional radial glia but migrating immature
neurons. These neurons migrate along the radial glia
that generated them. In addition to having the mor-
phology of neurons, these migrating neurons label for
neuron-specific markers, while the radial glial cell that
generated them expresses proteins typical of radial
glia. These results have been confirmed by cell culture
studies of radial glia, as well as more sophisticated
genetic studies of mice in vivo. Thus, our current view
of the neuronal progenitor and the radial glia is that
they are the same cell.

Most neurons are generated from cell division
within the ventricular zone and migrate radially, either
by crawling along the radial glia or by somal translo-
cation. In addition to this predominantly medial

migration of the newly generated neurons, however, it
has been consistently noted that some populations of
cortical neurons migrate tangential to the cortical
surface. Lineage tracing studies give some indication
as to the degree of this dispersion. The progeny of 
a progenitor cell labeled with a retrovirus can be
widely dispersed within the cortex. In addition,
chimeric animals expressing reporter genes show that
a substantial fraction of the cortical neurons are not
associated with nearby radial clusters of similar geno-
type. Observation of labeled neurons in cortical slice
cultures has directly demonstrated this tangential
migration of a subpopulation of the cells migrating out
of the ventricular zone (O¢Rourke et al., 1995).

In addition to the intrinsically generated, tangen-
tially migrating neuronal population, at least some 
tangentially migrating cells are not derived from the
cortical ventricular zone at all, but instead migrate all
the way from the ventricular zone in a subcortical fore-
brain region, the lateral ganglionic eminence. Most of
the neurons of the cerebral cortex are pyramidal 
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FIGURE 3.18 Birthdating studies in monkey further demon-
strate the inside-out pattern of cerebral cortical histogenesis. In the
monkey, where the histogenesis of the cerebral cortex is more pro-
tracted than in the rat, the production of the cortical neurons takes
place over a 50-day time period. By labeling the pregnant female
with 3H-thymidine at progressively later gestational ages, it is pos-
sible to determine the period of embryonic development when each
specific cortical layer is generated.
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FIGURE 3.19 Live imaging of GFP labeled radial glia shows that
radial glia are the same cells as the progenitors. Noctor et al. (2002)
used a retrovirus to label small numbers of cortical progenitor cells
in slice cultures of the cerebral cortex of mice. In this example, they
found that the radial glia (arrowhead) has undergone several cell
divisions, and the progeny are migrating immature neurons (arrow).
The neurons migrate along the radial glia that generated them.
(From Noctor et al., 2001)



in shape and use the neurotransmitter glutamate.
However, there are other populations of neurons in 
the cerebral cortex, such as a class of stellate-shaped,
GABA-containing inhibitory interneurons. In a study
of chimeric mice, where single embryonic stem cells
with lacZ reporter genes were injected into wild-type
host embryos, clones of labeled progenitor cells could
be clearly identified in the cerebral cortex from very
early stages of development. Two patterns of clones
were identified: those that were made up primarily of
pyramidal neurons, arranged in radial columns or 
clusters (Figure 3.20), and those that were more widely
dispersed and were GABA-containing stellate cells
(Tan et al., 1998). Anderson et al. (1997) found that

when cortical slices were cultured with the lateral 
ganglion eminences attached, these GABA neurons
developed in the cortex. However, when the cortex was
isolated from this subcortical region, the number of
GABA-containing neurons was greatly reduced
(Figure 3.20). Thus, it seems clear that the precursors of
most GABA-containing interneurons in the cerebral
cortex migrate all the way from the subcortical germi-
nal ridges. Moreover, they could directly visualize this
migration by labeling the premigratory population in
the ganglionic eminence with the dye DiI, and track the
migration of the GABA-containing neurons to the cere-
bral cortex. Clearly, the tangential migrating popula-
tions of young neurons within the cortex do not interact
with radial glial cells in the same way as that described
for radially migrating cortical neurons. However, at
this time, much more is known about the factors that
guide neurons along radial glia (see below) than for
these tangentially migrating populations.

THE SUBVENTRICULAR 
ZONE: A SECONDARY ZONE 

OF NEUROGENESIS

As we have seen, neurons can at times migrate con-
siderable distances from their point of generation in
the ventricular zone. Although the cases described so
far involve the migration of postmitotic neurons, there
are also regions of the brain where the progenitor cells
themselves migrate from the ventricular zone and 
continue to generate neurons in what are known as
secondary zones of neurogenesis. There are three 
well-defined secondary zones of neurogenesis in the
mammalian brain: the external granule layer (to be
described in the section on cerebellar histogenesis), the
subventricular zone, and the hippocampal granule cell
precursors. The subventricular zone is a specialized
region of the anterior lateral wall of the lateral ventri-
cle (Figure 3.21). The SVZ forms as a secondary neu-
rogenic zone in the late embryonic period in rodents,
and, although most thoroughly studied in mice and
rats, is present in all mammals examined to date
(Jacobson, 1977). In rats, from E11 to E14, mitoses occur
exclusively at the ventricular surface; however, at E16,
the SVZ forms, subadjacent to the VZ, and the SVZ
continues to generate neurons and glia long after the
VZ has ceased cell division at E19. The majority of the
glia of the forebrain are thought to be derived from 
the SVZ. In recent years, the SVZ has become the sub-
ject of intense investigation owing to its maintenance
in the adult brain, and more will be said about this
later in this chapter. The progenitor cells of the granule
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FIGURE 3.20 The neurons of the cerebral cortex derive from
both intrinsic and extrinsic sources. Most of the neurons in the cortex
are derived from the ventricular zone cells immediately below their
adult location. Clones of cells in the cortex show only a limited
amount of radial dispersion when labeled from very early stages of
development using chimeric mice. However, the GABA containing
stellate cells in the cortex arise from the lateral ganglionic eminence,
a subcortical structure long thought to generate the neurons of 
the basal ganglia. If the cortex is isolated from the LGE early in its
development and the cortex is allowed to develop further in vitro,
the number of GABA containing neurons in the cortex is greatly
reduced.



neurons of a region of the hippocampus known as the
dentate gyrus originate from the ventricular zone for
relatively short periods of embryonic development in
the rat prior to E14. These progenitor cells then migrate
to the growing dentate gyrus, and they, too, produce
additional neurons for the rest of embryonic develop-
ment, and even into adult life (see below).

Are radial glial cells also important for the migration
of neurons and progenitors of neurons and progenitors
in the secondary zones of histogenesis? Studies of the
SVZ have been particularly illuminating. After the
initial burst of gliogenesis (see above), most of the cells
generated in the SVZ during the postnatal period and
in mature rodents migrate to the olfactory bulb, in what
is known as the rostral migratory stream (Lois et al.,
1996). The cells migrate in chains, along extended
astrocyte networks. These networks are complex (see
Figure 3.21) but in general have rostral-caudal orienta-
tion. One might imagine that the association of migrat-
ing SVZ cells is analogous to the migration of cortical
neurons along radial glia; however, the SVZ cells do
not appear to require the glia. The migration of SVZ
cells has been termed chain migration and is distinct
from the migration of neurons along radial glia. The
SVZ cells form a chain in vitro, even in cultures devoid
of glial cells, and migrate by sliding along one another.
Figure 3.22 shows this process of leapfrogging SVZ
cells in a time-lapse series. Thus, glia might help to
orient SVZ migration but are not essential for it.

CEREBELLAR CORTEX HISTOGENESIS

As noted above, the cerebellum is a large, highly
convoluted part of the brain that is critical for control of
our movements, particularly our balance. Cerebellar
function is particularly susceptible to ethanol; the
weaving motion of alcoholics is likely due to the cere-

bellar effects. The mature cerebellum is made up of
several distinct cell types, each repeated in an almost
crystalline array (Figure 3.23). The two most distinctive
of these cell types are the giant Purkinje cells and the
very small granule cells. Purkinje cells are the principal
neurons of the cerebellar cortex, sending axons out of
the cortex to the deep cerebellar nuclei. The cerebellar
granule neurons are much more numerous than the
Purkinje cells. In fact, the cerebellar granule cells are
the most numerous type of neuron in the brain. In the
mature cerebellum, they form a layer deep to the Pur-
kinje cells, and their axons extend past the Purkinje cell
layer into the molecular layer. The axons of the granule
cells bifurcate in the molecular layer, into a T-shape,
and these axons extend in the molecular layer for a con-
siderable distance, synapsing on the Purkinje cell den-
drites. One can think of the Purkinje cells as telephone
poles and the granule cell axons as the telephone wires.

The generation of the intricate cerebellar architec-
ture is a complex process. The large Purkinje neurons
are generated from a ventricular zone near the fourth
ventricle of the brainstem, in a manner similar to the
way in which the neurons of the cerebral cortex are
produced (as described in the previous section). Once
they have finished their final mitotic division, the
Purkinje cells migrate a short distance radially to
accumulate as an irregular layer, known as the cere-
bellar plate. As the cerebellum expands, these cells
become aligned to form a single, regularly spaced
layer. The Purkinje cells then grow their elaborate den-
drites. In addition to the Purkinje cells, the ventricular
zone generates several other cerebellar interneurons,
such as the stellate and basket cells.

In contrast to the somewhat standard pattern of
neurogenesis of the Purkinje cells and the stellate and
basket cells, the granule cells arise from a completely
separate progenitor zone, known as the rhombic lip
(Figure 3.24). The granule cell precursors are initially
generated near the rim of the fourth ventricle but then
migrate away from the ventricular zone, over the top
of the developing Purkinje cells to form a secondary
zone of neurogenesis, called the external granule layer.
The cells in this layer continue to actively proliferate,
generating an enormous number of granule cell
progeny, thus increasing the thickness of the external
granule layer considerably. The external granular layer
persists for a considerable time after birth in most
mammals and continues to generate new granule
neurons. There are still granule neurons migrating
from the external granule layer as late as two years
after birth in humans (Jacobson, 1978).

Although the granule neurons are generated super-
ficially in the cerebellar cortex, they come to lie deep to
the Purkinje cells in the mature cerebellum. The devel-
oping granule neurons must therefore migrate past the
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FIGURE 3.21 The cells generated by the subventricular zone in
mature rodents migrate to the olfactory bulb in the rostral migratory
stream. The cells migrate in chains, along extended astrocyte net-
works that lie adjacent to the lateral ventricles of the cerebral cortex.
These networks are complex but in general have rostral-caudal 
orientation. (From Doetsch and Alvarez-Ruylla, 1996)



Purkinje cells. Figure 3.25 shows what this process
looks like, as originally described by Ramon y Cajal.
Soon after their generation, after their final mitotic
division, the granule cells change from a very round
cell to take on a more horizontal-oriented shape as they
begin to extend axons tangential to the cortical surface.
Next, the cell body extends a large process at right
angles to the axon. As this descending process grows
deep into the cerebellum, the cell body and nucleus

follow, leaving a thin connection to the axon. Mean-
while, the axons have been extending tangentially, and
so the cell assumes a T-shape. The cell body eventually
migrates past the Purkinje cell layer and then begins to
sprout dendrites in the granule cell layer.

The migration of the granule cells is another
example of the importance of radial glia in CNS histo-
genesis. As they migrate, a specialized type of radial
glia, known as the Bergmann glia, guides the granule

CEREBELLAR CORTEX HISTOGENESIS 77

0’

1 2
3

4

5 6

A

B

10’ 20’ 30’ 40’ 50’

FIGURE 3.22 Chain migration of the rostral migratory stream from the subventricular zone. The cells
normally migrate along complex astrocytic networks that are generally oriented in a rostral-caudal direction.
However, the time-lapse series shows how these cells migrate in chains, by sliding along one another, and
they can do this without any glia present in the cultures. (From Garcia-Verdugo et al., 1998)



cells. EM studies, similar to those described for the
cerebral cortex, first demonstrated the relationship
between the migrating granule cells and the Bergmann
glia (Rakic, 1971). Throughout the migration of the
granule cells, they are closely apposed to the
Bergmann glial processes. Hatten and her colleagues
have been able to demonstrate directly the migration
of granule cells on Bergmann glia using a dissociated
culture system. When the external granule cell layer is
removed from the cerebellum and the cells are cul-
tured along with cerebellar glia, the granule glial cells
migrate along the extended glial fibers in vitro. Time-
lapse video recordings have captured the granule cell
migration in action (Figure 3.26). The in vitro systems
have also provided a way to explore the molecular
basis of neuronal migration on glial cells in the CNS.

MOLECULAR MECHANISMS OF
NEURONAL MIGRATION

Several questions about the molecular mechanisms
of neuronal migration have been explored in recent
years using the in vitro cerebellar microculture system
developed by Hatten and her colleagues. A particular

78 3. GENESIS AND MIGRATION

M 

P 

G 

GEC 

CF 

PC 

PCD 

S 1 

S 1 

S 2 

EG 

Pio 

FIGURE 3.23 The neurons of the cerebellar cortex are arranged
in a highly ordered fashion. In the mature cerebellum, the very large
Purkinje cells (PC) lie in a single layer (P) and have an extensive
dendritic elaboration that lie in a single plane. The granule cells (red)
lie below the Purkinje cells in the granule cell layer (G) and have a
T-shaped axon that runs orthogonal to the plane of the Purkinje cell
dendrites, like phone wires strung on the Purkinje cell dendritic
“poles” in the molecular layer (M). In addition to these distinctive
cell types, the cerebellar cortex also contains other cell classes, the
stellate cells (S) and the Golgi epithelial cells (GECs). (Modified from
Rakic, 1971)
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FIGURE 3.24 The precursors of the cerebellar granule cells come
from a region of the rhombencephalon known as the rhombic lip. The
rhombic lip is a region of the hindbrain that lies adjacent to the fourth
ventricle. Cells from this region migrate over the surface of the cere-
bellum to accumulate in a multicellular layer—the external granule
cell layer. This dorsal view of the developing brain shows the migra-
tory path of the granule cell precursors from the rhombic lip of the
rhombencephalon to the surface of the cerebellum (red arrows).
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FIGURE 3.25 Granule cell production in the external granule cell
layer is followed by the migration of these cells to ultimately lie deep
to the Purkinje cell layer. Arrows show the migratory path a single
neuron would take from its birth to the granule cell layer. The
Bergmann glial cells are shown in red and function as guides for the
migrating neurons. The migration of a granule cell is thought to take
place along a single gila fiber, but in the diagram the migrating
neuron is shown to be associated with several glial cells for clarity.
(Modified from Ramon y Cajal, 1952)



class of cell surface proteins, known as cell adhesion
molecules, or CAMs, are known to mediate the adhe-
sion between cells and the migration of cells in many
tissues in the embryo. Are these proteins necessary for
the migration of granule cells along radial glial fibers?
Under control conditions, the granule cells migrate on
the radial glial cells in the cultures at about 33mm/hr.
To test whether the most abundant CAMs in the
nervous system, NCAM, N-cadherin, and L1, are
important for granule cell migration, Hatten’s group
added antibodies that specifically block the function of
these molecules to the cerebellar microcultures (Stitt
and Hatten, 1990). They found that none of these anti-
bodies interfered with the migration of the granule
cells. However, when they added an antiserum that

they had raised against cerebellar cells to the cultures,
they found a significant inhibition of the granule cell
adhesion (Figure 3.27). They concluded that some type
of adhesion molecule was necessary for the migration
of these cells but that it was not one of the previously
known CAMs. To find this new CAM, they used a
clever approach: they absorbed the antigranule cell
antiserum with other types of neural cells and cell
lines, thus getting rid of those antibodies from the
serum that recognize common CAMs. What they were
left with was an antiserum that recognized a single
protein of approximately 100kD, which they named
astrotactin. Subsequent studies showed that astro-
tactin is a protein that resembles other CAMs but is in
a distinct family. It is expressed in the migrating
granule cells, and antibodies raised against astrotactin
block the migration of the granule neurons along the
glial fibers.
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FIGURE 3.26 Neuronal migration along glial fibers can be
observed directly. In cerebellar neuron-glial co-cultures, the neurons
associate with the glial processes and slowly move along them.
Using time-lapse microscopy, this neuronal migration can be directly
observed and quantified. This has provided an excellent assay for
investigating the molecular basis for neuronal migration. (Courtesy
of M.E. Hatten)
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FIGURE 3.27 In vitro assay demonstrates the importance of
astrotactin in granule cell migration. When cerebellar glial cells are
co-cultured with granule cells, the glial cells adopt an elongate mor-
phology, and the neurons (red) crawl along the glial processes. When
astrotactin antiserum is added to these cultures, the neurons no
longer associate with the glial processes, and the long processes of
the glial cells retract. This in vitro assay has also been used to analyze
the effects of other molecules, like CAMs and extracellular matrix
molecules, on granule cell migration.



In addition to the use of in vitro systems for study-
ing migration, advances in our understanding of the
molecular mechanisms of cell migration have come
about by analysis of naturally occurring mouse muta-
tions that disrupt the normal migration of neurons.
One important function of the cerebellum is to main-
tain an animal’s balance. Lesions to the cerebellum in
humans frequently produce a syndrome that includes
unsteady walking, known as ataxia. Genetic disrup-
tions of the cerebellum in mice produce a similar syn-
drome, and therefore they can be identified and
studied. By screening large numbers of mice for motor
abnormalities, several naturally occurring mutations
have been identified that disrupt cerebellar develop-
ment (Caviness and Rakic, 1978). Because of the nature
of the symptoms, these mutant mouse strains have
names like reeler, weaver, and staggerer. The mutant
genes that underlie these phenotypes have been 
identified, and one of these mutants, reeler, has been
particularly informative in understanding neuronal
migration.

The reeler mutant mouse has ataxia and a tremor.
Histological examination of individually labeled
neurons in reeler mutant cerebral and cerebellar cortex
revealed gross malpositioning of the cells. In the cere-
bellar cortex, the Purkinje cells are reduced in number
and, instead of forming a single layer, are frequently
present as aggregates. There are fewer granule cells,
and most of them have failed to migrate below the
Purkinje cells (Figure 3.28). Thus, they lie external to
the Purkinje cells. In addition, many other regions of
the CNS, including the cerebral cortex, show similar
disruptions in normal cellular relationships. In the
cerebral cortex of the reeler mouse, instead of the
normal inside-out pattern, later generated neurons fail

to migrate past those generated earlier. Thus, these
mice have an outside-in organization.

The defective molecule underlying the reeler phe-
notype has been identified. It is a large glycoprotein,
named reelin, containing over 3000 amino acids, and it
bears similarities to some extracellular matrix proteins
(D’Arcangelo et al., 1995). The reelin protein is
expressed by the granule cells in the external granule
cell layer from the very earliest stages of development.
In the cerebral cortex reelin is expressed by the most
superficial neurons, the Cajal-Retzius cells. Several
additional mutant mice have been found to have reeler-
like disruptions in their cortical lamination and act in
the same molecular pathway as reelin. Mutations in
the genes coding for a tyrosine kinase called disabled,
LDLR8 and VLDLR (low and very low density
lipoprotein receptors), ApoE (apolipoprotein E, an
important factor in lipid transport), and cdk5 (a cyclin-
dependent protein kinase—see Cell-Cycle Box) all
cause defects in cerebral cortical neuroblast migration
similar to those found in reeler mice (Jossin et al., 2003).
In the reeler mice, the neuroblasts do not migrate past
the subplate cells, and they appear to migrate at
oblique angles rather than to track along the glial scaf-
fold. The LDLRs, along with ApoE, form a receptor
complex that phosphorylates the disabled protein
upon reelin binding. Once phosphorylated, disabled
can recruit other second messengers in the tyrosine
kinase pathway and activate a host of cellular
responses. The LDLRs and ApoE receptors are
expressed in the migrating neuroblasts and in the
radial glia themselves, while reelin is made by the
Cajal-Retzius cells at the cortical surface. The observed
cellular expression pattern of reelin and its receptors
has led to two basic classes of hypotheses for its func-
tion during cortical development: (1) reelin might be a
chemoattractant in cerebral cortex, causing the migrat-
ing neuroblasts to move toward the source of reelin in
the Cajal Retzius cells in the superficial layers of the
cortex; (2) alternatively, reelin could act as a stop signal
at the cortical surface, telling the neuroblasts to “get
off the track” and form a new cortical layer. In support
of the second hypothesis, Dulabon et al. (2000) have
found that adding reelin to migrating neuroblasts in
cell culture causes them to stop their migration.
However, this result is not inconsistent with reelin
playing a role as a chemoattractant, since adding reelin
to cell culture surrounds the migrating neuroblasts
with the potential attractant and thus causes them to
be attracted equally in all directions and to stop
moving. To distinguish between these two possibili-
ties, Curran’s group generated a transgenic mouse that
has reelin expressed under the control of the nestin
promoter, and therefore expressed in the ventricular
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FIGURE 3.28 The reeler mutation in mice disrupts cerebellar
development. In normal mice, the Purkinje cells form a single layer
in the cortex. In reeler mice, the Purkinje cells do not migrate to the
cortex but remain in large aggregates. The other cerebellar neurons
are also malpositioned in the cerebellar cortex of the reeler mice. As
a result, the normal function of the cerebellum in controlling balance
is disrupted in the reeler mice, and so they “reel.”



zone itself (Magdeleno et al., 2002). This misexpression
experiment basically generates a reelin sandwich.
Reelin is still expressed by the Cajal-Retzius cells, at
the superficial surface of the cerebral cortex, but in
these mice it is also expressed in the ventricular zone.
If reelin is a stop signal or an attractant, the migrating
neuroblasts should never leave the ventricular zone.
However, they found that the nestin-reelin mice were
essentially normal. The migrating neuroblasts still left
the ventricular zone on schedule and in fact made basi-
cally normal layers (Figure 3.29). Therefore, it is

unlikely that reelin acts as either a chemoattractant or
a stop signal. What then does this molecule do in the
process of cell migration? These authors found a clue
in a modification of this experiment. They mated the
nestin-reelin mice with reeler mice. These mice only
have the reelin in the ventricular zone and no longer
express any reelin in the Cajal-Retzius cells. Although
the cortical lamination was not perfect, it was
improved over that of the reeler mouse. As noted
above, reelin is also important for cerebellar Purkinje
cell migration and lamina formation, and the nestin-
reelin was even more effective in rescuing the cerebel-
lar phenotype of the reeler mouse. Therefore, it looks
as if it is less important where the reelin is localized in
the developing cortex and cerebellum, as long as there
is some reelin around.

In addition to reelin and astrotactin, a large number
of molecules have been implicated in neuroblast
migration in the cerebral and cerebellar cortices. Inte-
grins are cell adhesion molecules that allow many dif-
ferent types of cells to attach to the proteins in the
extracellular matrix. Since these adhesion receptors
are necessary for the pial extracellular matrix forma-
tion, it is not surprising that they are required for the
appropriate formation of the glial scaffold and hence
the migration of the neuroblasts and correct position-
ing of the cerebral cortical neurons. It is as if you were
trying to stand a ladder up without a wall to lean it
against. Another class of molecules, the neuregulins
and their receptors, likely has a very different role.
Neuregulin, or glial growth factor, activates receptor
tyrosine kinases called ErbBs (1–4) on the glial cell sur-
faces and promotes the appropriate differentiation
and/or survival of the glial cells. Without the glial
cells adopting their elongate morphology, the neurob-
last migration is abnormal. Again comparing this with
a ladder, it is as if you were trying to climb a ladder
made of rubber.

In sum, many cellular and molecular interactions
are necessary for proper arrangement of the neurons
in the complex neuronal structures that make up the
mature brain. Nearly all the neurons in the brain end
up some distance from where they were generated in
the ventricular zone, and the mature neuronal circuitry
depends on cells getting to the right place at the right
time. Mice with mutations in genes critical for neu-
ronal migration have motor deficits, but it is likely that
more subtle deficits are caused by less dramatic
changes in neuronal migration. Several inherited
mental retardation syndromes in humans are now
known to be caused by defective migration of cortical
neuroblasts. The beautiful choreography of neuronal
migration is clearly an essential part of building a
working nervous system.
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FIGURE 3.29 Is reelin a “stop” signal or a “go” signal? A trans-
genic mouse with reelin expressed in the wrong place might help
sort this out. A. Sagittal section through a mouse brain to show
where cortical sections are taken from. B. Mice with reelin expres-
sion under the control of the nestin promoter, and therefore
expressed in the ventricular zone, generate a reelin “sandwich” for
the migrating neurons. If reelin is a stop signal or an attractant, the
migrating neuroblasts might never leave the ventricular zone. Sur-
prisingly, the nestin-reelin mice had remarkably normal cortical lam-
ination. C. Mating nestin-reelin mice with reeler-deficient mice leaves
reelin only in the ventricular zone and no longer express in the Cajal-
Retzius cells. This actually improved the lamination over that
observed in the reelin-deficient mice. Therefore, it appears that it is
less important where the reelin is localized, as long as there is some
reelin around.



POSTEMBRYONIC AND 
ADULT NEUROGENESIS

The process of neurogenesis ceases in most regions
of the nervous system in most animals. Neurons them-
selves are terminally differentiated cells, and there are
no well-documented examples of functional neurons
reentering the mitotic cycle. However, it has long been
appreciated that in most species some new neurons are
generated throughout life. There is considerable re-
modeling of the nervous system of insects during meta-
morphosis. Much of this remodeling occurs through
cell death, but new neurons are also produced.

Many amphibians also go through a larval stage.
Frogs and toads have tadpole stages where a consid-
erable amount of body growth takes place prior to
metamorphosis into the adult form. During larval
stages, many regions of the frog nervous system 
continue to undergo neurogenesis similar to that in
embryonic stages. One of the most well-studied exam-
ples of larval frog neurogenesis is in the retinotectal
system. The eye of the tadpole, like that of the fish,
increases dramatically in size after embryonic devel-
opment is complete. During this period, the animal
uses its visual system to catch prey and avoid preda-
tors. The growth of the retina, however, does not occur
throughout its full extent, but rather is confined to the
periphery (Figure 3.30). Similar to the way in which a
tree grows, the retina adds new rings of cells at the pre-
existing edge of the retina. This provides a way for
new cell addition to go on at the same time the central
retina functions normally. As the new retinal cells are
added, they are integrated into the circuitry of the 
previously differentiated retina, into a seamless struc-
ture. At the same time that new cells are added to 
the peripheral retina, the optic tectum also adds new
neurons. The coordination between neurogenesis in
these two regions likely involves their interaction via
the retinal ganglion cell projection of the tectum. The
growth of the optic tectum, the brain center to which
the retina sends its axons, occurs at its caudal margin,
so the axons of the ganglion cell must shift caudally
during this time. Fish retina also has an additional
means of growth. As the retina grows, the sensitivity
to light declines as retinal stretch causes a reduction in
the number of rod photoreceptors. The fish maintains
a constant sensitivity by adding new rods throughout
the retina, not just at the peripheral edge. The new rods
are generated by a specialized cell, the rod progenitor,
which under normal circumstances generates new rod
photoreceptors (Raymond and Rivlin, 1987). This spe-
cialized progenitor may not be entirely restricted in 
its potential, however, since, following damage to the

retina, these cells are stimulated to generate other
retinal cell types as well.

One of the most well-studied examples of neuroge-
nesis in mature animals comes from studies of song
birds. In 1980, Fernando Nottebom reported that there
was a seasonal change in the size of one of the brain
nuclei important for song production in adult male
canaries. In song birds, specific nuclei in the telen-
cephalon of the brain are critical for the production of
the song. The HVC nucleus is of particular importance
for both song learning and song production (see
Chapter 10). The HVC is almost twice as large in the
spring, when male canaries are generating normal
adult song, than in the fall, when they no longer sing.
Nottebom initially proposed that this change in size
might be due to seasonal changes in the numbers of
synapses. In further studies of the HVC in male and
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FIGURE 3.30 The eyes of frogs grow by the addition of new cells
to the margin. The neural retina of the frog tadpole is derived from
the neural tube, as described in a previous chapter. The initial retinal
neurons are generated during embryogenesis. However, as the eye
grows, the neural retina grows by means of a specialized ring of
retinal stem cells at the peripheral margin of the eye (red). The retinal
stem cells generate all the different types of retinal neurons to
produce new retina that is indistinguishable from the retina gener-
ated in the embryo, and thoroughly integrated with it. In the newly
post-metamorphic Rana pipiens frog, nearly 90% of the retina has
been generated during the larval stages; all this time the retina has
been fully functional. This process continues even after metamor-
phosis but much more slowly.



female canaries, Nottebom also noticed that it was
larger in males, which learn complex songs, than in
female birds, which do not sing. Moreover, if adult
females were given testosterone injections, the HVC
nucleus grew by 90% and the female birds acquired
male song (Nottebom, 1985).

To determine whether new neurons were added to
the nucleus in response to the testosterone, female
birds were injected with 3H-thymidine as well as
testosterone, and the animals were sacrificed for analy-
sis five months later. The researchers found that in
both the testosterone-treated and control birds there
were many thymidine-labeled cells, and many of these
had morphological characteristics of neurons. They
also analyzed birds immediately after the injections
and found that the new neurons were not produced in
the HVC itself, but rather were generated in the ven-
tricular zone of the telencephalon and migrated to the
nucleus, analogous to the way in which the nucleus is
initially generated during embryogenesis. Subsequent
studies have shown that the newly produced neurons
migrate along radially arranged glial processes from
the ventricular zone to the HVC (Garcia-Verdugo et al.,
1998). Thus, ventricular zone neurogenesis is a nor-
mally occurring phenomenon in adult canaries (Figure
3.31). The progeny of the cells produced in the SVZ
migrate to the HVC soon after their generation. There
they differentiate into neurons, about half of which dif-
ferentiate into local interneurons and half into projec-
tion neurons, which send axons out of the nucleus to
connect with other neurons in the brain and form part
of the functional circuit for song learning.

Thus, there appears to be a seasonally regulated
turnover of neurons in the HVC and in other song
control nuclei in the brain of the adult songbird. The
turnover of neurons may correlate with periods of
plasticity in song learning. Canaries modify their
songs each year; each spring breeding season, they
incorporate new syllables into the basic pattern, and
then in the late summer and fall they sing much less
frequently. Combining thymidine injections with
measures of cell death and overall neuronal number in
the HVC over a year, one can see two distinct periods
of cell death, and each one is followed by a burst in the
number of new neurons in the nucleus. Both of these
periods of high neuronal turnover correlate with peaks
in the production of new syllables added to the song.
The neurogenesis is balanced by cell death, and during
periods of new song learning the nucleus adds cells,
while during periods when no song is generated, the
song-related nuclei undergo regression. Is the rate of
neurogenesis in the ventricular zone controlled by the
seasonal changes in testosterone in the male birds?
When the number of labeled cells in the ventricular

zone is compared in testosterone-treated and
untreated female birds, there are no differences—indi-
cating that the rate of neurogenesis does not change in
response to the hormone. However, it appears instead
that the survival of the neurons in the HVC is season-
ally regulated—neurons generated in the spring have
a much shorter average lifespan than those generated
in the fall. Thus, the seasonal changes in neuron
number in the songbird HVC are not dependent on
changes in the number of newly added cells, but rather
relate to seasonally and hormonally regulated differ-
ences in the survival of the newly produced neurons.

Neurogenesis also occurs in the mature mammalian
brain. Although for many years this view was
regarded as somewhat heretical, it has become well
accepted in recent years. The thymidine birthdating
studies of Altman and Bayer, described at the begin-
ning of this chapter, thoroughly documented the time
and place of origin of neurons and glia of many regions
of the rodent brain. It was found that many brain
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neurons are generated after birth in rodents. They next
extended the labeling period to the second and third
postnatal weeks and found that in one particular
region, the olfactory bulb, thymidine-labeled cells
were still found up to four weeks postnatally. These
cells were generated in the subventricular zone in the
forebrain and then migrated to the olfactory bulb
(Figure 3.31). In recent years, it has been recognized
that this neurogenesis also occurs in the adult hip-
pocampus, and several studies have now shown that
these cells are multipotent, like progenitor cells in 
the embryonic brain (Lois and Alvarez-Buylla, 1993;
Luskin, 1993; Reynolds and Weiss, 1992).

In the last few years, Fred Gage and his colleagues
have shown that the new neurons generated in the hip-
pocampus are functionally integrated into the circuitry
(Van Praag et al., 2002). To assay the function of the
newly generated neurons, they used retroviral labeling
in adult rats, similar to that which was described in the
beginning of the chapter for labeling progenitors in the
developing brain. Since a retrovirus will only infect and
integrate into mitotically active cells, they were able to
label the mitotically active hippocampal precursors
with a retrovirus expressing the green fluorescent
protein. When the authors examined the GFP-labeled
cells after only 48 hours, the cells had a very immature
morphology and resembled progenitors, like those
found in the developing brain. However, when the

animals were allowed to survive for four weeks, many
of the GFP-labeled cells now expressed markers of dif-
ferentiated neurons. Over the next three months these
neurons continue to mature. To what extent are the new
GFP cells functionally integrated into the hippocampal 
circuitry? The hippocampus can be sliced into thin 
sections while still functionally active, and the 
electrophysiological activity of the neurons monitored
with microelectrodes (Figure 3.32). The newly gener-
ated granule cells had electrophysiological properties
similar to those found in mature granule neurons, and
they receive inputs from the major afferent pathway.
Thus, newly generated neurons in the adult hippocam-
pus integrate into the existing circuitry and function
like those neurons generated during embryogenesis.

Why do mammals generate new neurons in these
regions? Frogs and fish have eyes that grow, birds learn
a new song. What is the advantage to the mammal?
Although there are no studies of a change in the
animal’s abilities that correlate with this cellular addi-
tion in mammals, several possibilities may be enter-
tained. Since both the olfactory and the hippocampus
are involved in the formation of olfactory memories,
the neuronal turnover in these regions could be impor-
tant in a seasonal change in nests or mates. Altman
observed that the neurogenesis of the brain proceeds 
in two basic phases. The large projection neurons 
(or macroneurons) are generated early in embryonic
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development, while the smaller neurons (or microneu-
rons) are generated later in development, through the
postnatal period and even into adulthood. These later
generated microneurons are then integrated into the
framework provided by the macroneurons. Altman
pictured this second stage of neurogenesis as a way for
environmental influences to regulate the neurogenesis
and produce a brain ideally suited to its environment.
Although it has been difficult to prove that persistent
neurogenesis in a particular region of the brain is nec-
essary for behavioral plasticity in that brain region,
recent studies are consistent with Altman’s hypothesis.
In one of the last reviews of his work, Altman (Altman
and Das, 1965) summed up his hypothesis: “We postu-
late that this hierarchic construction process endows
the brain with stability and rigidity as well as plasticity
and flexibility.” It is possible that if you are going to
remember anything you have just read in this Chapter
you have to make new neurons in your hippocampus!

SUMMARY

The enormous numbers of neurons and glia in the
brain are generated by progenitor cells of the neural

tube and brain vesicles. The progenitor cells from the
early embryonic nervous system undergo many sym-
metric cell divisions to make more progenitor cells,
while the progenitor cells in the late embryo are more
likely to undergo an asymmetric division to generate
neurons and glia. The production of both neurons and
glia from the progenitor cells is under tight molecular
control, and this allows the proper numbers of both
neurons and glia to be produced for the proper func-
tioning of the brain. Interactions between the neurons
and the progenitor cells regulate their proliferation in
both positive and inhibitory ways. Overall, a remark-
able coordination takes place to regulate proliferation
in the nervous system during development, and muta-
tions in specific genetic pathways involved in neuro-
genesis can lead to childhood tumors and gliomas in
adults. Once the developmental period of neurogene-
sis is complete, most areas of the brain do not gener-
ate new neurons, even after damage. This has led to
the concept that you are born with all the neurons that
you are going to ever have. However, in recent years,
it has become clear that certain regions of the brain, the
hippocampus and the olfactory bulb, continue to add
new neurons throughout life. This continual addition
of neurons in these regions may allow for greater plas-
ticity in these specific brain circuits.
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The nervous system is a coral reef of the body where
evolution and development have collaborated to
produce an extraordinary diversity of cell types.
Neurons show enormous variety in cellular anatomy,
physiological function, neurochemistry, and connec-
tivity. For example, granule cells of the cerebellum are
tiny, and have simple dendrites and bifurcated axons
that release the excitatory transmitter glutamate,
whereas cerebellar Purkinje cells are huge, have an
impressively complex and electrically active dendritic
tree, a single long spiking axon, and release the
inhibitory neurotransmitter GABA. The differences
between neurons can be much more subtle. All the
motor neurons of the spinal cord share a common
morphology, chemistry, physiology, and circuitry, yet
they are distinctly specified molecularly so that they
connect with particular presynaptic partners and post-
synaptic muscles.

The fates of some neurons, particularly those of
invertebrates, are the products of particular lineages.
The fates of others, particularly those in vertebrates,
appear to depend more on the local environment.
Sydney Brenner suggested that neurons are either
European or American. A neuron is European if its fate
is largely the result of who its parents were. For Amer-
ican neurons, it is more about the neighborhood where
they grew up. When one looks closely, however, it
turns out that fate is not strictly controlled by either
lineage or environment alone. Usually, it is the mixture
of the two that is essential; the adoption of a particu-
lar fate is a multistep sequential process that involves
both intrinsic and extrinsic influences. A progenitor
cell may be externally influenced to take a step along
a particular fate pathway, and so the unborn daughter
of that cell has also, in a sense, taken the same step. A
signal from the environment may act upon this daugh-
ter cell to refine its fate further, and the response of the

daughter cell to the signal is to express an intrinsic
factor consistent with its limited fates.

The environment in which neural progenitors
divide and give rise to neurons is rich with diffusible
molecules, cell surface proteins, and extracellular
matrix factors. These extrinsic signals influence the
genes that developing neurons express, which direct
neuronal shape, axonal pathways, connectivity, and
chemistry. The number of genes used to carry out this
task of specification throughout the nervous system is
impressive. It has been estimated that half of an organ-
ism’s genes are expressed exclusively in the nervous
system. Most of these are involved in various aspects
of neuronal differentiation.

Some of the basic techniques that are used in
approaching these questions are shown in Figure 4.1.
Transplantation is a good technique for finding out
whether a cell’s fate has been intrinsically specified.
For example, a progenitor from a donor animal is
transplanted to a different part of a host animal. If the
fate of the cell is unaltered by putting it in this new
environment, then the cell is “autonomously deter-
mined” at the time of transplantation. If, however, the
cell adopts a new fate, consistent with the position to
which it was transplanted, then the fate at the time of
transplantation is still flexible and can be “determined
nonautonomously.” Putting cells into tissue culture is
another valuable technique. By isolating a cell from 
the embryo entirely, it is possible to assay the state of
determination of a cell in the absence of all interac-
tions. An advantage of this experimental system is that
the culture medium and substrate can be controlled. In
this way, potential extrinsic cues can be added and
assayed for their effect on fate choice.

A very informative approach for studying the
processes that lead neurons down particular differentia-
tion pathways, at least in terms of identifying the factors
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that influence determination, is genetic manipulations
such as mutational and transgenic analyses. Mutations
in particular genes can alter the fate of certain types of
neurons. With a genetic approach it is possible not only
to show where and when the normal fate decisions are
made but also to identify the gene product in question.
Forward genetics uses random mutagenesis to define
new genes that have effects on neural differentiation,
while reverse genetics uses molecular engineering to
knock out or overexpress particular genes (see Chapter
2) that are candidates for roles in neuronal fate determi-
nation or differentiation. Genetics combined with trans-

plantation or culture can reveal whether neuronal phe-
notypes are extrinsically regulated by the gene in ques-
tion, as in the case of a gene that codes for a secreted
factor, or intrinsically regulated, as in the case of a gene
that codes for the receptor to such a factor.

This chapter examines the several facets of cell fate
determination and differentiation, which have been
investigated using such techniques. Each aspect is
brought to light in a different system, and it is only
through looking at several systems that one can begin
to appreciate the full range of cellular and molecular
mechanisms that lead a set of relatively simple looking
progenitor cells to take on thousands of different 
neuronal fates.

TRANSCRIPTIONAL HIERARCHIES IN
INVARIANT LINEAGES

As we discussed in Chapter 1, time-lapse studies of
the development of the nervous system of the nema-
tode C. elegans show that every neuron arises from an
almost invariant lineage (Figure 4.2). In this system,
the progenitors are uniquely identifiable by their posi-
tion and characteristic patterns of division. Ablation of
one of these progenitors usually leads to the loss of all
the neurons in the adult animal that arise from that
progenitor, indicating neighboring cells cannot fill in
the missing fates. This is called mosaic development.
To understand how these different precursors gener-
ate specific neurons, a genetic approach has been used,
and mutants have been found that interfere with the
development of particular neurons. These mutants are
then used to dissect the mechanisms of neuronal fate.
In this system, acquisition of neural identity is largely
the result of a multistep, lineage-dependent, process of
determination.

One of the best examples of such an analysis is that of
the specialized mechanosensory cells in nematodes
studied by Martin Chalfie and his colleagues (Chalfie
and Sulston, 1981; Chalfie and Au, 1989; Chalfie, 1993;
Ernstrom and Chalfie, 2002). Most nematodes wiggle
forward when touched lightly on the rear and backward
when touched on the front. By prodding mutagenized
nematodes with an eyelash hair attached to the end of a
stick, Chalfie and colleagues were able to find mutants
that had lost the ability to respond to touch. Many touch
insensitive worms have mutations in a group of genes
involved in the specification of the mechanosensory
cells. Mutations in the gene unc-86 result in the failure of
the mechanosensory neurons to form. Unc-86 encodes 
a transcription factor that is expressed transiently in
many neural precursors and particularly in the lineage
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Zygote

FIGURE 4.2 Complete lineage of C. elegans hermaphrodite. (Based on Sulston et al., 1983)

produced by a cell called Q. In wild-type animals, Q
divides into two daughter cells, Ql.a and Ql.p (Figure
4.3A). Both of these cells divide once more, but only Ql.p
produces a touch cell. The unc-86 gene is turned on only
in the Ql.p. and a mutation in unc-86 (Figure 4.3B)
results in the “transformation” of Ql.p into a cell that
behaves like its mother, Q. We call this cell Q’. This trans-
formed cell continues to divide, producing Q1.a’ and
Q1.p’, but in the continued absence of unc-86 function,
the Q1.p’ transforms into Q”, which continues to behave
like its mother Q’ and its grandmother Q. Thus, 
mutations in unc-86 affect the lineage of touch cells;
mechanosensory neurons are never born in these
mutants.

Another gene uncovered in Chalfie’s screen of touch
mutants is named mec-3. In these mutants (Figure
4.3C), the cells that would be touch sensitive are born,
but they do not differentiate into mechanosensory
neurons. Instead, they turn into interneurons. Thus, the
mec-3 mutation affects neural subtype determination.
The mec-3 gene codes for a transcription factor that is a
member of the LIM-homeodomain family. Interest-
ingly, the transcription of the mec-3 transcription factor
is directly regulated by the unc-86 transcription factor.
Cells fated to become touch cells all express unc-86 at

first, and this transcription factor binds to the regula-
tory sequence of DNA that controls the transcription of
the mec-3 gene. Thus, unc-86 mutants do not express
mec-3. However, in normal animals, the protein UNC-
86 leads to the expression of MEC-3, and when these
two proteins are expressed in the same cell (the cell that
will become a mechanosensory neuron), they physi-
cally interact to make a heterodimeric transcription
factor with new specificity that activates genes that
neither MEC-3 nor UNC-86 can activate on their own.
Several of these are defined by mutations in other
genes that cause touch insensitivity, such as the mec-7,
mec-12, and mec-17 genes. These three genes encode
proteins that are used in the differentiation of the spe-
cialized touch cell cytoskeleton (Figure 4.3D). This
system provides an excellent example of a simple hier-
archical cascade of transcription factors, one regulating
and interacting with the next, the end result of which is
to turn on genes that the cell uses to realize its fate.
Using a genomic approach, Chalfie and colleagues
(Zhang et al., 2002) have tried to find even more genes
involved in the touch cell pathway by looking for dif-
ferences in profiles of all expressed genes in normal
animals versus mec-3 mutants. This approach identi-
fied up to 50 more genes in the pathway downstream



of mec-3, genes that are likely important for the function
of the mechanosensory neurons.

Another set of C. elegans neurons that have been
studied in detail are the hermaphrodite-specific egg-
laying neurons (Desai et al., 1988; Desai and Horvitz,
1989). Mutants in genes involved in the determination
or function of these neurons are unable to lay eggs. The
result is that the self-fertilized eggs hatch inside the
mother and begin to feed within their mother’s uterus.
The larvae proceed to devour their mother from the
inside. Eventually, with only her epidermis intact, she
becomes a bag of wriggling larval worms that in their
hunger eventually eat through her cuticle into the
world. Mutant lines in these genes thus seem to give
their offspring a protected start in life characteristic of
viviparous species but at what appears to be a mother’s
ultimate altruistic sacrifice. The “bag of worms”
mutants have a phenotype that is easy to detect, and so
a large collection of such mutants has been identified.
Twenty or so genes have been found to define hierarchi-
cal transcriptional cascades affecting egg-laying neuron
development. Surprisingly, only one of these is also nec-

essary for the proper development of the touch cells.
This is our friend unc-86. The role of unc-86 in the deter-
mination of the egg-laying neurons, however, is quite
different. Instead of controlling lineage as it does in
mechanosensory cells, it regulates neurotransmitter
expression and axon outgrowth in the egg-laying
neurons.

The fact that there is surprisingly little overlap in the
genes that are involved in these two systems suggests
that the molecular cascades of neuronal determination
must be complex and highly individualized. However,
there are similarities that are worth emphasizing. In the
case of both the egg-laying and the mechanosensory
neurons, there is a hierarchical pathway, rich in tran-
scription factors that operate through the specific 
lineages. These factors regulate other intrinsic tran-
scription factors in a molecular cascade whereby the
lineage, the specification, the differentiation, and
finally the physiological properties of the neurons are
established through a series of successive stages. This
molecular strategy, we will see, is also used in the
determination of neurons in most other species.
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SPATIAL AND TEMPORAL
COORDINATES OF DETERMINATION

The CNS of an insect develops from a set of indi-
vidual neuroblasts that enlarge within the epithelium
of the neurogenic region of the blastoderm and then
delaminate to the inside, forming a neuroblast layer.
All these neuroblasts, we learned in Chapter 1, express
proneural transcription factors of the Achaete-Scute
family that give them a common “neural” specifica-
tion. However, each neuroblast is an individual and
through successive divisions reproducibly gives rise to
a unique set of neurons (Figure 4.4). How do these neu-
roblasts get their specific identities? They are arranged
in reproducible columns and rows and so can be iden-
tified by their position. In Chapter 2, we discussed 
how the Drosophila embryo is finely subdivided in the
anterior to posterior axis into stripes of expression of
particular combinations of gap genes, pair-rule genes,
Hox genes, and segment polarity genes. These genes
provide neuroblasts with intrinsic positional informa-
tion that reflects their location along the antero-poste-
rior axis (Figure 4.5). Hox genes are expressed in the
middle and posterior portions of the neural pri-
mordium, and the “head gap” genes are expressed
more anteriorly in nested domains and provide posi-
tional information to the neuroblasts that give rise to
particular brain regions or segments. Segment polarity
genes control positional information within each indi-
vidual segment (Bhat, 1999). These anterior-posterior

(AP) positional identity genes play important roles
role in determining the identity of the neuroblasts as
illustrated by the loss and/or duplications of particu-
lar sets of neurons. For example, Wingless (wnt) and
Hedgehog proteins activate the expression of a gene
called huckebein in some neuroblasts, and the tran-
scription factors Engrailed and Gooseberry repress
huckebein expression in other neuroblasts, thus estab-
lishing the precise pattern of huckebein protein in spe-
cific neuroblast lineages (McDonald and Doe, 1997).

Another set of genes divides the embryo and the
nervous system along the dorsoventral axis. Three
homeobox genes, vnd, ind, and msh, are expressed in lon-
gitudinal stripes within the neural ectoderm (Cornell
and Ohlen, 2000). vnd is expressed in neuroblasts
closest to the ventral midline, msh is expressed in the
most dorsolateral stripe of the neurectoderm, and ind is
expressed in an intermediate stripe between these two
(Figure 4.5C). As is the case for the AP genes, mutations
in these genes lead to loss of the neuroblast fates that
normally express the mutated gene. The mechanism
responsible for setting up these stripes involves
responses of the promoters of these genes to threshold
levels of the morphogen Dpp, which forms a gradient
of expression from dorsal (high) to ventral (low). Once
set up, the boundaries between the stripes of vnd, ind,
and msh are sharpened by mutual repression.

A neuroblast in any position can thus be uniquely
identified by expression of these spatial coordinate
markers of latitude and longitude (Figure 4.5). These
genes specifying position information along these two
Cartesian axes collaborate to specify a positional 
identity for each central neuroblast in the developing
organism. Once expressed in a neuroblast, the spatial
coordinate genes are inherited by all the progeny of
these cells, and act as intrinsic determinants of 
neuronal fate.

Each neuroblast divides asymmetrically to produce
a copy of itself and a ganglion mother cell (GMC). The
neuroblast divides several more times giving rise in
ordered succession to a set of GMCs (see Chapter 1).
Each GMC can thus be identified not only by the posi-
tion of the neuroblast from which it arises but also
from the order of its generation (e.g. whether it is the
first, second, or third GMC to arise from a particular
neuroblast). The first GMCs of a neuroblast lineage
tend to lie deeper in the CNS and generate neurons
with long axons, whereas the later arising GMCs stay
closer to the edge of the CNS and generate neurons
with short axons. In generating GMCs, neuroblasts go
through a temporally conserved program of transcrip-
tion factor expression (Figure 4.5 D and E). In the stages
when the first GMCs are generated, most neuroblasts
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FIGURE 4.4 Neuroblasts of the Drosophila embryo. A. Shows the
rows of neuroblasts labeled with an antibody to a late neuroblast-
specific protein called Snail. B. Shows neuroblasts labeled with three 
different antibodies to the different neuroblast-specific proteins
Hunchback, Eagle, and Castor. (Photos courtesy of Skeath and Doe)



express a transcription factor called hunchback (hb)
and the GMCs generated at this time inherit this hb.
Later, the same neuroblasts turn off hb and express a
different transcription factor, Krueppel (Kr) instead.
Now, all the GMCs generated at this stage inherit Kr
expression, but not hb expression. If hb is eliminated
from the neuroblasts when they are making GMCs, the
neuroblasts generate early GMCs that cannot make
early neuron fates. Similarly, if Kr is eliminated, then

later neural fates are missing. If instead, Hb is experi-
mentally maintained in the neuroblasts at the stages
when they would normally start expressing Kr, the
neuroblasts keep making early GMCs (Figure 4.5)
(Isshiki et al., 2001). The expression of the successive
transcription factors is linked to the cell cycle, which
functions as a kind of clock, since blocking the cell
cycle blocks the succession and reactivating it reacti-
vates the succession.
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The expression of both spatial and temporal coor-
dinate genes in neuroblasts is preserved in their
progeny, the GMCs, and forms part of the increasingly
rich inheritance of each developing neural progenitor.
The ontogenetic roots of a neural progenitor can be
read in the combination of transcription factors it
expresses, and these factors in turn influence the cell’s
eventual phenotype.

ASYMMETRIC CELL DIVISIONS AND
ASYMMETRIC FATE

Typically, the progeny of a cell division inherit the
spatial and temporal coordinates expressed by the
parental neuroblast at the time of birth. However, 
the parent cell often divides asymmetrically, giving
intrinsic determinants to one daughter but not the
other. As soon as they leave the neurectoderm behind,
insect neuroblasts start dividing asymmetrically to
produce two unequally sized daughter cells, a large
second-order neuroblast remaining at the surface and
the smaller GMC lying interiorly. How does a cell
accomplish the partitioning of information selectively
to one offspring and not the other? Two factors, Numb
and Prospero (Pro), are expressed in most neuroblasts
and are critical for asymmetric distribution of deter-
minants of cell identity. At neuroblast division, these
factors become localized to the smaller daughter, the
GMC, where Prospero moves into the nucleus and
positively influences GMC fate (Lu et al., 2000). Numb
acts by inhibiting the Notch signaling pathway by
binding to Notch and inactivating the transmission of
a signal to the nucleus (Chapter 1). In the absence of
Notch signaling, the GMC is free to move down the
determination pathway.

Both Prospero and Numb are initially present
throughout the entire neuroblast, so how do they get
asymmetrically segregated? Figure 4.6 shows how this
happens. Two proteins called Inscuteable (Insc) and
Bazooka (Baz) form a complex, the Insc complex, that
somehow recognizes and attaches to apical membrane
of the neuroblast. The Insc complex orients the mitotic
spindle along the apicobasal axis by anchoring the cen-
trioles, which results in a vertical mitotic spindle. At the
same time, the Insc complex, in conjunction with an
actin-based cytoskeleton mechanism, drives the distri-
bution of several key proteins along this vertical plane
so they are inherited asymmetrically (Kaltschmidt and
Brand, 2002). In particular, a cytoplasmic protein,
Miranda (Mira) becomes enriched at the basal neurob-
last pole such that when the cytokinesis separates 
the neuroblast’s daughter cells, Mira is trapped in the
GMC. It is Mira that binds the aforementioned deter-
minants, Numb and Prospero, to the basal neuroblast
pole and thus directs their localization to the GMC. The
more apical cell does not differentiate into a GMC;
rather it remains a neuroblast capable upon production
of more Mira, Prospero, and Numb, to spit off another
GMC at the next division. An example of the Numb
protein segregating to a single daughter is shown in
Figure 4.7.

An interesting example of a situation in which
daughter cells adopt different fates due to asymmetric
inheritance of Numb are the small sensory organs
called sensilla, scattered over the body surface in
Drosophila. The cells that compose each sensillum are
usually clonal descendants of a single sensory organ
precursor, SOP. The SOP cells are a bit like the neuro-
blasts that give rise to the CNS; they originally delam-
inate from the ectoderm during development in much
the same way, dependent on proneural genes and
Notch and Delta interactions, as described in Chapter
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FIGURE 4.6 Control of asymmetrical cell division in Drosophila. The Inscuteable complex is localized to
the apical pole of the neuroblast where it orients the mitotic spindle and causes the basal localization of asym-
metrically localized determinants such as Miranda and Numb.



1. Each specified SOP undergoes an invariant pattern of
cell divisions. This division pattern has been investi-
gated in detail for the external mechanosensilla (Guo et
al., 1996; Schweisguth et al., 1996). The primary SOP
(spI) for each macrochaete divides into an anterior
daughter called spIIb and a posterior daughter called
spIIa (Figure 4.8). SpIIa produces the outer two acces-
sory cells: the socket cell and the shaft cell. The anterior
daughter SpIIb divides into a neuron and a support
cell, after first giving rise to a glial cell. These different
fates arise through the reuse of the Notch signaling
system during each of the cell divisions. When the SOP
divides into spIIa and spIIb, these two cells interact
with each other via Notch. The SpIIb fate is dominant,
which is shown by the fact that if spIIb is ablated, spIIa
will transform into spIIb. In Notch mutants, both cells
become spIIb, and the result is no bristles or sockets,
and when Notch is experimentally activated in both
cells, they both turn into spIIa and there are no neurons
or glia. Several intrinsic determinants, including the
asymmetrically inherited Numb (see above), control
the fate of spIIa versus spIIb (Figure 4.8). In this case,
Numb is distributed to spIIb upon cell division. In the
absence of Numb, the Notch pathway is active in spIIb,
and it is transformed into spIIa; neither neurons nor
support cells appear, but the sensilla form instead with
double sockets and shafts. Numb mutants are thus
insensitive to touch because the sensory bristles are
uninnervated, hence the origin of the name.

GENERATING COMPLEXITY THROUGH
CELLULAR INTERACTIONS

The compound eye of an insect is composed of a
large number of identical unit eyes, called ommatidia,
each with its own lens and array of cell types. This
system provides a rather different example of how 
specific cells get their fates. Each of the 800 ommatidia

94 4. DETERMINATION AND DIFFERENTIATION

FIGURE 4.7 Frames from a time-lapse visualization of an SOP
going through an asymmetrical division. The green label follows
Numb, and the red label follows the chromosomes. In this sequence
(courtesy of F. Schweisguth), it is easy to see Numb localized to one
pole of the SOP and then inherited by a single daughter, spIIb.
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FIGURE 4.8 Lineage of a Drosophila external mechanosensory
organ. From top to bottom: A Sensory organ precursor (SOP)
enlarges and delaminates from the epithelium. It divides asymmet-
rically into spIIb, which inherits Numb, and spIIa, which does not.
SpIIa divides again asymmetrically, as does spIIb slightly later.
Notch signaling between daughters is involved in all these asym-
metric divisions so that four daughter cells of the SOP have four dif-
ferent fates: support cell, sensory neuron, socket cell, and shaft cell.



in a Drosophila eye possesses 8 photoreceptors and 12
accessory cells. The 8 photoreceptors (R1–R8) are spe-
cialized sensory neurons (Figure. 4.9). Among the
accessory cells, there are cone cells that form the lens
of each ommatidium and pigment cells that surround
the photoreceptors optically shielding one ommatid-
ium from light that enters its neighbors. What is clear
in this system is that lineage is not involved in the
specification of the different cell types. Experimental
results have shown that there is no clear clonal rela-
tionship among the cells of the ommatidia (Ready et
al., 1976). In the developing Drosophila retina, cell–cell

interactions between the postmitotic photoreceptors
and accessory cells are primarily responsible for 
specifying cell fate (Banerjee and Zipursky, 1990). Even
after a cell has become postmitotic, it remains tem-
porarily uncommitted to any particular differentiated
fate. The mechanism controlling retinal cell fate diver-
sification depends on the fact that the cells do not dif-
ferentiate all at once, but follow a precise, reproducible
temporal sequence of interactions. Thus, during late
larval life, a wave of differentiation passes over the eye
disc in a posterior to anterior direction (Figure 4.9). The
wave front, or the position at which ommatidial dif-
ferentiation begins, is morphologically visible as a
morphogenetic furrow (MF), a narrow groove formed
by apical constriction of the eye disc cells. As the
furrow advances, cells in its wake aggregate into
“rosettes” that foreshadow the regular ommatidial
pattern. One cell is then singled out in each rosette.
This becomes the R8 photoreceptor. The bHLH
proneural gene atonal is turned on by the signaling
protein Hh (a homolog of vertebrate Shh), which is
expressed at the posterior tip of the eye disc (Kumar
and Moses, 2000). Initially, atonal comes on in a con-
tinuous band of cells within the morphogenetic
furrow. And this initiates a lateral inhibition mecha-
nism that involves Notch signaling so that atonal
expression becomes restricted to a mosaic of regularly
spaced cells, which subsequently differentiate as R8.
The set of well-spaced R8 cells continues to emit Hh,
which signals across the MF toward the more anterior
cells of the eye disc to induce the next set of R8 cells.
This Hh-mediated feedback mechanism drives the
morphogenetic furrow across the eye disc.

The first cells that join each R8 cell shortly after its
determination become R2 and R5. It is believed that a
signal emanating from R8 instructs the next cells to join
the cluster, R2 and R5. These cells acting in combina-
tion with R8 help give the next cells that join the cluster
R3 and R4 and then R1 and R6 their fates (Ready, 1989).
The last photoreceptor to join the cluster is R7. Thus,
ommatidial clusters incorporate cells in a manner
analogous to how growing crystals incorporate mole-
cules. That is, as new cells are added, they become
neighbors of cells that are already incorporated and
have particular fates. In this way, determination of a
specific fate moves as a wave of crystallization across
the eye disc, and so the developing Drosophila eye has
been called a neurocrystalline array.

Each type of ommatidial cell expresses a unique set
of intrinsic determinants. For example, rough (ro) is
expressed in R2, R5, R3; R4, Bar appears in R1 and R6;
Seven-up (svp) in R1, R6, R3, R4; Prospero (pros) in R7
and cone cells, lozenge (lz) in R1, R6, R7, and cone cells,
and Pax2 in cone cells only (Figure 4.9). Each of these
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FIGURE 4.9 A. A schematic longitudinal section through an
ommatidium depicting the different cell types. B. Diagram showing
a surface view of part of the eye disc at a stage when photoreceptor
clusters become assembled. C. A precluster in which the R8 precur-
sor expresses ato in response to a previously generated hedgehog
(Hh) signal. The R8 cell produces its own Hh and by this relay starts
the next R8. R8s spread themselves out through the Notch lateral
inhibition pathway. D. Cascade of photoreceptor determination in a
developing ommatidial cluster. R8, the first cell to be determined
expresses atonal (ato) and signals neighboring cells to become R2 and
R5, which then express rough (ro). R2 and R5 in combination with R8
then signal the next set of neighboring cells to join the cluster of
“fire” and become R3 and R4, which express seven-up (svp). On the
other side, a cluster of seven cells is formed when R1 and R6 are
induced to express Bar, svp, and lozenge (lz) by R2, R5, and R8. Finally
R8, in combination with R1 and R6, induce the final photoreceptor
R7 expressing sevenless in absentia (sina) and prospero (pros) to join.
After the photoreceptors have joined, pigment cells expressing lz
and pax-2 are induced to join the cluster.



factors is linked to the normal differentiation of the
respective cells in which it is expressed, as revealed by
the fact that a particular cell type fails to develop in an
eye disc that lacks the corresponding gene.

Shortly following its own determination, R8 puts
out signals that activate two different signaling path-
ways, the Notch pathway and the Ras pathway
(Freeman, 1997; Brennan and Moses, 2000). The Notch
pathway, as we know, is activated by Delta. The Ras
pathway is a highly conserved biochemical cascade of
cytoplasmic kinases (Ras, Raf, MPK), which in this case
are activated by the epidermal growth factor receptor
(EGFR). R8 emits an EGF-like molecule, Spitz (Spi) that
activates this receptor. Activation of these signaling
cascades spreads concentrically from R8 to R2, R3, R4,
and R5 and then the remainder of the ommatidial cells.
The precise, temporally regulated activation of the
EGFR and Notch signaling pathways assigns distinct
phenotypes to the cells that join the ommatidial 
clusters.

The determination of the R7 cell deserves special
mention in view of the pivotal role it has played in
opening up the molecular-genetic study of signaling
pathways. One of the first mutant screens in the field of
cell determination took advantage of the fact that only
R7 is sensitive to UV light. Thus, mutagenizing flies
and screening for offspring that are blind to UV light
yielded a fly line that lacked the R7 cell in every omma-
tidium and was therefore aptly called sevenless (sev)
(Harris et al., 1976), (Figure 4.10). Lack of the receptor

causes the cell that would normally become R7 to
develop as a cone cell instead. In several followup
screens, many signaling molecules in the Ras pathway
activated by the Sev receptor were identified (Rubin,
1991; Hafen et al., 1994) (Figure 4.11). Among them
were the Drosophila homologs of Ras, Raf, MEK,
MAPK, and Gap1, parts of the ras signaling pathway,
as well as new genes in the signaling pathway such as
Son of sevenless (Sos) and Daughter of sevenless (Dos). This
pathway regulates the activity of transcription factors
yan and pointed (pnt) that also were identified in such
screens, and these factors control the expression of
genes involved in the differentiation of R7. One of the
most satisfying discoveries from the screens for the sev-
enless phenotype was the signal called Bride of seven-
less (Boss), which binds to Sev. Boss is expressed
specifically in R8 cells, so when any cell expressing Sev
touches R8, the Ras signaling pathway fires in this cell
and it becomes R7 (Reinke and Zipursky, 1988). These
experiments provide an impressive demonstration of
the power of genetic screens.
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FIGURE 4.10 Photoreceptors in the eye of normal flies (A) and
sevenless mutants (B). The red images show light that is piped up
through the clusters of receptors in each facet. The inserts are elec-
tron micrographs through a single facet and show cross sections of
the photoreceptor array. Notice that the seventh central photorecep-
tor is missing in each facet of the mutant eye.
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FIGURE 4.11 Components of the sevenless transduction
pathway, include the seven transmembrane signaling molecule
bride of sevenless (boss) which is expressed by R8, the sevenless
receptor molecule (sev), and a number of downstream components
of the signaling cascade such as daughter of sevenless and (Dos) and
son of sevenless (Sos) and various members of the Ras Raf pathway
ending in the activation of the yan and pointed genes. (Courtesy of
E. Hafen)



SPECIFICATION AND 
DIFFERENTIATION THROUGH

CELLULAR INTERACTIONS 
AND INTERACTIONS WITH THE 

LOCAL ENVIRONMENT

The vertebrate neural crest is a transient stem cell
population that arises along the lateral edges of the
neural plate induced by the convergence of secreted
signals (notably Wnts, BMPs, and FGFs), at the juxta-
position of neural plate, lateral epidermis, and subja-
cent paraxial mesoderm (see Chapters 1 and 2 for
details of crest induction). As described in Chapter 3,
these cells migrate from their site of origin at the
dorsal-most part of the neural tube, along stereotypic
pathways through the rest of the embryo. In this
section, we discuss how the neural crest cells become
specified toward different fates as they migrate
through different environments. The neural crest pro-
genitors continue to divide as they migrate until they
coalesce at their destinations. Crest cells generate a
variety of cell types. Not only does the crest produce
the entire peripheral nervous system, including the
autonomic and sensory ganglia, and the peripheral
glia (Schwann cells), but it also produces endocrine
chromaffin cells of the adrenal medulla, smooth
muscle cells of the aorta, melanocytes, cranial cartilage
and teeth, and a variety of other nonneural compo-
nents. Because of its variety of descendants, crest has
been a popular model for testing the mechanisms that
generate cell diversity (Le Douarin, 1982).

To test whether premigratory crest cells are com-
mitted to a particular fate, Le Douarin and colleagues
transplanted the crest between different anterior-
posterior positions (Figure 4.12). These experiments
took advantage of the chick–quail chimeric system
described in Chapter 2. The results show that crest 
cells acquire instructions to differentiate during their
migration, as well as when they arrive at their final
destination. For example, crest cells from the trunk
normally give rise to adrenergic cells of the sympa-
thetic nervous system, whereas the more anterior crest
cells from the vagal region give rise to cholinergic
parasympathetic neurons that innervate the gut. When
vagal crest cells from quail embryos were transplanted
into the trunk region of chicken embryos, the trans-
planted vagal crest migrated along the trunk pathways
and differentiated into adrenergic neurons in sympa-
thetic ganglia. Similarly, trunk crest cells that were
transplanted to the vagal region gave rise to choliner-
gic neurons of the gut. Similar experiments have been
done to test the competence of crest cells to form a
variety of different cell types, and the general conclu-

sion is that crest cells display great flexibility in
responding to local environmental cues. It could be
that each region of the crest contains a complement of
specified progenitors, only some of which survive in
each location, but it seems more likely, given the evi-
dence below, that commitment to a particular fate is a
multistep process of determination.

Migrating crest cells become exposed to a sequence
of instructive environments, each with a unique set of
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FIGURE 4.12 The environment influences the fate of neural crest
cells. A. Crest cells from the trunk normally give rise to adrenergic
cells of the sympathetic nervous system, whereas the more anterior
crest cells give rise to cholinergic parasympathetic neurons that
innervate the gut. B. When anterior crest cells from quail embryos
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Douarin et al., 1975)



mine them toward a sensory fate. It appears that the
sensory cells of the dorsal root ganglia (DRG) inhibit
other crest cells from assuming this fate. If the cells that
normally make the DRGs are ablated, then later migrat-
ing crest cells will differentiate into sensory neurons
(Zirlinger et al., 2002).

Experiments with purified populations of neural
crest cells in culture suggest that different factors are
involved in these restrictions (Figure 4.14) (Groves and
Anderson, 1996; Anderson et al., 1997; Dorsky et al.,
2000). It turns out that where cells encounter such
factors on their migration route is very important in
shaping appropriate destinies. BMPs are expressed in
the dorsal aorta, where sympathetic ganglia form.
BMPs turns on a program of neurogenesis in sympatho-
adrenal (SA) cells (i.e. cells that are either part of the
sympathetic nervous system or cells that are part of 
the adrenal gland) by inducing the expression of the
paired domain transcription factor Phox2b which is
required for the development of all of the autonomic
nervous system and the proneural bHLH gene MASH1,
which is required for the expression of neuronal
markers in autonomic neurons (Pattyn et al., 1999;
Schneider et al., 1999). However, further cues are
needed if these cells are to become mature neurons. SA
progenitors plated on a laminin-containing substrate
in the absence of any growth factor form short, neuron-
like processes. These processes become more extensive
when the growth factor FGF is added to the medium,
whereas the neurotrophic factor NGF, which is needed
for the survival of sympathetic neurons (see Chapter
7) has no effect at this stage. The SA progenitors are

factors, and the migrating cells respond to these factors
and each other in a way that limits their potential. Ini-
tially, neural crest cells are multipotent, and labeling of
single progenitors at the earliest stages of migration
shows that these cells can give rise to a wide variety of
derivatives (Bronner-Fraser and Fraser, 1988) (Figure
4.13). But as the cells migrate along particular routes,
they segregate into several classes of more specialized
progenitors. Thus, as development proceeds, they
become more restricted. In the trunk region, an early
decision separates postmigratory crest cells that will
become the sensory progenitors, which remain in the
somitic mesodermal region and express the proneural
bHLH transcription factor Neurogenin (Nrgn2), from
the autonomic progenitors, which do not (Lo et al.,
2002). Transplantation studies with these two types of
progenitors shows they can no longer make the full
array of cell types. Nrgn2 is already expressed in pre-
migratory crest cells and appears to bias but not deter-
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FIGURE 4.13 Fates and migration of neural crest cells. A single
progenitor cell is injected with a lineage tracer, and its progeny are
followed as they migrate out of the neural tube. Some may become
sensory neurons, while others become Schwann cells or neurons of
the autonomic nervous system. Environments these cells pass
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Bronner-Fraser and Fraser, 1991)
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culture media, but the actual factor that operates in
sweat glands to produce this effect in vivo has not yet
been definitively identified. Nevertheless, these experi-
ments make it clear that targets can retrogradely deter-
mine that transmitter type of the innervating neurons.

In the vertebrate peripheral nervous system, all glia,
whether they are Schwann cells or glial support cells in
the sensory and autonomic ganglia, arise from the
neural crest and express Sox10. But the decision to
express Sox10 and commit to a glial fate happens late in
the crest decision hierarchy, after the decision to be
sensory or autonomic. A secreted protein called
Neuregulin-1 (Nrg-1) induces crest cells to adopt glial
fates (Britsch et al., 2001; Leimeroth et al., 2002) (Figure
4.17). When migrating crest cells are cultured in the
absence of added Nrg-1, the majority of clones contain
both neurons and glial cells, but if Nrg-1 is applied,
most clones develop as pure glia. Neural crest cells
express Nrg-1 only after they have migrated peripher-
ally and coalesced into distinct masses as in the dorsal
root or sympathetic ganglia. In fact, Nrg-1 is expressed
only in those cells that have already started to exhibit a
neuronal phenotype. The Nrg-1 receptor is expressed
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FIGURE 4.15 Control of transmitter phenotype by the aorta. 
A. Neural crest cells that migrate close to the aorta often become
sympathetic ganglia with adrenergic neurons. The dorsal aorta is a
source of BMPs. B. When neural crest cells are cultured with aorta
or BMP-7, they turn on Phox2b, which activates the transcription of
tyrosine hydroxylase and the cells become adrenergic neurons.

initially unresponsive to nerve growth factor (NGF)
because they do not express the NGF receptor. One of
the effects of FGF is to induce the NGF receptor gene,
thereby making the SA cells responsive to NGF, which
stimulates their differentiation and survival as neurons
(Anderson, 1993).

Sympatho-adrenal (SA) progenitors can also be iso-
lated from the adrenal gland primordium of embry-
onic mammals and raised in culture; they give rise to
two very different types of cells, the adrenergic sym-
pathetic neurons and the endocrine chromaffin cells.
Prior to differentiation, all SA progenitors express
markers for both cell types. When SA progenitors are
exposed to glucocorticoid hormone in vitro, which
normally is produced in the adrenal gland, they
develop as chromaffin cells. Glucocorticoids are
steroid hormones that act on cytoplasmic receptors.
After binding to the hormone (ligand) the receptor–
ligand complex is transported to the nucleus where it
acts as a transcription factor, binding to DNA and acti-
vating or repressing certain genes. In the case of the
SA progenitor, glucocorticoids suppress the transcrip-
tion of neuron-specific genes and activate the tran-
scription of chromaffin cell-specific genes.

All sympathetic neurons start life producing the neu-
rotransmitter noradrenalin. They receive the signal to
be adrenergic. The Phox2b and MASH1 transcription
factors induced by BMPs secreted by the aorta (Reiss-
mann et al., 1996; Pattyn et al., 1999) (Figure 4.15)
appear to be responsible for controlling the expression
of tyrosine hydroxylase, a key member of the synthetic
pathway for this transmitter. Many of these neurons
send out axons to smooth muscle targets; these sym-
pathetic neurons remain adrenergic throughout life.
However, a few sympathetic neurons, for example,
those that innervate sweat glands, switch their neuro-
transmitter phenotype late in development and become
cholinergic; that is, they secrete the neurotransmitter
acetylcholine (ACh). Neurotransmitter choice in these
cells is a late aspect of cell fate that is regulated by the
target (Francis and Landis, 1999). The fibers innervating
sweat glands begin to turn off tyrosine hydroxylase and
other adrenergic enzymes and begin to make choline
acetyltransferase, the synthetic enzyme for ACh pro-
duction (Figure 4.16). Evidence for the role of the sweat
glands themselves in inducing the switch in pheno-
types comes from transplantation experiments. Trans-
planting foot pad tissue, rich in sweat glands, to areas of
the body that usually receive adrenergic sympathetic
innervation leads to the induction of cholinergic 
function in the sympathetic axons that innervate the
transplanted glands. Factors such as interleukin-6 
are capable of causing an adrenergic-to-cholinergic
switch in phenotype and have been purified from



by all migrating neural crest cells, so cells are sensitive
to Nrg-1 as soon as they arrive at their destination 
but only the late cells to migrate in, those that do so 
after many neurons are already differentiating, see 
substantial amounts of Nrg-1. This is one reason 
why glial cells differentiate later than neurons. 
Another, as in the retina, has to do which Notch. Notch
activation drives glial determination in crest-derived
cells. As neurons begin to differentiate, they express
Delta, which through Notch activation turns off
proneural gene activity in neighboring cells, and thus

forces them down a non-neural pathway (Morrison,
2001).

COMPETENCE AND HISTOGENESIS

The cells of the cerebral cortex are generated near
the ventricular surface of the closed neural tube. As
described in Chapter 3, the cell divisions of cortical
neuroblasts give rise to postmitotic neurons that
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migrate along radial glia to settle in one of six differ-
ent layers (Figure 4.18). In Chapter 3 we discussed the
mechanisms that control the migration of these cells
to their different layers; but what makes the cells of
each layer distinct? The cells in the different layers of
the cortex have layer-specific projection patterns.
Thus, in the visual cortex, Layers 2 and 3 neurons are
pyramidal cells that project to other cortical areas;
Layer 4 cells are small stellate local interneurons that
receive input from the thalamus; and Layers 5 and 6
cells are the largest pyramidal neurons and project to
other parts of the brain, and even the spinal cord. How
do the cells of a particular layer acquire their specific
identities, such that they project to the appropriate
targets?

Studies by McConnell and her colleagues have
asked whether the progenitors of the cells destined for
the deeper layers are somehow intrinsically different
from progenitors of the cells destined for the upper
layers, using cell transplantation in ferrets. In the
ferret, Layer 6 cells are born in utero at embryonic day
29 (E29). Weeks later, cells born at P1 just after birth,
are fated for Layers 2 and 3, and must migrate through
Layers 6, 5, and 4 which have already formed. To test
the idea that cells acquire laminar fate soon after they
are born and before they migrate, cells generated in the
ventricular zone of E29 ferrets were transplanted into
older P1 hosts (Figure 4.19). Although their time of
birth would have fated them for a deep layer, the
experiments showed that many of the transplanted
cells switched their fates and ended up in Layers 2 and

3, suggesting that these young cortical neurons are
flexible with regard to fate (McConnell, 1988). Further
studies showed that cell interactions are involved in
this commitment since if the E29 cells are removed and
cultured with other E29 cells for a number of hours,
their deep layer fate is fixed even when challenged by
transplantation to an older environment (McConnell,
1995). What about the reciprocal experiment, the trans-
plantation of P1 precursors into E29 hosts? When P1
precursor cells were transplanted into younger brains,
these cells all differentiated into Layer 2 and 3 cells,
even though the host neurons around them were dif-
ferentiating as Layer 6 neurons. Thus, these P1 cells
seemed to have lost the competence to differentiate as
deep layer cells (Figure 4.19).

This loss of competence appears to be a sequential
process, as illustrated by the transplantation of pro-
genitors in the middle stages of cortical development.
When the progenitors of Layer 4 neurons born at E36
are transplanted into older P1 brains, in which Layers
2 and 3 were being generated, they also generate Layer
2 and 3 neurons. However, when E36 progenitors are
transplanted into a younger E29 hosts, they show a
restricted potential ending up in Layers 4 and some-
times 5, but not Layer 6 (Desai and McConnell, 2000)
(Figure 4.19). These results suggest that environmen-
tal cues can influence precursors to produce neurons
of different cell types, but that the competence of these
precursors becomes increasingly restricted over time.
Thus, they can respond to an older environment but
not a younger one.
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THE INTERPLAY OF INTRINSIC 
AND EXTRINSIC INFLUENCES 

IN HISTOGENESIS

The vertebrate retina, like the mammalian cortex, is
organized into layers, and there is a clear histogenetic

pattern of cellular birth. To understand cell determi-
nation in this system, it is necessary to know the basic
cell types. In addition to photoreceptors, which
include rods and cones, the vertebrate retina contains
interneurons, including horizontal cells, bipolar cells,
amacrine cells, and projection neurons called retinal
ganglion cells (RGCs). The RGCs are the output
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neurons of the retina, and their axons form the optic
nerve that relays the visual image to the brain. Thus,
there are just six basic types of neuron in the retina 
and one type of intrinsic glial cell, called the Müller
cell. Vertebrate retinal cells develop from a population
of neuroepithelial progenitors, which produce this
diversity of neurons and glia. Injection and infection
of single retinoblasts with heritable markers pro-
duces clones of mixed, and seemingly random, cellu-
lar composition (Turner and Cepko, 1987; Holt et al.,
1988; Wetts and Fraser, 1988), indicating that, as in 
the Drosophila retina, lineage is not the dominant 
mechanism of fate determination in these cells 
(Figure 4.20).

As in the cortex, it seems that the competence of
retinoblasts becomes more restricted as development
proceeds (Adler and Hatlee, 1989; Reh and Kljavin,
1989; Livesey and Cepko, 2001). During normal devel-
opment, RGCs are born and differentiate first, next are
amacrines, horizontal cells, and cones, and the later
born neurons are rods and bipolar cells (Sidman, 1961;
Cepko et al., 1996). The final cell type to be born is the
Müller glial cell (Figure 4.21). This pattern is largely,
though not entirely, preserved among vertebrates. To
test the idea of changing competence, progenitors at
various stages of retinal development are forced to dif-
ferentiate in culture. If progenitor cells are isolated at
a time when RGCs are normally born, they tend to turn
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into RGCs in culture. Progenitors isolated at a later
stage tend to become rods (Watanabe and Raff, 1990)
(Figure 4.22). And while it is not impossible, it is cer-
tainly more difficult for older progenitors to assume
early fates than it is for early progenitors to assume late
fates. This is shown by heterochronic experiments. If
retinal cells that are born at the stage when RGCs are
normally being born are labeled and mixed together
into an aggregate and cultured in vitro, the labeled
cells still differentiate into RGCs and few become rods.
If, however, they are mixed with an excess of retinal
cells that are several days older, the same cells have a
higher probability of becoming rods (Watanabe and
Raff, 1990). The other direction is much harder; that is,
few late progenitors choose RGC fates, even when
mixed with an excess of cells from earlier retinas
(James et al., 2003). 

The bHLH and homeobox transcription factors look
as though they are intrinsic factors that help specify
retinal cell fate. Among the homeobox factors, Chx10 is
involved in bipolar fate, Prox1 in horizontal cell fate,
and BarH1 in RGC fate. Among the bHLH genes, Ath5

is absolutely critical RGC fate. The example of Ath5 is
particularly interesting. Ath5 is turned on transiently in
retinal precursor development. In animals where Ath5
is never expressed, the RGCs simply do not arise. Yet
other retinal cells are formed in Ath5 knockouts. This
suggests that when this factor is downregulated, retinal
precursors are no longer competent to make RGCs.
Moreover, when retinal progenitors are forced out of
the cell cycle by the expression of cell-cycle inhibitors,
at a time when they express Xath5, they have an
increased tendency to make RGCs, suggesting that 
the retinal progenitors are like the neuroblasts of the
Drosophila CNS, which go through a succession of tran-
scription factors. The external factors that influence
competence may then turn out to be factors that influ-
ence cells to exit the cell cycle and differentiate rather
than factors that influence the expression of specific
homeobox or bHLH genes directly.
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Although the intrinsic transcription factors like
Ath5 are critical for directing progenitors to specific
fates, as noted above, cellular interactions can control
the process to some extent. As we have already seen in
examples from Drosophila, Notch signaling is an
important mediator of cellular interactions that allow
cells to choose different fates. Notch signaling is also
very important in helping specify fate in the develop-
ing vertebrate retina. When Notch is overactive over
an extended period, cell differentiation is delayed, and
as a result, most retinal cells take late fates such as
Müller glia (see above). Alternatively, if Notch signal-
ing is blocked through the misexpression of dominant
negative mutant genes, most retinal cells take on early
fates such as RGCs. The idea proposed for Notch func-
tion in the vertebrate retina is that it allows only a
certain number of cells to differentiate at any one time.
This is critical when cells are making decisions based
on the cues they receive in a rapidly changing envi-
ronment. Thus, fates appear that are appropriate for
the time at which they differentiate (Dorsky et al., 1997;
Henrique et al., 1997). If all the cells were permitted to
differentiate at the same instant, they might do so in
more or less the same environment, and they might all
choose the same fate!

Findings such as the above provide strong insights
into the relationship between histogenesis and cell fate,
as cells that pull out of the cell cycle at times when they
express specific transcription factors may tend to
produce fates based on these factors. A variety of exter-
nal growth factors influence cell-cycle progression by
affecting the expression of cell-cycle components (see
Chapter 3). In the retina, as in many other parts of the
CNS, glia are the last cells to pull out of the cell cycle.
In the Xenopus retina, this is by virtue of an accumula-
tion of a cell-cycle inhibitor called p27Xic1. If a retinal
precursor expresses a proneural gene, like the atonal
homolog Ath5, it may leave the cell cycle and differen-
tiate as a neuron, but Notch activation in the precursor
antagonizes the expression of the proneural genes like
Ath5 and allows precursor to build up p27Xic1. Inter-
estingly, p27Xic1 is a bifunctional molecule. It has a
cyclin kinase inhibitor domain to take the cells out of
the cell cycle, and it has a separate Müller glial deter-
mination domain. The p27Xic1 forces the last dividing
retinoblasts, those that have not been determined to
become neurons, both to leave the cell cycle and to
become Müller cells (Ohnuma et al., 1999). Thus, the
neurogenic signaling pathway and the factors that 
regulate the cycle in the vertebrate retina are basic 
regulatory mechanisms that can be used to generate
neuronal diversity by affecting the timing of differenti-
ation in the changing external environment, linking
histogenesis with determination.
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INTERPRETING GRADIENTS 
AND THE SPATIAL ORGANIZATION 

OF CELL TYPES

The vertebrate spinal cord is composed of a variety
of cell types, including motor neurons, local interneu-
rons, and projection neurons. The embryonic spinal
cord even contains a set of sensory neurons, called
Rohon–Beard cells. These cells die by adult stages, and
sensory input to the spinal cord is supplied by dorsal
root ganglion neurons. The spinal cord primordium
begins as a rectangular sheet of neural plate epithelium
centered above the notochord. Lineage tracing experi-
ments show that cells in the lateral edges of plate tend
to give rise to Rohon–Beard cells and dorsal interneu-
rons, while cells in the medial plate tend to give rise to
motor neurons and ventral interneurons (Hartenstein,
1989) (Figure 4.23). Occasional clones are composed of
different cell types, so it is thought that local position,
rather than lineage, is involved in the generation of
neuronal diversity in the spinal cord.

As we saw in Chapter 2, tissues outside the nervous
system often provide critical signals that influence
development within the CNS. In that chapter, we also
reviewed the evidence that the notochord played a key
role in establishing the dorsal-ventral axis of the neural
tube, by providing a source of Shh. In this section, we
will see how the same signal from the notochord is crit-
ical for spinal neuron differentiation acting as an
organizing center for the induction of cell fate (Jessell
et al., 1989). As we saw in the previous chapter, Shh
secreted by the notochord induces the neural plate
cells that are directly above to become the floorplate of
the spinal cord. Once the floorplate has been induced
in the ventral spinal cord, Shh signaling is relayed by
the floorplate into the ventral neural tube. The ventro-
lateral region of the tube that gives rise to motoneu-
rons sees a fairly high dose of Shh, while further
dorsally, where interneurons develop, the dose of Shh
is lower. In response to this single gradient of Shh,
several different neuronal types are generated. The
most ventral neurons require the highest doses of Shh,
and successively more dorsal ones require corre-
spondingly less. When Shh is missing as in a knockout
or is antagonized with an antibody, there is no floor-
plate, nor any ventral neuronal type in the spinal cord.
When intermediate regions of the cord are exposed to
higher levels of Shh, cells there take on more ventral
fates, such as motor neurons.

How do cells at different dorso-ventral levels inter-
pret their exposure to different levels of Shh to acquire
different fates? Jessell and colleagues (Jessell, 2000)
have shown that particular threshold levels of Shh turn
on some homeodomain genes (Class II) and turn off

others (Class I). Thus, the read-out of the Shh level is
first registered in neural tube neurons by expression of
specific homeodomain proteins, which are either
turned on or off at particular Shh thresholds (Figure
4.24). In this way, the ventral boundaries of Class I
expression and the dorsal boundaries of Class II
expression set up unique domains. The boundaries
between these domains are sharpened through cross-
repression of the two classes of genes. For example if
the ventral border of the Class I Pax-6 gene overlaps the
dorsal boarder of the Class II Nkx2.2 gene, cross-repres-
sion sets in, so that only one of these genes is expressed
in any particular domain. By this process, specific
domains uniquely express particular combinations of
Class I and Class II homeodomain transcription factors.
This results in spatial coordinates along the DV axis
that are very similar to those used in setting up the
mediolateral coordinate genes in Drosophila. Indeed,
the Drosophila mediolateral coordinate genes share
homologies with these vertebrate dorso-ventral neural
tube genes, suggesting a conserved coordinate system.

Motor neurons arise from the domain that uniquely
expresses Nkx6.1 but not Irx3 and Nkx2.2. Nkx6.1,
unhindered by the repressive activities of these other
factors, turns on OLIG2, a bHLH transcription factor
that is required for motor neuron differentiation.
OLIG2 in turn activates the expression of motor neuron
specific transcription factors such as Mnr2, Hb9, Lim3,
and Isl1/2. Once expressed, Mnr2 can regulate its own
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expression and is sufficient to drive spinal progenitor
cells down a motor neuron pathway. This is shown by
experiments in which motor neurons arise dorsally when
Mnr2 is expressed ectopically in dorsal progenitors.

The motor neurons in the spinal cord are organized
into functional columns that project to different muscle

groups in the mature animal along the anterior to pos-
terior axis of the body. Thus, in the cervical region is
the Lateral Motor Column (LMC) that innervates fore-
limb muscles and in the mid-thoracic region is the
Column of Terni (CT) that innervates the sympathetic
chain. The anterior to posterior patterning of motor



neurons into motor columns is accomplished in
response to a gradient of FGF8 (high FGF8 posteriorly
to low FGF8 anteriorly) secreted by the paraxial meso-
derm. This gradient establishes domains of different
Hox genes (Dasen et al., 2003). The anterior Hox genes
inhibit the expression of the posterior Hox genes, 
and vice versa, so that sharp borders are established.
The boundaries between these domains establish the
boundaries of the different motor columns. We can
appreciate that this logic is strikingly similar to that
governing the positioning of the motor neurons in the
ventral region of the spinal cord. Thus, exposure to
gradients in both axes leads to the differential expres-
sion of homeobox genes that through cross-repression
establish sharp borders and different motor columns
in the ventral spinal cord (Figure 4.24).

These motor columns can be further divided into
pools that innervate specific muscles. In zebrafish, each
spinal segment has just three primary motor neurons:
RoP, MiP, and CaP (for rostral, middle, and caudal
primary, respectively; Figure 4.25). CaP innervates
ventral muscle, RoP innervates lateral muscle, and MiP
innervates dorsal muscle. If these motor neurons are
transplanted to different positions a few hours before
they begin axonogenesis, they seem to switch fate: for
example, CaP transplanted into the RoP position can
innervate lateral instead of ventral muscle (Eisen,
1991). These results suggest that the position of the cell
soma specifies the axonal projection of the different
primary neurons. 

Motor pools that innervate individual muscles are
distinguished by the expression of distinct members of
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the ETS family of transcription factors. For example,
the ETS gene ER81 is expressed in the motor neurons
that innervate the limb adductor muscle in chicks,
while the iliotrochanter motor neurons express the
PEA3 ETS gene. Recent work suggests that these ETS
genes regulate the expression of cell adhesion and axon
guidance factors that help motor neurons recognize
their targets (Price et al., 2002). Interestingly, the
sensory afferents that innervate the stretch receptors in
particular muscles express the same ETS gene as the
motor neurons that innervate those muscles (Lin et al.,
1998), and this helps the sensory neuron axons find 
the dendrites of these motor neurons completing the
monosynaptic stretch reflex (Chen et al., 2003). Limb
ablation studies show that signals from the periphery,
perhaps from the muscles themselves, help establish
the pattern of ETS gene expression in the sensory
neurons that innervate particular muscles (Figure 4.26).

As described in Chapter 3, there are two main types of
glial cells in the brain, the astrocytes and the oligoden-
drocytes. The oligodendrocytes are the cells of the verte-
brate CNS that produce myelin sheaths around axons.
While early views of CNS development proposed 
that these cells could arise throughout the CNS, we 
now know that these cells arise from relatively restricted
domains in the ventral regions of the brain, and then
they migrate to the axon tracts throughout the brain
(Figure 4.27). Several years ago, it was discovered that a
specific growth factor, PDGF, is a mitogen for the oligo-
dendrocyte precursors in the spinal cord. Subsequent
work demonstrated that the receptor for this mitogen,
the PDGFa, is specifically expressed in a restricted
domain of the neural tube that gives rise to the oligo-
dendrocytes. It was therefore not too surprising that
when several groups reported cloning oligodendrocyte-
specific transcription factors, Olig1 and Olig2, these
factors were expressed in the same ventral domain as
the PDGF receptor. But what was very surprising was
that the domain of Olig1/2 expression was the same
domain from where motoneurons were arising! How do
the same progenitors make both motoneurons and
oligodendrocytes? The answer lies again in the chang-
ing competence of the progenitors. The cells that express
Olig1 initially also express neurogenin2 (Nrgn2), a tran-
scription factor that is similar to the other proneural
bHLH transcription factors (Kessaris et al., 2001; Zhou et
al., 2001). During the time when the cells in this region of
the spinal cord express both Nrgn2 and Olig1, these pro-
genitors generate motoneurons. During the same time
that these cells are making motoneurons, the zone of
olig1 is dorsal to the zone of Nkx2.2 expression. Later in
development, the zone of Nkx2.2 moves dorsally to
overlap with the Olig1/2 domain, while the Nrgn2
expression domain moves further dorsally and now no

longer overlaps with the Olig1/2 expression domain. At
this point in time, the progenitors that express both
olig1/2 and nkx2.2 now start making oligodendrocytes.
Experimentally misexpressing olig2 along with ngn2
causes the progenitors to produce motoneurons, whereas
misexpressing olig2 and nkx2.2 causes the progenitors
to produce oligodendrocytes. In olig2 knockout mice,
neither oligodendrocytes nor motor neurons develop.

SUMMARY

In this chapter we have looked at the cellular deter-
mination in several different systems and have seen
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common themes such as successive restrictions in
potency and potential as progenitor cells develop and
divide. There is immense variation in the role of
lineage versus environment in neuronal determina-
tion, with the general rule that invertebrates are more
dominated by lineage mechanisms, while vertebrates
are more dominated by diffusible signals and cellular
interactions. Each determination pathway, however,
usually brings its own mix of lineage-dependent and
lineage-independent mechanisms. Of the transcription
factors, bHLH factors of the proneural class help tell
cells to become neurons and are antagonized by the
Notch pathway which favors late differentiation of
glia. Homeobox and paired domain transcription

factors are often used to restrict neurons to certain
broad classes linked to their position or coordinates of
origin. Finally, POU, LIM, and ETS domain transcrip-
tion factors may restrict cellular phenotypes even
further. Of the signaling molecules, we find a particu-
larly important role for the Notch pathway, but also
important roles for BMPs, FGFs, and Hedgehog pro-
teins. The last phases of determination involve each
neuron interacting with its synaptic targets, which
may provide the final differentiative signals for the
maturing neuron. At the end of this process, the
neuron becomes an individual cell with its own bio-
chemical and morphological properties and its unique
set of synaptic inputs and outputs.
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Newborn neurons send out processes, threadlike
axons that carry information to target cells and den-
dritic processes that receive inputs from other neurons.
Some neurons, local interneurons, have short axons
and make connections to cells in their immediate vicin-
ity, while others, projection neurons, send long axons
to distant targets. There is tremendous divergence and
convergence of wiring. On the sensory side, peripheral
neurons send axons into the CNS where they usually
diverge to project to several distinct targets. Each of
these targets contains neurons that also diverge to
various targets of their own, and so on. Tracing path-
ways from the motor side backwards yields a similar
complexity in convergence, with each motor neuron
being innervated by many presynaptic neurons, and
each of these having its own multitude of inputs. Thus,
with thousands of target nuclei and billions of axons,
the interweaving of axonal pathways is a remarkably
complex tapestry. When looking at an adult brain, it is
difficult to imagine how the precise patterns of con-
nections were ever made. However, by looking at early
embryonic brains, there is the possibility of seeing 
the very first axons on their way (Wilson et al., 1990;
Ross et al., 1992; Easter et al., 1994) (Figure 5.1). These
pioneer axons navigate in a simpler environment. But
as the brain matures, more axons are added, and the
weave becomes more intricate. As these later axons
navigate, they are aided by pathways laid down by
earlier axons. In this way, the rich tapestry of the brain
wiring is accomplished by successive addition of new
fibers that add complexity in a stepwise fashion.

An illustrative example of pioneer axonal naviga-
tion is that of the sensory neurons that arise in the
distal part of a grasshopper leg (Keshishian and
Bentley, 1983a, b, c). These cells, called Ti’s, pioneer the
tract that later developing sensory axons will follow to
their targets in the central nervous system. If these Ti

pioneers are ablated with a laser, then the later axons
cannot find their way into the CNS. But how do the
Ti’s find their way in the first place? Part of the answer
is that the Ti’s use local cues on their journey. Spaced
at short distances from one another are a series of well-
spaced “guidepost” cells for which the Ti growth cones
show a particular affinity (Caudy and Bentley, 1986).
The distances between guideposts are small enough
that a growth cone can reach out to a new guidepost
while still contacting the previous one. Ti axons thus
use these guidepost cells as stepping-stones into the
CNS (Figure 5.2). Some of the guideposts are critical
for pathfinding because when they are obliterated 
with a laser microbeam, the Ti axons get stuck and 
are unable to make it from one segment to the next
(Bentley and Caudy, 1983).

An important insight into axonal navigation came
from a simple experiment performed by Hibbard
(Hibbard, 1965). He rotated a piece of the embryonic
salamander hindbrain. In this tissue there are a pair of
giant neurons called Mauthner cells that are respon-
sible for rapid escape response. These neurons send
large diameter axons, easily visible with silver stain-
ing, caudally down the spinal cord. In the rotated piece
of hindbrain, Hibbard saw the axons of Mauthner cells
initially grew rostrally instead of caudally, as though
they were guided by local cues within the transplant.
However, when the axons of these rotated neurons
reached the rostral boundary of the transplant and
entered unrotated neural tissue, they made dramatic
U-turns and headed caudally down toward the spinal
cord. This proved that axon navigation relies on cues
provided by the external environment and is not just
an intrinsic program of directions (Figure 5.3).

The axon of a projection neuron makes a journey to
connect to its distant target much like a driver makes
a journey from a particular address in one populated
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FIGURE 5.1 The increasing complexity of fiber tracts in the developing vertebrate brain. Antibodies
against axons in the embryonic zebrafish brain at successive stages of development over the course of just
20 hours reveal that a variety of new axons are added at each stage. (After Wilson et al., 1990; Ross et al.,
1992)
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FIGURE 5.2 The growth of the Ti1 pioneers is aided by guidepost or stepping stone cells. A. A gras-
shopper embryo showing the developing legs. B. The Ti1 pioneers in black reach from one of the guidepost
neurons to the next, successively contacting Fe1, Tr1, and Cx1 on their way to the CNS. C. When the Cx1
cells are ablated, the Ti1 cells lose their way and do not cross into the coxal segment of the embryonic leg.
(After Bentley and Caudy, 1983)



city to another address in another city (Figure 5.4). As
he or she pulls out from home on a particular street,
the driver knows which turns to make, which roads to
get on, the signs to follow, what to avoid, which exits
to take, and how to recognize and stop at the correct
destination. Unlike humans, most axons make these
long journeys without errors. Growing axons are able
to recognize various molecules on the surfaces of other
axons and cells, and to use these molecules as cues to
navigate the sometimes circuitous pathways to their
particular destinations. They can also respond to dif-
fusible molecules such as morphogens (see Chapter 
2) that percolate through the embryonic brain and
provide cues about overall orientation. They also need

motor abilities, as they must be able to move forward,
make turns, and put on the brakes when they reach
their target. They may also need to integrate informa-
tion, for cues that have a particular significance during
an early phase of their journey may have a different
significance later on in the context of other signals, or
they may need to adapt their responsiveness so that
they remain sensitive as background levels of particu-
lar guidance cues change. These functions, the sensory,
the motor, the integrative and the adaptive, are all con-
tained within the specialized tip of a growing axon,
called the growth cone. That growth cones are capable
of all these functions is demonstrated in experiments
in which growth cones surgically isolated from their
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cell bodies continue to grow (Bray et al., 1978) and
even navigate correctly (Harris et al., 1987) (Figure 5.5).

THE GROWTH CONE

Growth cones were recognized more than a
hundred years ago by the famous Spanish neuro-
anatomist, Ramon y Cajal, as expansions at the tips of
axons in fixed embryonic material. He imagined the
growth cone as a sort of soft battering ram that extend-
ing axons used to force their way through the packed
cells of the embryonic brain (Ramon y Cajal, 1890)
(Figure 5.6A). In 1910, Ross Harrison took pieces 
of embryonic neural tube and put them into tissue
culture where he saw axons tipped with growth cones
growing live across a microscope slide (Harrison,
1910). He was astounded to see the growth cones move
and wiggle in real time. They seemed to feel their way
along the surface, sending out long, thin filopodia and
forming veils between the filopodia (Figure 5.6B). In

the 1930s, Speidel observed growth cones live in vivo
at the ends of growing sensory axons in the trans-
parent growing tail fin of a frog (Speidel, 1941). He 
followed single-growth cones over days, even weeks,
and he watched how they responded to obstacles 
and injuries. He was impressed with the ability of
these growth cones to change directions, branch, and
respond to stimulation. Speidel described the growth
rates as high as 40mm/hr (Figure 5.6C). Such growth
cones in vivo advanced in an amoeboid fashion and
showed a number of delicate transient processes, con-
sistent with Harrison’s earlier in vitro observations.

Growth cones assume several morphologies and
may travel at different speeds as they navigate through
different parts of their pathways (Tosney and
Landmesser, 1985; Bovolenta and Mason, 1987).
Pioneer axons that are growing straight ahead have
more traditional growth cones with several active
filopodia and a few lamellipodia. The growth cones of
follower axons that grow along earlier pioneer axons
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FIGURE 5.4 An axon growing to its target (A) is like a driver
navigating through city streets (B). See text for details.
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are generally simple and more bullet-shaped with few
filopodia (Figure 5.7A). Growth cones get particularly
complex, when they arrive choice points along the
pathway (Figure 5.7B). Upon reaching an appropriate
target of innervation, growth cones once again alter
their shape. They display thin and highly branched
terminals (Harris et al., 1987; Halpern et al., 1991)
(Figure 5.7C). Static observations from fixed tissue
provide neither the rate of growth nor the sampling
strategy that growth cones employ as they make 
decisions. While Cajal’s remarkable visual memory
and artistry allowed him to produce accurate draw-
ings of growth cones nearly a century ago, simple
video microscopy systems now permit most laborato-
ries to view and measure the growing axon.

Over the past 20 years, the standard compound
microscope has been embellished with a number of
technical wonders. These advances include low light-
sensitive video cameras, scanning laser illumination,
and specialized image processing software. Coupled
with the recent introduction of fluorescent labels that
are rapidly transported along living axons, one is now
able to produce time-lapse movies of process out-
growth and innervation (Glover et al., 1986; Honig and
Hume, 1986; Harris et al., 1987). Vital fluorescent dyes
are commonly used to observe living processes. 
The lipophilic dyes, DiI and DiO, intercalate into the
neuron membrane and diffuse rapidly down axonal
processes; they are then visualized with epifluorescent
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FIGURE 5.7 The different shapes of a growth cone. A. Growth
cones that are fasciculating with other axons tend to be simple and
have few filopodia. B. Growth cones at choice points are complex
with filopodia and lamellipodia. C. Growth cones in the target
region become even more complex and sprout backbranches along
the axon shaft. D. Speed versus location plot for retinal axons in
Xenopus embryos. They grow at about 60 mm/hr along the optic
tract. When they arrive at the tectum, they slow down dramatically.

illumination. Fluorescent proteins of different colors
such as Green Fluorescent Protein, (GFP), RFP (Red),
and YFP (Yellow) are engineered variants of natural
proteins found in certain types of jellyfish. When a
growing neuron is transfected with such a GFP gene,
it creates its own fluorescent protein. By genetically



engineering chimeric genes, combining GFP with a
protein potentially involved in axon growth, one can
test the effect of misexpressing the protein of interest
in live axons. By putting the GFP gene under the
control of a promoter that is active in a subset of devel-
oping nerve cells in a transgenic animal, it is possible
to monitor a whole class of growing axons. One
problem, often encountered in thick specimens, is the
excessive level of out-of-focus fluorescence. Confocal
microscopes overcome this obstacle and allow one to
observe sharp fluorescent images in a limited depth 
of field (0.5–1.5 mm), called optical sectioning. This is
accomplished by scanning a focused laser beam across
the specimen in a point-by-point fashion. The emitted
light from each “point” is acquired and used to recon-
struct an image of the specimen. Using a combination
of these techniques, it has become possible to watch
axons grow out and innervate their target in the CNS
of live embryos (Figure 5.8).

As growth cones crawl forward, they leave axons
behind. This means that new material must be continu-
ally incorporated into the axon. In culture, when a par-
ticle is attached to a growing axon, it remains relatively
stationary compared to the distal tip of the axon. This
suggests that this new material is assembled distally, at
the growth cone. Indeed, new glycoproteins are added
preferentially at the distal tips of axons in the growth
cone region (Hollenbeck and Bray, 1987). The incorpo-
ration of this new material is calcium dependent, 
suggesting that membrane is added by the calcium-
mediated fusion of internal vesicles to the growth
cone’s surface. The addition of cytoskeletal compo-
nents also takes place primarily at the tip of the growing
process. This was shown by labeling neurons with fluo-
rescent tubulin and actin, and then illuminating part of

the axon with a bright spot to bleach the fluorescence at
a particular location (Figure 5.9). The result is that the
bleached spot stays relatively still as the growth cone
continues to advance, suggesting that these compo-
nents are assembled distally. If one looks carefully at the
middle of the axon, however, it is possible to see that
there is also forward transport of some assembled
microtubule fragments as well as cargo moving up and
down the axon. In addition, if two beads are attached
along the shaft of the axon, one notices a growing sepa-
ration between these two markers, suggesting that
some membrane is also added along the axon. Such,
transport and interstitial growth is crucial as the brain
or body enlarges after initial connections are made.

THE DYNAMIC CYTOSKELETON

If we want to know how a growth cones navigates,
we have to understand how it moves, and this means
looking into its dynamic cytoskeleton. The cytoskele-
ton of a growth cone is filled with molecules that 
are involved in cell movements (Heidemann, 1996;
Letourneau, 1996; Dent and Gertler, 2003; Gordon-
Weeks, 2004). The two most important elements are the
microtubules that extend along the axon and splay out
in the central domain, C-domain, of the growth cone,
and the actin fibers, which are more prominent in the
peripheral, P-domain (Figure 5.10). In the P-domain,
actin forms the basic cytoskeleton of the lamellipodia,
the veils between filopodia, and the filopodia them-
selves, which are filled with thick bundles of actin.
Many other cytoskeletal-associated proteins in the
growth cones do a variety of jobs such as anchoring
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FIGURE 5.8 Time-lapse images of two GFP-expressing retinal axons growing in the optic tract of a
Xenopus brain. The images on the left are successive time points spaced about 20 minutes apart showing the
two elongating axons, tipped with growth cones, rearranging their relative positions in the optic tract. The
image in the top right shows the initial branching of the same two axons in the tectum, the target structure
for these axons. The image at the bottom right is a low-power view of the preparation at the beginning and
at the end of the time-lapse. (Courtesy of Sonia Witte and Christine Holt)



Raymond, 1986) (Figure 5.12A). In the amphibian
brain, retinal axons must make a posterior turn in the
diencephalon to get to their targets in the midbrain. If
these growing axons are treated with cytochalasin,
they grow past the turning point (Chien et al., 1993)
(Figure 5.12B). Thus, actin filaments are critical for
growth cone navigation.

The actin filaments in filopodia are bundled and ori-
ented so that their fast-growing barbed or plus ends
are pointing away from the growth cone center out
toward the periphery. Time-lapse observations in
tissue culture show that, as the growth cone advances,
the filopodia move backward from their base and
shorten. The filopodia generate tension against the
bulk of the growth cone, which they thus pull forward.
This tension can be observed in culture, for when a
single filopodium from a growth cone contacts another
axon lying in its path, that filopodium can pull the
axon toward the advancing growth cone like someone
pulling the string on an arrow (Bray, 1979) (Figure
5.13). Similarly, a single filopodium that makes contact
with a more adhesive substrate in tissue culture is able
to steer the entire growth cone by pulling it toward the
attachment point (Letourneau, 1996). The importance
of single filopodia in directing growth cones in vivo
has been demonstrated in the Ti1 pioneer axons of the
grasshopper limb. Here it can be seen that when a
single filopodium makes contact with a guidepost cell,
then it attaches firmly while other filopodia retract
(O’Connor et al., 1990) (Figure 5.13).

How is filopodial tension generated? The clutch
hypothesis, formulated by Mitchison and Kirschner
(1988) suggests that actin filaments become anchored
to the substrate, engaging the clutch across the mem-
brane though adhesion complexes. These actin fila-
ments are then pulled centrally, probably by myosin
molecules located at the base of filopodia (Figure 5.13).
Indeed, when myosin function in growth cones is
blocked, forward progress is slowed, while the filopo-
dia themselves tend to lengthen as if a force that pulled
them rearward into the growth cone was attenuated
(Lin et al., 1996).

In culture, growth cones move straight ahead, and
there are approximately equal numbers of filopodia on
the left and right sides. Some conditions cause more
actin polymerization or depolymerization on one side
than the other, leading to an imbalance of filopodial
number and resulting traction force, causing the
growth cone to turn. In fact, this is suspected to be a
main mechanism of growth cone reorientation. Indeed,
if actin filaments are destabilized on one side of the
growth by using a depolymerizing agent locally, the
axon will turn in the other direction (Figure 5.14A)
(Yuan et al., 2003). When a single filopodium is
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actin and microtubules to the cell membrane, to each
other, and to other cytoskeletal components such as the
molecular motors that generate force (Figure 5.11).

Drugs such as the actin-depolymerizing agent,
cytochalasin, have been used to investigate the func-
tions of actin in the growth cone. Treatment of growth
cones with such drugs prevents filopodia formation,
and such growth cones slow down dramatically,
showing that actin-rich fibers are important for the
forward progress of a growth cone. Cytochalasin-
treated growth cones do not steer properly and usually
lose their way in the developing organism. Thus, when
the Ti1 pioneer neuron in the grasshopper limb is
treated with cytochalasin, its axon meanders off course
and often does not make the turns necessary to grow
to its targets in the CNS (Bentley and Toroian-
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FIGURE 5.10 Views of an Aplysia growth cone. A. Namarski image showing the growth cone. The 
bulging central domain and the thin peripheral domain containing actin cables are visible. B. Labeling the
actin filaments with a fluorescent probe reveals they are concentrated in the peripheral domain and the filopo-
dia. C. Labeling the microtubules reveals that these structures are in the central domain. D. Pseudo-colored
merged image of actin filaments (red) and microtubules (green). (From Paul Forscher)

detached from the surface of a culture dish using a fine
glass needle, the growth cone snaps into a new direc-
tion that is consistent with the tension exerted by the
remaining filopodia (Wessells and Nuttall, 1978). 

Microtubules are the other main cytoskeletal ele-
ments of the growth cone. Pools of unassembled

tubulin are concentrated in the growth cone, which 
is the most sensitive part of the axon to the effects 
of microtubule depolymerizing agents such as
nocodozole (Brown et al., 1992). Natural microtubule
stabilizing proteins, such as Tau, are also highly con-
centrated near the growth cone, suggesting that this is



where unpolymerized tubulin is fashioned into micro-
tubules and stabilized. Microtubules run straight and
parallel inside of the axon, but when they enter the
base of the growth cone, they splay out and bend like
soft spokes and sometimes appear as broken frag-
ments (Figure 5.10). Like the actin filaments in the
filopodia, the microtubules of the axons have a “plus”
end where polymerization takes place, and this is posi-
tioned at the growing tip. The fact that axons treated
with cytochalasin B continue to grow, albeit slowly, is
probably due to the distal growth of microtubules, as
depolymerization of microtubules inhibits axon elon-
gation completely (Marsh and Letourneau, 1984). The
control of microtubule assembly is partially controlled
by post-translational modifications that affect their 
stability. A carboxyl terminal tyrosine is added to a-
tubulin by the enzyme, tubulin tyrosine ligase, inside
of the growth cone. The tyrosinated form of tubulin is
quite dynamic and sensitive to depolymerizing agents.
In contrast, tubulin loses the tyrosine group and
becomes acetylated instead when it enters the axon,
making axonal microtubules more stable (Brown et al.,
1992). Dynamic microtubules in the growth cones can
rapidly polymerize and extend transiently into the 
P-zone. Dynamic microtubules can also go through
catastrophes, that is, rapid disassembly. This dynamic
instability of the tyrosinated microtubules is critical 
for normal growth cone motility. If the dynamics 
are altered with a reagent like taxol which stabilizes
microtubules growth cones advance more slowly 

and become incapable of turning (Williamson et al.,
1996).

Experiments on the local microtubule dynamics
show that microtubules may be involved in growth
cone turning in a similar way to actin (Figure 5.14).
Thus, if the microtubule stabilizing agent taxol is deliv-
ered on one side of a growth cone, the growth cone will
turn in that direction, while if a depolymerizing agent
such as nocodazole is delivered to one side, the growth
cone will turn the other way (Buck and Zheng, 2002).
The similarity of the results with actin and microtubule
destabilizers means that each of these cytoskeletal ele-
ments may be able to work independently to produce
turning or that actin and microtubules interact in ways
that are critical for proper growth cone navigation. The
actin fibers at the periphery may restrict the dynamic
microtubules from invading peripheral domains. It is
thought that the myosin-driven retrograde flow of actin
at the leading edges bends and breaks the dynamic
microtubules and thus keeps many of them from suc-
cessfully invading the P-domain. But dynamic micro-
tubules continue to polymerize and probe the P-domain,
as though they were trying to get a foothold. There is
evidence that those microtubules that do successfully
invade the peripheral domain become associated with
actin bundles in a filopodium (Zhou and Cohan, 2004).
Such interactions then lead to the stabilization of the
both the microtubules and the actin bundles.

The keys to making the growth cone cytoskeleton
dynamic in this way are the numerous proteins that are
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turn, and most axons miss the tectum (bottom). (After Bentley and Toroian-Raymond, 1986; Chien et al., 1993)



associated with microtubules and actin. Several micro-
tubule-associated proteins (MAPs) are found in
growing neurites, and these proteins may regulate the
growth process. Some MAPs seem to be involved in
stabilizing microtubules and inducing them to form
bundles. Different MAPs are differentially localized:
MAP2 is mostly in dendrites, and Tau is in axons. Anti-
sense mediated depletion or knockouts of many of
these MAPs diminish neurite outgrowth (Letourneau,
1996). MAPs may also interact with actin fibers and
cause bundling of F-actin, or cross linking of actin
fibers to microtubules, thus leading to the stabilization
of actin-microtubule complexes. Microtubule destabi-
lizing proteins such as SCG10 and stathmin are also

important for growth cone function. For example,
SCG10 overexpression in growth cones leads to
enhanced dynamic instability of microtubules and
increased neurite outgrowth (Grenningloh et al., 2004).
There is also an array of actin-associated proteins (more
than 50 have been identified) involved in growth cone
function. Cofilin is an actin-binding protein found in
the growth cone that increases the rate of actin dissoci-
ation, working a bit like SCG10 does on increasing
dynamic instability, but on actin filaments rather than
microtubules. Arps promote the branching of actin fil-
aments, and the Ena/Vasp proteins that localize to
filopodial tips act as anticapping agents, encouraging
straight actin filaments to grow at the leading edge

120 5. AXON GROWTH AND GUIDANCE

A

Axon

Filopodium

Filopodium

Microtublues

Myosin

Growth
cone

Axon
before
contact

Laminin

B

C

D

Substrate

Substrate

Substrate

Guidepost
cells

Actin

Actin linked to a
substrate as a clutch

Myosin pulls body
of growth, release clutch

Filopodia grow by adding
actin at tips, engage clutch

FIGURE 5.13 Single filopodia can direct growth cones. A. A single filopodium from a growth cone exerts
tension and pulls on an axon it contacts in culture. B. A single filopodium touches a laminin-coated spot in
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of microtubule invasion becomes the new leading edge. D. In the hypothetical clutch mechanism, myosin at
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and so pulls the main body of the growth cone forward. (After Mitchison and Kirschner, 1988)



(Lanier and Gertler, 2000; Lebrand et al., 2004) (Figure
5.15). All these actin and microtubule-associated pro-
teins and many others have to be regulated properly as
the growth cone navigates, and there are a large and
growing number of identified kinases and phos-
phatases that add and remove phosphate groups from
these proteins, thus activating and inactivating them.
These enzymes are in turn regulated by receptors on
the growth cone surface that sense the substrates and
guidance molecules that the growth cone encounters in
its journey.

WHAT DO GROWTH CONES GROW ON?

Growth cones have the ability to sense their envi-
ronment and make choices based on extracellular
information. These choices are made as the growth
cone passes through a complex environment of chem-
ical factors and physical terrain. On a dried cracked
collagen surface, growing axons often follow the
pattern of the stress fractures (Figure 5.16A). When
tracts or commissures are wounded or experimentally
severed, axons may be physically impeded from
growing as they normally would. In such cases, it is
sometimes possible to provide axons with an artificial
mechanical pathway across the wound (Silver and
Ogawa, 1983) (Figure 5.16B). Mechanical support is
necessary and influential, but axon growth and guid-
ance are based on molecular mechanisms. To discover
these mechanisms, factors are often tested in tissue
culture to see whether they influence the rate and
direction of axonal growth. Many molecules have been
identified in this way, and such studies show that a
single type of growth cone can respond to a variety of
different cues. For example, embryonic spinal neurons
from frog embryos respond to at least a dozen differ-
ent factors tested, and this implies that growth cones
are highly attuned sensory beasts with rich arrays of
receptor molecules to sample various aspects of their
environment. Genetic approaches in Drosophila and
nematodes have led to the identification of many genes
for guidance cues and their receptors, which when 
disrupted lead to growth and pathfinding errors.

When neurons are plated on plain glass or tissue
culture plastic, the cells often attach but rarely put out
long neurites with active growth cones. However,
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FIGURE 5.14 Actin and microtubules steer growth cones. A.
Local depolymerization of actin on one side of a growth cone causes
it to turn the other way. B. Local stabilization of microtubules on one
side of a growth cone causes it to turn toward that side. C. Destabi-
lization of microtubules on one side causes it to turn the other way.
(After Buck and Zheng, 2002; Yuan et al., 2003)

FIGURE 5.15 Image of a growth cone showing actin in green
and Ena/Vasp in red located at the tips of the filopodia where these
proteins act as anticapping agents, preventing the binding of actin
capping proteins and thus encouraging plus end elongation. (From
Lanier and Gertler, 2000)



have been moved proximally, suggesting that axons
readily grow onto more adhesive membranes but will
not onto less adhesive ones (Nardi, 1983).

To measure growth cone attachment to various cell
adhesion molecules, a pipette can be positioned in 
a culture dish containing growing axons, and culture
media can be squirted at the growth cones in an attempt
to “blast” them off the substrate (Figure 5.18). The
longer the growth cone stays attached to the surface, the
stronger its adhesion must be. Neurite growth rate can
then be measured on these same substrates for compar-
ison (Lemmon et al., 1992). Moreover, when axons are
given a choice between pairs of naturally occurring cell
adhesion molecules, they do not necessarily grow pref-
erentially on the more adhesive substrate. Interestingly,
it turns out that the most adhesive substrates, such as
the lectin concanavalin A, are not good supporters of
axon outgrowth. In fact, growth cones tend to get stuck
on such a surface. They seem unable to retract their
filopodia efficiently and thus grow very slowly. Thus,
the ability to detach is just as important as the ability to
attach, and the molecules that have just the right
amount of adhesion, not too little and not too much, are
best able to support axon growth.
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FIGURE 5.16 Axons may follow mechanical pathways. A. The
axons of neurons on a dried collagen matrix growing through the
cracks. B. Axons of the corpus callosum can use an artificial sling to
grow from one side of the brain to the other.
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FIGURE 5.17 Growth cones and adhesion. A. On a very adhe-
sive substrate growth cones are flattened, have lots of filopodia, and
do not move rapidly (top). On a less adhesive substrate, growth
cones are more compact, rounded, have fewer processes, and often
move more quickly. B. Neurites in culture given a choice between
an adhesive and a nonadhesive substrate will tend to follow the
adhesive trails.

when they are plated on polycationic substrates, such
as polylysine, that stick well to negatively charged bio-
logical membranes, the neurons are much more likely
to initiate axonal outgrowth. The growth cones of such
neurons are flattened against the substrate as though
they adhere very strongly to it (Figure 5.17). When
axons are grown on a patterned dish that offers them
the choice between a nonadhesive substrate, versus an
adhesive substrate, the growth cones follow the adhe-
sive trail (Letourneau, 1975; Hammarback et al., 1985)
(Figure 5.17). These findings led to the idea that
growth cones might simply follow gradients of adhe-
sion in the developing organism. In fact, this may be
the case for some neurons. 

In the wing of the moth, sensory axons of the wing
grow in the distal to proximal direction along a basal
lamina of epithelial cells (Nardi and Vernon, 1990).
Examination of this epithelium microscopically shows
that it becomes increasingly complex toward the base.
Transplantation of the epithelium suggests that this
change corresponds to a gradient. Axons readily cross
onto a transplant that has been moved in the proximal
to distal direction, but avoid distal transplants that



Many molecules that are excellent supporters of
axon growth have been isolated from the extracellular
matrix (ECM) (Bixby and Harris, 1991). These factors
were initially purified from culture media that was
conditioned by cells known to support axonal out-
growth. Some of the most abundant proteins in ECM,
such as laminin, fibronectin, vitronectin, and various
forms of collagen, all promote axon outgrowth. Many
of these ECM proteins are large and have many differ-
ent functional domains for cell attachment, for collagen
attachment, and for protein interactions. Different
neurons seem to show a preference for particular ECM
molecules. Vertebrate CNS cells grow particularly well
on laminin, while peripheral neurons often seem to
grow better on fibronectin. In experiments where
retinal neurons are given a choice between laminin and
fibronectin laid down in alternate stripes, retinal axons
clearly prefer laminin, though they will grow on either
substrate if given no choice.

Integrin is a receptor for many different extracellu-
lar matrix proteins, and it is composed of two subunits,
a and b (Figure 5.19). The extracellular matrix mole-
cule that an axon will respond to is largely a matter 
of which integrin molecules are found at the growth

cone as the specificity of integrin for particular ECM
proteins depends on the combination of a and b
subunits that are expressed (McKerracher et al., 1996).
There are 18 different a and 8 different b subunits, 
and it is clear that different tissues, including different
neural tissues, use different subunit combinations. The
a5 subunit is particularly good at binding to fibronec-
tin, while the a6 subunit is better at binding to laminin.
Over the course of development, axons may change
which integrin subunits they express and thus change
their sensitivity to a particular ECM molecule. For
instance, chick retinal ganglion cells express a6 and
grow well on laminin when they are young. As they
mature, they stop expressing this subunit and lose their
ability to respond to laminin just as their axons make
contact with the tectum (Cohen and Johnson, 1991).

WHAT PROVIDES DIRECTIONAL
INFORMATION TO GROWTH CONES?

It has been suggested that four types of molecular
cues influence the direction in which growth cones will
travel (Tessier-Lavigne and Goodman, 1996). These are
divided into short-range and long-range cues, each 
of which may be either attractive or repulsive (Figure
5.20). (1) Contact adhesion: a sudden increase in the
adhesivity of one cellular substrate compared to
another may cause axons to switch pathways; (2)
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FIGURE 5.18 Differential adhesion of growth cones. A. To quan-
titate adhesivity, a measured blast of culture medium is directed at
the growth cone. At a particular time, the growth cone becomes
detached. B. Growth is quantified by axon length increase over an
interval time. C. By using such tests, it can be shown that the class
of gray neurons has a different adhesion profile than the class of red
neurons. (After Lemmon et al., 1992)
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FIGURE 5.19 A few of the classes of adhesion molecules
expressed on the growth cone. Cadherins are calcium-dependent
homophilic adhesion molecules. Some members of the IgG super-
family of cell adhesion molecules, CAMs, can bind homophilically;
others are heterophilic. Integrins composed of various alpha and
beta subunits bind to a variety of different extracellular matrix com-
ponents with distinct affinity profiles.



other cell and vice versa, causing the two cells to
adhere to each other. To test whether a particular CAM
is homophilic, nonadherent cells are transfected 
with the CAM and assayed with respect to whether
they then form aggregates. During outgrowth, axons
expressing the same CAMs often fasciculate with one
another. Thus, single pioneer axons may use a specific
CAM to guide the follower axons that express the
same CAM, and these axons can attract the fascicula-
tion of still later axons of the same type. In this way,
pioneer axons can become the founders for large
axonal tracts within the CNS.

Monoclonal antibodies raised against axonal mem-
branes have been used to search for cell adhesion 
molecules that are expressed on particular fascicles of
fibers during neural pathway formation. Several mol-
ecules were discovered in this manner. Some CAMs
show a particularly restricted expression and result in
very specific defects in axon growth. For example, a
Drosophila CAM, called fasciclinII (FasII), is expressed
on a subset of longitudinal tracts or fascicles in the
CNS (Bastiani et al., 1987). In FasII mutants, axons that
normally express this gene defasciculate, and the lon-
gitudinal tracts in which they run become disorgan-
ized (Grenningloh et al., 1991) (Figure 5.21). When
FasII is transgenically misexpressed on CNS neurons
that would not normally express FasII, their axons
tend to join together abnormally. Another CAM in
Drosophila, called IrreC, is expressed in the optic lobes,
and IrreC mutants show specific miswiring of the optic
pathway (Ramos et al., 1993). The vertebrate homolog
of IrreC has been implicated in the formation of 
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FIGURE 5.20 Short-range (or contact) and long-range attractant
and repellents guide an axon. This axon is pushed from the left and
pulled from the right by long-range cues, while hemmed in along 
a narrow pathway by contact adhesive and repulsive cues. (After
Tessier-Lavigne and Goodman, 1996)
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FIGURE 5.21 A homophilic mutant in flies. A. In normal
Drosophila embryos, DMP2, MP1, vMP2, and pCC axons fasciculate
in a longitudinal bundle in which all axons express fasII. B. In a fasII
mutant, these axons do not fasciculate normally. (After Grenningloh
et al., 1991)

Contact repulsion: when growth cones bump into cells
with repulsive membrane molecules, they may col-
lapse or turn away and grow in a different direction;
(3) Long-range attraction: growth cones may exhibit
positive chemotaxis behavior to certain diffusible mol-
ecules originating at distant sources and so grow
toward these chemoattractants; and (4) Long-range
repulsion: growth cones may exhibit negative chemo-
taxis to diffusible molecules and so orient away from
the sources of such factors. In the following sections,
we will introduce many of the specific guidance cues
that work according to these basic mechanisms. In
many systems, it has become clear that growth cones
respond to a combination of these cues, and the molec-
ular directional signaling can become quite complex.

CELL ADHESION AND 
LABELED PATHWAYS

Growth cones, in addition to using ECM, make
contact with the membranes of other cells and axons.
In this, they are supported by a set of cell adhesion
molecules (CAMs) (Walsh and Doherty, 1997). There
are a host of such molecules, and they come in several
classes (Figure 5.19). The most prominent class is the
IgG superfamily. Members of this class have extracel-
lular repeat domains similar to those found in anti-
bodies, reflecting perhaps an ancient adhesive function
for the IgG superfamily. Another class is the calcium-
dependent cadherins. One property that many CAMs
share is their ability to bind homophilically.
Homophilic binding means that proteins of the same
type bind to each other. Thus, if two cells express the
same homophilic CAM on their surfaces, the CAM on
the one cell will act as receptor for the CAM on the



specific tracts in the spinal cord and cerebellum. 
In mammals, limbic-associated membrane protein,
LAMP, is an IgCAM expressed by neurons throughout
the limbic system, a cortical and subcortical area of the
brain that functions in emotion and memory (Horton
and Levitt, 1988). Administration of LAMP antibodies
to developing mouse brains results in abnormal
growth of the fiber projections in the limbic system,
suggesting that LAMP is an essential recognition mol-
ecule for the formation of limbic connections (Pimenta
et al., 1995). LAMP has three IgG domains, and these
domains appear to participate in different ways to
enhance local wiring. LAMP enhances neurite out-
growth through homophilic interactions with other
neurons in the limbic circuit using the first of its IgG
domains, but inhibits neurite outgrowth of non-
LAMP-expressing neurons using heterophilic interac-
tions involving the second IgG domain (Eagleson et al.,
2003). The function of the third domain is not known.

Neural cell adhesion molecule (NCAM), the earliest
identified of the CAMs, appears to be expressed on all
vertebrate neurons and glia (Edelman, 1984). NCAM
exists in many different forms, some with an intracel-
lular domain that may interact with the cytoskeleton
and some without. The extracellular portion of NCAM
can be highly modified by the addition of carbohy-
drates, particularly sialic acid residues. Nonsialylated
forms are very adhesive compared to the sialylated
forms. In the course of a neuron’s development, there
may be changes in the sialylation state of its NCAM,
thus adjusting its adhesion (Walsh and Doherty, 1997).
For example, developing motor neurons of the chick
grow out of the spinal cord and enter a complicated
plexus region, where they cross in many directions and
eventually segregate into distinct nerve roots leading
to their appropriate muscles. During the time when
these axons are growing in the plexus, the NCAM they
express is highly sialylated. This keeps the axons that
are headed toward different muscles from fasciculat-
ing indiscriminately with one another. If the sialic acid
is digested away with endoneuraminidase (Endo-N),
errors in pathfinding occur in the plexus region, and
motor axons exit into the wrong peripheral nerves
(Tang et al., 1994) (Figure 5.22).

Growing axons respond to a variety of cues as they
navigate, so the loss of just one of these may affect
axon growth and navigation in a limited way. In many
gene deletion studies in Drosophila, there is a signifi-
cant increase in pathfinding errors, but the majority of
axons usually grow along the correct pathway. For
instance, in fasII mutants mentioned above, although
longitudinal tracts are somewhat defasciculated, the
axons are still able to grow in the correct directions. In
some CAM knockouts, for instance the NCAM knock-
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out in the mouse, the phenotype is surprisingly subtle,
suggesting that it is just one of a number of molecules
that are used for this purpose. This idea of molecular
redundancy for pathfinding in the developing nervous
system is supported by the finding that sometimes
doubly mutant embryos, which have deletions of more
than one particular adhesion molecule, exhibit severe
axonal growth defects, whereas each of the single
mutants is relatively normal. For example, Drosophila
that lack FasciclinI, a CAM that is expressed in com-
missural fascicles, have a normal looking CNS. To test
whether FasI is part of a redundant system, a series of
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FIGURE 5.22 Homophilic adhesion is regulated by polysialic
acid. A. The brachial plexus region in the chick where motor axons
destined for particular muscles sort out into their correct nerve roots.
B. Higher magnification of the plexus region showing fascicles
breaking up and axons regrouping with other axons. C. After treat-
ment with Endo-N to remove sialic acid residues from N-CAM, the
axons do not defasciculate properly and stay in large fascicles. As a
result, innervation errors are made. (After Tang et al., 1994)



too, there is evidence that some axons use a labeled
pathway mechanism. The tract of the postoptic com-
missure (TPOC), for example, is a pioneering tract for
axons from the pineal. The pineal axons fasciculate
with the TPOC as they turn posteriorly at the bound-
ary between forebrain and midbrain. If the TPOC is
ablated, pineal axons often fail to make the appropri-
ate turn (Chitnis et al., 1992).

Just as you may have to change lines at a subway
stop to reach your final destination, so axons may have
to change pathways. To do so, an axon must change
the CAM on its surface. Such a change in the expres-
sion of particular CAMs has now been seen in a
number of systems at places where axons switch direc-
tions. For example, when axons in the central nervous
system of Drosophila travel on longitudinal tract, they
express FasII, but when they leave the longitudinal
tract and turn onto a horizontal commissure, they stop
expressing FasII and express FasI (Figure 5.24). In
addition to following a scaffold of CAM-expressing
axons, a new axon may also pioneer a new route
during the last leg of its journey and add a new CAM
to help future axons reach the same site. Thus, the
simple scaffold of the first pioneers with a small
number of CAMs becomes increasingly complex as
more axons and more CAMs are added to the network.

Not all CAMs are homophilic. Some are involved 
in heterophilic interactions with other CAMs. For
example, the CAM, TAG-1, which is expressed on com-
missural interneurons of the spinal cord, binds to a dif-
ferent CAM, called NrCAM which is expressed on
glial cells in the floorplate (Stoeckli and Landmesser,
1995). Antibodies to NrCAM can be used to perturb
the heterophilic interaction between these two CAMs,
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FIGURE 5.23 An experiment supporting the labeled pathway
hypothesis. A. In a control embryo, the G growth cone, after cross-
ing the midline, fasciculates with P-axons and not A-axons. B. When
the P-neuron is ablated, the G growth cone stalls and does not 
fasciculate with the A-axons. (After Raper et al., 1984)

double mutants were made with fasI and several other
putative guidance or growth cone function mutants,
each of which also had no striking phenotype on 
its own. One of the double mutants tested showed
pathfinding defects in combination with fasI. This was
the fasI/abl double mutant (Elkins et al., 1990). abl codes
for a tyrosine kinase, which probably functions in a
signal transduction pathway in the growth cone. Since
both genes had to be knocked out to cause axon dis-
orientation, the two genes are probably part of two dis-
tinct molecular pathways, either of which may suffice
for axon guidance. Similarly, in vertebrate tissue
culture, motor axon growth over muscle fibers is not
seriously impaired unless two or more adhesion mol-
ecules are simultaneously disabled (Tomaselli et al.,
1986; Bixby et al., 1987). Axonal growth is such an
important part of building an organism that such fail-
safe molecular mechanisms often operate to help
ensure that the nervous system is properly wired.

Early axon tracts can be thought of as subway lines:
the Orange Line, the Red Line, and the Green Line. As
the pioneer axons grow, they express particular CAMs 
on their surfaces, creating a labeled “line” that other
growth cones can follow. Guidance along previously
pioneered tracts by selective adhesion is referred to 
as the labeled pathways hypothesis (Goodman et al.,
1983). When a new neuron sends out its axon, the
growth cone is able to choose between specific pioneer
axons because it expresses complementary CAMs. Evi-
dence for labeled lines or pathways comes from the
embryonic grasshopper central nervous system. Here,
for example, the axon of the G-neuron extends across
the posterior commissure along a pathway pioneered
by the Q1- and Q2-neurons (Bastiani et al., 1984; Raper
et al., 1984). Once it has crossed, the growth cone of the
G-neuron pauses for a few hours while its filopodia
seem to explore a number of different longitudinal fas-
cicles in the near vicinity. In the electron microscope,
it can be seen that that filopodia from the G-neuron
growth cone preferentially stick to the P-axons of the
A/P-fascicle. The G-growth cone then joins the A/P
fascicle and follows it anteriorly to the brain. If the P-
axons are ablated before the G-growth cone crosses the
midline, the G-growth cone acts confused upon reach-
ing the other side (Figure 5.23). It does not show a high
affinity for any other longitudinal bundle or even the
A-axons. As a result, it often stalls and does not turn
at all. Thus, the P axons seem to have an important
label on their surface that the G growth cone can 
recognize, possibly because of a specific receptor on
the G-cell membrane. Examination of CAM expression
with the electron microscope confirms that specific
CAMS are distributed on the surface of axons in par-
ticular fascicles (Bastiani et al., 1987). In vertebrates,



and the result is that commissural interneurons are
much less likely to cross the floorplate. Instead, they
remain ipsilateral (Stoeckli et al., 1997) (Figure 5.25).

REPULSIVE GUIDANCE

In addition to adhesion molecules and extracellular
matrix molecules that promote axon growth, there 
are factors that do just the opposite. These are the
inhibitory or repulsive factors (Kolodkin, 1996). Tissue
culture experiments have indicated that neural tissue
produces substances that repel some axons. In these
sorts of experiments, the trajectories of axons are
observed when they are cultured in the presence of
tissues they normally avoid. For example, the axons of
dorsal root ganglia (DRG) innervate the dorsal spinal
cord and generally do not enter the ventral regions of
the spinal cord. When these DRGs are grown in tissue
culture alongside pieces of dorsal and ventral spinal
cord, most DRG axons preferentially invade the dorsal
cord and avoid the ventral cord even if they have 
to grow in a circuitous fashion around it (Peterson 
and Crain, 1981) (Figure 5.26A,B). Similar results are

obtained by co-culturing pieces of olfactory bulb with
septum, a medial structure of the forebrain. Axons
from the bulb run laterally in the forebrain appearing
to grow away from the septum. When an explant of
bulb tissue is placed near the explant of septal tissue,
the olfactory axons emerge from the side of the explant
opposite the septum (Pini, 1993) (Figure 5.26C,D).
These data provide indications that a chemorepulsive
mechanism could play a role in axon guidance.

When two explants are co-cultured, there is usually
an intermingling of axons, but in the case of retinal and
sympathetic co-cultures, it is apparent that the axons
avoid one another. Time-lapse video films made of
growth cones from one explant as they approach the
axons of the other show that these growth cones col-
lapse when they make contact with the foreign axon.
They lose their filopodia, retract, and become tem-
porarily paralyzed (Kapfhammer and Raper, 1987a)
(Figure 5.27). Often, after a few minutes, a new growth
cone is formed which advances once more until it
again encounters the unlike axon in its path and again
collapses. These studies demonstrate that just the
briefest contact from a single filopodium is all that is
necessary to elicit this aversive behavior, strongly sug-
gesting that growth cones sense a repulsive signal on
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FIGURE 5.24 CAM changing. A. Two panels showing FasI (top)
and FasII (bottom) distribution in the embryonic CNS of Drosophila
as revealed with specific antibodies. B. Axons express different
CAMs on different segments. A commissural axon in an embryonic
Drosophila CNS. This axon expresses FasII in the longitudinal
pathway to help it fasciculate with other FasII expressing axons in
this pathway, switches to FasI while it is in the commissure and fas-
ciculating with other FasI expressing axons, and then switches back
again to FasII once it has reached the other side. (After Zinn et al.,
1988; Lin et al., 1994; Goodman, 1996)
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FIGURE 5.25 Crossing the midline of the vertebrate spinal 
cord. A. A commissural interneuron sends an axon toward the floor-
plate. B. At higher magnification and with antibodies, we see 
that the growth cone of the commissural neurons expresses the 
heterophilic CAM, TAG1, while the floorplate cells express a 
heterophilic CAM partner, NrCAM. C. In a normal animal, these
commissural axons cross the midline, while in (D) if either TAG1 or
NrCAM function is perturbed with antibodies, the axons do not
cross. (After Stoeckli et al., 1997)



the surface of the other axon. By pairing different types
of explants in such cultures and observing the growth
cone interactions, a variety of different collapsing
activities effective on different types of growth cones
were discovered, showing that there is a rich hetero-
geneity of repulsive interactions between neurons
(Kapfhammer and Raper, 1987b).

Attempts to purify collapsing factors biochemically
were aided by a bioassay in which reconstituted mem-
brane vesicles were added to cultures of axons growing
on laminin substrates. When vesicles enriched in col-
lapsing activity from the CNS were added to cultures,

they caused the immediate collapse and paralysis of all
the sensory ganglion cell growth cones on the plate. A
100kd glycoprotein that could cause growth cone col-
lapse, initially called Collapsin, was eventually puri-
fied sufficiently to obtain a partial protein sequence
(Luo et al., 1993). Through use of the sequence data, 
the gene was obtained. Collapsin turned out to be a
member of a large molecular family, which was then
renamed the semaphorin family owing to the role that
these molecules have in signaling. Collapsin became
known as Sema3A. The first member of the semaphorin
family to be identified in grasshoppers, SemaI, (Kolod-
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FIGURE 5.26 Repulsive guidance. A. The central projections of most DRG axons do not enter the ventral
horn of the spinal cord, but rather make synapses in the dorsal horn. B. When cultured together, DRG neurons
avoid ventral spinal cord explants to grow to dorsal targets. C. The telencephalon shows olfactory tract fibers
originating from the olfactory bulb traveling in the lateral region, far away from the medial septum. D. When
cultured together, olfactory bulb axons travel away from the septum indicating the existence of a diffusible
chemorepellent. E. Surround repulsion. DRG axons outside the spinal cord elongate in a bipolar fashion
between the dermomyotome and the ventral spinal cord and notochord. Many surrounding tissues, includ-
ing the epidermis, the dermomyotome, the floorplate, and the notochord, secrete diffusible repellents. 
F. When placed in a collagen gel between a piece of notochord and dermomyotome, DRG axons extend 
in a bipolar fashion, similar to their pattern in vivo. (After Peterson and Crain, 1981; Pini, 1993; Keynes 
et al., 1997)
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kin et al., 1993), was originally named FasciclinIV
because it is expressed on particular axon fascicles.
Semal is also expressed in stripes near segment borders
on the limb bud epithelium, and antibodies that neu-
tralize SemaI function in the limb allow the Ti1 pio-
neers to cross the segment border, suggesting that this
molecule normally serves a repellent function.

Sema3A is responsible for the repulsive guidance of
DRG axons in the ventral spinal cord, described above.
Sensory neurons that carry information from pain
receptors to the CNS grow into dorsal roots of the
spinal cord and synapse locally with dorsal inter-
neurons, avoiding the more ventral spinal cord. Both
ventral spinal cord and COS cells made to express
Sema3A are able to repel these pain neurons (Messer-
smith et al., 1995) (Figure 5.28). In Sema3A knockout
mice, however, the axons of these neurons enter the
ventral spinal cord. In contrast, afferents from stretch
receptors dive ventrally to synapse on motor neurons
in normal animals and are not repelled by Sema3A.
These results suggest that the family of Semaphorin
signals is specifically arranged in the CNS to repel spe-
cific axons, presumably those that have receptors to
particular family members. The ectoderm, dermomy-
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FIGURE 5.27 Growth cone collapse. A time-lapse series of a
growth cone from a retinal ganglion cell encountering an axon of a
sympathetic axon in culture. Upon first contact, the growth cone
retracts and collapses. (From Kapfhammer and Raper, 1987a)

otome, and notochord, it turns out, also repel DRG
axons (Figure 5.26E, F). If a DRG is placed between a
dermomyotome and a piece of notochord in a collagen
gel, mimicking its in situ position between these
tissues, the result is bipolar axon growth that looks
very much like the in vivo trajectory of these neurons
and suggests that “surround repulsion” may be a key
mechanism for shaping the process trajectories of the
developing neurons (Keynes et al., 1997).

An interesting wrinkle concerning repulsive guid-
ance is that the receptor for this cue must first bind the
repellent molecule before turning away from it. Since
the specificity is often high, this means that the affinity
between the receptor and the repellent molecule is also
strong. This may not be a problem if the repulsive cue
is in the form of a diffusible gradient, but often repel-
lent molecules are attached to cell membranes or the
ECM. In such cases, one might imagine that if the affin-
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FIGURE 5.28 Sema3A is repulsive to pain fibers of the DRG. 
A. A DRG (left) is plated next to a small clump of COS cells (right)
that are transfected with the Sema3A gene. NGF is added to the
medium so that pain fibers grow out. There are few neurites, and
most of these grow away from the COS cells. B. In a control exper-
iment with untransfected COS cells, the DRG puts out neuritis in all
directions. (After Messersmith et al., 1995)



centration of one molecule in a thousand from one side
of the growth cone to the other, making the growth
cone the most sensitive reader of chemical gradients
known in biology. In the case of pipette-based turning
assays, growth cones grow forward at a reasonable
pace and turn toward or away from the pipette without
speeding up, suggesting that these guidance factors
are not simply acting as a general growth-promoting
or inhibiting substances but as a directional cues.
Growth cones that turn toward attractants also send
out more filopodia on the side where the concentration
is higher and fewer filopodia on the other side, and the
opposite is true for diffusible chemorepellents. This
presumably creates differential traction forces toward
the attractant or away from the repellent.

Do axons use similar gradient-based mechanisms of
growth cone guidance in vivo? One of the first exam-
ples of an in vivo gradient attracting axons by chemo-
taxis was that of trigeminal ganglion sensory axons in
the mouse growing to the maxillary pad epithelium at
base of the whiskers. This is the most heavily inner-
vated skin in the entire body. When the maxillary 
pad and trigeminal ganglion are removed and placed
near each other in a three-dimensional collagen gel, 
the trigeminal axons preferentially grow toward the
explant of whisker pad, even when there are compet-
ing target explants of neighboring pieces of epidermis
even closer (Lumsden and Davies, 1986) (Figure 5.30).
Thus, it was hypothesized that the maxillary pad emits
a tropic agent for axon growth. This factor was nick-
named “max factor,” which was later identified as the
combination of BDNF and NT-3 (O’Connor and
Tessier-Lavigne, 1999), two neurotrophins that will be
discussed further in Chapter 7.

ity is high enough, the axon would attach rather than
be repelled. Two mechanisms have been discovered
that appear to resolve this problem. The first is extra-
cellular protein clipping in which the ectodomains of
activated receptors are attacked by metalloproteases
and cleaved, breaking the attachment between the
growth cone and its substrate (Hattori et al., 2000). The
second is endocytosis in which the entire receptor-
ligand complex is internalized into the growth cone
(Zimmer et al., 2003). In each case, the molecular bonds
holding the growth cone to the repellent surface are
neutralized allowing the growth cone to retract.

The repulsive factor responsible for the guidance of
olfactory tract axons away from the septum has been
identified as the vertebrate homolog of a Drosophila
protein called Slit, which is the ligand for Slit receptor,
Robo (Li et al., 1999). The olfactory bulb axons express
Robo, which enables them to sense the Slit. Motor
neurons of the vertebrate spinal cord also express Robo
and grow away from the ventral midline, which
expresses Slit (Brose et al., 1999). The axons of motor
neurons and olfactory bulb neurons also grow away
from cells transfected with Slit in culture. Slit and 
Robo will become more important to us later in the
chapter when we delve further into the issue of
midline crossing.

CHEMOTAXIS, GRADIENTS, 
AND LOCAL INFORMATION

In a process termed chemotaxis, growth cones claw
their way up concentration gradients of diffusible
attractants to their source, or in the case of negative
chemotaxis turn down concentration gradients of
repellents. For chemotaxis to occur, the growth cone
must be positioned in the gradient such that one side
is exposed to a higher level of the factor than the other.
Gradients of different molecules can be experimentally
produced by ejecting solution from the tip of an elec-
trode and allowing the concentration to dissipate as it
spreads out into the tissue culture media. By using this
method, it was demonstrated that chick dorsal root
axons turn toward a source of Nerve Growth Factor
(Figure 5.29) (Gundersen and Barrett, 1979; Zheng 
et al., 1994), although since then a large number of 
molecules have been shown to have activity in such
pipette-based turning assays. These experiments 
indicate that growing processes have a mechanism for
recognizing small concentration differences across a
relatively small distance. Using a controlled gradient
in a collagen gel, Rosoff et al. (2004) have been able to
show that growth cones can sense a difference in con-
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FIGURE 5.29 Growth cones can rely on chemotaxis to orient
their growth. A sensory neuron turns toward a pipette that is eject-
ing nerve growth factor (NGF) and thus producing a diffusible gra-
dient. Each time the pipette is moved, the axon reorients its growth.
(After Gundersen and Barrett, 1979)



A suggestion for a diffusible guidance mechanism
also came from work in nematodes. Here a gene called
unc-6 is expressed at the ventral midline, and unc-6
mutants show the circumferential guidance defects of
certain axons toward the ventral midline (Hedgecock
et al., 1990; Culotti, 1994). Nematodes with a deletion
of the unc-40 gene also show defects in the migration
of neuronal processes toward the ventral midline.
Unlike unc-6 mutants, the unc-40 phenotype is cell
autonomous, with unc-40 being expressed in the nav-
igating axons. This suggests that Unc-40 might be a
receptor for Unc-6. The first diffusible axon attractant
identified turned out to be a homolog of Unc-6. In 
the spinal cord of vertebrates, dorsal commissural
interneurons grow to the ventral midline, cross the
floorplate, and then turn 90° and grow in a longitudi-
nal tract beside the floorplate. Two factors were bio-
chemically purified from embryonic chick brains using
a bioassay for directed outgrowth from commissural
interneurons in explants of dorsal spinal cord. They
were partially sequenced, and the genes encoding
these proteins were pulled out of a cDNA library
(Kennedy et al., 1994; Serafini et al., 1994). They were
called netrin-1 and netrin-2 after the Sanskrit “netr,”
meaning “one who guides.” In the spinal cord netrin-
1 is expressed in the floor plate (Figure 5.31). The
netrins are secreted molecules found largely attached
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FIGURE 5.30 Chemotactic agents from target tissues. Sensory
axons from the trigeminal ganglion heavily innervate the maxillary
pad of the mouse face, the site of the whisker field. When the trigem-
inal ganglion is placed into a three-dimensional collagen gel with
the maxillary pad tissue and another piece of epithelium, the axons
leaving the ganglion grow toward their appropriate target, suggest-
ing that it is releasing a chemotropic agent. (After Lumsden and
Davies, 1986)

to cell membranes, but they are somewhat diffusible
and can clearly reorient growing commissural axons
toward a local source of netrin over a distance of hun-
dreds of microns (Colamarino and Tessier-Lavigne,
1995) (Figure 5.31). In netrin-1 knockout mice, the
dorsal commissural interneurons of the spinal cord do
not grow all the way toward the ventral midline.
Netrins have also been found in Drosophila where they
serve a similar role in guiding commissural axons to
the ventral midline. The sequence of the netrin gene
showed it to be a homolog of the nematode gene unc-
6 (discussed below). In vertebrates, DCC binds netrin,
is expressed in commissural interneurons, and is
essential for the attraction of their axons to the floor-
plate (Keino-Masu et al., 1996). The DCC protein,
which is a transmembrane receptor, is a homolog of the
nematode Unc-40 (Chan et al., 1996). A mutation in the
Drosophila netrin receptor homolog, which is called
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FIGURE 5.31 Dorsal commissural interneurons are attracted by
a gradient of netrin. A. Dorsal commissural interneurons grow
directly to the ventral midline of the spinal cord along a gradient of
netrin that is released by floorplate neurons. B. In collagen gels,
dorsal interneurons are attracted at a distance to the floorplate. 
C. They are also attracted to netrin released from a pellet of COS
cells which have been transfected with the netrin gene. (After
Kennedy et al., 1994)
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FIGURE 5.32 Retinal axons follow local guidance cues in the
neuroepithelium. A. When the tectum is removed, the axons still
grow correctly to the tectum, indicating that the tectum is not the
source of a diffusible attractant. B. A piece of neuroepithelium in
front of the retinal axons is rotated 90° (top). When the retinal axons
enter the rotated piece, they are deflected in the direction of the rota-
tion, but they correct their trajectories when they exit the rotated
piece, showing that these axons pay attention to localized cues
within the epithelium. (After Harris, 1989, and Taylor, 1990)

frazzled, shows similar defects in commissural guid-
ance (Kolodziej et al., 1996). These results suggest a
strongly conserved function of netrins and netrin
receptors in chemoattraction toward the ventral
midline.

Although guidance to a distant target through the
target’s release of a diffusible cue would appear to be
a reasonable way to guide axons to their targets, it
seems that this solution is used rather rarely in the
nervous system, and target tissues do not generally
put out long range attractants. Rather, as we shall see,
axons tend to use a number of intermediate targets and
several distinct local cues on the way to their destina-
tions. The early neuroepithelium is like a patchwork
quilt of various guidance cues that act as attractants
and repellents and operate in context with particular
ECM molecules and CAMs. This rich, detailed molec-
ular array covers the entire developing brain. Axons
read the terrain and respond appropriately. Consistent
with this analogy are the results of various embryonic
perturbations. If the tectum is removed, retinal axons
grow toward the missing tissue, suggesting that optic
axons use these local cues rather than a diffusible
attractant from the tectum as they grow along the optic
tract (Taylor, 1990). If a small piece of the optic tract
neuroepithelium is rotated 90° before the axons enter
it, then they become misoriented when they enter the
rotated transplant (Harris, 1989) (Figure 5.32) and
correct their course of growth when they exit. These
results confirm that the neuroepithelium contains local
information to which growing axons respond and that
they are not simply following gradients of attractants
released by their targets.

As a growth cone migrates through the embryonic
nervous system, it encounters new molecular cues
every 10 to 50 mms or so. How does such a molecularly
complex terrain get established in the neuroepithe-
lium? It appears that the early molecular events that
pattern the embryo play a role in setting up the
domains of these guidance cues. The homeobox genes
that provide segmental identity (see Chapter 1) also
direct the expression of various axon guidance cues,
and pioneer axons are often found at the boundaries
of brain territories that express different homeobox posi-
tional markers. Moreover, axonal tracts in embryonic
brains exhibit unusual patterns when the expression 
of homeobox genes is perturbed (Wilson et al., 1997).
Sometimes the molecules that are involved in the
initial patterning of the nervous system are also used
as cues in pathfinding. We learned in Chapter 2, for
example, that Wnts are expressed in caudal high to
rostral low gradient during gastrulation. The same
Wnt gradient appears to be involved in giving cues to
spinal axons about whether they are traveling toward



or away from the brain (Lyuksyutova et al., 2003)
(Figure 5.33). Shh, which as we have seen participates
in patterning the ventral neural tube, also acts as a
guidance cue at the ventral midline of the spinal cord
(Charron et al., 2003) and at the optic chiasm (Trousse
et al., 2001). Conversely, BMPs that pattern the dorsal
spinal cord are repulsive to the growth cones of dorsal
interneurons that grow away from the dorsal midline
(Augsburger et al., 1999).

THE OPTIC PATHWAY

The optic pathway from the retina to the tectum
presents one of the most complete examples of the
various different kinds of guidance cues that are used
in guiding a single axon from its origin to its target
(Dingwell et al., 2000; Johnson and Harris, 2000).
Retinal axons travel centrifugally from a peripheral
location on the retina toward the optic nerve. When
they get to within about 50 mm of the optic nerve head,
they encounter a high concentration of netrin, which
acts as an attractant for RGC axons (Deiner et al., 1997).
At the optic nerve head on the vitreal surface of the
retina is a layer of the ECM molecule laminin. The
combination of laminin and netrin is repulsive rather
than attractive, and so these retinal axons turn away
from the surface of the retina and dive into the optic
nerve where they travel until they enter the brain near
the chiasm (Hopker et al., 1999). Here they encounter
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the repulsive guidance molecule Slit and the mor-
phogen Shh that also acts as a repellent to RGC axons.
Slit and Shh are expressed anterior and posterior to the
chiasm, but not in the chiasm itself (Erskine et al., 2000;
Trousse et al., 2001). Thus, these molecules corral the
RGC axons into the chiasm proper. Zebrafish mutants
called astray do not have a functional Slit receptor in
their RGCs, and in these mutants fewer RGC axons
find the chiasm, and many get lost when they enter the
brain (Fricke et al., 2001; Hutson and Chien, 2002). At
the chiasm itself, there is a high concentration of
another repulsive guidance molecule called EphrinB.
The RGCs from the ventrotemporal part of the mouse
retina express EphB, the receptor for EphrinB, and so
ventrotemporal retinal axons do not cross the chiasm
but remain ipsilateral while the dorsal and nasal
axons, insensitive to EphrinB, cross the chiasm to the
other side of the brain (Nakagawa et al., 2000; Williams
et al., 2003). Once in the optic tract, retinal axons are
influenced by the repulsive guidance cue Sema3A and
the ECM heparan sulfate so that they are guided
toward the tectum (Walz et al., 1997; Campbell et al.,
2001; Irie et al., 2002). At the front of the tectum, the
RGC axons encounter a sudden drop of FGF, which
signals that they have entered the target area (McFar-
lane et al., 1995). In the target area they encounter
orthogonal gradients of EphrinA and EphrinB that
signify tectal coordinates (see Chapter 6). In the frog
embryo, retinal growth cones encounter all these cues
and several others during their journey of no more
than about 800 mm (Figure 5.34).
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FIGURE 5.33 Local gradients of morphogens can orient axons. A. Commissural interneurons of the spinal
cord, once they cross the ventral midline, grow anteriorly toward the brain, and up the Wnt4 concentration
gradient. B. These axons can be seen well in a filleted preparation grown in culture. The neural tube is sliced
open at the dorsal midline and flattened out. Label is applied to the commissural interneurons. C. Commis-
sural interneurons grow posteriorly if a ball of COS cells expressing Wnt 4 is placed on the posterior side of
such an explant. D. In a fz3 knockout, lacking the Wnt4 receptor, commissural interneurons do not grow
either anteriorly or posteriorly once they cross the midline. (After Lyuksyutova et al., 2003)



THE MIDLINE

A very interesting problem in axonal guidance is
that commissural axons generally only cross the
midline once; they do not return. This seems a bit odd
if the midline has solely an attractive function. This
point is brought home in a Drosophila mutant round-
about (robo). Commissural axons in robo mutants cross
the midline and then recross it at the next commissure.
They do this over and over, sometimes going in circles
(Figure 5.35). Robo is the receptor for a midline repel-
lent Slit, and slit mutants show a similar phenotype.
Interestingly, there is another class of mutant in
Drosophila called commissureless that has the opposite
phenotype (Seeger et al., 1993; Tear et al., 1993). In
these mutants, commissural neurons are unable to
cross the midline and remain ipsilateral (Figure 5.35).
Only axons that cross the midline express commissure-
less; those that do not, never cross the midline. At 
the midline, it appears that Comm binds Robo and
removes it from the growth cone surface into internal
vesicles so that the axons are not repelled by Slit
(Keleman et al., 2002; Myat et al., 2002). Once they
cross the midline, Comm protein levels are reduced
and Robo returns to the surface so the axons do not
recross.

In Drosophila, there are actually three different Robo
genes, and each one has a different affinity for Slit. The
Robo with the highest affinity is expressed on longitu-
dinal fascicles that are farthest away from the ventral
midline, the source of Slit, while the Robo with the
lowest sensitivity to Slit is expressed on axons that
grow right next to the midline. Thus, the particular

form of Robo which an axon expresses determines
where it forms its longitudinal fascicle (Rajagopalan 
et al., 2000; Simpson et al., 2000). Later axons use a
combination of this Robo code, plus the expression 
of a particular homophilic CAM or fasiclin to join their
appropriate fascicle.

Vertebrate commissural interneurons also only
cross the midline once. But here a different mechanism
is at play. Instead of gaining sensitivity to a midline
repellent, they lose sensitivity to the midline attractant,
Netrin. Whole pathway preparations were placed into
culture to show that once these axons had crossed 
the midline, they no longer responded to a source of
netrin, and that if they were exposed to a source of
netrin before they reached the midline, they were no
longer attracted to the midline (Shirasaki et al., 1998).
In addition, Slit at the vertebrate midline activates the
Robo receptor on these axons. Once activated, the
intracellular domain of the Robo receptor binds to 
the intracellular domain of the DCC receptor and
blocks Netrin signaling, and so once these axons have
crossed the midline they only sense the repellent 
activity of Slit and not the attractive activity of Netrin
(Stein and Tessier-Lavigne, 2001).

ATTRACTION AND REPULSION:
DESENSITIZATION AND ADAPTATION

The responses of growth cones to the same cues
may change as axons progress toward their final des-
tinations. We have just seen examples of this at the
ventral midline, which can be considered an interme-
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FIGURE 5.34 Local cues for retinal ganglion cells. A. A photograph of a single retinal ganglion cell
growing toward the tectum. The cell has been filled with a dye for visualization. B. Various guidance cues
that the growth cone of the RGC uses to orient toward its target in the tectum are artificially colored in,
although in close correspondence to the known distribution of these guidance cues. (Courtesy of Christine
Holt)



diate target. These axons must not get stuck where the
Netrin concentration is highest, but should move on
and take the next portion of their journey. One way to
do this is to make an attractant either unattractive or
even downright repulsive. Netrin (or Unc-6) is attrac-
tive for axons that express DCC (or Unc-40). Mutants 
in DCC (or Unc-40) disrupt the migration of axons
toward Netrin (or Unc-6). The unc-5 mutant has the
opposite phenotype. It disrupts dorsal migration
(Culotti, 1994), but the unc-5 phenotype is dependent
on wild-type unc-6 function. Interestingly, when
neurons whose axons normally grow toward the Unc-
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FIGURE 5.35 Midline crossing mutants in Drosophila. A. In
normal flies, many neurons cross the midline once in a commissure
and then travel in longitudinal fascicles on the other side. B. In com-
missureless mutants, the axons do not cross but travel in longitudinal
tracts on the same side. C. In roundabout mutants, the longitudinal
tracts do not form properly because the axons keep crossing back
and forth. (After Seeger et al., 1993)
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FIGURE 5.36 Trochlear motor neurons are repelled by netrin. A.
Trochlear motor neurons arise in the ventral neural tube at the mid-
brain/hindbrain region. They grow away from the ventral midline
to decussate and leave the brain dorsally. B. Trochlear neurons in a
collagen gel explant culture grow away from the floorplate, and C.
from COS cells expressing Netrin. (After Colamarino and Tessier-
Lavigne, 1995)

6 at the ventral midline, are made to misexpress 
Unc-5, these axons now grow dorsally instead, again
depending on the normal expression of Unc-6 to do so.
Unc-5, like Unc-40, codes for a transmembrane protein,
possibly another Unc-6 receptor, but is involved in
chemorepulsion rather than chemoattraction.

This means that Netrins can act as chemorepulsive
agents for neurons that express Unc-5 type receptors
and chemoattractive factors for neurons that express
Unc-40 or DCC-type Netrin receptors. That Netrin 
can act as a long-range chemorepulsive factor in verte-
brates has been demonstrated in trochlear motor
neurons whose axons grow dorsally away from the
ventral midline (Colamarino and Tessier-Lavigne,
1995) (Figure 5.36). In collagen gels, these axons grow
away from explanted floorplate tissues or from cells
transfected with a Netrin-1 expressing gene. The switch
from attraction versus repulsion to Netrin can be medi-
ated by the expression of a different receptor such as



maturing. This intrinsic aging process may also affect
their internal cAMP levels and thus the way an axon
responds to a guidance cue like Netrin. By the time
retinal axons enter the brain, they are no longer
responsive to Netrin (even if they are grown on low
levels of laminin), and by the time they reach the
tectum Netrin is repulsive. This change in responsive-
ness happens in a stage-dependent way even in iso-
lated retina explants where the axons are not exposed
to the optic pathway (Shewan et al., 2002). Another
way that growth cones can change their sensitivity to
a particular guidance cue is to make or degrade pro-
teins that are critical for responding to the cue, such as
a receptor. Retinal growth cones do not “see” Sema3A
in their pathway until they grow along the optic tract.
At early stages of pathway navigation, retinal axons do
not express Neuropilin, the Sema3A receptor, and so
Sema3A is neither attractive nor repulsive to them.
However, by the time these axons have entered the
optic tract, they express Neuropilin and are repelled by
Sema3A (Campbell et al., 2001).

It was initially thought that all proteins in the
growth cone were made in the cell body and shipped
to the growth cone. It now appears that the growth
cone is full of mRNAs, ribosomes, and other transla-
tional machinery, and can respond to guidance cues 
by making new proteins that are involved in growth
and navigation (Campbell and Holt, 2001). Growth
cones also have degradation machinery, including
ubiquinating enzymes and proteosomes (Campbell
and Holt, 2001). Both synthesis and degradation can
be activated in growth cones by guidance cues, and if
either process is experimentally inhibited, a number of
guidance cues become completely ineffective, suggest-
ing that growth cone navigation may depend on 
the local manufacture and degradation of proteins.
mRNAs, such as beta-actin mRNA, which code for
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FIGURE 5.37 cAMP modulates growth cone turning. A. When internal cAMP is high, the growth cone
of embryonic spinal neurons grows toward a source of Netrin, ejected by a pipette. B. When cAMP is phar-
macologically lowered, the same neurons are repelled by Netrin. (After Ming et al., 1997)

Unc-5, but it can also be mediated by DCC alone,
depending on the level of intracellular cAMP (Ming et
al., 1997). When cAMP inside the growth cone is high,
Netrin acts like an attractant to spinal and retinal axons,
but when cAMP is experimentally lowered using drugs
that block adenylate-cyclase, then the response to
Netrin by the very same axons is one of avoidance and
repulsion (Figure 5.37). Similarly, many other attrac-
tants can be switched to repellents by pharmacologi-
cally down-modulating cAMP in growth cones. One
hypothesis for how this works is that the signal from the
guidance receptor catalyses cytoskeletal polymerization/
depolymerization reactions. In high cAMP this reaction
favors polymerization, while in low cAMP it favors
depolymerization (Ming et al., 1997; Song et al., 1997).
Although some guidance cues are primarily modulated
in this way by cAMP, others such as NGF and Sema3A
are modulated by cGMP (Song et al., 1998).

How might this modulation happen in vivo?
Earlier, it was noted that the combination of Netrin and
laminin is repulsive to retinal axons and drives them
from the retinal surface into the optic nerve. Laminin
dramatically reduces the cAMP level in these growth
cones, so that when these retinal axons are grown on
high levels of laminin in vitro, the cAMP level in the
growth cones is low and Netrin is repulsive (Hopker 
et al., 1999). If the cAMP level is artificially raised, retinal
growth cones on laminin are once again attracted to
Netrin. If the same neurons are grown on low levels 
of laminin or fibronectin, cAMP is high in the growth
cone, and Netrin is attractive, but this can be switched
by experimentally lowering cAMP. So it seems that
environmental cues, such as which ECM molecules the
growth cones are most exposed to, can modulate
whether a guidance cue is attractive or repulsive.

As axons grow past intermediate targets, such as 
the optic nerve head, they are also getting older and



proteins that form the growth cone filopodia, are selec-
tively transported to growth cones (Bassell et al., 1998),
a finding that suggests that the concentration of
cytoskeletal components in the growth cone may be
affected by guidance cues. Another way that local
protein synthesis might be involved in guidance is in
the manufacture of new receptors once growth cones
have reached intermediate targets; this would allow
them to become sensitive to new guidance cues on the
next leg of the journey (Brittis et al., 2002).

Various studies have shown that growth cones
adapt to guidance cues. For example, if a growth cone
bumps into an axon with a repulsive guidance cue (as
mentioned above), it will collapse and retract. When it
regrows, it may run into the same axon again and
repeat the collapse to regrowth cycle. However, after
several such cycles, it has been observed that growth
cones generally become desensitized to the collapse-
inducing factor and are able to grow over repulsive
axons (Kapfhammer et al., 1986). In another study,
axons were tested to see how far they would crawl
along a membrane on which there was an increasing
gradient of the repulsive guidance factor, EphrinA.
Axons were started on a platform of different levels of
EphrinA, and those that started on higher concentra-
tions ended up growing the farthest, suggesting that
they had partially adapted to EphrinA (Rosentreter et
al., 1998). Adaptation can be subdivided into two parts,
desensitization followed by resensitization. Recent
work suggests that desensitization involves the inter-
nalization and degradation of receptors to guidance
factors (Piper et al., 2005), while resensitization
involves making new proteins that counteract this
process (Ming et al., 2002; Piper et al., 2005). Growth
cones can thus adjust the levels of the proteins that are
critical for axon navigation. When this is added to the
ability of growth cones to regulate cyclic nucleotides
that can rapidly mediate a switch between attraction
and repulsion, the picture that emerges of the growth
cone is that of a very autonomous machine capable of
continually redefining itself as it navigates through the
embryonic brain.

SIGNAL TRANSDUCTION

Signal transduction in growth cones is the process
by which guidance cues exert their effects on the
dynamic cytoskeleton. Some aspects of signal trans-
duction such as the activation of kinases, phos-
phatases, cyclic nucleotide levels, and protein turnover
have been mentioned in the above sections. CAMs,
integrins, repulsive factors, attractive factors, and

growth factors are received by receptors on the surface
of the growth cone. Many such receptors have intra-
cellular domains that have enzymatic activity when 
an extracellular ligand is bound and are thus able to
amplify the signal (Strittmatter and Fishman, 1991).
For example, the Robo receptor has one kind of intra-
cellular domain that mediates a repulsive response 
to Slit, while the Frazzled receptor (the Drosophila
homolog of DCC) has a different intracellular domain
that mediates attraction to Netrin. The specific action
of these intracellular domains is made clear in experi-
ments where domains are switched, as in Robo-Fraz-
zled fusion proteins (Bashaw and Goodman, 1999),
where the intracellular domain of Frazzled is fused
with the extracellular domain of Robo, the repulsive
Slit receptor, which makes neurons attracted to Slit.
Similarly, neurons expressing Frazzled-Robo fusion
proteins are repelled by netrin.

Receptors that have intracellular tyrosine kinase
(RTKs) or tyrosine phosphatase (RTPs) activity have
been found in abundance on growth cones (Goldberg
and Wu, 1996; Goodman, 1996). An RTK in Drosophila
called derailed is expressed on particular fascicles in the
nervous system, and derailed mutants exhibit striking
pathway errors (Callahan et al., 1995). Derailed
appears to be a receptor for a wingless protein that is
expressed on the posterior commissure and acts as a
repellent to Derailed expressing axons (Yoshikawa et
al., 2003). Some receptors do not possess intracellular
enzymatic domains on their own. However, they may
be able to recruit other RTKs, such as the FGF recep-
tor, to do the work. Thus, there is a CAM binding site
on the FGF receptor, and NCAM binding can stimu-
late phosphorylation of growth cone proteins via FGF
receptor activity (Williams et al., 1994). In addition to
RTKs, some receptors are thought to signal through
cytosolic tyrosine kinases and phosphatases. Among
the nonreceptor tyrosine kinases (NRTK) are src, yes,
and fyn. Neurons from single-gene mouse knockouts
that have no src are specifically unable to grow on the
CAM, L1, while neurons from single-gene knockout
mice that have no fyn are unable to grow on NCAM
(Beggs et al., 1994). A number of RTPs are found pre-
dominantly in growth cones, such as DLAR, which is
expressed in Drosophila motor axons. Mutants in these
genes can also lead to growth and pathfinding defects
(Desai et al., 1996). It is not precisely known what the
critical targets of each of these phosphorylation and
dephosphorylation reactions are in the growth cone 
for any of these pathways, but it is likely that many of
them act on proteins involved in cytoskeletal dynam-
ics. Well known among these are the small GTPases of
the Rho-family (Luo et al., 1997; Dickson, 2001). These
exist in two states: an active GTP bound state and an
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inactive GDP bound state. Rho-family molecules are
involved in various actin rearrangements, which are 
in turn regulated by a host of effector molecules like
the Guanidine Exchange Factors (GEFs) that exchange
GDP for GTP. The best known Rho-family members
are RhoA, Rac1, and Cdc42. RhoA is involved in actin
mediated neurite retraction, while Rac1 and Cdc42
promote filopodia and lamella formation and thus
neurite extension.

Growth cone filopodia are long, motile, and covered
with receptors, so they are able to sample and compare
different parts of their local environment. They also
have a very high surface-to-volume ratio, which can
help convert membrane signals into large changes in
intracellular messengers such as calcium. Filopodia can
show localized transient elevations of intracellular
calcium. These transients reduce filopodial motility. 
By stimulating Ca transients through uncaging in the
filopodia on one side of a growth cone, the growth cone
will turn (Gomez et al., 2001). Experiments in which
calcium is uncaged on one side of a growth cone that is
moving forward generally cause the growth cone to
turn toward the side that has the elevated calcium
(Zheng, 2000). Calcium may also be released from inter-
nal stores in response to a signal from the cell surface or
enter the growth cone through calcium channels, and
may stimulate or inhibit neurite outgrowth. Serotonin,
which stops growth cone advancement in certain
neurons of the snail Heliosoma, appears to work by
increasing calcium levels locally, and stopping behavior
can be elicited using calcium ionophores. In this prepa-
ration, it is possible to cut single filopodia off an active
growth cone and study its behavior in isolation. Such
isolated filopodia react to the application of serotonin
by showing a marked increase in calcium along with a
shortening response (Kater and Mills, 1991), giving an
excellent insight into just how localized sensory and
motor responses in growth cones are. Collapse
responses to some factors are blocked by drugs that
inhibit calcium elevations, whereas in other neurons,
calcium appears to stimulate neurite outgrowth and
growth cones will grow in the direction of agents that
increase intracellular calcium on one side of the neuron
over the other. It is not entirely clear how calcium trig-
gers these responses; a likely possibility is that calcium
stimulates the activity of certain cytoplasmic kinases,
such as CAM kinase II or PKC, which then go on to
affect the cytoskeleton.

GAP-43, a growth-associated protein in axons, is
highly enriched in growth cones of growing and
regenerating axons (Skene et al., 1986). It is an internal
protein that is associated with the cytoplasmic mem-
brane and various cytoskeletal proteins. The function
of GAP-43 has been tested by overexpressing it in cul-

tured neurons and in transgenic mice and by inhibit-
ing its expression. The results show that extra GAP-43
enhances axon outgrowth, while inhibiting GAP-43
compromises growth and leads to stalling (Fishman,
1996). In GAP-43 knockout mice, retinal axons stall
and then take random courses when they reach the
optic chiasm (Strittmatter et al., 1995). When GAP-43
is overexpressed in transgenic mice, exuberant growth
occurs and pathfinding errors are also made. These
results suggest that regulated levels of GAP-43 are
essential for the normal responses of axons to external
cues. The activity of GAP-43 is regulated, in part, by
phosphorylation through PKC and dephosphorylation
through a phosphatase. The phosphorylated form of
GAP-43 seems to stimulate its activity and promote
outgrowth, while the dephosphorylated form is less
active. It is not yet known how GAP-43 regulates axon
growth, but evidence suggests that it directly links the
cytoskeleton with the protrusive membrane of the
growth cone, thus enhancing motility.

Local protein synthesis within the growth cone is
possible because of the presence of mRNAs, which are
targeted and transported to the growth cone, and the
presence of a full complement of protein synthetic
machinery. Similarly, protein endocytosis and degra-
dation machinery, including the ubiquitinating
enzymes that target proteins to the proteasome for
degradation, are present in the growth cone (Campbell
and Holt, 2001). When a guidance molecule stimulates
protein synthesis or degradation, it does so through
MAP kinase pathways. There are several different
MAP kinases, some of which eventually activate a
protein called Target of Rapamycin, mTOR (rapamycin
being a natural toxin of stimulated protein synthesis in
various cell types). TOR is a kinase that phosphory-
lates a protein called eIF4E-BP, a negative regulator 
of the translation initiation factor eIF4E (Campbell 
and Holt, 2001). Other MAP kinases activate specific
ubiquitin ligases that attach ubiquitin molecules to
particular proteins targeting them for degradation. In
fact, it seems likely that there are a variety of down-
stream kinases that regulate different aspects of the
growth cone response when stimulated by a single
guidance cue.

SUMMARY

We began this chapter by comparing axonal naviga-
tion with human navigation. We mentioned the need
for a motor, and we have seen that the growth cone by
virtue of its dynamic cytoskeleton is able to locomote
forward, turn, stop, and even retract. We mentioned the
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BOX 1

A X O N  R E G E N E R AT I O N

In the adult mammalian CNS, axons fail to regenerate
following injury (Ramony Cajal, 1928; Aguayo et al.,
1990). Axons that are cut find it difficult or impossible to
cross the lesion site, and many neuronal cells whose axons
are cut die as the result of the injury. This means that
injuries that break axons in the spinal cord of an adult
human can lead to permanent paraplegia or quadriplegia.
Work on axonal regeneration is therefore of intense
medical interest. The inability of adult central axons 
to regenerate is in stark contrast to the situation in the
peripheral nervous system where regeneration is possible
and the situation in lower vertebrates such as fish and
amphibia. In these animals, for example, retinal ganglion
cells are fully capable of regeneration (Piatt, 1955), and
severing the optic nerve in a salamander, an insult that
would lead to permanent blindness in an adult human, is
followed by the regrowth of these axons and the restora-
tion of vision. The failure of regeneration in the adult
mammalian nervous system is also in contrast to the
ability of the developing nervous system to send out long
axons, and the capacity of central axons to regenerate is
lost during the early stages of mammalian development
(Kalil and Reh, 1982). It is as though there were a con-
nection between evolution and development in the ability
of axons to regenerate central axons. Perhaps the key to
central regeneration is to find a way of making the
damaged tissue act more like it did during the time when
it was developing.

For both intrinsic and extrinsic reasons central neurons
are incapable of regeneration. Let us look at the extrinsic
factors first, because more work has been done on this
aspect of the problem. Several lines of evidence point to
the importance of extrinsic factors. For instance, the axons
that are able to regenerate following a pyramidal tract

lesion in neonatal hamsters or cats grow around the lesion
site and are not able to penetrate the injury site (Bregman
and Goldberger, 1983). Thus, there is thought to be some-
thing inhibitory at the lesion site. The importance of extra-
cellular cues in vivo is clearly illustrated by the ability 
of peripheral nerve grafts to support central axonal
regrowth (Richardson et al., 1980; David and Aguayo,
1981; Aguayo et al., 1990). In a set of classic studies, it was
shown that while transected central axons were unable to
grow within the CNS, they could grow for many cen-
timeters through a sheath of nonneuronal cells that ordi-
narily provide insulation to motor axons in the periphery
(Figure 5.38). Indeed, while embryonic and peripheral
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FIGURE 5.38 Central neurons in spinal tracts do not regrow
long axons after they are transected, but if they are allowed to
innervate a sheath of peripheral nerve, they can regrow over sub-
stantial distances. (After David and Aguayo, 1981)

need for guidance cues, and we have seen a variety of
cues attached to the extracellular matrix and cell sur-
faces, and as diffusive gradients of guidance molecules.
Some of these factors promote growth and adhesion,
and others inhibit growth and adhesion. We suggested
that these various signals had to be integrated and com-
municated to the motor, and we have seen a variety of
intracellular agents in the growth cone that can be regu-
lated in response to external cues and communicated to
the active cytoskeleton. We are, however, still a long
way from understanding how axons grow to their

targets. The molecules mentioned in this chapter are
used only in some neurons, and it is fair to say that for
even the best studied neurons, we understand only
small parts of their navigation, but not their entire
route. Many more guidance factors are known but are
not mentioned in this chapter, and many others remain
to be discovered. Our insights into how these cues reg-
ulate growth and guidance are still in their infancy but
it is possible that these insights will bring us closer to
understanding how to rejuvenate adult neurons so that
they can regenerate.
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BOX 1 (cont’d)

glial cells support neurite outgrowth, adult astrocytes and
oligodendrocytes appear to inhibit neurite outgrowth.
When a central nerve bundle is injured in a mammal, the
axons are usually unable to regrow across the wound and
thereby reestablish connections they had lost. Part of the
problem, it appears, is the invasion of the wound site with
various glia, which produce repulsive cues that the axons
cannot navigate around. By X-irradiating mouse spinal
cords during neonatal development, it was possible to
create mice that are deficient in glial cells. In these
animals, spinal axons regenerated past a transection
point, a behavior that they never display in normal
animals (Schwab and Bartholdi, 1996).

To find the molecular components involved in inhibit-
ing central regeneration, the system was brought into
culture where it was found that CNS neurons stop, and
sometimes collapse, when they touch oligodendrocytes.
Liposomes from these cells and preparations of myelin
were used to identify an inhibitory factor that causes CNS
growth cones to collapse. A monoclonal antibody to this
factor, which is now called Nogo, was then made and
tested in culture for its ability to block the collapsing activ-
ity. In the presence of antibody, axons grew over oligo-
dendrocytes without stopping or collapsing. The antibody
was then tested in vivo, using mice with partially severed
spinal cords. In the presence of Nogo antibodies, many
more axons were able to regenerate beyond the crush than
in control animals, and there was considerable functional
recovery suggesting that Nogo is a critical component of
the failure of spinal regeneration (Schnell and Schwab,
1990; Bregman et al., 1995), although there has been some
debate as to whether knocking out Nogo in mice leads to
enhanced regeneration. The Nogo receptor was identified
and found to be a receptor for other myelin-derived
inhibitory factors such as Myelin Associate Glycoprotein
(MAG), indicating that this receptor may provide an
insight into where the signals that inhibit regeneration
converge (Fournier et al., 2001).

Astrocytes often accumulate around CNS wounds,
forming complex scars. These cells produce an extracel-
lular matrix that is inhibitory to axon regeneration, and
one of the key components of this inhibitory material may
be chondroitin sulfate glycosaminoglycan chains found
on many proteoglycans in the astroglial scar (Asher et al.,
2001). Even when plated on the growth-promoting ECM
component, laminin, spinal neurons stop growing when

they confront a stripe of chondroitin sulfate. In culture,
the inhibitory component can be digested away with
chondroitinase, rendering the matrix more permissive to
axon growth and regeneration. To see if chondroitinase
could be used to treat models of CNS injury in vivo, rats
whose spinal cords had been transected, were treated
locally with the enzyme. Such treatment restored synap-
tic activity below the lesion after electrical stimulation of
corticospinal neurons and promoted functional recovery
of locomotor activity (Bradbury et al., 2002).

It is clear that progress is being made on the extrinsic
factors that inhibit axon regeneration, but there is still the
problem that older central axons simply do not regener-
ate very well even when the conditions are good. Adult
axons can grow for a short distance (<500 mm) in many
central locations (Liu and Chambers, 1958; Raisman and
Field, 1973). The growth of very young neurons does not
appear to be so restricted in an adult nervous system.
Human neuroblasts are able to form long axon pathways
when transplanted into excitotoxin-lesioned adult rat
striatum (Wictorin et al., 1990). Similarly, mouse embry-
onic retinal ganglion cells are able to grow long distances
within the rostral midbrain of neonatal rats and selec-
tively innervate some normal targets (Radel et al., 1990).
Indeed, myelin inhibits regeneration from old but not
young neurons. What do these young axons have that
older axons do not? It was found that the levels of cAMP
in young growth cones are much higher than in older
axons (Cai et al., 2001). By increasing the cAMP levels, one
can turn old neurons into neurons that behave more like
young ones in terms of their regenerative potential (Qiu
et al., 2002). Moreover, the recovery from spinal injury in
neonatal rats is markedly reduced by lowering cAMP
levels.

Another key intrinsic difference between old and
young axons may have to do with protein synthesis. Young
growth cones are full of protein synthetic machinery, but
the axons of older neurons do with less of such machinery.
There appears to be a good correlation between the ability
of a growth cone to make new proteins and its ability to
regenerate in vitro. The challenge now will be to find ways
to crank up the protein synthetic machinery in the growth
cones of damaged CNS neurons to see if this can aid recov-
ery. When considering all these data, it seems that full
recovery after an injury may require a strategy for dealing
with both intrinsic and extrinsic factors.
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BOX 2

T I S S U E  C U LT U R E

The tissue culture technique, a mainstay of all biolog-
ical research in the last century, has continuously em-
braced innovative solutions to address neurobiological
questions (Bunge, 1975; Banker and Goslin, 1991). In fact,
Ross Harrison invented tissue culture to study axon out-
growth (Harrison, 1907, 1910). His original preparations
consisted of pieces of tissue, now termed organotypic cul-
tures. Such cultures may now be obtained from vibratome
sections of neural tissue and grown under conditions that
promote thinning to a monolayer, thus providing greater
access and visibility of individual neurons (Gähwiler et
al., 1991). Slices are attached to a coverglass and placed in
rotating tissue culture tubes (hence the term roller-tube
culture) such that the tissue culture media transiently
washes over them. If one requires a slice of tissue with
somewhat greater depth, then the cultures can be grown
statically at the gas–liquid interface by using tissue
culture plate inserts that provide a porous stage for the
tissue and a reserve of media below (Stoppini et al., 1991).
The relative simplicity of modern organotypic prepara-
tions has resulted in a wealth of data on the interaction
between afferent and target populations, as described in
the text.

In the arena of primary dissociated cell cultures, it has
become feasible to isolate particular cell types. This may
be performed by an immunoselection technique in which
a cell-specific antibody is adsorbed to a plastic Petri dish,
creating a surface on which one cell type will selectively
attach. This approach has led to a 99% pure retinal gan-
glion cell preparation (Barres et al., 1988). A different
means of separating cells relies upon selective pre-
labeling with a fluorescent dye and subsequently per-
forming fluorescent-activated cell sorting (FACS). When
passed through such a device, single cells are sequentially
monitored for fluorescence and then selectively diverted
to a receiver tube if they are labeled. This approach led to
the isolation of retrogradely labeled spinal motor and pre-
ganglionic neurons (Calof and Reichardt, 1984; Clenden-
ing and Hume, 1990). Finally, it is possible to isolate large
and small cell fractions following centrifugation on a
Percoll density gradient, and then further enrich the cells
with a short-duration plating step, which allows the more
adhesive cells (e.g., astrocytes) to be retained on a treated
surface. This approach led to the isolation of a >95% pure
granule cell population from cerebellar tissue (Hatten,

1985). Once specific cell types have been isolated, they
may be mixed together in known ratios, or plated on 
two surfaces that are subsequently grown opposite one
another as a sandwich. This technique allows one to
produce a “feeder layer” of astrocytes on one surface that
promotes survival of low-density neuronal cultures. It
may also allow the experimenter to discriminate between
contact-dependent and contact-independent phenomena.

Having obtained the neurons and glia of interest,
tissue culture offers the opportunity to perform insight-
ful manipulations. For example, it is possible to produce
a nonuniform distribution of growth substrates to test the
role of specific molecules in axon guidance (Letourneau,
1975) or stripes of membranous material as assays for the
identification and characterization of axon guidance
factors (Walter et al., 1987a; Walter et al., 1987b). The tech-
nique has been extended to create gradients of laminin or
neuronal membrane on a surface that subsequently serves
as the tissue culture substrate (McKenna and Raper, 1988;
Baier and Bonhoeffer, 1992). The gradients can be visual-
ized and quantified by including a fluorescent or radioac-
tive marker along with the intended substrate. Gradients
of soluble molecules can be produced in vitro with 
repetitive pulsatile ejection of picoliter volumes from a
micropipette tip into the tissue culture media (Lohof et al.,
1992). The concentration gradient is quantified by eject-
ing a fluorescein-conjugated dextran and measuring the
fluorescent signal at increasing distances from the pipette
tip. Three-dimensional tissue culture is also possible by
embedding neurons or explants in gelatinizing collagen
or mixture of ECM material. Such gels not only provide
a more “realistic” substrate for axons to grow through,
they also allow for the formation of relatively stable gra-
dients of soluble factors that can percolate through the gel
undisturbed by flows and currents that happen when the
experimenter moves the culture dish. It was in such gels
that evidence for diffusible guidance factors released
from targets such as Max Factor and Netrin was first
obtained (Lumsden and Davies, 1986). In such gels, it is
also possible to inject diffusible factors in known quanti-
ties to create designer gradients of particular concentra-
tions and steepnesses. In such designer gradients, it was
possible to show that a growth cone can sense a differ-
ence across its width of one molecule per thousand
(Rosoff et al., 2004).
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BOX 3

D E N D R I T E  F O R M AT I O N

Dendrites, the neuritic processes that are the main
receivers of synaptic input, are perhaps the most distinc-
tive features of neuronal morphology. Dendritic trees
differ from axonal arbors in a variety of ways; the most
obvious being that dendrites have more postsynaptic spe-
cializations while axons have more presynaptic special-
izations. Dendrites also grow somewhat differently 
to axons (McAllister, 2000; Whitford et al., 2002). The
cytoskeleton of a dendrite is also different from that of an
axon, usually having a higher ratio of microtubules to
actin filaments and more rough endoplasmic reticulum
and polyribosomes. Axonal microtubules have their plus
ends pointed distally, while the dendritic microtubules
have a mixture of plus- and minus-ends leading. Micro-
tubule associated proteins are also differentially distrib-
uted in axons and dendrites. For example, MAP2 is
located in dendrites, while tau is located mainly in axons.
Treatment of cultured neurons with antisense constructs
that reduce MAP2 or tau expression have the expected
specific effects on the formation of dendrites or axons,
indicating that these proteins are particularly critical in
the formation or stabilization of these structures (Liu 
et al., 1999; Yu et al., 2000). Certain membrane proteins 
are also differentially distributed among axons and 
dendrites; for instance, transmitter receptors are more
common on dendrites, whereas certain cell adhesion mol-
ecules and GAP-43 are found mainly on axons (Craig and
Banker, 1994). This polarity implies a sorting mechanism,
but the molecular basis of sorting different proteins to 
different neuronal processes is not yet understood. The
initial polarity of neuronal cells in terms of axon versus
dendrite is not yet well understood, although current evi-
dence suggests that this polarity may be controlled by the
same cues, such as Par3, that specify polarity in epithelial
cells and asymmetric cell divisions (Shi et al., 2003).

Hippocampal cells in culture initially put out several
short neurites tipped with small growth cones (Figure
5.39). Initially, all of these processes are identical; for
example, they all have GAP-43 at their tips. Soon,
however, one of these processes begins to extend more
rapidly than the others, and as it does so it gathers axonal
specific markers so soon that only the axon has a GAP-43
tipped growth cone and the other processes begin to
assume dendrite specific markers. Interestingly, if the
emerging axon is selectively cut off, the longest of the
short processes starts to grow faster than the others and
it becomes the axon. Thus, neurons have an axon versus

dendrite polarity that is, to a certain extent, internally 
regulated through a feedback mechanism by which 
the axon inhibits the other neurites from assuming the
axonal identity they would attain by default (Goslin and
Banker, 1989). If at an early stage of polarization when 
all processes are equal, the actin depolymerizing agent
cytochalasin is transiently applied locally to just one
neurite, that neurite will become the axon. If, however,
cytochalasin is applied uniformly to all the neurites, then
surprisingly they all become axons (Bradke and Dotti,
1999). This suggests that actin instability, possibly allow-
ing microtubule invasion, may be a key to the decision 
of a process to become an axon or a dendrite. This model
is supported by direct manipulation of molecules 
that control microtubule stabilization, such as collapsin
response mediator protein (CRMP-2, a MAP) and a GEF

FIGURE 5.39 In tissue culture, a hippocampal neuron begins
by putting out several minor processes that are basically equiv-
alent. One of these, the future axon, then begins to grow faster
than the other process and collects axon-specific components like
GAP43 and tau. After the axon has elongated, dendrites begin to
grow and express dendrite-specific components such as MAP2.
This figure shows three young hippocampal neurons in culture
stained for microtubules (red) and actin (green). At this stage, one
process is elongating while the shorter processes are not yet
definitive dendrites. If at this stage, the emerging axon is cut,
then a minor process, which would have otherwise become a
dendrite, begins to grow more rapidly and becomes the axon.
(From Ruthel and Hollenbeck, 2003)
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called Tiam1 (Kunda et al., 2001; Fukata et al., 2002).
When either of these proteins is overexpressed in a devel-
oping hippocampal cell, all the processes become axons;
when their function is reduced, all the processes become
dendrites. It is thought that these proteins help micro-
tubules invade actin networks. External influences 
also affect the axonal versus dendritic decision perhaps
by affecting these cytoskeletal-associated proteins. For
instance, if a hippocampal cell is plated at the interface
between a laminin and polylysine, the axon almost invari-
ably grows on the laminin substrate.

Dendritic growth-promoting factors can also be found
in the environment. Dendritic outgrowth from mouse 
cortical neurons was specifically enhanced by astrocytes
derived from the forebrain (Le Roux and Reh, 1994).
Similar results were obtained with glial conditioned
medium. Superior cervical ganglion neurons grown in
serum-free medium in the absence of nonneuronal cells
were unipolar and only grew axons. When the same
neurons were exposed to serum, they became multipolar
and developed processes that could be categorized as
dendrites by morphological and antigenic criteria (Bruck-
enstein and Higgins, 1988a,b). Thus, serum contains
factors that stimulate dendritic extension. The bone mor-
phogenetic proteins, BMP2 and BMP6, were subsequently
found to selectively induce the formation of dendrites 
and the expression of microtubule-associated protein-2
(MAP2) in sympathetic neurons in a concentration-
dependent manner (Lein et al., 1995; Guo et al., 1998).
Dermatan sulfate also specifically enhances dendritic
growth. Dendritic retraction occurs in many regions of the
developing brain. Leukemia inhibitory factor (LIF) and
ciliary neurotrophic factor (CNTF) specifically cause den-
dritic retraction in SCG cells (Guo et al., 1997; Guo et al.,
1999). Axon growth is unaffected by these factors. Taken
together, these results suggest the existence of separate
but extensive molecular mechanisms for promoting and
inhibiting dendrite outgrowth that parallel the growth-
promoting and collapsing mechanisms known to be
involved in axonogenesis.

It has been thought that mature dendrite formation is
somehow dependent on the axon making proper connec-
tions to its target. The situation, however, may not be so
one-sided as it seems that dendrites can also “search” for
their inputs (Jan and Jan, 2003). In some cases, growing
dendrites are tipped with dendritic growth cones that
appear as miniature equivalents to axonal growth cones.
Dendritic growth cones express receptors for several
classes of guidance factors and indeed, factors such as

Slits, Netrins, and Semaphorins can influence the growth
of dendrites (Whitford et al., 2002). Interestingly the same
factors that do one thing in axons can do a different thing
in dendrites. For example, Sema3A can attract the apical
dendrites of cortical neurons toward the pial surface,
while the same factor can repel the axons of the same
pyramidal cells.

Even though the final size, shape, and complexity of
the dendritic tree are sensitive to innervation, the dendrite
is able to develop in a largely autonomous fashion. One
of the interesting examples of the independence of den-
dritic growth from innervation is the case of the Purkinje
cells in weaver mutant mice. In these mice, the granule
cells do not migrate properly into the cortex of the cere-
bellum and thus fail to make synapses on the Purkinje
cells. The Purkinje cells nevertheless make a dendritic tree
that, although smaller and less well formed than the trees
of properly innervated Purkinje cells, are still characteris-
tically complex (Bradley and Berry, 1978). The most 
dramatic demonstrations of the ability of neurons in the
absence of synaptic input to produce dendritic trees come
from culture experiments. Conditions have been worked
out in which pyramidal neurons from the hippocampus,
principal neurons of the SCG, and even cerebellar Purk-
inje cells are able to develop a characteristic dendritic tree
in dissociated cell culture.

Each type of neuron has a characteristic dendritic tree.
In some neurons, like the Purkinje cell, the dendritic tree
is enormously complex and supports synaptic input from
thousands of presynaptic fibers. In other neurons, like
some sensory neurons, the dendritic tree is simple, con-
sisting of a single postsynaptic process. In the central
nervous system of a cockroach or a leech, the dendritic
tree of each identified cell has a unique signature branch-
ing pattern recognizable from individual to individual.
What drives these particular morphologies? The Rho
family of GTPases is critical for proper dendritic mor-
phology. These GTPases are key regulators of actin poly-
merization. Cdc42 is required for multiple aspects of
dendritic morphogenesis (Luo, 2000, 2002). For example,
in neurons that are mutant for Cdc42, dendrites are longer
than normal, branch abnormally, and have a reduced
number of spines. Extra activation of RhoA, via experi-
mental expression of a constitutively active form of the
molecule, leads to a dramatic simplification of dendritic
branch patterns. Such experiments suggest that different
Rho family members have distinct roles in regulating 
dendritic morphogenesis. Several transcription factors,
identified in Drosophila, appear to dramatically regulate
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dendrites (Jan and Jan, 2003). The hamlet gene is expressed
in externalsensory neurons that have very simple mono-
polar dendrites, and when these neurons are mutant for
hamlet, their dendritic trees become highly branched so
they look very much like another class of sensory neurons
called multidendritic neurons, which normally do not
express hamlet. Conversely, multidendritic neurons
express high levels of another transcription factor called
cut, which is expressed at low levels in the external
sensory neurons. Overexpression of cut in the latter
causes them to acquire multiple dendrites, while loss 
of cut function in multidendritic neurons causes them to
lose their dendritic complexity. Active axonal inputs are
important for dendrite growth and branching. The com-
plexity of the dendritic tree is, in many systems, propor-
tional to the amount of innervation. Thus, for example,
the dendritic trees of the principal sympathetic neurons

of the superior cervical ganglion (SCG) are larger and
more complex in larger mammals that have more inputs
onto these cells. Moreover, if inputs to the SCG are
reduced or silenced, this causes a concomitant decrease in
the complexity of the dendritic tree that develops (Purves
and Lichtman, 1985; Voyvodic, 1989). Tectal dendrites are
innervated by the axons of RGCs. Time-lapse recordings
of tectal dendrites show that dendritic branches are very
dynamic and can appear or disappear within minutes.
Active visually driven input on these dendrites enhances
their growth in early development through the activation
of NMDA receptors, CAM kinase II and Rho GTPases.
Activity stabilizes dendritic branches at later stages
(Cline, 2001). Many dendritic trees are dynamic through-
out the life of the animal. The plasticity of these branches
in response to experience and neuronal activity will be
discussed in Chapter 9.



As a growth cone nears the end of its journey, it
must find appropriate target cells with which to
synapse. This has to be done with immense accuracy
because a properly functioning nervous system
depends on precise patterns of neural connectivity.
The task seems daunting because the growth cone 
may be confronted with thousands or even millions of
roughly similar cells in the general target area from
which it will have to choose only one or a few as post-
synaptic partners. The process of target selection can
be broken down into a number of conceptual steps
(Holt and Harris, 1998) (Figure 6.1). First, as they near
the target area, axons defasciculate from the tracts or
nerves that they are growing along. Next, they enter
the target area, slow down, and begin searching for
their postsynaptic partners who might also be search-
ing, via dendritic growth, for the axons that will inner-
vate them. As they search, the axon terminals begin to
branch in the target area. Molecular barriers may be
erected around the borders of the target area so that
the incoming axons are corralled until they find the
most suitable partners. In large target areas, there is
often a topographic mapping strategy so that the axon
and its postsynaptic partner can meet at particular
molecular coordinates. Some targets are multilayered,
and it is important for axons to find the appropriate
synaptic layers within the correct topographic region.
Having finally arrived at the correct location, the
growing axons choose particular postsynaptic cells
and perhaps particular dendrites or regions of these
cells.

There is a final phase of target selection, which has
to do with the refinement of connections and is often
based on neuronal activity and dependent on synapse
formation (see Chapter 8). As synapses are formed, the
nervous system can begin to function and test out the
wiring for connections that are misplaced. This func-

tional verification of target selection is used to refine
the connections further so that the end product works
in the real world. The refinement of connections is
dealt with more thoroughly in Chapter 9. The consid-
eration of target selection as the product of a series of
discrete decisions makes it easier to appreciate how
immense precision can be developmentally built into
the nervous system.

DEFASICULATION

In order to enter a target area or to find a target cell
with which to make synapses, it is often first necessary
to exit from a tight bundle. Nerves, tracts, columns,
bundles, and fasciculi often travel past a variety of
potential targets. As they do so, specific axons or
groups of axons peel off of these common pathways,
so that they can enter the target. In the last chapter, we
saw that homophilic adhesion molecules such as N-
CAM and its homologs can cause similar axons to fas-
ciculate together into nerves or tracts in the nervous
system, and so one of the first questions in targeting is
how do axons leave these tracts and nerves? How do
they defasciculate? Changes in cell adhesion seem nec-
essary. In Drosophila, there is a mutant called beaten path
in which motor axons fail to defasciculate from the
main nerve and as a result bypass their targets (Vactor
et al., 1993). The protein encoded by this gene, Beat-1a,
thus seems required for selective defasciculation of
motor axons at these choice points. Indeed, Beat-1a
appears to be an anti-adhesion factor that is secreted
by growth cones (Fambrough and Goodman, 1996).
There are other Beat-family members, such as Beat-Ic,
which are not secreted but are membrane-bound pro-
teins that have pro-adhesive functions (Pipes et al.,
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2001). Interestingly, beaten path embryos are rescued by
reducing the levels of cell adhesion molecules, like
Beat-1c, and thus it is the balance between these pro-
and anti-adhesive functions that regulates whether
particular axons will take the appropriate exits or stay
on the main road (Figure 6.2). Other factors may also
serve to alter the balance, including repulsive guidance
factors such as Semaphorin-1a, which can also cause
axons to branch off the main pathways (Yu et al., 2000).

Branching patterns of nerves are mediated by defas-
ciculation in vertebrates too. One way to reduce 
fasciculation is to secrete an anti-adhesive factor, like
Beat-1a. Another is to post-translationally modify
adhesion molecules before putting them into the mem-

branes. In the previous chapter, we looked at the role
of polysialic acid (PSA) in decreasing the adhesivity of
N-CAM in the nerve plexus, where defasciculation
was necessary to get different motor neurons sorted
into the correct mixed nerves. The relative PSA levels
of L1 and N-CAM are also important in balancing
axon–axon versus axon–muscle adhesion during
target innervation (Landmesser et al., 1990). If PSA
is removed, the result is increased axon fascicula-
tion, reduced nerve branching, and reduced target
innervation.

It seems likely that the targets themselves contribute
to the defasciculation of the axons that will innervate
them. In Drosophila mutants lacking mesoderm, the
main motor nerves form, but motor axons fail to defas-
ciculate from these bundles. Experiments by Landgraf
et al. (1999) have shown that founder myoblasts are 
the source of defasciculation cue(s) and that a single
founder myoblast can trigger the defasciculation of an
entire nerve branch. This suggests that the separate
targets, through the release of possibly different defas-
ciculation factors at different locations, lead to the 
patterned branching of nerves.
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FIGURE 6.1 Conceptual stages of targeting. From top to bottom,
an axon defasciculates in the region of the target. It enters the target
and begins to branch, and is prevented from exiting by a repulsive
border. The axon responds to a topographic gradient that promotes
branching at the correct location. It then selects a particular layer and
finally homes in on particular target cells. (After Holt and Harris,
1998)
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FIGURE 6.2 Defasciculation is regulated by Beat proteins. 
A. Two motor axons growing off the intersegmental nerve (ISN) are
shown, one that branches off the nerve in the region of its target. 
B. In a beat-1a mutant, the motor axon at right does not defascicu-
late. C. The beat-1a mutant phenotype is rescued in a beat-1c mutant
background. D. Model where the axons are fasciculated, integral
membrane beat-1c protein binds the beat receptor. Where the axons
defasciculate, soluble beat-1a binds the receptor, breaking the adhe-
sion. (After Vactor et al., 1993; Fambrough and Goodman, 1996;
Pipes et al., 2001)



TARGET RECOGNITION AND ENTRY

Targets can be internal organs, sensory cells,
muscles, or other neuronal nuclei in CNS or PNS.
What makes these tissues the targets for specific inner-
vation? The sympathetic nervous system, with its
diversity of end organs, provides an excellent oppor-
tunity to study this question. For sympathetic neurons,
neurotrophins are the key to initial innervation. There
are several different neurotrophins, originally named
for their effects on neuronal growth and survival. In
Chapter 7, we will see that the survival of sympathetic
and other neurons is critically dependent on receiving
enough of these target-derived trophic factors.
However, the axons must first enter the targets to gain
access to a supply of the neurotophins, and neu-
rotrophins like NGF have roles in target entry that are
distinct from their roles in survival (Glebova and
Ginty, 2004). Many sympathetic neurons grow along
vasculature to reach their various somatic targets.
These blood vessels are a source of the neurotrophin,
NT-3. In the absence of NT-3, sympathetic cells often
fail to invade their targets (Kuruvilla et al., 2004). Take,
for example, the epidermis of the external ear. It is
innervated by sympathetic neurons, and in NT-3
knockout mice, sympathetic fibers fail to invade the
external ear postnatally. Exogenously administered
NT-3 into the ear rescues the sympathetic innervation
of the mutant mice (ElShamy et al., 1996) (Figure 6.3).

When sympathetic fibers get right into the target
region, they often switch the neurotrophin they are
most interested in from NT-3 to NGF (Kuruvilla et al.,
2004). The pancreas and other internal organs, which
are invaded by different sets of sympathetic fibers,
express NGF, which is critical for target invasion. If
NGF is overexpressed under the control of a beta-cell
specific promoter in the islets of the pancreas in trans-
genic mice, there is a dramatic increase in the inner-
vation of the islets (Hoyle et al., 1993). The role of NGF
in attracting innervation has medical implications. For
example, pancreatic cancer is particularly invasive to
neural tissue, and this may be because it attracts inner-
vation (Schneider et al., 2001). Similarly, pancreatic
transplants may benefit by the local application of
NGF to help attract innervation (Reimer et al., 2003).
A more interesting example of target recognition by
sympathetic axons concerns another neurotrophin,
glial-derived neurotrophic factor (GDNF) (Ledda et
al., 2002). GDNF is recognized by the c-Ret receptor on
the growth cones of innervating axons, and it is also
recognized by a GPI-linked secreted receptor called
GFRal. The peripheral targets of the c-Ret expressing
axons, such as the epidermis, secretes GFRa1, which

captures circulating GDNF and holds it to the target
sites, thus creating a very high level of GDNF right
around the target, which attracts innervation from 
c-Ret expressing axons.

Neurotrophins are also involved in the innervation
neuronal targets by nonsympathetic neurons. A par-
ticularly interesting example is the innervation of 
the inner ear, which includes the vestibular organs of
balance and the cochlear organs of hearing (Ernfors 
et al., 1995), (Figure 6.4). Neurotrophins are first
expressed in the otocyst during the time at which gan-
glion cells with neurotrophin receptors send their
processes toward this structure. Indeed, BDNF may 
be expressed by the hair cells, which are the cellular
targets of this innervation, well before the hair cells
have fully differentiated (Hallbook and Fritzsch, 1997).
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A normal mouse

sympathetic axons invade external earSCG

B NT3 knock out

fibers do not invadeSCG

C NT3 knock out with NT3 injection: Fibers invade again
NT3

SCG

FIGURE 6.3 Some sympathetic neurons use a change in NT-3
expression to innervate their targets in the ear. A. Some SCG neurons
project to and arborize in the pinna of a normal mouse. B. In NT3
knockout mice, these fibers do not invade the pinna. C. Restoration
of targeting by injection of NT3 into the ear. (Adapted from ElShamy
et al., 1996)



NT-3 is also expressed in the developing inner ear, and
all the innervating fibres possess receptors for both
neurotrophins: Trk-B for BDNF and Trk-C for NT-3.
Knockout experiments of the ligands show that BDNF
is necessary for the innervation of the vestibular hair
cells, whereas NT-3 is more important in the innerva-
tion of the cochlear hair cells, for that is where these
factors are most heavily expressed (Fritzsch et al.,
1997). In mice that lack both BDNF and NT-3, or both
TrkB and TrkC, there is a complete loss of innervation
to the inner ear (Fritzsch et al., 1997). Interestingly, if
the BDNF coding sequence is inserted into the NT-3

gene in a transgenic mouse, the result is the expression
of BDNF throughout the inner ear, and all the fibers
that normally innervate the NT-3 rich areas survive
and innervate the cochlea as usual (Tessarollo et al.,
2004). So the neurotrophic factors can substitute for
each other in a way. However, these transgenic mice
show excessive innervation of the cochlea from
neurons that would normally innervate the vestibular
regions, a miswiring that probably occurs because the
changed spatiotemporal expression pattern of BDNF.
This incorrect projection can be enhanced by knocking
out the normal expression of BDNF in the vestibular
region. These results suggest that correct temporal and
spatial pattern of neurotrophin expression may be 
critical for the correct innervation of these inner-ear
targets.

SLOWING DOWN AND BRANCHING

In the previous chapter, we discussed how the
axons of retinal ganglion cells navigate to their targets
in the optic tectum. In this chapter, we discuss how
these axons find their postsynaptic targets within the
tectum. The ability to look at these processes as they
are happening has been important in establishing
some aspects of targeting. For example, time-lapse
observations of fluorescently labeled RGC axons in
Xenopus embryos grow at a rate of about 60um/hr in
the optic tract but slow to about 16um/hr when they
enter the optic tectum (Harris et al., 1987) (Figure 6.5).
Once within the optic tectum, these terminals may
advance in a saltatory, stop and start, manner. Why do
growth cones slow down when they reach tectum?
Retinal axons grow toward their target on a pathway
that is rich in FGF, and this molecule has been found
to promote axonal growth in the tract and in vitro. As
retinal axons enter the tectum, they encounter a
sudden drop in external FGF because the tectum
expresses very little of it (McFarlane et al., 1995).
Therefore, one cue that decreases the growth rate of
retinal axons at the target is a drop in FGF levels. If
excess FGF is added, or if the retinal axons are made
insensitive to FGF, the retinal axons do not respond to
the target and often grow by it, so they may read the
drop in FGF as a target entry signal (McFarlane et al.,
1995; McFarlane et al., 1996; Webber et al., 2003).

As retinal growth cones slow down in the tectum,
time-lapse images show that they also become much
more complex. Branches begin to form, and many of
these arise at some distance behind the axonal tip
(Harris et al., 1987). Thus, axonal arbors are built in a
way that is reminiscent of the way the arbor of a tree
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FIGURE 6.4 Innervation of the inner ear is regulated by BDNF
and NT-3. A. In the-wild-type animal, the vestibulo-cochlear gan-
glion, all of whose neurons express TrkB and TrkC, grow toward the
developing inner ear, which has a vestibular and a cochlear pri-
mordium. As the system develops and the primordia develop into
semicircular canals and a cochlea, the ingrowing axons innervate
both parts of the inner ear. B. In BDNF, NT-3 or TrkB, TrkC double
mutants, the inner ear remains uninnervated. C. In transgenic mice
in which BDNF has been knocked into the NT-3 coding region, the
cochlear region becomes innervated by the vestibular part of the
ganglion. (After Ernfors et al., 1995; Fritzsch et al., 1997; Fritzsch 
et al., 2004; Tessarollo et al., 2004)



develops, with new branches arising along the stems
of older branches. Many of these new branches are not
tipped with growth cones themselves but appear like
worms wriggling out of the parent branch. What
causes axons to branch in this way? The tectum
expresses the repulsive guidance cue Sema3A.
Sema3A, when applied to retinal growth, cones in
vitro, causes them to collapse, but this collapse is tran-
sient, and recovery from collapse is often associated
with branching (Campbell et al., 2001). Thus, Sema3A
may stimulate terminal branching in the tectum. In
addition, the tectum is a source of BDNF, which also
promotes branching of RGC axons. Injection of BDNF

into the optic tectum of live Xenopus laevis tadpoles
increases the branching of RGC terminals, whereas
blocking BDNF reduces axon arborization (Cohen-
Cory and Fraser, 1995). Altering levels of BDNF in the
retina had no effect on RGC branching in the tectum,
indicating that the branch-promoting effects of BDNF
are local on axon terminals (Lom and Cohen-Cory,
1999; Lom et al., 2002).

The sensory neurons of the dorsal root ganglion
(DRG) provide another example of branching. These
axons enter the spinal cord through the dorsal root and
then bifurcate in to grow in the anterior and posterior
directions. Collaterals then sprout from these branches
to innervate the gray matter of the cord (Ozaki and
Snider, 1997). Using an in vitro assay, it was found 
that Slit2 promotes the formation and elongation of
branches in DRG neurons (Wang and Scott, 1999). The
identification of repulsive guidance molecules such as
Slits and Semas, which can control growth cone guid-
ance on the one hand and promote branching on the
other, suggests that there may be a link between re-
pulsion and branching. Indeed, in vitro observations
have indicated that branches form behind the tip of 
the growth cone whenever the growth cone collapses
in response to any collapse-inducing agent, even a
mechanical one (Davenport et al., 1999). These obser-
vations are consistent with the finding that the growth
cones of callosal axons in the cortex pause for many
hours beneath their targets prior to the development
of branches (Kalil et al., 2000). Imaging of dissociated
living cortical neurons shows that wherever a growth
cone undergoes a lengthy pause, and then advances
again, filopodial remnants of the paused growth cone
are left behind on the axon shaft (Szebenyi et al., 1998).
Here, the cytoskeleton of the axon appears more
splayed apart and fragmented, and it is from these
regions that new branches form (Dent and Kalil, 2001)
(Figure 6.6). Such results demonstrate that growth
cone pausing is closely related to axon branching.

BORDER PATROL AND PREVENTION 
OF INAPPROPRIATE TARGETING

Once they have recognized and entered a target
area, slowed down, and started to branch within,
axons may be prevented from exiting the target area
by repulsive cues at the perimeters. Sema3a, which we
discussed in the last chapter, repels the growth cones
of cutaneous sensory neurons. Analysis of knockout
mice supports a critical role for Sema3a as an exclusion
factor confining the peripheral ends of these axons to
the correct target areas of the skin (Taniguchi et al.,
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FIGURE 6.5 Growth cones change when they enter their target
zones. A. Images from a time-lapse movie of a retinal ganglion cell
growing in the optic tract and then crossing (at the dotted line) into
the tectum. The simple growth cone becomes much more complex
and slows down dramatically as it enters the target. B. Tectal inner-
vation by control retinal axons (top) and tectal avoidance by retinal
axons that misexpress a dominant negative FGF receptor. C. Retinal
axons slow down and branch when they reach the tectum in control
animals (top), but when the pathway is exposed to high levels 
of FGF-2, the axons keep going and do not innervate the tectum.
(Adapted from Harris et al., 1987; McFarlane et al., 1995; McFarlane
et al., 1996)



1997). In these mice, axons that are normally restricted
from innervating skin that expresses Sema3a now
enter these territories. Sema3a is also expressed at 
the posterior boundary of the olfactory bulb, where 
it seems to act to restrict olfactory axons to the bulb,
preventing them from entering the telencephalon
(Kobayashi et al., 1997). The repulsive molecule
Ephrin-A5, which we will discuss in more detail below
with respect to topography, reaches its highest con-
centration just posterior to the superior colliculus or
tectum, the target of retinal axons, suggesting that this
ligand may also serve as a factor that confines these
axons to the target. Recent studies show that retinal
axons extend freely beyond the posterior border of 
the superior colliculus in Ephrin-A5 knockout mice
(Frisen et al., 1998).

This raises the question of whether this type of
mechanism is used to help segregate neural circuits
that carry different kinds of information to different,
but nearby, centers of the brain, thus preventing inap-
propriate targeting. Re-innervation and cross-innerva-
tion experiments show that when the normal targets
of axons have been surgically removed, functional
synapses can indeed be made on the wrong targets.
Similarly, when the brain is injured, the normal targets
of some axons may die and nearby regions may
become denervated. In these cases, axons that origi-
nally innervated the injured areas may sprout new
growth cones to invade denervated but inappropriate
targets. To test how promiscuous axons are, and whom
they will synapse with if given the chance, one can 
test a variety of foreign targets with different axonal
populations. For example, to know how determined
retinal ganglion cell axons are to invade a specific
target, one of their normal targets, the visual thalamus,
was left to degenerate by ablating the visual cortex and
a neighboring nonvisual area, the somatosensory thal-
amus, was denervated (Metin and Frost, 1989). In this

case, retinal axons innervated the somatosensory thal-
amus (Figure 6.7). In a similar experiment, retinal gan-
glion cell axons innervated the auditory thalamus (Roe
et al., 1992). The thalamocortical connections have not
been changed and are basically normal in these
animals, giving rise to the weird condition that these
animals process visual information in the somatosen-
sory or auditory cortex, thus perhaps having the con-
scious sensation of feeling or hearing the visual world
(Figure 6.7). Normally, of course, the nuclei of the thal-
amus have modality-specific innervation. The ques-
tion is whether segregation is a result of molecular
barriers that normally separate these brain areas. It is
interesting to note, then, that high levels of Ephrin-A2
and Ephrin-A5 define a distinct border between the
visual and auditory thalamus. If the normal input to
the auditory thalamus is denervated and the visual
thalamus is spared, retinal axons seem happy to
remain in their uninjured normal targets. However,
when this experiment is done in knockout mice that
lack both Ephrin-A2 and Ephrin-A5, there is extensive
rewiring and retinal axons invade and innervate the
deafferented auditory thalamus (Lyckman et al., 2001)
(Figure 6.7). These findings suggest that signals that
induce innervation may compete with barriers, such as
repulsive guidance molecules, that serve to contain
axons within the normal targets.

Border patrol is not the only mechanism for main-
taining appropriate targeting. In cross-innervation
experiments in amphibians, in which extensor motor
nerves are forced to innervate flexor muscles and
flexor motor nerves are forced to innervate extensor
muscles, the animals develop expected inappropriate
motor behaviors after surgery. Interestingly, however,
normal behavior usually recovers after a rather long
period of time. This was first interpreted as the animals
learning to use these muscles in a new way, but
detailed anatomical investigations of these animals

150 6. TARGET SELECTION

A  Pausing growth cone B  Developing branch C  Elongating branch 

P D 

P P D D 

FIGURE 6.6 Axons branch at pause points. A. A growth cone pauses, microtubules splayed. B. The growth
cone moves on but leaves behind it a zone where the cytoskeleton remains somewhat disorganized. C. A
branch forms at this zone. (After Dent and Kalil, 2001)
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EphrinA5 double knockouts. (After Metin and Frost, 1989; Roe et al., 1992; Lyckman et al., 2001)



showed that the crossed nerves, over the course of
time, had managed to uncross themselves and find
their original muscles again (Mark, 1969). Competition
experiments between original and foreign nerves for
the innervation of particular muscles show that the
original nerves always have an advantage (Dennis and
Yip, 1978). Thus axons, although they will innervate
inappropriate denervated targets when their own
targets are unavailable, seem to have a natural prefer-
ence for their own original targets.

TOPOGRAPHIC MAPPING

In many targets there is a topographical relationship
between the position of the innervating neuron and the
position of its terminal arbor in the target field. A good
example is the visual system. RGCs in a particular
position in this retina are maximally stimulated from
a region of the visual world, and these cells send their
axons to a particular region in the tectum. Neurons in
neighboring retinal positions send their projections to
neighboring regions in the tectum. This orderly pro-
jection preserves visual topography in the brain and
provides a neuroanatomical basis for the contiguity of
perceived visual space. Similarly, most central audi-
tory nuclei have a representation of the cochlea’s 
frequency axis. Such maps may be referred to by the
anatomical substrates that they preserve (e.g., retino-
topic, cochleotopic) or by more perceptual terms (e.g.,
visuotopic or tonotopic). Even simple animals like the
nematode, with only 301 neurons, have ordered arrays
of sensory receptors that make somatopically organ-
ized central projections. These help them respond
appropriately to stimuli that strike the animal from 
different directions. There is a second type of neural
map, a computational map, which can be revealed by
recording from neighboring single nerve cells in vivo.
What is represented in such maps is not obvious from
the anatomy of the connections, yet these maps may
also display orderly representations of a physical
parameter. For example, in the auditory system, we
find nuclei that display topography of sound source
location, even though the ear contains only a one-
dimensional array of spiral ganglion cells representing
sound frequency. Such maps are constructed from cells
that extract information and are referred to by the
functional characteristic that they encode (e.g., map of
auditory space) rather than a piece of tissue. There are
also stranger maps, such as maps of smell that we will
discuss below.

What is the developmental basis for the establishing
topographic projections in the nervous system? In the

late 1800s John Langley discovered that superior cervi-
cal ganglion (SCG) neurons mediate reflexes in a topo-
graphic manner (Langley, 1897, 1985). When Langley
stimulated the first or top thoracic root to the ganglion
in the rat, this activated ganglion cells that caused dila-
tion of the pupil. When he stimulated the fourth tho-
racic root to the ganglion, the blood vessels of the ear
constricted. This suggested that there was some sort 
of topographical organization within the SCG. All
reflexes were immediately lost when the preganglionic
nerve to the SCG was cut, but the fibers reinnervated
the SCG in several weeks, as peripheral nerves often do
in mammals, and the autonomic reflexes recovered.
The surprising discovery was that the connections
reformed with such precision that all reflexes were
reestablished accurately (Figure 6.8). This result sug-
gested that individual SCG neurons have some mech-
anism that enables the regenerating preganglionic
fibers to distinguish one SCG neuron from another.

The sympathetic chain ganglia provide a simple
system in which to examine somatotopic specificity
because each ganglion is selectively innervated by
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afferents from a limited number of spinal cord seg-
ments. Thus, the superior cervical ganglion (SCG) is
primarily innervated by preganglionic afferents from
thoracic segments T1-T4, whereas the more caudally
located fifth thoracic ganglion (T5) is primarily inner-
vated by afferents from T4-T7 (Nja and Purves, 1977).
In one experiment, a T5 ganglion was transplanted to
different locations along the sympathetic chain, expos-
ing this target to afferents from a large range of spinal
cord segments (Purves et al., 1981). Selective reinner-
vation was then assessed electrophysiologically. The
sympathetic chain ganglia were dissected out along
with the ventral nerve roots through which all pre-
ganglionic fibers course from the ventral spinal cord.
Stimulating electrodes were then placed on the ventral
roots from each spinal cord segment, and an intracel-
lular recording was obtained from the reinnervated T5
ganglion. The spinal segments that innervate each T5
neuron were thus recorded. The results clearly indi-
cated that T5 neurons were selectively reinnervated by
their original spinal segments (Figure 6.9). This was
not merely an artifact of the host transplantation site

because when the SCG was placed in the same loca-
tion, it, too, became reinnervated by its original set 
of afferents. These experiments strongly suggest that
axons from different rostrocaudal levels can distin-
guish individual sympathetic ganglion cells, which
must also carry some label of their rostrocaudal origin.

CHEMOSPECIFICITY AND EPHRINS

In the early 1940s, Roger Sperry cut the optic nerve
of a newt, rotated the detached eye 180° in its orbit, and
assayed the visuomotor behavior of the animal after its
nerve had regenerated. The newts, and in subsequent
studies, frogs, behaved as if their visual world were
back-to-front and upside-down: when a lure was pre-
sented in front of them, “they wheeled rapidly to the
rear instead of striking forward” and when the lure was
presented above “the animals struck downward in
front of them and got a mouthful of mud and moss”
(Sperry, 1943) (Figure 6.10). This led him to propose
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that topographic nerve connections between the retina
and its main central target, the optic tectum, were the
result of anatomical rather than experiential features of
the nervous system, as Sperry’s unlucky frogs never
did learn to snap in the correct direction. Sperry rea-
soned that the retinal fibers mapped onto the tectum
according to original anatomical coordinates of the eye.
The explanation he gave was the possible existence of
biochemical tags across the retina and tectum. He pos-
tulated the existence of two or more cytochemical gra-
dients “that spread across and through each other with
their axes roughly perpendicular” (Sperry, 1963). These
separate gradients successively superimposed on the
retinal and tectal fields and surroundings would stamp
each cell with its appropriate latitude and longitude
expressed in a kind of chemical code with matching
values between retinal and tectal maps.”

The chemoaffinity hypothesis inspired many biolo-
gists and biochemists to try to find the molecules that
were responsible for topographic targeting in the
retinotectal system. Such studies often took an in vitro
approach, and for over 20 years, not much progress
was made. Friedrich Bonhoffer and colleagues made a

breakthrough when they used membranes from ante-
rior and posterior parts of the tectum to make a striped
carpet. When retinal tissue from the temporal retina
was cultured on such striped carpets, they found that
these retinal axons grow preferentially on anterior
tectal membranes (Walter et al., 1987b) (Figure 6.11).
Surprisingly, when the posterior membranes were
heated, treated with formaldehyde, or exposed to an
enzyme (PI-PLC) that removes PI-linked membrane
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molecules, temporal axons no longer showed such a
preference (Walter et al., 1987a; 1990). This suggests
that the relevant activity is a membrane-linked protein
that is repulsive to temporal axons, and to which nasal
axons are rather insensitive. By examining the choices
that temporal axons make between membranes
extracted from successive rostrocaudal sixths of the
tectum, it became clear that this inhibitory activity is
graded across the tectum, highest at the caudal pole
and lowest at the rostral pole. Two repulsive factors,
now called Ephrin-A5 and Ephrin-A2, were then iden-
tified as the inhibitory molecules involved by the 
Bonhoffer and Flanagan laboratories (Cheng et al.,
1995; Drescher et al., 1995). Ephrins, of which several
are now known, come in two subfamilies, a GPI-linked
or A-type, and a transmembrane or B-type. Their recep-
tors, known as Ephs, also divide into two A- and B-type
families. The Ephrin-As generally activate Eph-As,
while the Ephrin-Bs generally activate Eph-Bs 
(Flanagan and Vanderhaeghen, 1998). Both Ephrin-A5
and Ephrin-A2 are expressed in a posterior (high) to
anterior (low) gradient in the tectum (Figure 6.12). The

retina, as expected, shows a gradient of Eph-As, the
receptors for these ligands. Temporal axons that have
high levels of Eph-A avoid the posterior pole of the
tectum that has the highest level of the Ephrin-A
ligands. When Ephrin-A2 is misexpressed by transfec-
tion across the entire tectum in chick embryos, tempo-
ral axons find it difficult even to enter the tectum. When
membrane stripes are made from the transfected ante-
rior tectal cells, temporal axons will not grow on them.

These results predict that when the Ephrins are
knocked out, there will be mapping errors. In mutant
mice, in which Ephrin-A5 is knocked out, temporal
axons map more posteriorly (Frisen et al., 1998), but
the mapping phenotype is even more striking in
double knockouts of both Ephrin-A2 and Ephrin-A5
(Figure 6.13). In these mice, the anteroposterior order
is largely, though not totally, lost. Temporal axons ter-
minate all over the tectum and freely invade the pos-
terior poles (Feldheim et al., 2000). The fact that there
is still some order left in this projection suggests that
there may be as yet other undiscovered chemospeci-
fity factors that are involved. Knocking out Eph-As,
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the receptors to the Ephrins, corroborates these find-
ings (Feldheim et al., 2004). If Eph-A3 is knocked out
in temporal axons in the chick, they project more pos-
teriorly than they normally would within the tectum.
A gene disruption of mouse Eph-A5 receptors caused
similar map abnormalities. A very interesting experi-
ment with Eph-A receptors involves gene targeting to
elevate Eph-A receptor expression in just one subset of
retinal ganglion cell in the mouse, while leaving the
neighboring ganglion cells to express normal levels of
Eph-A. The effect of this manipulation is to produce
two intermingled ganglion cell populations, one that

expresses more receptor and thus should be more sen-
sitive to Ephrin-A, and another that is normally sen-
sitive. The results are that the two populations of
ganglion cells from the same eye form separate shifted
maps in the tectum, leading to a kind of double vision
(Brown et al., 2000) (Figure 6.13). The RGCs that
express higher levels of Eph-A map more rostrally
than those that express normal levels. This finding
clearly favors a model in which retinal growth cones,
by the levels of Eph-A they express, read the levels of
Ephrin-A in the tectum to establish a graded map.

The data described above, however, does not fully
explain the problem of topographic mapping across the
anterior to the posterior axis of the tectum. Since Ephrin-
As are noted as axon repellents, one of the key questions
that remains is why any axons bother to go to the poste-
rior tectum, especially as all axons express at least some
Eph-As and should prefer to map to the anterior tectum.
Is there a counterbalancing attractive mechanism? One
idea in this regard is that the tectum is a source of a
limited supply of neurotrophin, for which retinal axons
compete (Wilkinson, 2000). The nasal axons that have
the least Eph-A find the competition less fierce in the
posterior tectum, which is why they map there. This
idea may explain the otherwise puzzling observation
that removal of the Ephrin-As from the tectum not only
causes a posterior shift for temporal axons, but also
causes an anterior shift for nasal axons, as if the two
populations were competing. There is, however, another,
though not mutually exclusive, explanation that has to
do with the finding that Ephrins are not always repul-
sive. A systematic in vitro analysis shows that Ephrin-
A2, while capable of inhibiting the growth of temporal
axons at high concentrations, actually promotes the
growth of these axons at low concentrations (Hansen et
al., 2004) (Figure 6.14). Moreover, the transition from
growth inhibition to growth promotion varies across the
retina according to how much Eph-A is expressed in
RGCs; so nasal axons with low levels of Eph-As may
actually be attracted to the posterior tectum.

The possibility that Ephrins are involved in attrac-
tive as well as repulsive signaling is much clearer in the
other axis of retinotectal map formation, in which axons
from the dorsal retina map to the lateral tectum while
axons from the ventral retina map to the medial tectum.
Eph-B receptors have been found in a ventral (high) to
dorsal (low) gradient in the retina, whereas Ephrin-B
ligands are found in a medial (high) to lateral (low) gra-
dient in the tectum (Braisted et al., 1997; Holash et al.,
1997) (Figure 6.15). Interestingly, Ephrin-Bs are also
expressed in the retina, in a dorsal (high) to ventral
(low) gradient, whereas Eph-Bs are expressed in the
tectum in a lateral (high) to dorsal (low) gradient. These
expression patterns suggest that attraction rather than
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repulsion is the overriding mechanism at work in this
dimension. Here Eph-B expressing axons of the ventral
retina are attracted to Ephrin-Bs in the medial tectum,
and Ephrin-B expressing RGC axons of the dorsal retina
are attracted to Eph-B expressing cells in the lateral
tectum via backwards signaling from the receptor to the
ligand. In Xenopus, the prevention of all Ephrin-B/Eph-
B interactions causes dorsal axons to project medially
rather than laterally (Mann et al., 2002a). This effect
seems to depend on Ephrin-B function in the axons
because the same phenotype occurs if retinal axons
express a dominant negative form of Ephrin-B that
lacks an intracellular domain. Thus, reverse signaling
seems to attract Ephrin-B expressing dorsal retinal
axons to Eph-B-expressing cells in the lateral tectum
(Figure 6.15). But then why does the ventral retina
project to the medial tectum? When the Eph-B2 and
Eph-B3 receptors are knocked out, there is an ectopic
projection to the lateral tectum and the phenotype is
even stronger, if the Eph-B receptors are replaced with
receptors that are unable to signal (Hindges et al., 2002).
This result suggests that forward signaling through the
intracellular domain of the receptor is critical for
ventral axons to map to the medial tectum (Figure 6.15).

These studies on Ephrin-As and Ephrin-Bs and their
receptors strongly verify Sperry’s chemospecifity ideas
for retinotectal mapping by providing the molecular
identities of at least some cytochemical tags of the kind
that he proposed. The next question is whether the Ephs
and Ephrins are involved in setting up topographic pro-
jections in other regions of the nervous system. Cer-
tainly, the fact that there are many of these ligands and
receptors is consistent with such a possibility, as are the
histological findings that the CNS is painted with a rich
pattern of these ligands and receptors often in recipro-
cal graded arrangements of A-type ligands with A-type
receptors and B-type ligands with B-type receptors
(Zhang et al., 1996). Work in a number of systems has
now established that this is the case. For example, there
is evidence that Ephrin/Eph signaling is used in estab-
lishing the visuotopic projection from the retina to the
visual thalamus (Feldheim et al., 1998), the somatotopic
map of the body surface on the primary somatosensory
area of the cortex (Vanderhaeghen et al., 2000), and the
tonotopic projection from the cochlea onto the nucleus
magnocellularis in the hindbrain (Person et al., 2004).

SHIFTING AND FINE TUNING 
OF CONNECTIONS

Branching can be topographic. In the frog and the
fish, retinal axons make branched terminals in the

correct topographic location in tectum (Harris et al.,
1983; Stuermer and Raymond, 1989), but in the chick
and the mouse, axons overshoot their termination
points and subsequently make interstitial branches at
the correct topographic position behind the growth
cone (Nakamura and O’Leary, 1989; Simon and
O’Leary, 1990, 1992) (Figure 6.16). This is a process of
map refinement. The branches that form along the
shaft of RGC do so with good topographic specificity,
which is enhanced through the preferential arboriza-
tion of appropriately positioned branches and elimi-
nation of ectopic branches, thus further refining the
topography. Topographic refinement may occur
throughout life. Consider the case of a goldfish. It
hatches as a tiny 1mg animal and over the course of
its life may attain a weight of 1kg or more. It has
increased in volume a millionfold. As the animal
grows, the retina grows in proportion by adding cells
circumferentially at the rim or margin. The tectum
grows as well but mostly at the caudal end. In order
for the retinotectal map to remain evenly distributed,
the retinal axons must continually retract anterior
branches and send out new branches more posteriorly
in the tectum (Gaze et al., 1979). For example, axons
from the center of a large adult retina are from the
oldest retinal ganglion cells that were born when the
fish was just a small larva (Figure 6.17). These axons
used to project to the center of the larval tectum whose
cells remain at the anterior pole of the tectum as new
tectal cells are added caudally, but now they project to
cells in the middle of the large adult tectum, perhaps
a millimeter or so away (Easter and Stuermer, 1984).
These axons have continued to switch their preferred
targets to more posterior cells throughout their life-
times. A similar type of shifting reorganization of con-
nections is evident when half of the retina or half of
the tectum of a fish is ablated. When half the retina is
ablated, the projection of the remaining half of the
retina expands to cover the entire tectum. When half
the tectum is removed, the retina’s projection com-
presses to cover the remaining half (Schmidt and
Easter, 1978; Schmidt and Coen, 1995). This sort of reg-
ulation is also observed in neonatal hamsters with a
partially deleted superior colliculus (Figure 6.17). This
form of topographic expansion or compression, like
the natural shift that is a consequence of the asym-
metric growth of the tectum, does not depend on the
activity patterns in retinal fibers. The regulation can
occur in the dark or even in the continuous presence
of tetrodotoxin (TTX) which blocks action potentials
(Meyer and Wolcott, 1987).

These shifting connections are part of larger devel-
opmental phenomenon whereby, once a topographic
map is roughly established, it is adjusted, modified,
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and fine-tuned. Part of this refinement may be based
on growth patterns or injury, as above, but refinement
also has an activity or experience-dependent aspect.
Without impulse activity, the retinotectal map of the
goldfish is topographic, but the sizes of the receptive
fields recorded in the tectum are larger and less precise
than normal. Analysis of individual retinal axonal
arbors shows that they are up to four times as large as
normal ones (Schmidt and Buzzard, 1990). Repeated
examination of single retinal arbors over time shows
the effects that activity has on branching and topogra-
phy. When retinal activity is abolished by tetrodotoxin
(TTX), the result is increased branch addition and elim-

ination, or in other words decreased branch stability
(Schmidt and Buzzard, 1990).

The mechanisms by which activity may have such
effects on the fine-tuning of connections are discussed
in Chapter 9. Here, we would simply like to point out
how activity may affect topographic maps in the
nervous system. A very interesting example in this
regard is the somatosensory system. The discovery 
of a somatosensory representation of the body, a
homunculus in the case of humans, was discovered by
the neurosurgeon, Wilder Penfield (Penfield, 1954a).
While performing operations to remove epileptic foci
in the brains of fully conscious patients, Penfield took
the opportunity to study the organization of the cortex
by locally stimulating different regions with an elec-
trode. When he stimulated points in the postcentral
gyrus, patients reported the sensation of touch in spe-
cific areas of their bodies. Stimulation of neighboring
points caused the patients to experience sensations in
neighboring parts of their body surface although there
were occasional jumps, such as between the hand and
the face. By mapping these sensations on the cortex of
different patients, Penfield was able to come up with
a consistent somatosensory homunculus and in the
precentral gyrus a matching topographic homunculus
where stimulation caused movements of specific 
body parts (Figure 6.18). One striking feature of the
homunculus that Penfield noticed immediately is 
the relative magnification of parts of the map. This
appears to be a consistent feature of many maps in the
CNS. The largest features of the human homunculus
are the lips, tongue, and tips of the fingers. In contrast,
the representation of the upper back is quite small. 
In other animals, the somatosensory cortex has an
expanded representation of different body parts: the
hands of the raccoon, the snout of a star nose mole, and
the whiskers of the mouse, for example, are particu-
larly enlarged. The differential magnification of certain
body parts in the cortical representation of the body is
probably due to the density of peripheral innervation.
Thus, in humans, each fingertip has almost as many
sensory receptors as the whole of the upper back. In
mice, the vibrissae are most heavily innervated.

Central representations of the somatosensory
system are flexible and may depend on sensory stim-
ulation, especially during early life. In the mouse,
single cortical areas, called barrels, are devoted to each
vibrissa. The barrel fields of the cortex are almost equal
in size to the somatosensory cortex devoted to the rest
of the body (Woolsey and Van der Loos, 1970). There
are five rows of barrels that correspond to the five rows
of vibrissa. When a bristle is destroyed by cauteriza-
tion in early life, the cortical barrel that represents it
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shrinks, while the neighboring barrels expand into the
territory of the cortex originally devoted to the cauter-
ized whisker (Dietrich et al., 1981; Simons et al., 1984)
(Figure 6.19). When two whiskers are glued together,
their cortical barrels fuse. Perhaps the most surprising
finding is the case of a mouse that was born with an
extra whisker, as sometimes happens. This mouse had
an extra barrel in its cortex (Van der Loos et al., 1984).
From these results, it is clear that the neural represen-
tation of the body surface has flexibility in its structure.
The sensory fields themselves and their activity guide
this flexibility.

When an adult, through accident or medical inter-
vention, loses sensation in one area of the body as
happens when a peripheral nerve is cut, the cortical
representation of that area may be invaded by repre-
sentation from neighboring parts. This is thought to be
one reason why people who have lost a limb may
report sensations in the phantom limb, especially

when a part of the body is touched whose cortical 
representation is adjacent to the missing limb
(Ramachandran and Rogers-Ramachandran, 2000). A
touch to the face in such a person can be experienced
as a touch on the missing hand. The explanation is that
nerve fibers that carry information about touch on the
face invade the neighboring cortical area that used to
receive such information from the lost limb. The rest
of the brain, however, has not yet “learned” the change
in the meaning of the input to this part of the cortex,
and still interprets it as a touch to the hand (Figure
6.20). Experiments with monkeys, in which a cuff of
TTX on the nerve temporarily paralyzes a single finger,
have shown that there is a rapid reorganization of the
somatosensory map in the cortex. Within days, the rep-
resentation of the insensitive finger shrinks, and the
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representation of the neighboring fingers expands
(Merzenich and Jenkins, 1993). These cortical changes
in the representation of somatotopy can be extremely
large even in normal animals, as was revealed by 
an unusual experiment at the National Institutes of
Health. Antivivisectionists stole a set of experimental
monkeys after their somatosensory cortex was first
mapped, and they were not recovered until about 10
years later. When the scientists remapped their
somatosensory cortex, they found that the extent of the
rearrangement was dramatic, a matter of tens of mil-
limeters (Palca, 1991). Thus, minor reorganization of
the cortical somatosensory map is happening through-
out life, presumably influenced by experience and
activity. Even normal use can change topographic rep-
resentations in an impressive way. Monkeys trained to
use just one finger to feel textural differences for 
a few hours a day over a period of months have a
hugely expanded cortical representation of that finger
(Recanzone et al., 1992).

THE THIRD DIMENSION, 
LAMINA-SPECIFIC TERMINATION

Many parts of the nervous system are layered struc-
tures like the tectum and the cortex, and innervating
axons must not only map to their correct topographic
position in two dimensions, but they must also find the
appropriate layer in which to synapse, making target-
ing a three-dimensional problem. Lamina-specific 
targeting may involve a variety of different issues. In
many cases, a laminated target is composed of layers
of physiologically and molecularly distinct cells types,
and the innervating axons must therefore choose
between different cell types, possibly based on chem-
ical differences. In some cases, the layers are composed
of essentially similar cells, but the innervating axons,
through an activity-based competition, segregate them
into layers. This latter case can be considered an
example of the refinement of synaptic connections and
so will be dealt with in Chapter 9.

We have already encountered the first kind of the
laminated structure in the central projections of DRG
fibers in the spinal cord. These axons enter the spinal
cord and make synapses in various laminae of the
dorsal horn or ventral gray matter depending on their
modality. For instance, stretch receptors make monosyn-
aptic contact with motor neurons in the ventral horn. 
In contrast, pain and temperature sensory fibers inner-
vate neurons in dorsal laminae of the spinal cord
(Figure 6.21). The result of this laminar arrangement by
different types of input is that somatosensory modali-
ties sort out in the spinal cord and so make a multilay-
ered registered map, such that a column of cells in the
spinal cord represents one area of the body with differ-
ent modalities at different depths. Multimodal, layered
maps are used in several places in the nervous system.
Why do only stretch receptors penetrate the more
ventral layers of the spinal neuropil? In the previous
chapter, we described the varying sensitivity of differ-
ent classes of neurons to the repulsive effects of sema-
phorin3A, which is expressed in the ventral layers only.
Semaphorin3A repulses pain receptors and thermore-
ceptors, which therefore map to dorsal layers, while
stretch receptors ignore Semaphorin3A and map to
ventral layers (Messersmith et al., 1995). In mice in
which the Semaphorin3A gene is knocked out, the ter-
minals of the pain and thermoreceptive axonal termi-
nals appear to extend into the ventral regions of the
spinal cord, similar to the stretch receptors and this
layer-specific targeting is abolished (Taniguchi et al.,
1997; Catalano et al., 1998) (Figure 6.21).

The cerebral cortex is another example of a highly
laminated structure, composed of different cell types in
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different layers. The different layers of the cortex are
innervated by different inputs. In vitro studies using
membrane fractions of cells in the different layers
suggest that the targeting cues are membrane-associ-
ated (Castellani and Bolz, 1997). Somatosensory thala-
mic neurons, for example, innervate layer 4 of the
somatosensory cortex and cross through layer 5 without
branching (Bolz et al., 1996) (Figure 6.22). Ephrin-A5 is
expressed on the membranes of cells in layer 4 but not
layer 5, and in vitro studies show that membrane-bound
Ephrin-A5 increases the branching of thalamic axons
and that there are as yet unidentified repulsive activities
to these neurons on the membranes of layers 2/3 and 5
cells (Mann et al., 2002b). Layer 6 neurons in the cortex,
like thalamic cells, also arborize in layer 4, and some
results suggest that the axons of these neurons respond
to Ephrin-A5, as do thalamic axons (Castellani et al.,
1998). Unlike the thalamic cells and layer 6 cells, layer

2/3 cells in the cortex send out axons that do not branch
in layer 4. For the axons of layer 2/3 cells, in vitro 
experiments show that Ephrin-A5 inhibits rather than
promotes branching. Interestingly, NT-3, which is
expressed in layer 4, also promotes axonal branching of
layer 6 axons while it inhibits branching of layer 2/3
axons (Castellani and Bolz, 1999). Finally, it has been
shown that blocking impulse activity in the cortex also
impairs the selective branching of layer 6 axons in layer
4. In summary, these studies demonstrate that many
familiar factors are at work, leading to laminated projec-
tions, and that some factors may have bifunctional roles
in promoting the branching of some axons and inhibit-
ing the branching of others.

Laminar-selective growth is even more impressive
in the chick tectum where there are 16 layers that
receive input from at least 10 different sources. The
retinal ganglion cells contribute input to just three of
these layers, and each retinal ganglion cell sends its ter-
minals to just one of these three layers. These retinore-
cipient layers express a number of molecules including
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one unidentified factor known only because it binds a
particular plant lectin, known as VVA, which labels all
three retinorecipient layers, but none of the other layers
(Yamagata et al., 1995). To study the components of
lamina-specific termination in this system, sections of
formaldehyde-fixed tectum were put into a culture
dish with live retina. Amazingly, the retinal axons grow
into the correct layers in this situation. Yet if VVA is
added to this preparation, retinal axons become unable
to map to the correct laminae. Several different cad-
herin molecules, such as N-cadherin, R-cadherin, and
T-cadherin, are also expressed in different combina-
tions of the tectal laminae, with N-cadherin being selec-
tively present in the retinorecipient layers. Antibodies
to N-Cadherin when added to these cultures also cause
lamination errors, though of a different type, with some
axons stopping in the retinorecipient layers but not
extending in them. If BDNF is added to the in vitro
preparation, it does not affect the appropriate targeting
or retinal axons to the retinorecipient layers, but it does
cause excessive growth and branching in these layers.
These studies suggest that different molecules regulate
different aspects of laminar-specific innervation,
including recognition, innervation, and branching
(Sanes and Yamagata, 1999).

The retina is a multilayered structure, and the layers
where synapses occur, such as the inner plexiform
layer, are refined into functionally specialized sublam-
inae, such as the ON sublaminae that contain the
synaptic terminals of bipolar and amacrine cells that
fire when light is turned on and transmit this signal to
ON-type retinal ganglion cells whose dendrites are in
the same sublamina, and the OFF sublamina that does
the same for lights off. Sidekick 1 (Sdk-1) and Sidekick
2 (Sdk-2), have been identified as sublamina-specific
molecules within the inner plexiform layer (Yamagata

et al., 2002). Sdks are homophilic CAMs of the IgG
superfamily, and each Sdk is expressed by the pre-
synaptic terminals of a subset of bipolar and amacrine
cells and the postsynaptic dendrites of a subset of gan-
glion cells that project to a common sublamina. Ectopic
expression of Sdk-1 in Sdk-negative cells redirects their
processes to the Sdk-1 positive sublamina, and similar
experiments with Sdk-2 show that it directs processes
to the Sdk-2 sublamina (Figure 6.23). Retinal ganglion
cells, although they express Sdks, are not absolutely
critical for the formation of these sublaminae. As in the
zebrafish mutant lak, ganglion cells are never born, and
yet the ON and OFF sublaminae form, though in a
delayed and slightly disarrayed way (Kay et al., 2004).
That homophilic adhesion molecules bind axonal ter-
minals to the dendritic processes of cells that are des-
tined to synapse onto each other makes a good deal of
sense. As we will see in the next section, this kind of
process is used a great deal when we consider targeting
at the cellular or synaptic level.

CELLULAR AND SYNAPTIC 
TARGETING

The final step in targeting comes when axonal ter-
minals actually make contact with the specific cells or
parts of cells with which they will synapse. Choosing
a specific postsynaptic partner is aided by getting the
terminal branches to the right topographic and
laminar position, but the next stage involves the actual
adhesion of specific terminals to specific postsynaptic
target cells. A good example of how individual axons
choose particular target cells is the neuromuscular
system of the Drosophila larva. In each segment of the
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larva, the growth cones of about 40 motor neurons
touch about 30 different muscles before they select
those one or two onto which they will synapse (Nose
et al., 1992b; Broadie et al., 1993). The differences
between the muscles are subtle since they are, by and
large, similar to one another. Each muscle has a variety
of molecules on its surface, many of which are the
same as the molecules expressed on the membranes of
all its neighbors. The difference is that an individual
muscle cell also expresses cell surface molecules that
are shared with only some of its neighbors, and it
usually expresses different concentrations of the same
molecules as its neighbors (Winberg et al., 1998).

Some motor neurons normally innervate muscles
that express high levels of Netrin. In embryos in which
Netrin is not expressed, the axons that would normally
innervate some of these muscles go to inappropriate
muscles (Mitchell et al., 1996). However, two other
muscle cells that normally express Netrin remain
innervated in these mutants, suggesting that addi-
tional recognition molecules must be involved in these
muscles. Connectin is a second molecule that plays a
role in nerve–muscle specificity in this system. It is a
homophilic cell adhesion molecule that is expressed,
under the direct control of a homeotic gene on the
surface of a subset of motor neurons and the muscle
cells that they innervate (Gould and White, 1992; Nose
et al., 1992a; Meadows et al., 1994; Nose et al., 1994,
1997; 1997; Raghavan and White, 1997). There are 
few neuromuscular innervation defects in connectin
mutants, however; when connectin is expressed
ectopically on all muscles in transgenic flies, motor
axons frequently make targeting errors and invade
nontarget muscles adjacent to their normal targets. The
defects seen with connectin overexpression may be
attributed to increased adhesion between different
muscles that do not normally adhere to each other,
making it difficult for the axon to take its usual
pathway through the muscle field.

A third factor that plays a role in this system is the
homophilic adhesion molecule, FasII, which is also
expressed differentially on subsets of muscle fibers
(Schuster et al., 1996a, b). Since FasII is expressed on
many muscle cells at different levels, a more subtle
experiment was done, which was to use various cell-
type specific promoters to switch the relative levels of
FasII expressed on specific muscles. The result is that
extra synapses form on muscles that express higher
levels of FasII at the expense of synapses formed on
neighboring muscles that do no not have increased
FasII. This is true when the level of FasII on the less
innervated muscles is high or low, so it is the relative
and not the absolute level of FasII that is important.
FasIII, another homophilic adhesion molecule, and

SemaII, a secreted growth cone repulsive factor, are
also expressed on overlapping specific muscle subsets
in Drosophila. As with connectin mutants, loss of func-
tion mutants in these molecules displays no serious
effects on neuromuscular targeting (Winberg et al.,
1998). But as for the other molecules described, misex-
pression of FasIII or SemaII in inappropriate muscles
leads to dramatic targeting effects. The change in prob-
ability of particular motor neurons targeting particu-
lar muscles caused by experimentally changing the
levels of the single-cell adhesion molecule is consistent
with the idea that growth cones are able to distinguish
targets by relative changes in the concentrations of a
number of such molecules. Furthermore, targeting
errors caused by the increase in an attractive or adhe-
sive factor can be compensated by a simultaneous
increase in a repulsive factor, showing that indeed the
combination of amounts of various such factors is
what counts. In summary, the results with FasII, FasIII,
connectin, and SemaII, and the netrin suggest that 
cellular targeting in the Drosophila neuromuscular 
is based on a combinatorial code involving all these
molecules and perhaps others (Figure 6.24).

In nematodes, a very intriguing case of cellular tar-
geting is provided by the hermaphroditic specific
motor neurons that innervate the vulva. In syg-1 and
syg-2 mutants, vulval muscles remain uninnervated,
and the neurons make ectopic synapses on inappropri-
ate targets (Shen and Bargmann, 2003; Shen et al., 2004).
The Syg-1 and Syg-2 proteins are adhesion molecules
of the IgG superfamily. Syg-1 is expressed in the neuron
and its binding partner Syg-2 is normally expressed
transiently not on the postsynaptic targets but on a
vulval epithelial guidepost cell. This interaction is crit-
ical for the maturation of the axonal terminal in prepa-
ration for synapse formation on the adjacent region of
the neuron. Interestingly, if Syg-2 is expressed under
the control of a promoter that causes it to be localized
on other epithelial cells, the hermaphrodite-specific
motor neurons begin to make presynaptic specializa-
tions at these ectopic sites. Thus, heterophilic binding
between Syg-1 and Syg-2 is involved in setting up the
formation of appropriate synapses.

SynCAMS and cadherins (especially protocad-
herins) are large families of homophilic adhesion 
molecules that may add another level of specificity by
helping presynaptic terminals make contacts at the
correct subcellular locations (Abbas, 2003; Yamagata et
al., 2003). There are more than 50 different cadherins,
and many of them are expressed at subsets of synapses.
As many as 20 different genes of the cadherin super-
family genes are expressed in restricted patterns in the
developing tectum (Miskevich et al., 1998), and recent
speculation is that these types of molecules, like the
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Sdks and Sygs discussed above, are involved in a
synaptic targeting code (Redies and Takeichi, 1996). As
an example of how this might work, consider the N-
and E-cadherins, which are distributed at synaptic
junctions in a mutually exclusive pattern along the
dendritic shafts of single pyramidal neurons (Fannon
and Colman, 1996). Ultrastructural examination of
double immunolabeled material revealed the existence
of many unlabeled synapses on these cells as well as
raising the possibility that synapses at these other
synapses are linked by other cadherins or CAMs. In the

hypothalamus, it has been found that some protocad-
herins are found just at excitatory synapses (Phillips et
al., 2003). Of course, these molecules are likely to do
more than simply glue particular synapses together;
they are also likely to be involved in the maturation,
structural organization, and stabilization of synapses,
topics that will be covered in more detail in Chapter 8.

SNIFFING OUT TARGETS

The way that the axons of olfactory receptor neurons
find their particular targets in the olfactory bulb of the
vertebrate brain has proven to be an extraordinary case
of cell-specific targeting. Olfactory receptors are located
in the olfactory sensory epithelium of the nose, and they
send axons into the bulb where they make connections
with second-order cells in synaptic complexes called
glomeruli. Physiological studies reveal that distinct
odorants cause activity in distinct glomeruli, and in the
zebrafish, a careful anatomical study showed a repro-
ducible pattern of about 80 glomeruli that have the
same position and size from individual to individual
(Baier and Korsching, 1994). Surprisingly, the receptors
projecting to a single glomerulus are scattered all over
the olfactory epithelium in a fairly random pattern, and
there is no regionalization of odorant receptors on the
sensory epithelium (Figure 6.25). So point-to-point
mapping does not occur as it does in the visual or
somatosensory systems. In the mammalian olfactory
epithelium, about 1000 different genes code for the
seven transmembrane receptors to odorants (Buck and
Axel, 1991). By using in situ hybridization, it is possible
to label all the olfactory sensory cells that express a 
particular receptor molecule. Odorant receptor genes
are expressed in nonoverlapping subsets of sensory
neurons, each neuron expressing only one of the 1000
odorant receptor genes. All the sensory neurons that
express a particular odorant receptor are located within
one of four zones, and neurons in each of these zones
send axons to the glomeruli situated in matching zones
of the olfactory bulb. So there is some topography, but
again surprisingly within each zone, all the receptors
that express a particular odorant receptor gene are dis-
persed widely and randomly throughout the zone, so
there is no spatial topography with the zones. The
amazing thing is that all the olfactory neurons that
express the same olfactory receptor genes, though dis-
tributed over a wide area of the olfactory epithelium,
nevertheless project their axons to single glomeruli 
in specific regions of the olfactory bulb (Vassar et al.,
1994). And although there are more than 2500 choices 
of glomeruli, the olfactory neurons that express the
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consistent olfactory map is created in the brain (Vassar
et al., 1994; Mombaerts, 1996). There are two major pos-
sibilities. The first is that the expression of a particular
receptor gene is linked to the expression of particular
set of guidance molecules. The other, more radical, pos-
sibility is that the odorant receptor molecules them-
selves are expressed on axonal growth cones and are
involved in sniffing out the correct postsynaptic target
area. Let us look at this more interesting possibility first.
The first question is whether odorant receptor mole-
cules are expressed in axons and growth cones. The
answer is yes, both odorant receptor mRNAand protein
are expressed in growth cones (Barnea et al., 2004)
(Figure 6.26). The next question is what happens when
a receptor is knocked out? Are the axons unable to find
their targets? To answer this question, marker genes
such as lacZ have been knocked into specific receptor
loci. Thus, lacZ is expressed in the cells that would have
expressed a particular receptor and by examining the
distribution of lacZ, which is transported down the
axons of these cells, one can see that the axons appear
disoriented and do not converge on their targets (Wang
et al., 1998). This suggests that the olfactory receptors
are critical for accurate targeting in the bulb.

Swapping receptors is a powerful way to test this
idea (Mombaerts et al., 1996; Wang et al., 1998). Thus,
in another set of experiments, a specific odorant recep-
tor gene was replaced by a fusion gene driving not
only lacZ, but also the cDNA for a different receptor,
M71, so that the axons misexpressing this receptor are
easy to visualize (Figure 6.27). When olfactory neurons
that target to distant regions of the bulb have their
receptors swapped, they target neither to their normal
glomeruli (P2 in this case) nor to the glomeruli typical
of their new odorant receptor (M71). Instead, they map
to a new specific glomerulus somewhere in-between,
suggesting that, although odorant receptors do have
some role in targeting, there must be other factors that
guide these axons to their particular targets. In fact,
there is accumulating evidence that this is so. Like the
muscles of Drosophila larvae discovered above, differ-
ent combinations of cell adhesion and guidance mole-
cules appear to be expressed on various receptors.
However, when receptors are swapped between
sensory neurons that have nearby targets in the same
region such as when the P3 receptor is expressed under
the P2 promoter, the axons do target to the precise
vicinity of P3, proving that the odorant receptors are
very important for targeting to the exact right place. 

Even a minor change in the coding region of an
olfactory receptor gene causes a change in the target
destination of the axons that express this gene (Fein-
stein and Mombaerts, 2004). The critical amino acid
residues that affect guidance tend to be clustered in 

same gene map to just one of two of these (Mombaerts,
1996).

The zone-to-zone mapping of the olfactory neurons
onto the bulb uses, it seems, guidance cues and topog-
raphy cues that we have already discussed in enough
detail, such as cell adhesion molecules and repulsive
guidance factors. But what concerns us in this case is the
question of how the axons of a single class of receptor
converge onto topographically fixed glomeruli so that a
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the transmembrane domains. When these are inter-
changed between two parent receptors, the axons
expressing the hybrid receptors may map to the same
glomerulus as the axons that express one of the parent
molecules they may map or to a different glomerulus
altogether. Whatever they do, all the axons that express
the chimeric proteins seem to behave the same way.
These results suggest that odorant receptor molecules
expressed on axons and growth cones may mediate
homotypic adhesion between like axons. In agreement
with this idea is the finding that the majority of axons
that express the same receptor fasciculate with each
other before they enter the glomerular neuropil (Potter
et al., 2001). However, some axons always seem to
follow more tortuous courses without fasciculating
before they terminate in the target glomerulus. This
indicates that homotypic adhesion cannot be the whole
story and that there is also is a direct axon to glomeru-
lus-specific interaction mediated by the olfactory
receptor molecule. If the odorant receptor molecule is
used in target recognition in this way, the next ques-
tion is what these receptors on the growth cone are
sensing and whether particular regions of the olfactory
bulb “smell” different to these axons.

Interestingly, activity may play a critical role in the
refinement of the target selection of odorant sensory
axons. In the section on topographic mapping above, we
discussed a role for such a mechanism in the refinement

of somatosensory axons in the mouse to specific 
barrel fields in the cortex. Could something similar be
happening here? Certainly, it is true that axons; that are
active at the same time tend to terminate together; this is
part of the refinement process, and olfactory neurons
with the same receptor molecule would respond the
same way to odorants. However, the capacity of cells
expressing a particular receptor to converge to discrete
glomeruli in the olfactory bulb appears to be uncompro-
mised or minimally affected in transgenic or mutant
mice in which the activity patterns of olfactory neurons
are altered, and elimination of all synaptic transmission
from olfactory sensory neurons appears to leave the
initial targeting process initially intact (Belluscio et al.,
1998; Lin et al., 2000; Zheng et al., 2000). However, if
olfactory sensory neurons express a mutation that
makes them electrically unresponsive to odorants,
though they initially map correctly to their target
glomeruli, they then fail to compete with active axons
expressing the same receptor and are eliminated (Zhao
and Reed, 2001). Interestingly, these axons can be
rescued by nose plugs, which cause the potentially
active axons to be odorant deprived. These studies
suggest that competitive activity is necessary to stabilize
specific connections in the bulb. The idea of competition
is strengthened by the discovery that very early in the
innervation of the bulb, some glomeruli are innervated
by more than one receptor type of axon, but this sorts out
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A B C

D E F

FIGURE 6.26 Odorant receptor protein is expressed on both dendrites and axons of olfactory sensory
neurons. A.–C. Staining of mouse olfactory epithelium with A. an antibody to extracellular epitope on a par-
ticular odorant receptor, B. an antibody to the cytoplasmic epitope of the same receptor, and C. an antibody
to a different receptor. Scale bars, 10 mm. D–F. Staining of mouse olfactory bulb with the same antibodies.
(From Barnea et al., 2004)



postnatally such that eventually each glomerulus is
innervated by only a single receptor type (Zou et al.,
2004). The importance of successful physiological activ-
ity in mapping is also supported by experiments
showing that inhibition of all spontaneous activity in a
subset of olfactory sensory neurons that express a single
odorant receptor causes a selective unraveling of the
target glomerulus, with the axons that originally
invaded this glomerulus now making inappropriate
contacts in various regions of the bulb (Yu et al., 2004).
There is a suggestion that activity is important for the
continued expression of particular odorant receptors.
Therefore, physiologically ineffective olfactory neurons,
like those just mentioned, may express other receptors
and cause the axons of these cells to begin to wander the
bulb in an attempt to innervate other glomeruli.

Insects have olfactory sensory neurons in their
antennae, and these also send axons into olfactory
glomeruli in the brain, according to a “one receptor
type one glomerulus” rule. However, in Drosophila,
odorant receptor gene manipulations suggest that,
unlike mammals, the receptor molecules themselves
are not critically involved in targeting. However, 
specific olfactory receptor neuron classes require the
cell surface protein Dscam (Down Syndrome Cell
Adhesion Molecule) in order to target to the correct
glomeruli (Hummel et al., 2003). In Dscam mutants, 
the axons of these cells often do not find the correct
target glomerulus. Multiple forms of Dscam RNA are
detected in the developing antenna, and Dscam protein
is localized to developing ORN axons. Dscam is an
IgG-superfamily member, and the gene encoding it has
a huge number of potential splice variants. Many of
these variants are expressed differentially in subsets 
of neurons, including subsets of olfactory sensory
neurons. Amazingly, there are more than 38,000 iso-
forms of the Dscam protein (Schmucker et al., 2000)
(Figure 6.28), and studies suggest that each isoform
binds homophilically to itself but does not bind to other
isoforms; even closely related isoforms exhibit isoform-
specific homophilic binding (Wojtowicz et al., 2004). It
has not escaped the attention of developmental neuro-
biologists that such diversity could contribute to the
specificity of neuronal connectivity.
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FIGURE 6.27 Olfactory receptors are involved in central target-
ing. A. Axons from olfactory neurons expressing the P2 receptor 
converge on the P2 glomerulus. B. If the P2 receptor is deleted, these
axons do not converge on any glomerulus. C. If these neurons are
made to express the M71 receptor instead of the P2 receptor, they
converge on a glomerulus somewhere in-between P2 and M71. D. If
they are forced to express the P3 receptor and the P3 glomerulus is
in the same zone as the P2 glomerulus, they converge on a glomeru-
lus right next to P3. (After Mombaerts, 1996; Wang et al., 1998)



SUMMARY

Pathfinding to the vicinity of a correct target is only
the first step in the process of selecting appropriate
postsynaptic cells on which to synapse. Having come
to the doorstep of the target population, axons use a
variety of signals, such as relative changes in growth
factors, to enter the target and begin to arborize.

Growing axons are often encouraged to enter the
target at one site and discouraged from exiting the
target at another site through repulsive barriers. There
are a variety of molecules within the target zone,
including gradients of Ephrins and CAMs, which con-
spire, often in combination, to encode different possi-
ble target cells along various axes and layers. The
incoming afferents are distinguished from each other
by the presence of different amounts of various recep-
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FIGURE 6.28 Multiple forms of Dscam are generated by alternative splicing. A. The Dscam gene spans
61.2 kb of genomic DNA. Dscam mRNA extends 7.8 kb and comprises 24 exons. Mutually exclusive alterna-
tive splicing occurs for exons 4, 6, 9, and 17. 1 of 12 exon 4 alternatives, 1 of 48 exon 6 alternatives, 1 of 33
exon 9 alternatives, and 1 of 2 exon 17 alternatives are retained in each mRNA, as deduced from cDNA
sequence. Variable exons are shown in color: exon 4, red; exon 6, blue; exon 9, green; and exon 17, yellow.
Constant exons are represented by gray lines in genomic DNA and white boxes in mRNA. The splicing
pattern shown (4.1, 6.28, 9.9, 17.1) corresponds to that obtained in the initial cDNA clone. The alternatively
spliced exons 4, 6, 9, and 17 encode the N-terminal half of Ig2 (red), the N-terminal half of Ig3 (blue), the
entire Ig7 (green), and the transmembrane domain (yellow), respectively. B. Alternative exons are expressed.
RT-PCR was performed on total RNA isolated from 12–24 hour embryos. Fifty individual cDNA clones
(numbers 1–50) were isolated and sequenced across exons 4, 6, and 9. Alternative exons used in each cDNA
are indicated. Color coding of exons in schematic corresponds to scheme in A. 49 of the 50 cDNAs contain
unique combinations of alternative exons. (From Schmucker et al., 2000)



tors on their surfaces so that they respond differen-
tially to the different target cells. These gradients of
ligands and receptors are often the result of very early
patterning events in the embryo, such as those that lay
down rostrocaudal and dorsoventral patterns (see
Chapter 2). Molecular cues, in the form of homophilic
or heterophilic adhesion molecules, especially mole-
cules that can show great diversity, are often involved
in the final cellular and synaptic levels of targeting.

The molecular nature of target recognition leads one to
appreciate how a nervous system can wire up to a
fairly high degree of precision in the absence of func-
tion. As we have also seen, however, the fine-tuning of
neural connections is heavily dependent on synaptic
activity, and before the final connections are made,
synapses are tested. In Chapter 9, we shall learn much
more about the role of neural activity on synapse 
formation.
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Nervous system differentiation is accompanied by
tremendous growth; neuron cell bodies and dendrites
expand, glial cells and myelin are added, blood vessels
arborize, and extracellular matrix is secreted. Even
after the period of neurogenesis has largely ended, the
human brain continues to increase in size from approx-
imately 400 grams at birth to 1400 grams in adulthood
(Dekaban and Sadowsky, 1978). Surprisingly, neuro-
genesis and this later period of growth overlap with 
a tremendous loss of neurons and glia, both of which
die from “natural causes.” Depending on the brain
region, 20 to 80% of differentiated cells degenerate
during development (Oppenheim, 1991; Oppenheim
and Johnson, 2003).

Whether or not a neuron survives depends on many
factors (Figure 7.1). Soluble survival factors may be sup-
plied by the postsynaptic target, by neighboring nerve
and glial cells, or by the circulatory system. Neurons
also depend upon the synaptic contacts that they
receive, and deafferentation leads to atrophy or death.
These diverse signals are referred to as trophic factors
because one cell is nourished or sustained by another.
The first part of this chapter will describe the character-
istics of cell death in the developing nervous system.
Relatively little will be said of injury-evoked cell death.
We then discuss the trophic factors and intracellular
signals that regulate this process. Finally, we will learn
that electrical activity and synaptic transmission can
have an important influence on neuron survival.

WHAT DOES NEURON DEATH 
LOOK LIKE?

Naturally occurring neuron death was discovered
over a century ago by John Beard (1896), who followed

the fate of a very large, easily recognized neuron found
at the surface of the skate spinal cord. He found that
these Rohon-Beard cells were born in the neural crest
and differentiated in the spinal cord, sending out
processes to the ectoderm before degenerating. At first,
it was difficult to accept the concept that neurons were
born, only to die a short time later. Although there had
been many reports of neuron death after their target
had been removed (see below), it was not clear that
postmitotic neurons were lost in any significant
number during normal development (Clarke and
Clarke, 1996).

We now understand that nerve cells participate
actively in their own demise through gene transcrip-
tion and protein synthesis, and this process is termed
apoptosis or programmed cell death (PCD). To the
trained eye, a dying neuron looks quite different from
a healthy one (Figure 7.2). The chromatin becomes very
condensed and aggregates at the nuclear membrane, 
in a process called pyknosis. The plasma membrane
remains intact, but the neuron gradually shrinks 
and small protuberances, called apoptotic bodies, are
pinched off from the cell body and are phagocytosed by
macrophages (Figure 7.3). PCD can also follow a second
course, called autophagic cell death, in which the cell 
contents are sequestered in autophagic bodies and
destroyed by the cell’s own lysosomes (Kinch et al.,
2003).

As the large, crescent-shaped aggregates of nuclear
material form, enzymes are activated that cleave the
DNA, producing fragments of about 180 base pairs.
Although this process is too small to see anatomically,
it is possible to stain the broken ends of DNA strands
with molecular markers. One technique, called TUNEL
(for Terminal transferase UTP Nick End Labeling),
employs an enzyme that attaches labeled nucleotides
to the exposed ends of the DNA fragments (Figure 7.4).
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This approach is useful when studying cell death in a
large population of cells that has no clear boundaries,
such as an area of cerebral cortex. However, it should
not be considered a bullet-proof characterization of cell
death. Unlabeled cells may, in fact, enter a cell death
pathway in which chromatin breakdown and conden-
sation are not featured (Oppenheim et al., 2001).

The degenerative changes that follow a traumatic
injury are called necrosis, and they are usually distinct
from apoptosis. Following injury, the mitochondria
stop producing energy, and the neuron becomes
unable to regulate ionic content and hydrostatic pres-
sure. The neuron and its organelles begin to swell,
lysosomal enzymes become activated, and cytoplas-
mic components are broken down. Finally, the soma
bursts open (Figure 7.3). There is an important differ-
ence between a neuron that dies gracefully by budding
off neat little packages of membrane (apoptosis), com-
pared to one that dies violently by retching catabolic
enzymes on its neighbors (necrosis). Clearly, a grace-
ful death is unlikely to injure healthy neighboring
neurons, and serves as an efficient means to eliminate
these cells. For the most part, we will consider only the

mechanisms that accompany apoptosis in the absence
of injury or insult to the nervous system.

EARLY ELIMINATION OF 
PROGENITOR CELLS

Although most of this chapter is devoted to the
signals that mediate survival and death in differenti-
ated neurons, there is a prominent period of apoptosis
during neurogenesis (Blaschke et al., 1996; Blaschke et
al., 1998; Rakic and Zecevic, 2000). During late embry-
onic development, cells within the proliferative zone
of the mouse cerebral cortex display heavy labeling
with a variant of the TUNEL technique, indicating a
high level of DNA fragmentation (Figure 7.5A). Elec-
tron micrographs reveal cells with dark condensed
nuclei and other anatomical hallmarks of apoptosis
(Figure 7.5B), and counts of pyknotic and TUNEL-
positive nuclei are remarkably similar.

The magnitude of cell death in the proliferative
zone appears to be similar to that observed in most
postmitotic populations. About 70% of the subventric-
ular zone cells in newborn rats can be double-labeled
with the TUNEL technique and BrdU, a marker of cell
proliferation. This suggests that cells die during the
early G1 phase of the mitotic cycle (Thomaidou et al.,
1997). Little is known about the signals that lead 
proliferating cells to enter the apoptotic pathway.
However, evidence from cultured quail neural crest
cells indicate that cell–cell contact is involved. When
neural crest clusters were grown on a nonadhesive
substrate to prevent then from dispersing, the cells dis-
played a marked increase in TUNEL-labeling as com-
pared to dissociated crest cells that were permitted to
disperse (Maynard et al., 2000).

The presence of apoptosis in the proliferative zone
suggests that the total number of neurons in the brain
is regulated, in part, by the elimination of stem cells.
It also raises the interesting possibility that these 
two stages of development—birth and death—share
certain molecular pathways, a concept that is dis-
cussed below (see Intracellular Signaling).

HOW MANY DIFFERENTIATED
NEURONS DIE?

It might seem a straightforward matter to determine
how many neurons are being added or removed from
a population: Simply count the neurons in a young
animal, and subtract this number from an identical
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FIGURE 7.1 Five sources that influence neuron survival.
Neurons can receive survival signals from the cells that they inner-
vate (target-derived), from their synaptic inputs (afferent-derived),
from neighboring neuron cell bodies (paracrine), from distant
sources via the circulatory system (blood-born), and from nonneu-
ronal cells (glia-derived).



count obtained in an adult. If the number is positive,
then neurons must have been born. If the number is
negative, then neurons must have died. However,
obtaining an accurate neuron count is trickier than one
might suppose. For example, if neurogenesis and cell
death overlap in time, then cell counts can remain rel-
atively stable and this will conceal the existence of cell
addition or elimination. A second difficulty revolves
around the counting strategy. Since it is often too labo-
rious to count each cell in a neuronal structure, esti-
mates are made from tissue sections, and changes in
the size or packing density of cell bodies can each
influence the final counts. Finally, neurons are not the
only type of cell to die during development. For
example, about 50% of oligodendrocytes in the rat

optic nerve die during development, and their sur-
vival depends upon the presence of retinal axons
(Barres et al., 1992). Therefore, those who tally up cell
bodies must be careful to discriminate neurons from
glia.

After it became clear that cell death was a general
feature of the developing nervous system, its magni-
tude became an issue, and a number of rigorous cell
counting studies appeared. One of the most convincing
ways to demonstrate that neurons are dying is to count
both the healthy cells and the pyknotic cells in the same
tissue section (Hughes, 1961). Counts of spinal motor
neuron (MN) cell bodies in the chick and frog demon-
strate that the decrease in number of healthy-looking
MNs is perfectly correlated with the appearance of
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FIGURE 7.2 Light and electron micrographs of apoptosis in the developing cat retina. A. A low magnifi-
cation photomicrograph of the retina at embryonic day 57 contains two cells in the ventricular layer (arrows).
The retinal ganglion cell layer is at the top. B. A high-power photomicrograph shows two neurons with con-
densed chromatin in their nuclei (arrows). C. An electron micrograph shows a degenerating retinal ganglion
cell with a clearly pyknotic nucleus (pn). (Reprinted from Wong and Hughes, 1987).
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pyknotic cells (Figure 7.6). At first glance, it may not be
clear why so few pyknotic neurons are observed
during the period of maximal neuron elimination. This
is due to the rapid removal of cell debris, which has
been variously estimated to occur in as little as 3 hours.

The magnitude of cell death is impressive. The data
in Figure 7.6 show that the motor neuron population
innervating frog hind limbs declines from an initial size
of about 4000 to a final size of 1200. Thus, well over half
of the differentiated motor neurons are eliminated
from the nervous system. A similar amount of cell
death has been detected at all levels of the nervous
system. About 50% of rat retinal ganglion cells die

within two weeks of birth, and a 50% loss is observed
in embryonic chick ciliary ganglion after the neurons
have projected to the iris and choroid (Potts et al., 1982;
Landmesser and Pilar, 1974). While it is impractical to
count the total number of neurons in any one area of
cerebral cortex, it is estimated that 20 to 50% of post-
migratory neurons are eliminated. However, this may
depend on the type of cell, the region of cortex, and the
time of birth (Miller, 1995; Finlay and Slattery, 1983).

SURVIVAL DEPENDS ON 
THE SYNAPTIC TARGET

The overproliferation of neurons in most areas of
the CNS suggests that it is a valuable mechanism. It
has been suggested that cell death ensures that the
number of afferents is well matched to the size of the
target population. This theory makes the rational
assumption, known to every woodworker, that it is
easier to trim off the excess than to paste on a little 
bit extra later. Thus, we would expect a far greater
number of motor neurons to innervate the bulky leg
muscles of an elephant than would innervate the short,
skinny legs of a mouse. There are many interesting
examples of this principle, such as the limbless lizard,
Anguis fragilis, that does produce a set of motor

Apoptosis
Pyknosis (apoptotic figures)

Apoptotic bodies

cross-linking of proteins

Necrosis

Pyknosis

FIGURE 7.3 A comparison between apoptosis and necrosis. 
Naturally occurring cell death is usually accomplished through a
process called apoptosis. During apoptosis, the neuron begins to
shrink, and the nuclear matter becomes condensed, forming cres-
cent-shaped figures. As proteins become cross linked at the mem-
brane, small apoptotic bodies break off and are phagocytized. In
contrast, injured neurons tend to die through a process of necrosis.
During necrosis, the mitochondria stop functioning, and neurons
cannot maintain an osmotic balance. The cell swells up, undergoes
autolysis, and finally bursts open.

DNA
fragmentation

dUTP-biotin (  )
labeling

FIGURE 7.4 During apoptosis, DNA is broken down by endonu-
clease activity to produce double-stranded, low-molecular-weight
fragments. These DNA fragments can be detected by a labeling tech-
nique called TUNEL. A modified nucleotide, such as dUTP-biotin,
is catalytically attached to the free 3¢-hydroxyl end of each DNA
fragment by the enzyme, terminal deoxynucleotidyl transferase.
Therefore, the nuclei of dying neurons can be detected before the
cells break up and are phagocytosed.
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FIGURE 7.5 Dying cells in the proliferative zone. A. Two micro-
graphs of the embryonic day 18 mouse cortex. To the left, apoptotic
cells are labeled with a technique similar to TUNEL, called ISEL. To
the right, all cells are revealed with fluorescent labeling of nuclei.
Note the prominent ISEL labeling in the ventricular zone where pro-
liferation occurs (cp, cortical plate; iz, intermediate zone; vz, ven-
tricular zone) (Blaschke et al., 1996). B. An electron micrograph from
the ventricular zone of an E16 rat cerebral cortex shows a cell with
the histological features of apoptosis. The inset shows a TUNEL-
positive cell in the subventricular zone of a newborn rat (LV, lateral
ventricle) (Thomaidou et al., 1997).
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neurons in the limb region of its spinal cord which then
proceed to die during development (Raynaud et al.,
1977). Therefore, neurogenesis provides a primary point
of regulation for setting neuron number (see Chapter
3), and cell death provides a second. This concept is
raised again when we discuss the overproliferation
and elimination of synaptic contacts (see Chapter 9).
In fact, cell death has been suggested as one way to get
rid of extra synapses during development.

If apoptosis is a developmental mechanism for
matching the size of a presynaptic population to its
target, then it should occur at a discrete time and place.
This was explored in dorsal root ganglia (DRG), where
about 30% of neurons die during normal development
(Figure 7.7). The first observation is that neurons die
during a specific time interval. In the chick, DRG
neurons begin to degenerate at embryonic day 4.5, and
this continues for 21/2 days. The second observation is
that natural cell death occurs predominantly in those
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FIGURE 7.6 The period of cell death in frog motor neurons. The
graph shows the total number of healthy (black) and pyknotic (red)
motor neurons that innervate the frog hind limb during each of
several developmental stages. At the top is a picture of leg size
during this period. The number of pyknotic (degenerating) neurons
reaches a peak at precisely the time when the loss of healthy (viable)
neurons is most rapid, as indicated by the bar. (Adopted from
Hughes, 1961)

DRGs that innervate axial musculature. The DRGs that
innervate wings and legs have more tissue to inner-
vate, and the amount of cell death is much reduced in
these ganglia. The central and peripheral projections
of DRG neurons make contact with their target before
cell death occurs. Therefore, naturally occurring cell
death does appear to be an important mechanism 
for thinning out neuron populations with less target 
to innervate (Ernst, 1926; Hamburger and Levi-
Montalcini, 1949).

There is only one system in which cell death has
been quantified in both the pre- and postsynaptic neu-
ronal population (Figure 7.8). This provides a natural
situation in which to ask whether a decrease in the
target population is correlated with cell loss in the
innervating neurons. The presynaptic population of
cells, called nucleus magnocellularis (NM), is the first
region of the chick brain to receive input from the ear,
and these cells project to a second-order auditory
nucleus, called nucleus laminaris (NL). Both groups of
cells undergo their final mitosis, migrate to their final
positions, and begin a period of normal cell death that
occurs primarily from embryonic day 11 to 13. The 
percentage of cells that die in the two nuclei is quite
similar. About 18% of the presynaptic NM neurons die
during this interval, while 19% of the postsynaptic NL
neurons are wiped out (Rubel et al., 1976; Solum et al.,
1997). However, cell death occurs more rapidly in NM
than in NL, as highlighted by the bar at 11–13 days
(Figure 7.8). Thus, although the magnitude of cell
death is well-correlated in these two interconnected
cell groups, the relative timing suggests that target size
is not the sole determinant of neuron survival.

Even before normal cell death was a well-accepted
event, it was known that developing nerve cells died
when their target was removed. A common manipula-
tion was to remove a limb bud prior to the time of
innervation (i.e., no direct damage to the axons) and
then examine the motor neurons or DRG cells that
would have made synapses there. These studies were
performed on amphibian or chick embryos because it
was relatively easy to carry out the surgeries. The
removal of an appendage was usually devastating to
the pool of presynaptic neurons (Figure 7.9). In the
salamander, Amblystoma, the sensory ganglia that 
normally innervate a limb are much smaller when the
limb is excised. In contrast, sensory ganglia that nor-
mally innervate axial musculature are much larger
than normal if provided with a transplanted limb
(Detwiler, 1936).

The relationship between motor neuron number
and target size is remarkably linear in the chick. As
greater and greater amounts of muscle are removed
from developing chick embryos, the ventral horn of



the spinal cord becomes smaller (Figure 7.9). When an
extra limb bud is transplanted next to the original one,
providing a larger than normal target region, devel-
oping processes grow into the added target, and the
population of motor and DRG neurons is found to be
much larger than normal. The addition of an extra limb

bud saves up to 25% of the motor neurons that would
otherwise die. Experimental alteration in the size of the
periphery led to the hypothesis that the target pro-
vides a survival factor. When targets are eliminated,
there are fewer neurons to be found in the adult, and
when targets are enlarged neurons are found in greater
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FIGURE 7.7 The pattern of naturally occurring cell death in chick dorsal root ganglia. There is less cell
death among neurons in the DRGs that innervate limb buds (blue filled), compared to those that innervate
the axial musculature (unfilled). The numbers refer to the somitic segment of the spinal cord. Thus, the size
of DRGs at segments 14–16 decrease only slightly during development, whereas DRGs at segments 18–22
become much smaller. This result shows that neuron survival is correlated with the amount of target tissue.
(Adapted from Hamburger and Levi-Montalcini, 1949)
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FIGURE 7.8 The period of cell death in pre- and postsynaptic nuclei. A. A transverse hemisection through
the chick auditory brainstem. The nucleus magnocellularis (NM) is a central auditory nucleus that is inner-
vated by auditory nerve terminals. It projects to a second-order nucleus, called nucleus laminaris (NL). B.
The graph shows the total number of cell bodies in NM and NL during the latter period of embryonic devel-
opment. In both nuclei, about 20% of the neurons are lost between embryonic day 9 and 17. (Adapted from
Rubel et al., 1976 and Solum et al., 1997)
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FIGURE 7.9 The amount of target tissue influences neuron survival. Two experimental strategies have
been used to test whether target tissue provides neurons with a survival factor. In the embryonic chick, a
limb bud can be surgically removed, or an extra limb bud can be grafted nearby. The animal is then per-
mitted to progress through the time when cell death would normally occur. (Left) When a limb bud is
removed, the process of cell death is enhanced, and there are fewer motor neurons and DRG cells. (Right)
When an extra limb bud is grafted on, the process of cell death is decreased, and there are a greater number
of motor neurons and DRG cells. (Adapted from Hamburger, 1943; Hollyday and Hamburger, 1976)

than normal numbers (Hamburger, 1943; Hollyday
and Hamburger, 1976).

A complementary experiment can be performed by
reducing the number of neurons projecting to a target,
and determining whether the remaining cells died off
anyway. In one such experiment, about two-thirds of
the ciliary ganglion neurons innervating one eye are
killed off by cutting their axons. After the normal
period of cell death has ended, the number of ganglion
cells remaining is almost 40% greater than expected.
Furthermore, several of the surviving axons sprout
into the peripheral territory that is vacated by the
death of axotomized ciliary neurons. Therefore, par-
ticular neurons are not preordained to die but appear
to do so through some sort of competition for a feature
of the target (Pilar et al., 1980).

A basic question that arises from these studies is
whether the target influences neuron proliferation or
cell death. By carefully studying the pattern of degen-
eration of DRG neurons following wing bud removal
in the chick, Viktor Hamburger and Rita Levi-Montal-
cini (1949) demonstrated that target removal leads to
an increase in the number of dying neurons. One wing

bud was removed at about 3 days of incubation, and
the dorsal root ganglia were examined ipsilateral and
contralateral to the ablation. Within 2–3 days, the
ganglia ipsilateral to the extirpated wing buds were
much smaller than normal and contained a large
number of darkly stained pyknotic cells (Figure 7.10).
Although they also reported the number of mitotic
cells to vary with target size, subsequent studies show
that target removal has little or no affect on the amount
of tritiated-thymidine incorporated into DRG neurons
(Carr and Simpson, 1978).

The concept of target-dependence extends to the
earliest period of maturation, well before growth cones
have reached their synaptic target. During embryonic
development, commissural neurons in the dorsal
spinal cord are attracted to the floorplate where they
eventually cross the midline (see Chapter 5). The floor-
plate region also appears to provide a survival signal.
When E13 commissural neurons are are grown in vitro,
they all die within 2 days, but they can survive for
several days when grown in the presence of floorplate-
conditioned medium (Wang and Tessier-Lavigne,
1999). In the zebrafish, the death of vental primary



whether this hypothetical substance upregulated neu-
rogenesis, or recruited cells to differentiate as neurons,
or prevented differentiated neurons from dying. As
described above, two sets of careful observations
strongly suggested that the hypothetical substance
worked by maintaining the survival of differentiating
neurons (Levi-Montalcini and Levi, 1942; Hamburger
and Levi-Montalcini, 1949).

By modern standards, the next step would be to
harvest the target tissue (e.g., muscle) and try to isolate
a soluble substance that enhances survival. However,
most of the necessary biochemical tools did not yet
exist in the 1950s. The isolation of a neurotrophic factor
took a few decades to achieve, and it began with a 
surprising set of observations. In an effort to provide
neurons with an “unlimited” amount of target tissue,
various mouse tumors were implanted into the chick
hind limb (Bueker, 1948; Levi-Montalcini and Ham-
burger, 1951; Levi-Montalcini and Hamburger, 1953).
One tumor, a connective tissue cell line called sarcoma,
grew rapidly and was invaded by nerve fibers. Within
five days of the transplant, there was a dramatic
increase in the survival of sensory and sympathetic
neurons, while motor neurons were unaffected (Figure
7.11). When the tissue was examined in a little more
detail, a key observation was made: ganglia with 
no apparent physical connection to the tumor were
also greatly enlarged. This provided the first indica-
tion that cell survival was mediated by a diffusible
chemical.

A more direct demonstration came from experi-
ments in which tumor cells were placed on a vascu-
larized respiratory membrane in the chick egg called
the chorioallantois. In this case, the tumor was not in
contact with sympathetic and sensory ganglia, but it
did share the same blood supply. Even though the
tumor was physically isolated from the nervous
system, it was able to elicit a strong growth-promoting
effect (Figure 7.11). Thus, sarcoma tumor cells must
have released a soluble factor that could be trans-
ported to the neurons through the circulatory system.

As a first step toward isolating the putative survival
factor found in mouse sarcoma, an in vitro assay
system was developed. Sympathetic ganglia were
obtained from chick embryos and placed in a tissue
culture dish, either by themselves or next to mouse
sarcoma tumor cells. When grown next to tumor, the
neurons survived and grew a dense halo of axons
within hours, providing a simple and convenient assay
system. Although biochemical isolation was a slow
process, it was possible to obtain a tumor cell fraction
that had only proteins and nucleic acids. In order to
determine whether either of these components con-
tained the growth factor, a biochemical trick was

(VaP) motor neurons depends on contact with a tran-
sient population of muscle cells. If these muscle cells
are ablated a few hours before being contacted by VaP,
then the VaP motor neurons live and innervate the
ventral musculature (Eisen and Melancon, 2001).

NGF: A TARGET-DERIVED 
SURVIVAL FACTOR

Neuron survival clearly depends on the presence of
target tissue, but what is being procured? One simple
hypothesis is that the target cells secrete a chemical
that presynaptic neurons require for their survival. In
fact, an extraordinary series of experiments, coupled
with a few strokes of serendipity, led to the first
endogenous neurotrophic substance to be discovered,
the nerve growth factor (NGF). NGF has since been
shown to largely control the survival of sympathetic
neurons and contribute to the survival of sensory DRG
neurons during development. Although NGF turns
out to be the tip of an enormous iceberg of growth and
survival factors (below), we are going to examine its
discovery in some detail because it remains the best
understood system.

How did scientists arrive at the neurotrophic theory
of cell survival? Viktor Hamburger (1934) first sug-
gested that the target produces a factor that is retro-
gradely transported by the innervating neurons and
influences their development. Initially, it was not clear
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FIGURE 7.10 The target influences neuron survival. Following
unilateral limb bud removal in a 3-day chick embryo (left side), there
is an increase in the number of degenerating cells in the DRG ipsi-
lateral to the ablated limb, as compared to the control side (right).
The number of viable DRG neurons is reduced dramatically.
(Adapted from Hamburger and Levi-Montalcini, 1949)
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employed. Snake venom was known to contain high
levels of an enzyme that breaks down nucleic acids
(phosphodiesterase). Therefore, it was added to the
extract to determine whether this class of molecules
mediated the trophic effect (Cohen and Levi-Montal-
cini, 1956; Levi-Montalcini and Cohen, 1956). If the bio-
logical activity was lost, then one could conclude that
growth factor contained nucleic acids. Surprisingly,
the tumor fraction containing the snake venom was
even more potent than the origin protein-nucleic acid
fraction. Even more curious, the snake venom itself
was found to support nerve growth (Figure 7.12).

As it turned out, the discovery of a growth-pro-
moting effect in snake venom was extremely fortunate.
It suggested that growth-promoting activity would
also be found in a mammalian analog, the salivary

gland. In fact, the mouse submaxillary gland proved
to be a wonderful source for the Nerve Growth Factor,
and this eventually led to its complete isolation and
sequencing.

Once the NGF was purified, it was possible to
perform two critical experiments in vivo to determine
whether this protein is both necessary and sufficient to
keep sensory and sympathetic neurons alive during
development. First, the NGF protein that was purified
from snake venom was injected directly into neonatal
rodents, and it did produce a dramatic increase in the
size of sensory and sympathetic ganglia (Levi-Montal-
cini and Cohen, 1956). In addition to keeping neurons
alive, it is also clear that NGF promotes process out-
growth. For example, when NGF is injected into
neonatal rodents, sympathetic nerve fibers are no
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FIGURE 7.11 A target-derived soluble factor can support neuron survival. A. When a tumor cell line is
placed in the chick embryo at E3, the size of sympathetic ganglia and DRGs is much larger ipsilateral to the
tumor by E7. (B) When the same tumor cell line is placed on the chorioallantoic membrane at E3, such that
nerve fibers have no direct access, all of the symapthetic and dorsal root ganglia are much increased in size
by E7. Thus, the tumor must have secreted a soluble factor that enhanced neuron survival. (Adapted from
Bueker, 1948; Levi-Montalcini and Hamburger, 1951; Levi-Montalcini and Hamburger, 1953)
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longer restricted to their normal synaptic target, but
grow widely in the peripheral field and can even
invade blood vessels or the central nervous system (see
Chapter 5).

In a second experiment to determine whether
endogenous NGF is necessary for survival, an anti-
body directed against the NGF protein was injected
into neonatal rodents. This leads to the loss of almost
all sympathetic neurons (Levi-Montalcini and Booker,
1960). It was later found that DRG cells are no longer
dependent on NGF at the age when antibody was
administered, but they can be destroyed by prenatal
exposure to NGF antibody (Johnson et al., 1978). In
fact, not all sensory neurons are dependent on NGF for
survival. Those sensory neurons that derive from
sensory placodes (e.g., nodose ganglion), rather than

the neural crest, are unresponsive to NGF treatment.
In the DRG, only small peptidergic neurons that carry
nociceptive signals to the spinal cord are killed fol-
lowing loss of the NGF signal. More recently, it has
been possible to reproduce the effects of antibody
treatment in genetically engineered mice. When a dele-
tion is made in the coding sequence of the NGF gene,
homozygous animals display profound cell loss in
both sympathetic and sensory ganglia (Crowley et al.,
1994).

If NGF is the endogenous survival factor, then it is
important to verify its presence at the sympathetic 
and sensory ganglion target regions at an appropriate
time during development. Although NGF levels are
extremely low (except in the fortuitous case of the male
mouse salivary gland, from which it was purified), it
has been possible to localize the protein with immuno-
histochemical staining and the NGF mRNA with in
situ hybridization. For example, trigeminal axons
arrive at their cutaneous target just before the NGF
mRNA and protein are manufactured, and the initial
outgrowth of trigeminal axons is NGF-independent
(Davies et al., 1987), suggesting that the maintenance
of trigeminal neurons depends on NGF derived from
their target. The success with NGF was achieved by
1960, and the expectation was that many other neu-
rotrophic substances would quickly be found in the
central nervous system. While several growth and sur-
vival factors were discovered in nonneuronal systems,
the search for another bona fide neurotrophic sub-
stance was, at first, somewhat frustrating.

THE NEUROTROPHIN FAMILY

The full amino acid sequence of NGF was obtained
by 1971, yet a decade elapsed before a second neu-
rotrophic factor was identified. The search began with
the simple observation that, in contrast to its effect 
on the retinae from lower vertebrates, NGF does not
stimulate neurite outgrowth from cultured rat retina.
Working under the assumption that there must be a
growth factor or factors for mammalian retina, a
soluble extract was prepared from the entire pig brain.
This extract did, in fact, stimulate retinal process out-
growth in a dose-dependent manner. When the active
substance, named brain derived growth factor (BDNF),
was purified and its amino acid sequence determined,
its structure displayed a striking similarity to that of
NGF (Turner et al., 1982; Leibrock et al., 1989).

Several members of the neurotrophin family have
now been isolated, and they are found in both the
peripheral and central nervous systems. The more
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FIGURE 7.12 A soluble factor that supports the survival and
growth of DRG neurons is discovered in a mouse sarcoma and, later,
in snake venom. (Left) DRG neurons obtained from chick embryos
were placed in a tissue culture dish, and conditioned medium from
a mouse sarcoma was added. The venom of a snake was added to
the culture to determine whether nucleic acids mediate the trophic
effects. The DRG neurons survived and grew processes under these
conditions. (Right) When the control experiment was performed, in
which only snake venom was added to the DRG neuron cultures, a
surprising discovery was made. The DRG neurons survived and
grew, indicating that the snake venom must also have contained a
soluble survival factor. (Adapted from Cohen and Levi-Montalcini,
1956; Levi-Montalcini and Cohen, 1956)
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FIGURE 7.13 Neurotrophins and their receptors. Following the discovery of NGF, several homologous
proteins were found, including NT-3, BDNF, and NT-4. Each of these proteins binds selectively to a member
of the Trk receptor tyrosine kinase family, as illustrated. In addition, there is a low-affinity receptor, called
p75NTR. The effect of eliminating the neurotrophin or its receptor in mice is shown beneath each pair.

recent additions to the family have been given the less
colorful names: neurotrophin-3 (NT-3), NT-4/5, NT-6,
and NT-7; the latter two are found only in fish (Figure
7.13). In each case, a precursor protein of about 250
amino acids, called the proform, is processed post-
translationally to produce active peptides of about 120
amino acids. These peptides form homodimers and
become biologically active. The family members share
about 50% sequence homology with one another, par-
ticularly within six hydrophobic regions that are
responsible for linking the two protomers together.
Each neurotrophin also contains a unique amino acid
sequence, and it is this variable region that is respon-
sible for binding to a specific receptor (Ibanez, 1994).

Each of the neurotrophins has been shown to play
a role in the survival of specific peripheral neuron pop-

ulations. As with NGF, two general classes of experi-
ment have been performed: One can provide excess
neurotrophin (in vivo or in vitro), or one can decrease
the amount of endogenous neurotrophin, commonly
by single-gene knockout experiments (Chapter 2).
These experiments indicate that BDNF is a necessary
endogenous signal for the survival of vestibular
ganglia, while NT-3 is an endogenous survival signal
for the cochlear ganglion. A comparison between the
two types of experiments also show that positive
results must be treated cautiously. While BDNF is able
to save chick motor neurons when administered
during the period of naturally occurring cell death,
there is no effect on motor neuron survival in BDNF
knockout mice (Oppenheim et al., 1992; Ernfors et al.,
1994, 1995). Both BDNF and NT-3 also contribute to the



survival of neurons in the sensory, trigeminal, and
nodose ganglia.

Neurotrophins may promote survival even before
an axon has reached its target. The development of NT-
3 expression can be followed with a lacZ reporter gene
during the embryonic period when DRG neurons first
extend their axons. NT-3 is expressed heavily along the
path of growth (Figure 7.14), and this may explain why
loss of NT-3 expression can affect neuron survival
before target innervation has occurred (Farinas et al.,
1996).

THE TRK FAMILY OF 
NEUROTROPHIN RECEPTORS

Even before a receptor for NGF was discovered, it
was known that NGF binds to a site on the axon ter-
minal with very high affinity. The b subunit of NGF
can be labeled with 125I, and used to perform binding
studies on freshly dissociated chick sensory neurons.
These experiments reveal two types of binding sites
(Sutter et al., 1979). The first displays a lower affinity
for NGF (e.g., nanomolar concentrations saturate the
binding sites), while the second displays a higher affin-
ity for NGF (e.g., picomolar concentrations saturate
the binding sites). In fact, there are two different types
of NGF receptor that are associated with these binding
kinetics, and each one has now been isolated.

The high-affinity receptor was discovered through
a series of interesting observations (Figure 7.15). Ini-
tially, it was found that NGF exposure induces rapid
phosphorylation of proteins on their tyrosine residues,
suggesting that the receptor might be a kinase (Maher,
1988). Soon after, an oncogene was discovered in
human colon carcinoma cells, and this turned out to

contain a putative transmembrane protein containing
a tyrosine kinase on its cytoplasmic tail (Martin-Zanca
et al., 1986). The oncogene apparently results from a
genetic rearrangement that fuses a tyrosine kinase
with part of a nonmuscle tropomyosin sequence,
leading to its name: tropomyosin related kinase or Trk
(later called TrkA). The trk proto-oncogene was cloned,
and the distribution of its mRNA was examined in
vivo. The highest levels of expression are confined to
the cranial sensory, dorsal root, and sympathetic
ganglia (Martin-Zanca et al., 1990). Most importantly,
the TrkA protein (also called p140) is a high-affinity
binding site for NGF, and the binding event induces
tyrosine kinase activity (Kaplan et al., 1991a).

Three high-affinity neurotrophin Trk receptors have
now been isolated: TrkA, TrkB, and TrkC (Figure 7.13).
The latter two were discovered by taking the trk
sequence and performing low-stringency binding
screens with cDNA libraries. In this manner, two
sequences were isolated that encoded for 145kD recep-
tor tyrosine kinases, named TrkB and TrkC (Barbacid,
1994). Each Trk receptor has two immunoglobulin-like
repeats in the extracellular domain and a tyrosine
kinase with autophosphorylation sites in the cytoplas-
mic domain. The extracellular domains are about 50%
homologous, but each Trk displays a specific affinity
for one or two of the neurotrophins: TrkA is specifi-
cally activated by NGF, Trk B is specifically activated
by BDNF or NT-4, and TrkC is specifically activated 
by NT-3. Trk receptors may also be activated in 
the absence of neurotrophins from within the neurons,
a process called transactivation. For example, the small
neurotransmitter, adenosine, can produce Trk phos-
phorylation through its G protein-coupled receptor.
The actived Trk is then able to promote survival of
PC12 cells and hippocampal neurons in vitro (Lee and
Chao, 2001).
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FIGURE 7.14 The pattern of NT-3 expression is revealed by a lacZ reporter gene, and nerves are coun-
terstained with a neurofilament antibody. A. A transverse section through the thoracic region of an E11 mouse
embryo shows DRGs (drg), and peripheral nerves (n). NT-3 expression (blue) is prominently around the DRG
and sensory-motor projection. B. Peripheral axons within the forelimb growing through mesenchyme (ms)
are surrounded by NT-3 expression. There is almost no NT-3 expression at the end of the limb (asterisk),
which is not yet innervated. Lmc = lateral motor column, s = skin. (Reprinted from Farinas et al., 1996).
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More than three receptor proteins are expressed in
vivo because each Trk receptor gene is differentially
spliced. In fact, the trkC genes may encode for up to
eight different TrkC receptor proteins. There are a
number of truncated Trk receptors (those missing the
tyrosine kinase domain) that are able to bind to their
cognate ligand, and these are generally expressed only
by glial cells during development. Differential splicing
also leads to differences in the extracellular domains,
and these can influence ligand binding.

Several lines of evidence indicate that Trk receptors
do mediate a survival signal when bound to neu-
rotrophin. A mutant line of PC12 cells that lack TrkA
protein are unresponsive to NGF, but they can be
rescued if they are transfected with expression vectors
encoding the full-length rat trk cDNA (Figure 7.15).
Perhaps the most compelling evidence is that trans-
genic mice lacking Trk receptors display extensive
death in specific neuron populations (Figure 7.13).
TrkA-/- mice exhibit large-scale cell death in sympa-
thetic and dorsal root ganglia, in agreement with
earlier experiments that eliminated NGF with func-
tion-blocking antibodies (Smeyne et al., 1994). Tar-
geted disruption of the trkB gene in mice seems to be
particularly devastating in that all mice die within two
days of birth. Several peripheral populations are
affected, such as the trigeminal, nodose, and vestibu-
lar ganglia. In contrast, TrkC receptor deletion leads to
a 50% loss of cochlear ganglion neurons but spares
most nodose and trigeminal neurons. The develop-
mental effects of eliminating a neurotrophin or its
cognate Trk receptor are not necessarily identical
(Klein et al., 1993; Smeyne et al., 1994). For example,
the cell death that results from TrkB disruption could
be quantitatively greater than BDNF disruption
because TrkB also serves as a receptor for NT-4/5.

Expression of TrkB and TrkC is widely distributed
in the CNS, and levels remain quite high into adult-
hood (Barbicid, 1994). However, there is little evidence
that central neurons depend on neurotrophin signal-
ing for survival during development. Cholinergic cells
of the basal forebrain are NGF-sensitive, and exoge-
nous NGF is able to keep them alive when their axons
are cut (Gage et al., 1988). In addition, trkA-/- mice
have fewer axonal projections from cholinergic basal
forebrain neurons to the hippocampus and cortex, sug-
gesting a role in process outgrowth (see Chapter 4). In
trkB-/- or trkB/trkC-/- mice, increased apoptosis has
been reported in the developing hippocampus, cere-
bellum, cortex, striatum, and thalamus. However, this
is not necessarily associated with the period of natu-
rally occurring cell death (Minichiello and Klein, 1996;
Alcantara et al., 1997).
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FIGURE 7.15 The high-affinity NGF receptor was discovered
through a series of disparate observations. A. NGF was found to
elicit protein phosphorylation in PC12 cells. B. The oncogene in a
cancer cell line was found to be a transmembrane receptor tyrosine
kinase (RTK). C. The messenger RNA for this RTK was found in
extremely high levels in DRG neurons. D. When this RTK, called
p140, was eliminated from PC12 cells, they became unresponsive to
NGF. (Adapted from Maher, 1988; Martin-Zanca et al., 1986; Martin-
Zanca et al., 1990; Loeb et al., 1991)



HOW DOES THE NEUROTROPHIN
SIGNAL REACH THE SOMA?

While the interaction of each neurotrophin with its
receptor at the cell membrane is critical for neuron sur-
vival, it is still not clear how the survival signal is con-
veyed to the cell body. Exposure of the growing tips of
axons to NGF is sufficient to prevent cell death. This
was demonstrated in an elegant tissue culture study
where sympathetic neuron cell bodies were placed in
a central chamber that was physically isolated from the
growth media that bathed the neuritic processes
(Figure 7.16). When NGF is provided only to neurites
that grow out and reach one of the isolated side cham-
bers, 95% of the neurons survive; few survive without
NGF (Campenot, 1977, 1982). This result suggests that
the signal for survival is somehow relayed back to the
cell body.

Retrograde transport of some signal is clearly
important to neuron survival. Sympathetic neurons
die when vinblastine is used to disrupt their retro-
grade transport, and the cells can be saved with NGF
treatment (Johnson, 1978). The original concept was
that NGF, itself, carried the signal to the cell body. Both
NGF and activated TrkA receptor are internalized, and

retrogradely transported to neuron cell bodies in vivo.
At least some of the neurotrophin and receptor are ret-
rogradely transported together, perhaps in the bound
state (Hendry et al., 1974; Johnson et al., 1978; Bhat-
tacharyya et al., 1997; Ehlers et al., 1995; Tsui-Pierchala
and Ginty, 1999; Watson et al., 1999).

A sustained role for NGF within the neuron remains
controversial. To test whether retrograde transport of
NGF is necessary for survival, rat sympathetic neurons
were grown in the presence of NGF that was cova-
lently linked to 1mm beads to prevent internalization
(Figure 7.17). Once again, only the neuronal processes
had access to the NGF. The bead-linked NGF was
almost as effective as free NGF: 81% of the neurons
survived. This experiment emphasizes the importance
of local signaling at the distal axon membrane, but it
does not exclude an important role for internalized
NGF towards achieving cell survival. For example,
preventing NGF internalization leads to a clear loss of
phosphorylated transcription factor back in the cell
body. To test whether retrogradely transported NGF
influences survival, a function blocking antibody was
introduced in the somata of sympathetic neurons
(Figure 7.17). In this case, only 60% of the neurons
survive. There is clearly some discrepancy between the
outcome of preventing internalization with beads and
blocking somatic NGF with antibody. At present, the
most parsimonious explanation is that NGF partici-
pates in both distal and somatic signaling, but the rel-
ative impact of this signal may vary with the culture
or in vivo conditions (MacInnis and Campenot, 2002;
Riccio et al., 1997; Ye et al., 2003).

THE P75 NEUROTROPHIN RECEPTOR

A second neurotrophin receptor was originally
described as a low-affinity binding site for NGF. Now
known as p75NTR (75kD neurotrophin receptor), this gly-
coprotein is a member of the tumor necrosis factor
(TNFR) family of receptors (Johnson et al., 1986; Lock-
sley et al., 2001). It binds to each of the neurotrophins, as
well as to other proteins, at nanomolar levels. For
example, the beta amyloid peptide also binds to the
p75NTR, and this may contribute to degeneration of
cholinergic brainstem neurons in Alzheimer’s disease
(Yaar et al., 1997). It now appears that the uncleaved pro-
form of NGF is biologically active. The proforms of NGF
and BDNF are released and cleaved in the extracellular
space, and proNGF is a high-affinity ligand for the
p75NTR receptor (Lee et al., 2001).

The p75NTR receptor does not have a uniform role in
naturally occurring cell death. It can both improve and
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FIGURE 7.16 The NGF signal can be transduced at the tips of
growing neuronal processes. Sympathetic neurons were placed in a
special tissue culture system that permitted the cell bodies and neu-
rites to be bathed in different media. (Left) Most neurons died when
grown in the absence of NGF for 30 hours. (Right) Neurons could
be kept alive by adding NGF only to the compartments with
growing neurites. In both cases, an antibody against NGF was added
to the central compartment to prevent activation of TrkA. (Adapted
from Campenot, 1977, 1982; MacInnis and Campenot, 2002)
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worsen the chance for neuron survival. There is evi-
dence that p75NTR collaborates with Trk receptors to
enhance ligand binding and phosphorylation (Chao,
1994). Cutaneous sensory trigeminal neurons cultured
from p75NTR knockout mice require a fourfold greater
concentration of NGF in order to survive (Davies et al.,
1993). Consistent with this survival-promoting role,
the complete loss of p75NTR function in mice leads to a
50% reduction in lumbar DRG neuron number (von
Schack et al., 2001).

Unlike Trk receptors, the p75NTR does not have an
intracellular catalytic domain (Figure 7.13), but it does
activate several intracellular signaling pathways. One
intriguing clue about the function of p75NTR comes
from its homology to other members of the TNF recep-
tor family. Each of these proteins has a “death domain”
on the cytoplasmic tail which is similar to the reaper
gene product in Drosophila. The deletion of reaper
blocks most cell death in the embryonic fly nervous

system, and its overexpression in the retina leads to the
complete loss of cells (White et al., 1996).

As suggested by its homology to the reaper gene
product, p75NTR activation has been shown to promote
apoptosis in several developing neuronal populations.
In p75NTR knockout mice there is less cell death in the
retina, the cholinergic brainstem, and the spinal cord
mantle zone (Frade and Barde, 1999; Naumann et al.,
2002). The death-promoting activity of the p75NTR may
be evoked by its high-affinity ligand, the uncleaved
neurotrophin. When SCG neurons are grown in the
presence of mature NGF, there is virtually no cell
death, but the neurons display a significant increase 
in TUNEL labeling when grown in the presence of 
pro-NGF (Figure 7.18).

Most experiments have examined the effect of NGF
only (because it was not yet known that pro-NGF was a
good ligand). In these experiments, the relative amount
of TrkA and p75NTR activity determines whether life or
death occurs. Rat brain oligodendrocytes grown in
culture express the p75NTR receptor, but not TrkA, and
NGF treatment kills the majority of cells (Casaccia Bon-
nefil et al., 1996). In the developing retina, the depletion
of endogenous NGF with antibody results in better sur-
vival of retinal neurons. The ability of NGF to kill retinal
neurons is apparently mediated by p75NTR because anti-
bodies against this receptor prevents the cell death
(Frade et al., 1996). In cultured sympathetic neurons that
express both TrkA and p75NTR, BDNF is able to kill these
cells because it selectively activates the p75NTR receptor
and not TrkA (Bamji et al., 1998). Thus, the relative
amount of each ligand (proneurotrophin and neu-
rotrophin), and each receptor (Trks and p75NTR) makes it
tricky to predict the outcome for any neuron population.

Additional members of the TNFR family contribute
to neuronal cell death during development. In the
cortex, some neuroblasts express the TNFR family
member called Fas, and neighboring cells express its
ligand, FasL. Activation of this receptor produces cell
death in the primary cultures of cortex neuroblasts.
Spinal motor neurons also express Fas and its ligand
during the embryonic period of normal cell death.
Primary cultures of motor neurons can be kept alive
when grown in the presence of a compound that blocks
Fas activation (Cheema et al., 1999; Raoul et al., 1999).

Members of the TNFR family initiate the cell death
process by recruiting a broad range of intracellular
messengers (Figure 7.18). The Fas receptor binds to an
adapter protein (FADD) that leads to the activation of
caspase-8, an enzyme that is directly involved in pro-
moting cell death (see Caspases: Agents of Death). The
survival-promoting influence of p75NTR may employ a
transcription activator called nuclear factor kB (NF-kB)
which is recruited to enter the nucleus (Fig 7.18).

anti-NGF 
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Pep-1/anti-NGF 
complex 

24 hours 

81% survival 60% survival 

NGF -NGF -NGF 

NGF Ab 

FIGURE 7.17 Experiments were designed to test whether inter-
nalized NGF contributes to sympathetic neuron survival. (Left) NGF
is covalently bound to beads, preventing internalization but per-
mitting local activation of the TrkA receptor. In this case, 81% of the
neurons survive for 30 hours. (Right) Sympathetic neuron cell bodies
are exposed to a protein delivery system (Pep-1-anti-NGF complex)
that permits delivery of anti-NGF antibody to enter the cells. With
NGF neutralized within the soma, 40% of the sympathetic neurons
died. (Adapted from MacInnis and Campenot, 2002; Ye et al., 2003)



The death-promoting influence of p75NTR can
employ the c-Jun N-terminal kinase (JNK) and its
target (the transcription factor, c-Jun) to kill cells. This
pathway can even lead to increased production of FasL
(Le-Niculescu et al., 1999). In cultures of NGF-depend-
ent sympathetic neurons, expression of c-Jun is
induced immediately after withdrawal of the neu-
rotrophin. Experimental reduction of c-Jun is sufficient
to rescue NGF-deprived neurons, and constitutive
overexpression of c-Jun is sufficient to kill neurons in
the presence of NGF (Ham et al., 1995). Similarly, rat

spinal motor neurons can be kept alive in vitro by
blocking JNK activity (Maroney et al., 1998).

THE EXPANDING WORLD OF 
SURVIVAL FACTORS

The old adage about taking care not to wish for
something lest it come true has some validity in the
world of survival factors. As research on the NGF and
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FIGURE 7.18 Members of the TNF receptor family influence neuron survival. A. A schematic shows two
members of the TNFR familly, p75NTR and Fas. The p75NTR is a high-affinity receptor for the proneurotrophin,
proNGF, and it may mediate either survival or apoptosis. Survival may involve the recruitment of a tran-
scription activator, nuclear factor kB (NF-kB), while apoptosis may employ Jun kinase (JNK), which phos-
phorylates the transcription factor, c-Jun. The Fas receptor is a high-affinity site for the Fas ligand (FasL), and
it may facilitate cell death through recruitment of the adaptor protein, Fas-associated death domain (FADD),
and the subsequent activation of caspase-8 from its proform. B. The images show two sympathetic neuron
cultures grown either in the presence of NGF (left) or proNGF (right). The NGF promotes survival and axon
outgrowth, whereas the proNGF induces more apoptosis, as assessed with TUNEL labeling (green dots)
through activation of the p75NTR. (Adapted from Lee et al., 2001)
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its receptors accelerated, it became difficult to recon-
cile why other survival factors had not been found for
the many other cells that die during development.
Whereas scientists were vigorously searching for even
a single endogenous neuron survival factor in 1980,
there is now evidence that many families of factors 
and receptors influence survival. Unfortunately, the
trophic influence of most factors has been tested in rel-
atively few brain regions. Of the neurons that have
been investigated, most are influenced by more than
one trophic factors, and the array of factors (or recep-
tors) can vary during the course of development.

In recent years, several cytokines have been found
to keep neurons alive in dissociated primary culture.
Cytokines are a diverse family of secreted proteins that
were originally discovered as growth factors in lym-
phocyte cultures, and many of these have turned out
to have a primary role in neuron survival as well. The
names of individual cytokines derive from the first bio-
logical activity that they were discovered to have, such
as killing tumors (tumor necrosis factor) or promoting
mitosis of hematopoietic stem cells (colony stimulat-
ing factor). One of the most thoroughly studied
cytokines, Ciliary neurotrophic factor (CNTF), sup-
ports the in vitro survival of autonomic, DRG, hip-
pocampal, and motor neurons. CNTF binds to an
intrinsic membrane protein, called CNTFR a, and this
binding event recruits two other transmembrane pro-
teins (gp130 and LIFRb) that form the b subunit of the
receptor complex (Figure 7.19). The a subunit provides
specificity to the trimeric receptor, while the b subunits
are responsible for signal transduction (Sleeman et al.,
2000). When the receptor complex forms, a tyrosine
kinase (member of the Jak family) that is associated
with the cytoplasmic tail of each b subunit becomes
activated, and phosphorylates a DNA-binding protein
(p91) that translocates to the nucleus and activates
transcription (Bonni et al., 1993).

In contrast to CNTF, the TGF-b family of cytokines
and their receptors seem to be involved in promoting
the death of sympathetic, sensory and motor neurons
in chicks. When all three isoforms of TGF-b were neu-
tralized with antibody treatment in vivo, virtually all
of the normally occurring cell death was prevented
(Krieglstein et al., 2000).

The influence of newly discovered factors on motor
neuron survival is of particular interest because nor-
mally occurring cell death in this population has been
well characterized and closely linked to the target
(Figures 7.6 and 7.9). When chick embryos are treated
with human recombinant CNTF, half of the naturally
occurring motor neuron death is prevented (Oppen-
heim et al., 1991). Surprisingly, parasympathetic, sym-
pathetic, and sensory neuron cell death is unaffected.

Although CNTF knockout mice display little effect on
cell survival during development, including motor
neurons, the functional loss of CNTF receptors does
increase cell death. Loss of CNTFRa increases motor
neuron death by about a third, and similar observa-
tions have been made on LIFRb and gp130 knockout
mice (DeChiara et al., 1995; Li et al., 1995; Nakashima
et al., 1999). This result implies that there is at least one
target-derived cytokine that supports motor neuron
survival through activation of the CNTFRa. In fact,
cardiotrophin-1 (CP-1) a cytokine that is expressed in
embryonic skeletal muscle, contributes to the survival
of embryonic motor neurons. CP-1 deficient mice
display 20-40% greater motor neuron loss during the
normal period of cell death. However, CP-1 does not
bind to CNTFRa, and so the hunt continues for the
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FIGURE 7.19 Survival factors and receptors in the nervous
system. A. Cytokine signaling: CNTF binds first to an intrinsic mem-
brane protein called CNTFRa. This event causes two other trans-
membrane proteins, gp130 and LIFR, to form the b subunit of the
receptor complex. The activated receptor complex signals via a tyro-
sine kinase (Jak) that is associated with the cytoplasmic tail of each
b subunit. B. GDNF signaling: GDNF and Neurturin bind first to
their cognate GFRa receptor. This complex then recruits the recep-
tor tyrosine kinase, RET, to homodimerize and to become autophos-
phorylated, leading to intracellular signaling.



array of factors and receptors that keep motor neurons
alive during development (Oppenheim et al., 2001).

A second substance, glial cell line-derived neu-
rotrophic factor (GDNF), has been identified as pre-
venting naturally occurring motor neuron death in
vivo. GDNF was initially characterized by its ability 
to keep midbrain dopaminergic cells alive in vitro.
This assay was chosen because Parkinson’s disease
involves the death of these dopaminergic neurons, and
a survival factor may have important therapeutic
value (Lin et al., 1993). Four members of the GDNF
ligand family have now been isolated, and they all
belong to the TGF-b superfamily. Each ligand binds to
a specific ligand recognition a subunit (GFRa1
through 4). The GFRa subunits are attached to the
membrane by a glycosyl phosphatidylinositol anchor
(Figure 7.19). The ligand-receptor complex becomes
associated with a transmembrane tyrosine kinase,
called RET, and leads to its activation (Airaksinen and
Saarma, 2002).

There is now strong evidence that GDNF is an
endogenous, target-derived survival factor for a sub-
population of motor neurons. GDNF mRNA is found
in the limb, and GFRa and RET are expressed by
subsets of chick motor neurons during the period of
normal cell death (Homma et al., 2003). GDNF treat-
ment prevents naturally occurring motor neuron death
in chick embryos, and overexpression of GDNF in the
musculature of mice increased survival in most motor
neuron populations. Conversely, motor neuron death
was increased in GDNF-deficient mice (Oppenheim 
et al., 1995; Oppenheim et al., 2000). The GDNF sig-
naling pathway influences more than just motor
neuron survival. Mice lacking either GDNF, Neurturin
(a second ligand), GFRa1, GFRa2, or RET also exhibit
specific loss of parasympathetic and enteric neurons
(Huang and Reichardt, 2001).

It is clear that motor neurons are a diverse popula-
tion, particularly in their dependence on trophic sub-
stances. Yet a third motor neuron trophic factors has
been reported, a cytokine called hepatocyte growth
factor/scatter factor (HGF/SF). As with GDNF,
HGF/SF influences the survival of only a subset of
motor neurons. In the chick, only lumber motor
neurons are dependent on HGF/SF for their survival
(Ebens et al, 1996; Yamamoto et al., 1997; Novak et al.,
2000).

Despite the expansion of candidate growth factors,
few of them seem to have an effect on the survival 
of CNS neurons when they are eliminated from the
developing organism. One hypothesis is that central
neurons, unlike peripheral ganglion cells, have multi-
ple targets and afferents, perhaps giving them access
to many different growth factors during development.

The prediction from this hypothesis is that one must
eliminate two or more growth factors or receptors in
order to disrupt survival. It is also likely that many
survival factors have yet to be identified. For example,
the survival of embryonic retinal ganglion cells is
enhanced by tectal cell-conditioned media in a manner
that cannot be duplicated by CNTF or the neuro-
trophins (Meyer-Franke et al., 1995).

A final consideration is that many trophic factors
also promote certain aspects of differentiation (see
Chapters 2-4), and progress along these pathways may
be entangled with the decision to live or die. An inter-
esting example of this occurs in the developing fly eye.
The epidermal growth factor receptor (EGFR) medi-
ates a survival signal from a nearby cluster of postmi-
totic cells in the fly retina. In its absence, the number
of omatidial cells declines significantly. However, the
EGFR is also playing an important role in progression
through the cell cycle during this same period of time
(Baker and Yu, 2001).

ENDOCRINE CONTROL 
OF CELL SURVIVAL

Hormonal signaling controls many aspects of devel-
opment, including cell survival. There are now several
examples of brain structures that are quantitatively
different in males and females of the same species,
often referred to as a sexual dimorphism. These sexual
dimorphisms are thought to arise from regional dif-
ferences in the amount of steroid hormones or their
receptors. Steroid hormones (e.g., estrogens and
androgens) are lipid soluble molecules that bind to
cytoplasmic receptors, and these receptors can translo-
cate to the nucleus where they regulate gene tran-
scription. For example, normal cell death among
developing superior cervical ganglion (SCG) neurons
is greater in female rats than in males. Furthermore,
castration of neonatal male rats significantly increases
the number of dying neurons, suggesting that a
gonadal hormone may be responsible for better
neuron survival in the male SCG. In fact, treatment 
of neonatal animals with a sex hormone (estradiol or
testosterone) improves SCG neuron survival, even in
female animals (Wright and Smolen, 1987). Although
such discoveries have sparked much interest and the-
orizing about the neural substrates of male- and
female-specific behavior, there remain few solid exam-
ples that correlate structure to function. These are con-
sidered in more detail below (see Chapter 10).

The survival of some motor neurons is also depen-
dent on the presence of specific sex hormones. In the
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lumbar spinal cord of male rats, there are two motor
nuclei that innervate striated muscle of the penis: the
spinal nucleus of the bulbocavernosus (SNB) and the
dorsolateral nucleus. As one might expect, these nuclei
and the muscles that they innervate are present in
males but are nearly absent in female rats. This sexual
dimorphism arises from the selective loss of motor
neurons in female rats. During the first 10 postnatal
days, the total number of SNB neurons decrease 
by nearly 70% in females, although the number only
decreases by about 30% in males (Figure 7.20).

However, when females are treated with the androgen
steroid hormone, testosterone, the amount of cell death
is decreased and resembles the pattern seen in males
(Nordeen et al., 1985). When males are castrated and
reared with an androgen antagonist, flutamide, their
SNB neurons are as scarce as in female rats (Breedlove
and Arnold, 1983). The endogenous androgen signal
probably keeps more male SNB neurons alive by
keeping the target muscles alive and preserving target-
derived survival factors. In fact, when females are
treated with androgen, but also receive a treatment
that blocks signaling at either TrkB, TrkC, or the
CNTFR, there is very little sparing of SNB motor
neuron number (Freeman et al., 1997, Xu et al., 2001).

Endocrine signals can lead to extensive remodeling
throughout the nervous system. In the moth, a great
many neurons are necessary in larvae, or are required
for the process of metamorphosis from caterpillar to
pupa to moth. A surge of the steroid hormone, 20-
hydroxecdysone (20E), triggers each molt, during
which the larva sheds its cuticle and grows. The 20E
also acts as a trigger for normal cell death. The small
pulse of 20E that triggers the formation of a pupa, 
also acts directly on a specific set of abdominal motor
neurons to bring about their death. These motor
neurons are not dependent on their target for survival,
in contrast to those in vertebrates. Instead, these motor
neurons can be placed in culture, and killed by expo-
sure to 20E at a specific time in their development
(Hoffman and Weeks, 1998). The final prolonged ele-
vation of 20E causes the adult moth to emerge from its
pupa. As the level of 20E falls, there is a second wave
of cell death during which nearly 40% of abdominal
neurons are lost (Truman and Schwartz, 1984; Zee and
Weeks, 2001). In fruit flies, there are about 300 neurons
in the ventral cord that express much higher levels of
the 20-HE receptor (EcR), and these are precisely the
cells that die at metamorphosis (Robinow et al., 1993).
Apparently, the cells that are to be eliminated become
extremely dependent on 20E. This period of cell death
can be delayed by treatment with 20E in both the moth
and fruit fly. The molecular signals that mediate
ecdysone-induced cell death are quite similar to those
found in other systems (Hoffman and Weeks, 2001;
Buszczak and Segraves, 2000).

Endocrine signaling is also responsible for neuron
death during vertebrate metamorphosis (Decker, 1976;
1977). The surge of thyroxine that initiates metamor-
phosis from tadpole to frog causes lysosomal activity
to increase in motor neurons. The motor neurons that
innervate regressing tail musculature of tadpoles are
eliminated directly by a thyroid hormone signal. Thy-
roxine exposure has also been shown to elicit cell death
in a region of the adult zebra finch forebrain that is

A
Control female Control male

B

C D

perineal
muscles

base of
clitoris/penis

Testosterone
Castration &

Flutamide

SNB
motor
neurons

SNB
motor
neurons

FIGURE 7.20 Hormonal influence on SNB motor neuron sur-
vival. A. Areas of the lumbar spinal cord that innervate perineal
muscles in male rats are nearly absent in female rats, owing to motor
neuron death during development. B. Male rats exhibit a greater
number of SNB motor neurons. C. When neontal female rats are
treated with the androgen steroid hormone, testosterone, SNB motor
neuron death is decreased. D. In contrast, when neontaal males are
castrated and reared with an androgen antagonist, flutamide, SNB
motor neurons display increased cell death. The target muscle size
is affected by each treatment and appears to explain the effect of
hormone. (Adapted from Nordeen et al., 1985; Breedlove and
Arnold, 1983)



involved in song production (Tekumalla et al., 2002).
Interestingly, the EcR is almost identical to the thyroid
receptor.

Endocrine signals have also been implicated in cell
survival among the sexually dimorphic telencephalic
nuclei of songbirds: those species where males learn to
produce mating calls, while females vocalize little, if at
all. In canaries and zebra finches, at least three areas of
the brain that support song production are much
larger in males than females (Nottebohm and Arnold,
1976). In some nuclei such as the robustus nucleus of
the archistriatum (RA), which shares some features
with motor cortex, the differences in neuron number
arise from a selective loss of cells in the female
(Nordeen and Nordeen, 1988; Kirn and DeVoogd,
1989). What is the evidence that steroid hormones
influence cell survival in males? If developing females
are treated with testosterone or its active metabolite,
estrogen, then the number of neurons in RA becomes
masculinized, and the birds acquire male-like vocal-
izations (Gurney, 1981). This effect is mediated by
androgen receptor since it can be prevented with a spe-
cific antagonist, Flutamide (Grisham et al., 2002). More
recently, the idea that steroid hormones can account
for sexual dimorphism of songbird vocal nuclei has
been challenged. For example, when genetic females
are “engineered” to grow testicular tissue that secretes
androgens, their vocal nuclei do not become mas-
culinized (Wade and Arnold, 1996). Therefore, there
are strong reasons to think that steroid hormones play
a role in control of cell number in male and female
songbirds, but the precise mechanisms remain elusive
(see Chapter 10).

CELL DEATH REQUIRES 
PROTEIN SYNTHESIS

One might suppose that when a neuron is deprived
of a trophic factor, it fails to maintain normal levels of
synthesis and metabolism, and simply “passes away.”
In fact, neurons collaborate in their own death by acti-
vating genes and synthesizing protein that injure the
cell. That is, they “commit suicide.” The first indica-
tion that an active process could account for cell death
came from studies of nonneuronal cells. For example,
cultured tadpole tail cells die when exposed to thy-
roxine, but this can be prevented by blockers of RNA
and protein synthesis (Tata, 1966). A major break-
through came from genetic studies of cell death in the
nematode, Caenorhabditis elegans (Driscoll and Chalfie,
1992). About 10% of cells die during development in

C. elegans, most of them being neurons, but inactiva-
tion of two specific genes (called ced-3 and ced-4)
rescues all of these cells, including neurons (discussed
in more detail below). Is it possible that neuron cell
death can actually be prevented by blocking protein or
RNA synthesis?

This hypothesis was tested by asking whether
neurons are rescued by protein synthesis inhibitors. As
described above, embryonic sympathetic neurons are
able to survive in vitro when grown in the presence of
NGF. When NGF is removed from the culture media,
few neurons remain after two days. Therefore, the first
experiment determined whether inhibitors of RNA or
protein synthesis could save NGF-deprived neurons
(Figure 7.21). Actinomycin-D blocks transcription by
binding to DNA and preventing the movement of
RNA polymerase, while cycloheximide prevents trans-
lation by blocking the peptidyl transferase reaction 
on ribosomes. Each of these treatments completely
rescued sympathetic neurons following NGF depriva-
tion, demonstrating that new RNA and proteins must
be manufactured to bring about cell death. To deter-
mine when the harmful phase of translation occurs,
cycloheximide was delivered at several times after
NGF deprivation, and it was found that the cell death-
promoting proteins are produced at about 18 hours
(Martin et al., 1988). If all the molecular machinery for
cell death was present in the cytoplasm, one would
expect that neurons would be committed to die within
a few hours.

To determine whether mRNA and protein synthesis
are general features of cell death in vivo, animals were
treated with synthesis inhibitors at the age when
neurons are normally lost (Figure 7.21). When chick
embryos are treated with either cycloheximide or acti-
nomycin D on embryonic day 8, the time of maximum
motor neuron and DRG cell death, they exhibit a strik-
ing reduction in the number of dying neurons (Oppen-
heim et al., 1990). Similarly, the cell death that occurs
in response to declining levels of 20-HE in moths can
be reduced by RNA or protein synthesis inhibitors
(Fahrbach et al., 1994). These studies suggest that
trophic signals may stimulate the production of pro-
teins that protect the neuron from death, and in the
absence of a trophic signal harmful proteins may be
synthesized. The search for such proteins is discussed
below.

Much of the cell death machinery seems to be
present at all times in a neuron’s cytoplasm. However,
there is good evidence from several neuronal systems
that transcription or translation is necessary to acti-
vate this existing machinery. In fact, recent studies
have shown that, under certain conditions, cells can
undergo apoptosis even if their nucleus is removed, or
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in the presence of macromolecular synthesis. It will,
therefore, be important to study naturally occurring
cell death in many areas of the nervous system in order
to determine whether protein synthesis is an obligate
part of the death pathway.

INTRACELLULAR SIGNALING

A full description of the molecular pathways that
support apoptosis can quickly overpower the reader
with a list of acronyms. In simplified form, the devel-
oping neuron contains two types of proteins in its cyto-
plasm: those that maintain survival and those that
mediate death. When a survival factor binds to its
receptor, anti-apoptotic proteins are activated by 
phosphorylation. Moreover, the expression of anti-
apoptotic proteins increases. When survival factors are
withdrawn, pro-apoptotic proteins are activated by
phosphorylation, and their expression increases.
Therefore, the vital purpose of a survival factor is to
upregulate the function or expression of pro-apoptotic
proteins and suppress the anti-apoptotic proteins.

Although growth factors influence developmental
events besides cell death (e.g., mitosis, differentiation,
and axon outgrowth), many of the intracellular signals
have been identified during studies of cancer cell
growth. To make this discussion somewhat manage-
able, we will only cover the cytoplasmic signals that
are most relevant to the survival of neurons during
normal development.

Neurotrophin signal transduction, the best charac-
terized pathway in neural tissue, involves the sequen-
tial recruitment and activation of several kinase
pathways. Activation ultimately leads to modification
of existing cytoplasmic or membrane proteins, and
regulation of gene transcription. The binding of NGF
to the TrkA protein induces receptor dimerization, fol-
lowed by the rapid phosphorylation of 5 tyrosine
residues on the cytoplasmic tail by neighboring Trk
receptors (Kaplan et al., 1991b). Many components of
this intracellular pathway are identical to those that are
recruited by the sevenless receptor tyrosine kinase and
participate in fly eye differentiation (see Chapter 4).
The phosphorylation sites on the Trk receptor serve as
docking sites for the cytoplasmic molecules that will
propagate the signal toward cytoplasmic kinases and
the nucleus (Figure 7.22). Shc is one of the first adaptor
proteins that binds to the Trk receptor, and is phos-
phorylated by it. In fact, the Shc binding site appears
to be critical to the survival of NT-4-dependent sensory
neurons in vivo (Minichiello et al., 1998).

As shown in Figure 7.23, the first major kinase
pathway is activated by the recruitment of a second
adaptor protein (Grb2, growth factor receptor-bound
protein-2) and a docking protein (Gab1, Grb2-associ-
ated Binder-1). In this pathway, a phosphotidylinositol
3-kinase (PI3K) activates a serine/threonine kinase,
called Akt. The PI3K-Akt pathway provides a crucial
intracellular signal for keeping NGF-dependent
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FIGURE 7.21 Neuron cell death can be delayed by blocking
protein synthesis. A. Sympathetic neurons die within two days,
when NGF is removed from the culture media (left). When either a
translation blocker (cyclohexamide, CHX) or a transcription blocker
(actinomycin-D, AM-D) was added to NGF-deprived cultures, sym-
pathetic neurons were rescued (right). B. The synthesis of mRNA
and protein is also required for naturally occurring cell death in
vivo. In control chick embryos, pyknotic motor neurons and DRG
neurons are counted during normal development (top). When chick
embryos are treated with CHX during the time when motor neuron
and DRG cell death is at its greatest, the number of pyknotic neurons
is decreased (middle). Similarly, when chick embryos are treated
with AM-D, there is a reduction in the number of pyknotic neurons.
(Adapted from Martin et al., 1988; Oppenheim et al., 1990).



binds to and activates a serine/threonine kinase, called
Raf. Raf activation leads to activation of the mitogen-
activated protein kinase cascade (MAPK), eventually
resulting in translocation into the nucleus (Figure
7.23).

The potential importance of Ras-Raf signaling to
neuron survival is demonstrated in experiments where
the Ras protein is injected directly into cultured chick
DRG neurons. Although DRG neurons depend on
NGF for their survival, the Ras protein is sufficient to
prevent cell death (Borasio et al., 1989). Furthermore,
the same treatment promotes the survival of BDNF-
dependent nodose ganglion neurons and CNTF-
dependent ciliary ganglion neurons.

Which MAPKs are responsible for the positive
effects of NGF binding, and which ones produce the
negative effects following its withdrawal? In PC12
cells, there is evidence for both types of signal (Xia et
al., 1995). NGF promotes the survival of PC12 cells,
and this is accompanied by activation of several
MAPKs. Within six hours of NGF withdrawal, PC12
cells begin to die in great numbers, and there is a
prominent decrease in ERK activity. To test whether
ERK is responsible for the positive effect of NGF, PC12
cells were engineered to produce constitutively high
levels of ERK activity (Figure 7.24). These cells sur-
vived much better following NGF withdrawal. There
is also a MAPK signal, called JNK, that appears to turn
on following NGF withdrawal. In fact, PC12 cell death
will occur in the presence of NGF if JNK is constitu-
tively activated (Figure 7.24). Thus, NGF may upregu-
late proteins needed for cell survival through ERK,
while proteins needed for suicide are upregulated by
JNK.

How do activation of the two major kinase path-
ways, PI3K-Akt and MAPK, prevent cell death? Akt
can promote cell survival by inactivating pro-
apoptotic proteins in the cytoplasm and increasing
transcription of anti-apoptotic proteins. For example,
RSK phosphorylates, and inactivates, one of the pro-
apoptotic regulatory proteins in the Bcl-2 family. These
regulatory proteins are discussed below (see Regulat-
ing Death Proteins). The Ras-MAPK pathway pro-
motes survival in the fly using a similar strategy. When
active Ras is ectopically expressed in the developing
eye, it decreases the expression of pro-apoptotic pro-
teins and prevents normal cell death (Kurada and
White, 1998).

As discussed above, NGF withdrawal and the
p75NTR lead to activation of the JNK-c-Jun pathway,
resulting in neuron death. Therefore, it seems impor-
tant for the survival pathway to suppress this system
as well. In fact, the active Ras-Raf pathway promotes
survival by blocking the JNK pathway (Figure 7.23),

neurons alive (Figure 7.24). Specific blockade of either
PI3K or Akt activity kills the primary cultures of sym-
pathetic neurons even in the presence of NGF, while
constitutive activation of either kinase keeps the
neurons alive even in the absence of NGF (Crowder
and Freeman, 1998).

There is a second major pathway that also leads to
phosphorylation of cyoplasmic components and that
participates in cell survival. In this case, the adaptor
and docking proteins recruit a guanine nucleotide
exchange factor (SOS) to activate a membrane-associ-
ated G-protein called Ras (Figure 7.23). Ras is activated
when it exchanges a GDP for a GTP, whereupon it
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possibly through phosphorylation of a JNK-activator.
Thus, when sympathetic neurons are transfected with
constitutively active Ras, the level of JNK and c-Jun
declines, and the neurons survive in the absence of
NGF. This pathway appears to play role in the survival
mechanism during in vivo maturation. The genetic
elimination of p53, which is known to be a down-
stream effector of c-Jun, results in increased survival of
SCG neurons (Mazzoni et al., 1999; Aloyz et al., 1998;
Kanamoto et al., 2000).

The PI3K-Akt and MAPK pathways also promote
survival at the level of gene transcription. The tran-
scription factor, cyclic AMP response element binding
protein (CREB), is phosphorylated by RSK2. The acti-
vated CREB enters the nucleus and binds to DNA and
increases the expression of a pro-apoptotic regulatory
protein (Bcl-2) that is discussed below (see Regulating
Death Proteins). The mechanism appears to support
the in vitro survival of both sympathetic neurons
through NGF activation of TrkA, and cerbellar granule
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FIGURE 7.23 Trk intracellular signaling. A. The first pathway leads to activation of the Akt Kinase. Two
proteins (Grb-2, Gab-1) are recruited to the receptor complex, resulting in the activation of a phosphatidyli-
nositol-3 kinase (PI3K). PI3K generates phosphoinositide phophases that activate the serine/threoninee
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cells through BDNF activation of TrkB (Xing et al.,
1996; Riccio et al., 1999; Bonni et al., 1999).

The extent to which CREB-dependent transcription
contributes to neuron survival in vivo remains to be
determined (Lonze and Ginty, 2002). In any event,
other transcription pathways are likely to play a sig-
nificant role. For example, Akt phosphorylates a tran-
scription factor, called forkhead, preventing it from
translocating to the nucleus and upregulating Fas
ligand (Brunet et al., 1999).

Although we have tried to present a unified picture of
cell survival signaling, it is likely that different neurons
will employ specific cytoplasmic mechanisms. For
example, Ras appears to be a principal cytoplasmic
signal for NGF signaling in DRG neurons. However, it is
also known that NGF-dependent sympathetic neurons
from caudal regions of nervous system are not saved by
Ras injection, wherease sympathetic neurons from the
rostral SCG are saved (Markus et al., 1997). 

The many molecular pathways between receptor and
nucleus interact with one another, producing another
level of complexity. For example, activation of ERK
requires binding and activation of both Shc and phos-
pholipase C-g1 (PLC-g1) (Stephens et al., 1994). However,
the PLC-g1 pathway seems to be more involved in neurite
outgrowth (see Chapter 5). Therefore, it will be crucial to

understand how receptors are activated in vivo if we are
to evaluate the contribution of each of the cytoplasmic
kinases.

A complete description of the intracellular path-
ways mediating survival may still be lacking, but
many of the candidates that pass the signal from mem-
brane to nucleus have now been identified. The impor-
tance of each candidate molecule is likely to range
broadly from one neuron type to another. Fortunately,
these remaining mysteries need not be solved in order
for us to consider the cytoplasmic weapons that
neurons use to kill themselves.

CASPASES: AGENTS OF DEATH

The discovery of specific genes that are directly
involved in apoptosis was made in experiments on the
nematode, Caenorhabditis elegans. In 2002, Robert
Horvitz shared the Nobel Prize for Physiology or Med-
icine for uncovering the discrete genetic steps that
support apoptosis, which came to be known as pro-
grammed cell death (PCD). Two genes, ced-3 and ced-
4, must be expressed by each C. elegans cell if it is to die
during development (ced stands for cell death abnor-
mal) (Yuan and Horvitz, 1990). When either of these
genes is mutated, almost all of the PCD is prevented
(Figure 7.25). Analysis of mosaic animals (i.e., animals
in which the ced gene is expressed in only a few iden-
tified cells) indicates that the gene product acts within
the cell that produces it, showing that PCD proceeds
by suicide rather than a violent neighbor. What are
these gene products, and how do they control the life
or death decision?

Proteases appear to be a common weapon of choice
for cell death. Although it has been known for some time
that one can rescue injured cells by blocking proteolytic
enzymes, the evidence for protease involvement in nor-
mally occurring cell death came only recently. In fact, one
of the gene products that kills C. elegans neurons, CED-3,
turns out to be a cysteine protease, an enzyme that specif-
ically cuts up proteins after an aspartate residue. In
mammals, there is a CED-3-like protease called inter-
leukin-1b-converting enzyme (ICE). While ICE plays a
life-affirming role in processing pro-interleukin-1b for
the purposes of blood cell production, it also serves as an
angel of death in the developing nervous system. New
cysteine proteases have been identified in many species,
and they are now generally referred to as Cysteine
requiring ASPartate proteASEs, or caspases (Figure
7.25). Thus, ICE is now called caspase-1.

In C. elegans, the ced-4 gene product is also a necessary
constituent of the death pathway. CED-4 binds to the
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FIGURE 7.24 ERK and JNK mediate the effects of NGF. When
NGF is withdrawn from the culture media, PC12 cells die (center).
NGF is not able to support PC12 cell survival when the MAP kinase,
JNK, is constitutively activated (left). In contrast, when ERK is con-
stitutively activated in PC12 cells, they are able to survive even in
the absence of NGF (right). (Adapted from Xia et al., 1995)
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inactive form of CED-3 and leads to its activation (Figure
7.26). In mammals and flies, the pathway involves ced-3
and ced-4 homologs, but the mechanism leading to
caspase activation begins at the mitochondrion. Various
stimuli, such as the withdrawal of growth factor, lead to
increased permeability of the outer mitochondrial mem-
brane. When this occurs, a member of the electron trans-
port chain, called cytochrome c (cyt c), leaks out of the
mitochondrion. As it enters the cytoplasm, cyt c binds
tightly to an adaptor protein called apoptosis protease
activating factors-1 (Apaf-1). This is the mammalian
homolog of ced-4. Procaspase-9 is then recruited to this
complex, which is called an apoptosome. This is the site
where caspase-9 becomes activated autoproteolytically.
The activated caspase-9, in turn, cleaves pro-caspase-3,
resulting in its activation. Mutations of this Apaf lead to

ced-3 expressing cells die ced-3 -/- cells live 
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B 

CASPASE 
CED-3 (nematode) 

Protein 

ICE  (mammal) 

DCP-1 (fly) 

Asparate 

FIGURE 7.25 The role of caspases in cell death. A. In C. elegans,
CED-3-expressing cells (yellow cytoplasm) die during development,
but almost all cell death is prevented when the ced-3 gene is mutated.
B. CED-3 is a member of the caspase family, enzymes that specifi-
cally cleave proteins after an aspartate residue. There are homologs
of CED-3 in mammals (ICE) and fruit flies (DCP-1). (Panel A adapted
from Yuan and Horvitz, 1990)

a decrease in cell death in vivo (Li et al., 1997), similar to
the effects of ced-4 inactivation.

A caspase begins with the release of a mitochon-
drial flavoprotein, called apoptosis-inducing factor
(AIF). In this case, the AIF enters the nucleus and ini-
titates DNA cleavage (Figure 7.27).

Several caspases have now been implicated in
neuron cell death. There are 14 members in mam-
malian genome, 6 in flies, and only 3 in worms. There
are many lines of evidence that caspase activity is
required for neuronal apoptosis. When a caspase
inhibitor (a cytokine response modifier, crmA) is
microinjected into chick DRG neurons in vitro, they
can survive the withdrawal of NGF (Gagliardini et al.,
1994). Members of the caspase family may also
mediate the death-promoting effect of “death domain”
containing proteins, such as p75NTR, and the Drosophila
protein caller Reaper (discussed above). For example,
Reaper overexpression in the Drosophila eye causes all
the cells to die, but a caspase inhibitor is able to block
this effect (White et al., 1996; Vernooy et al., 2000).

To determine whether caspases are involved in the
normal period of cell death, chick embryos were treated
with a synthetic peptide inhibitor of caspase on embry-
onic day 8, the peak of motor neuron death. After 24
hours, the number of pyknotic cell bodies was cut in
half compared to animals treated with a less selective
protease inhibitor (Milligan et al., 1995). However, it
remains possible that the synthetic peptide inhibitor
blocked more than one member of the caspase family.
To examine the effect of a single protease, transgenic
mice were produced lacking caspase-3, the closest
mammalian homolog of CED-3. The brains of these
animals are disorganized, and there are few signs of the
pyknotic cell clusters that accompany nervous system
morphogenesis, suggesting a decrease in normal cell
death. This is most apparent in the proliferative zone 
or immature populations in the forebrain (Kuida et al.,
1996, Pompeiano et al., 2000). In contrast, cell death of
motor, sensory, and sympathetic neurons proceeds
unchecked when caspase-3 activity is genetically elimi-
nated. Interestingly, electron micrographs of the dying
neurons suggest that they die in a somewhat different
manner than those in control mice; there is little sign of
chromatin condensation or fragmentation into apop-
totic bodies. Together, these results suggest that other
caspases, or caspase-independent pathways, mediate
cell death in many developing neuronal populations.
They also suggest that TUNEL labeling alone does not
characterize cell death. It is possible that cell death is
occurring, but without DNA fragmentation, in cells 
that are not stained with TUNEL (Oppenheim et al.,
2001). It is not too surprising to learn that nerve cells
commit suicide by destroying their own proteins. This



raises a question about the specificity of caspases: is
their activity imprecise, or do they break down specific
substrates? The evidence suggests great specificity, par-
ticularly for proteins that are involved in genome regu-
lation, such as DNA repair, DNA replication, and RNA
splicing enzymes (Lazebnik et al., 1994; Loetscher et al.,
1997; Nicholson and Thornberry, 1997). Structural pro-
teins of the nucleus and cytoskeleton, such as actin and
fodrin, are also targets for cleavage. One example of
caspase target is the DNA repair enzyme called poly
(ADP-ribose) polymerase (PARP), suggesting that cell
death is achieved by compromising the neuron’s tran-
scription machinery. A second set of targets, of some
interest to those studying Alzheimer’s disease, are the
transmembrane proteins called presenilins that are
apparently involved in the Notch signaling pathway
(see Chapter 2: Induction). Although NGF-deprived
PC12 cells normally die, they can be rescued by trans-
fection with presenilin 2 antisense mRNA.

While no final arrests have been made, caspases
appear to be a primary felon in the developing nervous
system. However, conspiracy theorists can take
comfort in the many other death mechanisms that
underlie normal cell death. We have learned that the

release of a mitochondrial flavoprotein, AIF, can act
directly to fragment DNA without the intermediate
involvement of caspases. A second caspase-independ-
ent pathway involves the regulation of superoxide
(O2·-), which accumulates as a result of oxygen usage
in the mitochondrial respiratory chain. Free radicals
such as O2·- have unpaired electrons, making them an
extremely reactive species. Excess O2·- can disrupt
membrane integrity, inhibit pumps, and fragment
DNA. Superoxide dismutase (SOD) is the endogenous
enzyme that eliminates O2·- by catalyzing a reaction to
O2 and H2O2. Interestingly, sympathetic neurons can
survive for a longer period of time after NGF depri-
vation if injected with SOD. Although a caspase medi-
ates the cell death process initiated by trophic factor
deprivation, it is not responsible for the death initiated
by free radicals (Troy et al., 1997).

Thus, for each developing population of neurons,
the naturally occurring period of cell death may
invoke a distinctive set of molecular mechanisms. 
In fact, one of the most varied features of cell death
involves the regulatory proteins that determine
whether or not caspases cross the threshold to their
active state.
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FIGURE 7.26 Regulation of cell death machinery in three species. (Left) In C. elegans, the effector pro-
tease that leads to apoptosis (CED-3) is activated by CED-4. An anti-apoptotic regulator (CED-9) can complex
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BCL-2 PROTEINS: 
REGULATORS OF APOPTOSIS

The continuous presence of death-promoting mole-
cules in the cytoplasm is rather like keeping several
loaded guns scattered about the house; safety locks of
some sort are essential. In fact, there are several impor-
tant checks and balances to ensure that only the correct
neurons die. Once again, the molecular acronyms will
fly, so there is some appeal in grasping the basic mech-
anism first. There are two key points of regulation.
First, the mitochondrion outer membrane must remain
relatively impermeable so that cytochrome c does not
leak into the cytoplasm. Second, inactive pro-caspases
must be constrained so that their threshold for activa-
tion remains relatively high. Mitochondrion perme-
ability is controlled by a large family of proteins that
interact with the outer mitochondrial membrane as
well as with one another. The activation of pro-cas-
pases is regulated by two interacting molecules, one of
which is released from mitochondria.

In C. elegans, activation of the ced-9 gene can prevent
apoptosis in all cells. Conversely, mutations that inac-
tive ced-9 lead to death among cells that would nor-
mally survive through development (Hengartner et
al., 1992). CED-9 apparently blocks death by complex-
ing with CED-4 and interfering with its ability to 
activate the protease, CED-3 (Figure 7.26). The mam-
malian homolog of CED-9 is a membrane-associated
protein called Bcl-2 (named for its discovery in B Cell
Lymphoma cells) that was originally discovered in
studies of tumor formation. The Bcl-2 family has since
been found to include members that promote survival
(anti-apoptotic), as well as those that promote apopto-
sis (pro-apoptotic). To date, 12 pro-apoptotic and 7
anti-apoptotic members have been described in
mammals, although few have been evaluated as par-
ticipants in naturally occurring neuron cell death.

In healthy neurons, anti-apoptotic members of the
Bcl-2 family (Bcl-2 and Bcl-x) are closely associated
with mitochondria (Figure 7.27). Bcl-x apparently pre-
vents the release of cyt c by interacting with a voltage-
dependent anion channel in the mitochondrial outer
wall, causing it to remain closed (Shimizu et al., 1999).
Bcl-x also associates with two other proteins to keep
them inactive: a pro-apoptotic member of the Bcl-2
family (Bax) and the caspase activator (Apaf-1).

One of the more impressive displays of Bcl-2 influ-
ence on neuron survival comes from transgenic mice
that overexpress this protein. These mice have much
bigger brains than controls, and cell counts in the facial
nucleus and retina reveal a 40% increase in neuron
number (Martinou et al., 1994). However, genetic

studies suggest that there is some redundancy among
survival-promoting members of the Bcl-2 family: Tar-
geted disruption of the bcl-2 gene does not have an
effect on neuron survival, despite its high expression
in the developing nervous system (Veis et al., 1993). In
contrast, disruption of a different anti-apoptotic gene,
bcl-x, does produce a clear increase of apoptosis in the
nervous system (Motoyama et al., 1995).

In dying neurons, the pro-apoptotic members of the
Bcl-2 family bind to members that maintain survival
(i.e., Bcl-2 and Bcl-x), and then mount an assault on the
mitochondria (Figure 7.27). One subset of pro-apop-
totic proteins (those containing only a single Bcl-2
homology domain, such as Bad, Bid, and Bim) recruit
a second subset into play (Bax subfamilymembers
such as Bax and Bak). This latter set of pro-apoptotic
proteins oligomerizes and becomes associated with the
mitochondrial membrane. At this point, Bax and Bak
apparently interact with a voltage-dependent anion
channel within the mitochondrial wall and facilitate its
opening (Shimizu et al., 1999). This increases mito-
chondrion permeability and permits cyt c to be
released. At the same time that the mitochondria are
under attack, pro-apoptotic proteins are dimerizing
with anti-apoptotic members and inactivating them.
Bad binds to Bcl-x, and Bax binds to Bcl-2. As the cas-
pases become activated, anti-apoptotic members of the
Bcl-2 family are themselves a substrate. When Bcl-2 is
cleaved by a caspase, its protective influence is oblit-
erated (Cheng et al., 1997).

The pro-apoptotic members have a clear influence
on neuron cell death in vivo. Apoptosis in ganglia and
motor neurons is virtually eliminated in bax knockout
mice, and it is significantly reduced in many areas of
the CNS (White et al., 1998). The functional interaction
between pro- and anti-apoptotic members is illustrated
in a mouse with deletions of one or both members
(Figure 7.28). Mice deficient for a bcl-x exhibit increased
apoptosis, suggesting that pro-apoptotic proteins are
no longer being suppressed. To test this idea, a double
knockout mouse deficient for both bcl-x and the pro-
apoptotic member, bax, was examined. When apoptosis
was examined in the spinal cord of bcl-x-/-/bax-/- mice,
the level had returned to normal (Shindler et al., 1997).

One recent experiment has tied together elements of
the neurotrophin withdrawal response, including ele-
vation of pro-apoptotic Bcl-2 family members. When
sympathetic neurons were transfected with virus that
expresses a dominant negative form for c-Jun, the cells
could survive NGF withdrawal. Without active c-Jun,
there were two basic changes to the cells physiology
when NGf was withdrawn. First, the expression of a
pro-apoptotic Bcl-2 family member, Bim, did not
increase as it normally does. Second, cyt c was not
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released from the mitochondria. This result suggests
that neurotrophins, at least, prevent cell death by sup-
pressing the pathway that leads to pro-apoptitic protein
expression (Whitfield et al., 2001).

The second major point of regulation is located at the
caspases themselves. One family of regulators, called
inhibitors of apoptosis proteins (IAPs), act directly on
the caspases (Figure 7.26). IAPs have been identified
that bind directly to caspase-3 or caspase-9, and block
their proteinase activity. One striking indication that
IAPs keep neurons alive comes from a clinical observa-
tion. A member of the IAP family is deleted in humans
with a disorder called spinal muscular atrophy, a condi-
tion in which spinal cord motor neurons gradually die
(Roy et al., 1995). There are also antagonists to the IAPs.
A mitochondrial protein called Smac/DIABLO, which
is also released when the outer membrane becomes per-
meable, can bind to the apoptosome and inhibit IAP.
This promotes caspase activation and apoptosis.

Therefore, there are two safety latches on caspase
activation. The first is control of cyt c release from
mitochondria, and the second is IAP (Figure 7.27). In

fact, both safety latches must be removed to kill sym-
pathetic neurons grown in the presence of NGF. Injec-
tion of cyt c alone is not able to activate caspases and
produce apoptosis, but if Smac is co-injected, then cas-
pases are activated and the neurons die (Du et al., 2000;
Verhagen et al., 2000; Deshmukh et al., 2002). In
Drosophila, loss of IAP function alone leads to unre-
strained activation of caspases and death. Conversely,
the loss of gene products that inhibit IAP (grim, reaper,
and hid) lead to almost no apoptosis (White et al., 1994;
Hay et al., 1995).

SYNAPTIC TRANSMISSION 
AT THE TARGET

Some of the earliest experimental manipulations of
target size suggested that functional synaptic contacts
were correlated with survival. Removal of the nasal
placodes in salamander embryos did not, at first,
decrease the size of the innervating forebrain region.
However, after the system became functional, loss of
the target did produce a hypoplasia (Burr, 1916).
Observations from the NMJ also suggest that func-
tional synapses are involved in motor neuron survival.
There is a very tight correlation between the onset of
neuromuscular activity in chicks and the onset of
normal motor neuron cell death.

If synapse activity at the target is necessary for sur-
vival, then one would predict that more neurons
would die in its absence. To test this hypothesis, chick
embryos were treated with an acetylcholine receptor
(AChR) antagonist (curare or bungarotoxin) during a
four- day period that overlapped the normal period of
motor neuron death. Curare was quite effective at
blocking neuromuscular transmission, as spontaneous
movements were virtually eliminated for much of the
treatment period. Rather than increasing cell death, the
surprising result was that synapse blockade saved
motor neurons (Figure 7.29). Over 90% of the motor
neurons that would have died were still alive after the
period of normal cell death ended and the curare had
been removed. This effect is due to the interaction at
the neuromuscular junction because agents that block
AChRs in the CNS do not prevent cell death (Pittman
and Oppenheim, 1979; Oppenheim et al., 2000). Fur-
thermore, curare produced a threefold increase in the
number of motor axon branches and synapses during
the period when normal cell death occurs (Dahm and
Landmesser, 1991). A similar decrease in normal cell
death is found in the isthmo-optic nucleus when activ-
ity is blocked in its target, the eye, by injecting TTX
during development (Péquignot and Clarke, 1992).
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FIGURE 7.28 In vivo regulation of neuron survival by pro- and
anti-apoptotic regulatory proteins. A. A spinal cord tissue section
from an E12 bcl-x-/- mouse shows many pyknotic nuclei, indicative
of massive cell death (left). TUNEL-positive cells (red) are common
in the E12 bcl-x-/- spinal cord (middle). A nuclear stain (bright blue)
indicates condensed chromatin (right). B. A spinal cord tissue section
from an E12 bcl-x-/-/bax-/- double mutant mouse shows few
pyknotic nuclei, indicating that cell death is curtailed (left). In con-
trast to the bcl-x-/- cord, there are few TUNEL positive cells in bcl-
x-/-/bax-/- mice (middle). In contrast to the bcl-x-/- cord, the
nuclear stain reveals few cases of condensed chromatin in bcl-x-/-
/bax-/- mice (right). (Adopted from Shindler et al., 1997, by per-
mission of Soc of Neuroscience)



Thus, neuron survival may depend on proper access
to the target-derived survival factor rather than on the
total amount of factor produced by the target (Oppen-
heim, 1989). Access could result from a greater number
of synapses. In fact, several observations suggest that
synapse activity and survival factor expression are
entwined with one another. Embryonic hippocampal
neurons grown in dissociated culture for seven days
make numerous synaptic contacts with each other, and
the expression of NGF and BDNF mRNA gradually
increases over this period. This neurotrophin expres-
sion is influenced by synaptic activity: NMDA receptor
blockade decreases neurotrophin expression, whereas
GABAA receptor blockade increases it (Zafra et al.,
1991). Muscle cell expression of the neurotrophin, NT-
4, is also regulated by synaptic activity, and the mor-
phology and function of neuromuscular synapses
depends on this signal (Funakoshi et al., 1995; Bellu-
ardo et al., 2001; Gonzalez et al., 1999). It is possible that
activity-dependent regulation of this neurotrophin
permits motor neuron synapses to obtain access to a
second factor that mediates survival.

The activity-dependent expression of BDNF has
been shown to support embryonic cortex neuron sur-
vival in a culture dish (Figure 7.30). BDNF expression
and survival depend on the entry of calcium into the
neurons when they are depolarized in a medium con-
taining a high potassium ion concentration. When
function-blocking antibodies directed against BDNF
are added to these cultures, the trophic effect of depo-
larization is eliminated (Ghosh et al., 1994). Therefore,
neurons may have some influence over the survival
factors that they seek from a target: increased branch-
ing may provide better access, and synaptic transmis-
sion can regulate the amount of factor produced.

AFFERENT REGULATION 
OF CELL SURVIVAL

Neuron growth and differentiation occur without
synaptic contacts at first, but maturation and survival
quickly become dependent on neurotransmission and
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electrical activity. If the amount of synaptic transmis-
sion is too low during development, then postsynap-
tic neurons can cease protein synthesis, become
atrophic, and may even die. Paradoxically, too much
excitatory activation has been shown to kill neurons by
loading their cytoplasm with calcium (Nicholls and
Ward, 2000; Duchen, 2000). In this section, we discuss
the relationship between innervation, synaptic activity,
and neuron survival, and ask what trophic signal is
being provided by afferent terminals.

Many of the original studies involved removing
centrally projecting axons to see whether the central
target developed properly in their absence. For
example, Larsell (1931) removed on eye in tree frog
larvae and found that its target, the contralateral optic
tectum, had many fewer cells than expected. However,
these studies were not able to discriminate between
effects on neurogenesis or migration versus effects on
neuron survival.

One of the best studied cases of afferent regulated
survival is the nucleus magnocellularis (NM) in the chick
central auditory system (Figure 7.31). Just before
taking up her studies of NGF (above), Rita Levi-Mon-
talcini had been studying the effect of cochlear nerve
fibers on the survival of NM neurons and other brain
stem nuclei. These studies have fascinated students of
biology because they were performed with very little
equipment in the countryside of Italy while World War
II raged around her. In spite of these privations, Levi-
Montalcini (1949) was able to show that the period of
normal cell death is elevated when the cochlea is
removed. Although there was little sign of degenera-
tion at E11, the age at which auditory nerve fibers first
activate NM neurons, there was a dramatic loss of cells
by E21. Subsequent studies showed that about 30% of
NM neurons are lost following cochlear ablation, and
the effect of denervation is much reduced in adult
animals (Parks, 1979; Born and Rubel, 1985). In fact,
neuron survival can change from being dependent
upon afferent innervation to being completely inde-
pendent over the course of a few days (Figure 7.32).
When the cochlea is removed in P7 gerbils, about 50%
of the postsynaptic cochlear nucleus neurons are lost.
However, when the cochlea is removed just two days
later, at P9, there is no neuronal cell loss (Tierney et al.,
1997).

Survival in other peripheral and central neurons
also depends, in part, on afferent connections during
development (Linden, 1994). However, surgical
removal of the afferent population does not really tell
us much about the trophic signal. Does the synapse
provide a survival factor such as NGF? Does the neu-
rotransmitter itself enhance survival? To address this
question, intact afferent pathways were treated with

agents that block neuronal activity (Maderdrut et al.,
1988; Born and Rubel, 1988). In the chick ciliary gan-
glion, cell death is increased when transmission is
blocked, although neurogenesis and migration
proceed normally. Similarly, action potential blockade
in the cochlea for 48 hours is sufficient to increase
normal cell death in the chick NM. Therefore, synaptic
activity seems to play a critical role in postsynaptic
neuron survival.

What is it about synaptic activity that promotes
neuron survival? One possibility is that synaptic trans-
mission provides a positive survival signal. Alterna-
tively, synaptic transmission may evoke action
potentials, and the associated voltage-gated currents
may affect survival. To distinguish between these two
possibilities, brain slices containing the chick NM and
its auditory nerve afferents were placed in vitro and
provided with two different stimulation protocols
(Figure 7.33). Although the experimental period was
too brief to observe dying neurons, denervation of NM
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a chick central auditory nucleus. A. Auditory neurons from the
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Parks, 1979; Born and Rubel, 1985)



neurons leads to a rapid decrease in protein synthesis
that is thought to be a condition preceding cell death
in this and many other neural systems. When the audi-
tory nerve is stimulated, NM neurons receive synapti-
cally evoked activity, and protein synthesis is
maintained. In contrast, when NM axons are stimu-

lated to produce antidromic action potentials in their
cell body, protein synthesis is not maintained (Hyson
and Rubel, 1989). Thus, the preservation of postsy-
naptic neuron metabolism, and presumably its sur-
vival, depend on the release of something from the
synaptic terminal.

Although we do not yet know what the trophic sub-
stance might be, there is some indication that neu-
rotrophins may be released by the afferent terminal
(Wang et al., 2002). The neurotransmitter itself may
also play a primary role in cell survival. Auditory
nerve fibers release glutamate at their synapse on NM
neurons, and this transmitter produces large excitatory
postsynaptic potentials. However, glutamate also acts
to limit the amount of calcium that enters NM neurons
by activating a metabotropic glutamate receptor
(mGluR). When auditory nerve fibers are stimulated in
the brain slice preparation, NM cytoplasmic calcium
levels remain low, but the addition of an mGluR antag-
onist during continued orthodromic stimulation
results in a rapid increase in calcium (Zirpel and Rubel,
1996). It is interesting that blockade of ionotropic glu-
tamate receptors in vivo can decrease normal cell
death in NM and block it entirely in nucleus laminaris
(Solum et al., 1997). Thus, excitatory afferents may
jeopardize survival through ionotropic glutamate
receptor activation but promote survival through acti-
vation of mGluRs.

A precipitous rise in cytoplasmic calcium may
dispose a cell toward death, but we have also learned
that it can elicit increased BDNF production and
increased survival, at least under culture conditions.
How can these two findings fit with one another? 
One possibility is that the location of calcium entry 
is crucial to gauging its effect (Sattler et al., 1998). In
cultured hippocampal neurons, activation of synaptic
glutamate receptors, called NMDA receptors, leads 
to calcium entry and permits the cells to survive 
an insult. However, when nonsynaptic NMDA recep-
tors are activated, again leading to calcium entry, the
neurons die. Therefore, the location at which calcium
enters the neuron appears to determine its effect on
neuron survival (Hardingham et al., 2002).

Although it seems as if the synaptic mechanisms
supporting neuron survival are quite different in the
chick cochlear nucleus and in hippocampal or cortical
cultures, there is one important similarity. In both
types of neurons, survival depends on CREB activa-
tion. In the hippocampal cultures, synaptic NMDA
receptor activity increases CREB phosphorylation,
leading to transcription of BDNF. Given the primary
role of CREB in mediating neurotrophin-dependent
survival (Figure 7.27), it would not be surprising if
synaptically mediated rises in phosphorylated CREB
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work through similar cytoplasmic effectors. Interest-
ingly, the activity of nonsynaptic NMDA receptors
suppresses CREB phosphorylation and increases
apoptosis. In the chick cochlear nucleus, deafferenta-
tion initially results in calcium elevation, and it is this
calcium that appears to be responsible for killing 30%
of the neurons. However, the 70% of neurons that
survive may well depend on CREB, which is phos-
phorylated within one hour of deafferentation. The
source of calcium is from AMPA-type glutamate recep-
tors. The survival pathway may be quite similar to that
discussed for neurotrophins: Within 6 hours of deaf-

ferentation, the expression of an anti-apoptotic gene,
bcl-2—known to be regulated by CREB—has increased
(Zirpel et al., 2000; Wilkinson et al., 2002).

Although it is not yet clear how a localized calcium
entry biases a neuron toward life or death, it may have
something to do with the cytoplasmic localization of
calcium sensors. For example, when a calcium-
dependent kinase (CaMKII) becomes autophosphory-
lated, it becomes associated with a specific NMDA
receptor subunit (Strack and Colbran, 1998).

It is possible that afferents release trophic factors,
along with neurotransmitters, during development.
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Neurotrophins, such as NT-3, are produced in the
developing retina, and they are transported antero-
gradely down retinal ganglion cell axons to the optic
tectum (von Bartheld et al., 1996). Since the survival
of optic tectum neurons depends on both axonal
transport and electrical activity by retinal axons, it
seems possible that NT-3 mediates this afferent regu-
lation (Catsicas et al., 1992). Of course, if neu-
rotrophins provided an anterograde signal, then the
target neurons would be expected to have Trk recep-
tors at the synapse. In fact, an electron microscopic
study of TrkB and TrkC receptors shows that they 
are located at postsynaptic profiles in the developing
(and adult) central nervous system (Hafidi et al.,
1996).

It is also interesting to consider that membrane
depolarization, which is often found to enhance the
survival of cultured neurons, actually promotes the
expression of survival factor receptors. In a sympa-
thetic neuron cell line, membrane depolarization
causes the cells to produce TrkA receptor, and this
allows NGF to become an effective survival factor
(Birren et al., 1992). In fact, some neurons depend on
sufficient levels of cytoplasmic calcium even before
they become dependent on neurotrophins (Larmet 
et al., 1992). Thus, synapses may be employing more
than one mechanism in keeping neurons alive, and
these may include activation of ionotropic and
metabotropic receptors, postsynaptic depolarization
(and calcium homeostasis), and activation of neu-
rotrophin receptors.

SUMMARY

Naturally occurring cell death claims up to 80% of
the neuroblasts and differentiating neurons and glia in
the developing brain. Depending on the particular
group of neurons, survival may rely on target-derived
trophic factors, synaptic activity, hormonal signals,
and other cues. The diversity in survival factors is mir-

rored by a diversity of cytoplasmic mechanisms for
dying. However, all forms of normal cell death require
either the production or activation of proteins that can
do damage to the neuron, such as caspases. Given the
danger of keeping death machinery in place, neurons
also express a broad range of regulatory proteins
which ensure that apoptosis occurs only under the
appropriate conditions.

Despite the wealth of candidate mechanisms that
have been shown to mediate cell death in a few model
systems, the process remains poorly understood in the
CNS. Perhaps there are CNS trophic factors that have
yet to be discovered. Alternatively, the survival of CNS
neurons may be distributed among the many afferents
and targets to which they connect, each one contribut-
ing a survival signal. This would make it difficult to
detect the involvement of any single factor through a
loss-of-function experiment.

As new trophic factors and intracellular mecha-
nisms are put forward, we must be cautious of evi-
dence supporting a role for each individual factor in
supporting neuron survival. There are a number of
interesting methods for sustaining neurons that have
been removed from the body and placed in culture.
However, some of these methods do not duplicate 
the strategy used by developing neurons to survive
their natural environment, just as parachutes and life
preservers are relevant to our survival only in specific
situations. Conversely, the failure to observe an effect
in genetically altered animals should not remove a
factor from the list of candidates because CNS survival
may depend on several, functionally overlapping
signals.

The role of electrical activity in cell survival points
out the tremendous plasticity of the developing
nervous system. Small perturbations of synaptic activ-
ity can have a profound impact on the number of cells
and the amount of postsynaptic membrane on which
the synapses form (see Chapter 9). It is not too difficult
to imagine that these mechanisms are necessary to
optimize the diverse kinds of neural circuitry found
within each animal.
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The formation of functional connections between
nerve cells distinguishes neural development from
that of all other tissues. This process begins with
axonal growth cones following a set of extracellular
cues to reach a precise location within a distant target
(see Chapters 5 and 6). When the growth cone finally
comes in contact with an appropriate postsynaptic cell,
a decision is made to stop growing and to differenti-
ate into a presynaptic terminal. Almost simultane-
ously, the target neuron begins to create a minute
specialization that will serve as the postsynaptic site.
In fact, both the growth cone and postsynaptic neuron
generate many of the components needed for neuro-
transmission well before innervation occurs, and the
formation of a functional contact can be remarkably
swift.

One general problem in studying synapses at any
age is that they are extremely small, often having a
contact length of less than 1mm. This makes them
nearly impossible to see with a light microscope, and
one might wonder how they were discovered in the
first place. In fact, at the turn of the twentieth century,
one group of biologists believed that neuronal
processes fused with one another to produce long
fibers with a continuous protoplasm, called a syn-
cytium (Figure 8.1). Another group of scientists felt that
neurons remained separate, as had been shown for
other cell types, and that they must be in contact with
one another at the tips of their processes (Ramón y
Cajal, 1905). The great interest that was then focused
on the tips of neuronal processes led both to the dis-
covery of growth cones in very young tissue (see
Chapter 5) and to the first descriptions of presynaptic
terminals in older animals (Held, 1897). Charles Sher-
rington, winner of the 1932 Nobel Prize in Medicine,
realized that a separation between nerve cells would
allow for a new form of intercellular communication

(cf. chemical transmission), and he popularized the
term synapse (Sherrington, 1906).

The average mammalian neuron receives synapses
along its soma and dendrites, Some of these synapses
release glutamate, which excites the postsynaptic neuron;
others release GABA, which acts to inhibit the neuron;
and still others release various modulatory transmitters.
At a single glutamatergic synapse, there may be several
types of receptors; some will gate open ion channels while
others can activate a second messenger system. The
change in membrane potential brought about by this
synaptic transmission quickly recruits nearby ion chan-
nels (see Box: Maturation of Electrical Properties). In the
case of voltage-gated sodium channels, this leads to an
action potential.

This sanitized description of synaptic organization
highlights many of the challenges to a developing
nervous system. For example, the specific receptors
for GABA must be placed in the correct patch of post-
synaptic membrane. At the same time, each growth
cone must identify an appropriate patch of membrane
on which to differentiate. In the cortex, most gluta-
matergic synapses are located on postsynaptic spe-
cializations, called spines; GABAergic synapses tend 
to form on the cell body and proximal dendrite. A
tight little cluster of GABAA receptors on a dendritic
spine head would be of little use to the glutamate-
releasing terminals that are located there. There must
also be a mechanism to control the total number of
synapses that can form on any one neuron. That value
can vary tremendously, from over 10,000 for a cortical
pyramidal neuron to only a single excitatory synapse
on neurons of the medial nucleus of the trapezoid
body.

To make some sense of this complexity, we will con-
sider separately how presynaptic terminals and postsy-
naptic specializations arise. Three general observations
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BOX

M AT U R AT I O N  O F  E L E C T R I C A L  P R O P E R T I E S

Information processing by the central nervous is based
on electrical signals. The developmental regulation of
each neuron’s resting potential and voltage-gated ion
channels is essential for the emergence of adult function.
The resting membrane potential becomes more negative
during development (Kullberg et al., 1977; Burgard and
Hablitz, 1993; Tepper and Trent, 1993; Sanes, 1993; Ramoa
and McCormick, 1994; Warren and Jones, 1997). This is
due to regulation of extracellular K+ by glial cells which
are proliferating and differentiating throughout the brain
(Connors et al., 1982; Skoff et al., 1976; Syková et al., 1992).
For example, extracellular K+ drops from about 35 mM in
the cortex of newborn rabbits to 3 mM in adults (Mutani
et al., 1974). This difference translates into a shift of almost
35 mV in membrane potential.

A few simple properties determine the size and speed
of electrical events (Figure 8.A). The first, membrane input
resistance, determines how much the membrane potential
will change for a given current pulse. The second, mem-
brane time constant, determines how rapidly the mem-
brane will reach a new potential when current is injected.
Both of these properties tend to decrease with age, proba-
bly reflecting an increase in cell size (i.e., total membrane).
Thus, input resistance decreases because the number of
resistors (i.e., channels) increase as membrane is added to
a cell. For example, the potassium channel-blocker,
cesium, has the greatest effect on input resistance and time
constant just when these values are decreasing in devel-
oping motor neurons (Cameron et al., 2000). Thus, the
mature neuron is able to process information rapidly and
accurately because the synaptic currents elicit brief
changes in membrane potential.

The Action Potential: Sodium and
Potasssium Channels

When a neuron becomes slightly depolarized, perhaps
owing to a synaptic potential, the opening of voltage-
gated sodium channels permits a large depolarizing
current due to the relatively high extracellular sodium
concentration. As the neuron depolarizes, a second set of
voltage-gated channels are activated that permit potas-
sium to leave the cell, thus returning the membrane
potential to rest. In many cases, the initial depolarization
recruits a third type of voltage-gated channel that permits
calcium to enter the neuron. When do these channels
appear during development?

In many developing systems, the action potential is
first carried by calcium ions. Since the calcium channels
tend to remain open for a longer time, the action poten-
tials can be very slow. Thus, Xenopus neurons begin life
with 60–90 ms action potentials, although they quickly
decrease to about 1 msec in duration (Figure 8.B). Two
basic changes explain this decrease. First, sodium chan-
nels become the primary conduit for inward current
(Spitzer and Lamborghini, 1976; Baccaglini and Spitzer,
1977). Second, there is a 3.5-fold increase in a potassium
channel current, called the delayed rectifier, that is acti-
vated during membrane depolarization (Barish, 1986).
The maturation of this large outward current brings the
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BOX (cont’d)

cell back to rest and limits the amount of calcium that
enters during an action potential.

The sodium and potassium currents, as measured in
dissociated Xenopus spinal neurons, increase dramatically
within about 24 hours of their terminal mitosis (O’Dowd
et al., 1988). Similar observations have been made in
explants of chick cortex (Mori-Okamoto et al., 1983). In
acutely dissociated rat cortical neurons, the sodium
current density increases six-fold during the first two
postnatal weeks (Huguenard et al., 1988). However, there
is no uniform order of channel appearance in the nervous
system. Chick motor neurons have significant sodium
and delayed rectifying potassium currents from the
outset, and there is a relatively late appearance of at least
one type of potassium channel, and two types of calcium
channel (McCobb et al., 1989; McCobb et al., 1990). Yet

another potassium channel which depends upon both
membrane potential and the intracellular calcium concen-
tration to open are generally expressed after the delayed
rectifier (O’Dowd et al., 1988; Dourado and Dryer, 1992).
In some systems, the appearance of specific channels has
been suggested to play a role in generating spontaneous
activity that is essential for maturation of synaptic con-
nections (Vasilyev and Barish, 2002; Picken et al., 2003).

Significance of Calcium Channel Expression

Calcium currents that are activated by small depolar-
izatons, called low-voltage activated (LVA) or T currents, are
broadly expressed in developing tissue. As the nervous
system matures, there is an increasing prominence of
calcium channels that activate only when the cell is
greatly depolarized (Figure 8.C). These are referred to as
high-voltage activated (HVA) or N and L currents. When hip-
pocampal neurons from E19 rats are placed in a dissoci-
ated culture, only LVA currents are recorded at first.
However, HVA currents appear over the next few days
and become a major contributor (Yaari et al., 1987). Simi-
larly, it is the LVA calcium currents that are primarily
observed when neurons from chick dorsal root ganglia,
ciliary ganglia, or ventral horn are first recorded from
(Gottmann et al., 1988; McCobb et al., 1989). These are
overtaken by HVA currents within about 24–48 hours.

The initial appearance of LVA calcium channels 
can contribute greatly to a neuron differentiation. For
example, spontaneous calcium transients in developing
Xenopus spinal neurons, largely carried by LVA calcium
channels, have been implicated in the acquisition of
GABAergic phenotype and process outgrowth (Spitzer,
1994). In fact, these calcium transients regulate the matu-
ration of electrical properties, including a switch in potas-
sium channel isoforms. The rate of activation for single
potassium channels also increases by two to three times
as Xenopus spinal neurons mature in vitro. This transition
in channel kinetics is dependent upon calcium influx and
can be induced by activation of a protein kinase C
(Desarmenien and Spitzer, 1991).

Regulation of Ionic Channel Expression

The addition of new channels to the membrane is nec-
essary for most increases in current density. For example,
when Xenopus neurons were grown in the presence of
RNA or protein synthesis inhibitors, the transition from
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FIGURE 8.B Action potentials are initally calcium-depend-
ent. (Top) When intracellular recordings were made from spinal
cord (sc) Rohon-Beard neurons in neural tube stage Xenopus
embryos, depolarizing current injection produces long-lasting
calcium action potentials. (Middle) In early tailbud embryos,
current injection evokes a mixed sodium/calcium response.
(Bottom) In the young larva, current evokes a brief sodium-
dependent action potential. (Adopted from Spitzer, 1981)
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BOX (cont’d)

calcium- to sodium-dependent action potentials is pre-
vented (Blair, 1983; O’Dowd, 1983). In like manner, tran-
scription blockers prevent the normal increase in
potassium current density (Ribera and Spitzer, 1989). The
signal to increase production of potassium channels is
present for only a brief period of time. A 9-hour exposure
to an RNA synthesis inhibitor prevents the normal
increase in potassium current density, even though RNA
synthesis resumes upon withdrawal of the inhibitor.
However, the appearance of A currents are not perma-
nently blocked by transcription inhibitors.

If transynaptic signals regulate ion channel matura-
tion, they remain largely unknown. However, the glyco-
protein that stimulates AChR synthesis in muscle cells,
neuregulin, can induce a twofold increase in sodium
channels (Corfas and Fischbach, 1993). Other well-
described growth factors, such as FGF, can upregulate the
density of calcium channels in dissociated cultures of hip-
pocampal neurons, and the effect requires protein syn-
thesis (Shitaka et al., 1996). Electrical activity itself may
affect the expression level of certain channels. Action
potential blockade delays or prevents the normal increase
in sodium and potassium current density in Xenopus
myocytes in vitro (Linsdell and Moody, 1995).

The extrinsic signals that regulate ion channel expres-
sion are beginning to be understood in parasympathetic
neurons of the chick ciliary ganglion. The expression of
an A-type (IA) and a calcium-activated potassium current
(IK[Ca]) is reduced when ciliary neurons are grown in dis-
sociated culture, in the absence of their target or pregan-
glionic afferents (Duorodo and Dryer, 1992). To determine
whether synaptic connectivity influences potassium
channel expression, in vivo manipulations were per-
formed in which either the optic vesicle containing the
target tissue was removed or a portion of the midbrain
primordium containing the preganglionic nucleus was
removed (Duorodo et al., 1994). The neurons were then
acutely dissociated so that whole-cell voltage-clamp
recordings could be obtained easily. The density of IA was
unaffected by either manipulation, although the channels
did appear to open and close more rapidly than normal.
In contrast, IK[Ca] was reduced by 90 to 100% following
either target removal or deafferentation. Blocking the
spontaneous activity of chick lumbar motor neurons does
lead to a dramatic reduction in IA expression, both in ovo
and in vitro (Casavant et al., 2004).

A factor has now been isolated from a target of the
ciliary ganglion, the iris, that is able to upregulate the
density of IK[Ca] (Subramony et al, 1996). When neurons are
cultured in the presence of iris extract, the density of IK[Ca]

reaches normal levels within 7 hours (Figure 8.D). This
factor turns out to be a TGFb1. When an antibody directed
against the TGFb family is added to iris extract or injected
into the eye, the expression of IK[Ca] is inhibited (Cameron
et al., 1998). Interestingly, transcripts of the calcium-
activated potassium channel are present in cultured
ganglia before the current can be recorded, and the effect
of iris extract does not require protein synthesis. However,
brief exposure to TGFb1 also elicits a persistent increase 
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emerge from this section. First, neurons manufacture
many of the synaptic building blocks even before
making contact with one another. Second, intercellular
signaling induces the differentiation of newly formed
synapses from the moment of contact. Signals from glia,
extracellular matrix, and neighboring neurons all par-
ticipate in synaptogenesis. Third, synapses do not func-
tion in a mature manner for quite some time after they
are fabricated. We will discuss how their functional
properties change with development and how this

might explain some of the behavioral limitations that
young animals display (see Chapter 10).

WHAT DO NEWLY FORMED 
SYNAPSES LOOK LIKE?

Studies of the synapse began in earnest during the
early 1950s with the arrival of two new techniques.
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BOX (cont’d)

in IK[Ca] that depends on transcription (Lhuillier and 
Dryer, 2000). These results suggest that retrograde signals 
can affect the translation, insertion or modification of
potassium channels with a very short latency. The regula-
tion of IK[Ca], and many other channels, is likely to depend

on several signals. For example, there is a second 
isoform of TGFb that inhibits the functional expression of
IK[Ca], and an afferent-derived signal (neuregulin-1) partic-
ipates in upregulating this channel (Cameron et al., 1999,
2001).
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FIGURE 8.D An extract from iris induces calcium-dependent potassium currents. A. Ciliary ganglion
neurons, which innervate the iris, were isolated from E9 chicks and placed in dissociated culture. B. When
the cultures are grown in control culture medium, one can record very little calcium-dependent potassium
current (IK(Ca)). This is shown by recording total current and subtracting the current in Ca++-free media. When
an extract from the iris was added to the cultured neurons, a much larger IK(Ca) is subsequently recorded.
(Adapted from Subramony et al., 1996)



Electron microscopy permitted neuroscientists to see
the complex structure of synaptic contacts for the first
time. Intracellular recordings allowed one to observe
their electrical behavior (Palade and Palay, 1954; Fatt
and Katz, 1951). Together, these techniques established
the benchmarks by which we determine whether two
nerve cells are, in fact, connected to one another.

For the sake of simplicity, we begin with an ana-
tomical description of synaptogenesis; the molecular
and physiological transformations that accompany
them are considered below. At the ultrastructural level,
there are three clear signs of a synaptic specialization:
small vesicles accumulate at the presynaptic mem-
brane, a narrow cleft filled with extracellular matrix is
found between pre- and postsynaptic membranes, and
the postsynaptic membrane appears thickened owing
to the accumulation of membrane associated proteins
and cytoskeletal elements, called the postsynaptic
density (PSD). In contrast, newly formed synapses
have few, if any, vesicles in the presynaptic terminal
profile (Figure 8.2). In the rodent cortex, the average
number of vesicles found in a synaptic profile increases
almost threefold during the first postnatal month
(Dyson and Jones, 1980). Asecond characteristic of newly
formed synapses is the close apposition of pre- and
postsynaptic membranes, referred to as a tight junction
(Figures 8.2 and 8.3). Finally, the postsynaptic mem-
brane does not yet display a PSD. Therefore, newly
formed synapses do not display any of the adult ana-
tomical features, making them almost unrecognizable.

Even the highest power electron microscope cannot
detect the onset of synaptogenesis between a growth
cone and postsynaptic cell (Vaughn, 1989). There is
simply not much to be seen. More importantly, the
morphology cannot tell us how the synapse is
working. To get around these problems, many scien-
tists have turned to the tissue culture technique where
it is possible to watch cells come into contact with one
another, and monitor synapse morphology and func-
tion from moment to moment. The earliest tissue
culture studies demonstrated that mature synapses
could form in isolated pieces of neural tissue, but 
the temporal resolution was comparable to the best in
vivo studies. When it became possible to observe 
the growth cone approaching a postsynaptic target
neuron, then observations were first made close to the
onset of synaptogenesis.

One of the first in vitro systems consisted of a piece of
fetal rat spinal cord plated next to dissociated neurons
from the superior cervical ganglion, a target of auto-
nomic motor neurons (Rees et al., 1976). Within the first
several hours of contact, there are only subtle changes
in morphology to indicate that synapse formation is
underway (Figure 8.3). Of course, this is precisely why
in vivo observations could not detect the very onset of
synapse formation. At first, the growth cone loses its
filopodia and forms a punctate contact that is unusually
close to the postsynaptic cell membrane (about 7nm,
less than the diameter of a hemoglobin molecule). This
suggests that an adhesive interaction may be involved
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FIGURE 8.1 Reticular versus neuron theory. Over a century ago, the nervous sytem was thought to be a
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FIGURE 8.2 Development of synapse morphology. A. The contact of an auditory nerve endbulb (EB) onto
its postsynaptic target, the spherical bushy cell (SBC), is shown at several ages. The end bulb initially forms
a small contact on the spherical bushy cell in newborn mice. In adults, the endbulb forms an extremely large
ending on the spherical busy cell. B. When contacts from newborn animals are examined at the ultrastruc-
tural level, there is little evidence of synapse formation. (Right) In adults, these contacts display many signs
of mature synapses, including presynaptic vesicles and a postsynaptic membrane density. (Limb and Ryugo,
2000)

in the initial stages of synaptogenesis, as discussed
below. There are also many examples of presynaptic
protrusions being engulfed by muscle membrane,
termed a coated pits. These observations show an intense
interaction at the initial site of contact. The first sign of
differentiation is found below the postsynaptic mem-
brane, where the Golgi apparatus accumulates and
coated vesicles proliferate, both of which probably con-
tribute to the construction of the postsynaptic density.
As for the presynaptic terminal, it is only after about 24
hours of contact that vesicles begin to accumulate at the
site of contact. Thus, the structure of a synapse appears
to mature over a relatively long period in these in vitro
studies, and the postsynaptic cell is the first to display
any sign of differentiation.

The location of synapse formation is extremely
important to the operation of the nervous system.
Even at the nerve–muscle junction, motor synapses
form at distinct central locations on the myofibers. On
the typical central neuron there are many more
options. Synapses that form near the soma are thought
to have a greater voice in deciding whether the neuron
will fire an action potential. Thus, inhibitory synapses
are often found nestled up around the cell body so that
they can halt activity efficiently. In contrast, many
synapses form on dendritic spines where their activity

provides tiny potentials that must be summed together
to produce a significant change in the neuron’s mem-
brane potential. When many different types of affer-
ents synapse on a postsynaptic neuron, each with a
distinct functional role, then the problem becomes
quite difficult indeed. Does synaptogenesis proceed in
any particular sequence, and how does each synapse
know where to form on the postsynaptic cell?

Early observations from Golgi stained spinal cord
material showed axonal growth cones and dendritic
growth cones seemingly reaching for one another, sug-
gesting that axodendritic synapses result from an early
trophic interaction. The electron microscopist has been
able to show where synapses are added because both
the presynaptic terminal and the postsynaptic location
(e.g., soma, dendrite, spine) are identifiable at high
magnification. In many systems, including the NMJ,
the spinal cord, the hippocampus, and the cortex, con-
tacts seem to form initially on postsynaptic processes.
For example, muscle cells extend tiny processes, called
myopodia, just before motor terminals arrive, and these
postsynaptic processes are the prefered site of contact
(Ritzenthaler et al., 2000). In the embryonic mouse
spinal cord, nearly 75% of axodendritic synapses are
found on dendritic growth cones (Vaughn et al., 1974).
Even in the cortex and hippocampus, axodendritic



synapses are present in newborn tissue, while few axo-
somatic synapses are found until two to three weeks
later (Pappas and Purpura, 1964; Schwartz et al, 1968).
In fact, when a postsynaptic marker protein (PSD-95)
is visualized in dendrites as they grow within the
zebrafish midbrain, the new postsynaptic sites appear
first on dendritic filopodia (Niell et al., 2004). There-
fore, it is the most recently generated postsynaptic
structures that are first contacted by axonal growth
cones (Fiala et al., 1998).

It is also possible that some membrane compart-
ments are not available for contact. For example, exci-
tatory connections to an auditory brainstem nucleus
called the medial superior olive (MSO) are at first
restricted to the dendritic regions of the cell. At this
stage, MSO cell bodies are completely surrounded by
glial membrane. As the glial membrane regresses,
synapses are formed on the MSO cell bodies (Brunso-
Bechtold et al., 1992). In this regard, it is interesting
that elimination of a putative cell adhesion molecule
at the neuromuscular junction (cf, s-laminin) permits
glial processes to invade the synaptic region and
impeed synapse maturation (Noakes et al., 1995).

Therefore, glial cells may serve as gatekeepers, deter-
mining when and where synapses can be formed.

During the time when synapses are forming
between nerve cells, it is quite common to see pre- and
postsynaptic structures all by themselves: essentially,
synapses to nowhere. From the amphibian spinal cord
to the rodent olfactory cortex, presynaptic-like struc-
tures with an accumulation of vesicles apparently
develop in the absence of a postsynaptic cell. Similarly,
postsynaptic densities that are not in contact with a
presynaptic terminal have been found in the olfactory
bulb and cortex (Figure 8.4A). These lonesome struc-
tures indicate that growth cones and dendrites are
poised on the brink of differentiating into synaptic spe-
cializations (Hayes and Roberts, 1973; Newman-Gage
et al., 1987; Westrum, 1975; Hinds and Hinds, 1976).

Presynaptic terminal differentiation has even 
been found to occur on nonneuronal cells. Transient
presynaptic-like terminals have been identified on glial
cells during axon ingrowth, particularly in areas
without dendritic processes (Hendrikson and Vaughn,
1974). In a Drosophila mutant that has no mesoderm,
and therefore no muscle, motor axons continue to form
presynaptic-like profiles on glia and other cells (Figure
8.4B). However, some cells appear to be crucial for
synapse differentiation. Ablation of selected embryonic
muscle precursors in Caenorhabditis results in gaps in a
set of dorsal muscles and prevents presynaptic vari-
cosity formation (Plunkett et al., 1996). Thus, growing
neuronal processes can display a synaptic morphology
with little encouragement from its appropriate partner.

Ultrastructural studies also provide the best
description of the time period when synapses are
added in the peripheral and central nervous system.
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FIGURE 8.4 Pre- and postsynaptic differentiation without a
partner. A. An electron micrograph showing clustering of a2 adren-
ergic receptor (arrows) in a postnatal day 4 rat visual cortex neuron.
Both of the red-tinted structures are dendrites. B. An electron micro-
graph showing an apparent presynaptic terminal adjacent to
hemolymph. This terminal is made by a Drosophila motoneuron in a
mutant strain, twisted (twi), that does not generate postsynaptic
muscle cells. (Panel A from C. Aoki, unpublished observations;
Panel B adapted from Prokop et al., 1996)
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FIGURE 8.3 Growth of neuronal elements during cat visual
cortex development. A. From birth until postnatal day 40 (P40), the
density of neuronal cell bodies decreases as gliogenesis and angio-
genesis occurs. During this same period, dendritic arbors are
expanding, and synaptic terminals (black dots) are accumulating on
the postsynaptic membrane. B. The total volume of visual cortex
occupied by each neuron increases by almost 10-fold during the first
postnatal month. When neuron packing density is taken into con-
sideration, the accumulation of synapses can be expressed as
synapses per neuron. As shown in the graph, there is a dramatic
increase in synapses from P10 to P30, and significant decline after
P108 (adapted from Cragg, 1975).



Bursts of synapse formation are found throughout the
nervous system, but the timing and duration varies
greatly (Vaughn, 1989). In the mouse olfactory bulb,
synaptic profiles can first be recognized in electron
micrographs at embryonic (E) day 14. The total
number of synaptic profiles increases exponentially
through the first postnatal week and then continues to
increase at a lower rate over the next several weeks
(Figure 8.5). Therefore, new synaptic contacts continue
to be manufactured over a long time period after axons
invade their target. One reason for this extended
period of synaptogenesis is that dendrites are still
growing, and the addition of postsynaptic membrane
may attract new contacts. It is also likely that certain
afferent projections may arborize at different times. In
the rat visual cortex, where the synaptic profiles of
excitatory and inhibitory synapses can be recognized,
their increase in number occurs at different times.
Other areas display a steady increase in synapse
number, such as the the rat superior cervical ganglion,
where the process occurs gradually from innervation
at E14 to over one month after birth (Smolen, 1981).

An important caution is that neither anatomy nor
physiology alone is sufficient to identify a developing
synapse. Purely anatomical measures of synapse for-
mation can be misleading because synaptic physiology
can develop rapidly (see below), with little evidence of

specialized morphology. On the other hand, an exclu-
sively functional assay of synapse formation may create
problems because there is evidence that “silent” synapses
exist in the CNS, which nonetheless display normal
structure. Therefore, a precise chronology of synapse
addition is still missing for most regions of the CNS.

THE FIRST SIGNS OF 
SYNAPSE FUNCTION

At the moment a growth cone comes in contact with
its postsynaptic target, it begins a metamorphosis,
transforming from a spindly pathfinding organelle to
a bulbous presynaptic terminal. One surprise is that
the growth cone comes equipped with a rudimentary
transmitter-releasing mechanism (Young and Poo,
1983; Hume et al., 1983). This was first demonstrated
in a primary culture of Xenopus spinal neurons and
myocytes. During the first two days of culture, spinal
neurons produce growth cones, extend neurites, and
form functional cholinergic synapses with neighboring
muscle cells. To detect the release of ACh, a special
type of recording electrode is manufactured (Figure
8.6). The electrode has an excised piece of muscle cell
membrane at its tip, and this membrane contains ACh
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FIGURE 8.5 Stages of synapse formation. When a presynaptic growth cone comes into contact with the
postsynaptic membrane, its filipodia retract (left), and the membranes become tightly apposed to one another.
Vesicles are found in both pre- and postsynaptic elements, possibly to add membrane and extracellular gly-
coproteins. The immature synapse may display a few vesicles presynaptically and a small postsynaptic
density (center). The mature synapse (right) exhibits an accumulation of presynaptic vesicles, a dense extra-
cellular matrix in the cleft, and a postsynaptic density. (Adapted from Rees, 1978)



receptors (see BOX: Biophysics: Nuts and Bolts of
Functional Maturation). These electrodes are brought
within a few microns of a growth cone before it has
contacted a myocyte. If the growth releases ACh, then
the ACh receptor-coupled channels open, and current
flows across the electrode.

The release of transmitter is probably a general
property of all growth cones. For example, a different
neurotransmitter (GABA) is released from growth
cones of mammalian CNS neurons (Gao and van den
Pol, 2000). Growth cones are also able to release trans-
mitter in response to electrical stimulation of their cell
bodies. Therefore, some of the presynaptic neuro-
transmission machinery is present even before synap-
togenesis occurs, albeit in an immature form. It is not
yet known whether growth cones release transmitter
via the fusion of synaptic vesicles, as do mature
synapses. To demonstrate that vesicular release can
occur from growth cone filopodia (see Chapter 5), an
optical technique was employed. As shown in Figure
8.7A, neurons are incubated in the presence of a fluo-
rescent dye (FM4-64) that does not cross the cell mem-
brane. However, when the neuron is depolarized, the
dye enters vesicles that have fused transiently with the
membrane. Vesicles that are loaded with fluorescent
dye in this manner will then release the dye when they
next fuse with the membrane; that is, when the mem-

brane is next depolarized. In fact, the growth cone
filopodia of cortex neurons can incorporate and release
dye in response to depolarization, suggesting that a
vesicular mechanism is present (Figure 8.7B). Several
synaptic vesicle proteins are co-localized within
growth cone filopodia (Figure 8.7C), raising the possi-
bility that neurotransmitter release occurs at the
moment of contact (Sabo and McAllister, 2003).

In some systems, particularly in the peripheral
nervous system or the NMJ, the timing of axon
ingrowth and synaptic transmission has been followed
with great precision in vivo. In the rat superior cervi-
cal ganglion, axons first enter the target between
embryonic (E) days 12 and 13, and afferent-evoked
postsynaptic potential are recorded by E13. Similarly,
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FIGURE 8.6 Spontaneous release of neurotransmitter from
growth cones. A. A biological sensor for ACh (a “sniffer”) was
created by excising a patch of membrane from a muscle cell with a
recording pipet. The membrane contained AChRs that were facing
outward. B. Recording of ACh-evoked currents (downward deflec-
tions) when the “sniffer” pipet was distant from the growth cone,
and C. when it was within a few microns of the growth cone. The
increased activity indicates that the growth cone was releasing ACh.
(From Young and Poo, 1983)
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FIGURE 8.7 A presynaptic vesicular release mechanism is
present in growth cone filopodia. A. A schematic of the FM dye tech-
nique. The dye is taken up into vesicles as they fuse with the mem-
brane. When the terminal is depolarized again, the vesicles fuse with
the membrane again and the terminal is unloaded of dye. B. Release
of FM4–64 from growth cone filopodia in response to depolarization
(yellow arrows). C. Co-localization of FM4–64 (red) and the synap-
tic vesicle protein, synaptophysin (green), in growth cone filopodia.
(Panels B and C from Sabo and McAllister, 2003)
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BOX

B I O P H Y S I C S :  N U T S  A N D  B O LT S  O F  F U N C T I O N A L  M AT U R AT I O N

The study of neural tissue development is unique
because the cells possess diverse electrical properties. These
properties result from two essential components. First, the
neuron must produce batteries by selectively pumping ions
from one side of the membrane to the other. Second, the
neuron must produce switches, commonly referred to as
voltage- and ligand-gated channels, that allow the batteries
to discharge (i.e., ionic currents flow due to an electrochem-
ical gradient) across the membrane. To determine how
pumps and channels operate, one must be able to record
from a single neuron (or a portion of it), and to control the
neurons environment. The most important parameters that
must be controlled include ionic composition, voltage
across the membrane, and the presence of ligands. The tech-
nical challenges presented by these requirements have
largely been overcome in the past two decades, providing
some fundamental discoveries about developing neurons.

To study the voltage-gated channels, one must be able
to move the membrane potential to different holding volt-
ages (voltage-clamp), and then observe whether current
flows across the membrane. Thus, if one depolarizes an
axon, voltage-gated sodium channels will open at some
criterion voltage, termed threshold, and Na+ will enter the
cell (i.e., inward current). A novel set of recording tech-
niques, called patch-clamping, was introduced to fully
characterize different types of channels. Patch-clamp elec-
trodes can form high-resistance seals (“giga-seals”) with
small areas of membrane, and these patches of membrane
can then be excised from the cell (Hamill et al., 1981). This
approach has several advantages. Small patches of mem-
brane often contain single channels, they are relatively
easy to voltage-clamp, and either side of the membrane
may be exposed to the defined media. These techniques
allow one to determine a channel’s characteristic proper-
ties: the voltage at which activation and inactivation occur,
the mean channel open time, the mean current amplitude, 
the relative permeability to different ions, and the pharma-
cological profile. Finally, when the excised patches of tissue
contain a known class of neurotransmitter receptors, then
the recording pipet may be used to detect the release of
neurotransmitter (“sniffer pipets”). This approach has led
to the discovery that growth cones release transmitter
(Young and Poo, 1983; Hume et al., 1983).

It is also possible to form a giga-seal with the neuron
of interest, and then rupture the membrane, forming a
whole-cell recording configuration. Although this tech-
nique is qualitatively similar to a standard sharp electrode
intracellular recording, there are added benefits. The tip

of the recording electrode is much larger than that of the
sharp electrode, both improving the signal-to-noise ratio
and allowing for relatively large current injections. The
large tip diameter translates into a large hole in the mem-
brane through which the patch pipet solution travels
quite easily, allowing the intracellular composition to be
controlled within a matter of minutes. In a more elegant
form of this technique, a perfusion system is added to the
recording pipet so that intracellular composition can be
altered during a recording session (Chen et al., 1990).

Although the patch-clamp techniques offer rigid bio-
physical measures, they seldom allow one to evaluate the
movement of a single type of ion. One common strategy
requires the use of several antagonists to block the contri-
bution of contaminating ions (e.g., magnesium ions block
the flow of calcium). A second approach makes use of a
novel group of electrodes, each of which is responsive to
changes in the concentration of a specific ion, such as
potassium (Syková, 1992). The tips of these electrodes are
filled with a liquid membrane that is selectively perme-
able to one species of ion, so that local changes in concen-
tration result in the net movement of that ion across the
membrane, resulting in a detectable potential difference.
When employed in the central nervous system, these elec-
trodes reveal substantial developmental changes in the
regulation of extracellular potassium and pH (Connors et
al., 1982; Davis et al., 1987; Jendelova and Syková, 1991).

The fields of electrophysiology and image processing
have found a productive relationship in the area of mem-
brane channels. The introduction of ion-sensitive fluores-
cent dyes has provided a noninvasive means of assessing
functional properties, while providing a high degree of
spatial resolution. Each of these dyes emits light at a spe-
cific wavelength when activated with a beam of light at a
different exciting wavelength. The amount of emitted
light is proportional to the free concentration of a specific
species of ion. That is because a dye’s absorption or emis-
sion properties is altered when it binds to the ion. Selec-
tive indicator dyes now exist for a wide range of ions
including Na+, Ca2+, Cl-, and H+. The indicator dye, fluo-
3, has been used to demonstrate an elevation of Ca2+

immediately following contact between growth cone and
target cell (Dai and Peng, 1993). A novel variation of this
technology makes use of compounds that exist in a
“caged” configuration and that only become activated
when exposed to light of a specific wavelength. In this
manner, one may elevate the concentration of a specific
substance with great temporal and spatial resolution.



recorded from (Figure 8.8A). The tight seal between
the large tip of a whole-cell recording electrode and the
muscle membrane (see Box: Biophysics: The Nuts and
Bolts of Functional Maturation) permits the recordings
to continue while a small round muscle cell, called a
myoball, is detached from the substrate and reposi-
tioned in the culture dish. By using this technique, it
is possible to observe spontaneous synaptic events
within seconds of contact (Figure 8.8B), and they con-
tinue to increase in both rate and amplitude over the
first 10 to 20 minutes (Xie and Poo, 1986). Nerve-
evoked synaptic transmission that is great enough to
elicit an action potential can be found within 15s of
nerve–muscle contact. However, in most cases, evoked
synaptic responses continue to increase during the first
15 minutes of contact (Figure 8.8C; Sun and Poo, 1987;
Evers et al., 1989). Certain adult-like characteristics of
synaptic transmission, such as depression and facilita-
tion, are also present immediately after contact in the
neuromuscular system. Clearly, functional maturation
proceeds briskly at the NMJ in vitro. However, most
analyses of the mammalian CNS, both in vitro and in
vivo, indicate that synaptic properties take days or
weeks to reach maturity (see below).

In comparing the development of synaptic structure
and function, it is interesting that the maturation of
transmission seems to evolve far more rapidly. In 
the chick ciliary ganglion, synaptic potentials can be
recorded before synapses are detected with an electron
microscope (Landmesser and Pilar, 1972). Similarly,
when a muscle is manipulated into contact with a
growth cone in a Xenopus culture, the recorded synap-
tic currents can be quite large at contacts that show no
appreciable differentiation (Buchanan et al., 1989).
Therefore, a rapid phase of functional maturation
occurs over minutes, and is due primarily to develop-
mental events that have preceded contact: the expres-
sion of a neurotransmitter release mechanism by the
growth cone and neurotransmitter receptors by the
postsynaptic cell.

THE DECISION TO FORM A SYNAPSE

Growth cones usually slow down when they enter
their target, and this may involve a signal to halt
growth cone motility and encourage synapse forma-
tion (see Chapter 6). Evidence for a target stop signal
was found in a system where newborn mouse basilar
pontine nuclei were co-cultured with their target
neurons, the granule cells of the cerebellum (Baird et
al., 1992). Pontine neurites grow rapidly on cerebellar
glial cells (greater than 100 mm/hr), indicating that glia

motor axons grow out of the Xenopus spinal cord and
form functional synapses on the developing myotubes
over a period of hours (Kullberg et al., 1977). In the
fruit fly, it takes only eight hours for neuromuscular
transmission to reach a mature level of function
(Broadie and Bate, 1993a). However, it is nearly impos-
sible to record from a cell at the exact moment that it
is first contacted by a growth cone in vivo.

Fortunately, the appearance of synaptic transmis-
sion can be explored with great accuracy in dissociated
cultures. When intracellular recordings were obtained
from isolated Xenopus muscle cells, and the formation
of a neurite contact was visually monitored on a micro-
scope, it was found that synaptic potentials could 
be elicited within minutes of lamellopodial contact
(Kidokoro and Yeh, 1982). To provide even better tem-
poral resolution, muscle cells were manipulated into
contact with growing neurites while they were being
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do not provide the stop signal. However, when
pontine nuclei were cultured on a bed of glia along
with dissociated granule cells, the outgrowth of neu-
rites was depressed. By closely examining individual
neurites it was found that the decreased growth was
due to contact with granule cells (Figure 8.13A). Neu-
rites that did not come upon a granule cell during their
outgrowth continued to grow for a normal distance.
Moreover, when granule cells were suspended above
the pontine explants, the neurites grew at a normal
rate. Thus, growth cones can be terminated at the
appropriate target by a contact-dependent mechanism.

The dialogue between pre- and postsynaptic cells
begins as soon as the growth cone filopodia makes a
contact. Calcium levels suddenly increase in the
growth cone (Dai and Peng, 1993; Zoran et al., 1993).
This was determined for both frog and snail motor
neurons that were grown in dissociated tissue culture
and filled with a Ca2+-sensitive indicator dye. When a
muscle cell is manipulated into contact with a growth
cone, the Ca2+ increases locally within seconds (Figure
8.9). This response exhibits some target-specificity. The
Ca2+ rise only occurs when appropriate postsynaptic
cells are manipulated into contact with the motor
neuron. This mechanism is similar to that observed
when growth cones collapse as they contact specific
pathfinding cues, which is often accompanied by an
elevation of intracellular Ca2+ (see Chapter 5). It is not
yet clear how calcium levels increase, but one possi-
bility is that calcium is released from internal stores. In
the rat central nervous system, IP3 receptors, which
transduce calcium release from endoplasmic reticu-
lum, are upregulated during the period of intense
synaptogenesis (Dent et al., 1996).

What is the evidence that a contact-evoked rise in
Ca2+ provides a signal for growth cone differentiation?
Intracellular Ca2+ can be manipulated in growth cones
by exposing them to an ionophore such as A23187, a
molecule that spontaneously inserts into a neuron
membrane, allowing Ca2+ to pass freely into the cell
(Mattson and Kater, 1987). As calcium rises, growth
cones are often found to slow down and to assume a
rounded appearance. The effect of increased calcium
can even be detected on growth cones that have been
isolated from their cell body, indicating that calcium
acts locally. When the Ca2+ concentration within the
growth cone is adjusted to differerent levels by setting
extracellular Ca2+ concentration, cultured chick DRG
growth cones became stationary in all but a limited
range of Ca2+ concentrations, from 200 to 300nM
(Lankford and Letourneau, 1991).

The formation of new synapses may be regulated by
the presence of astrocytes. When retinal ganglian cells
are isolated and grown in a defined medium, they

display little synaptic activity. However, the addition
of astrocytes from their target region leads to a dra-
matic increase in the number and strength of synaptic
contacts (Ullian et al., 2001).The glial cells need not be
in contact with retinal neurons to elicit this response,
suggesting that they release a soluble factor. A search
for the synapse-inducing activity led to the discovery
that an essential membrane constituent, cholesterol,
plays an important role in synapse-formation. Appar-
ently, developing neurons manufacture only enough
cholesterol to survive and grow dendrites, but depend
on the delivery of additional cholesterol from astro-
cytes to produce synapses (Mauch et al., 2001). There
are likely to be many other glial signals; a large protein,
thrombospondin, can partly explain the ability of
astrocytes to induce synapse formation.
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FIGURE 8.9 Contact with target increases free calcium in the
growth cone. Dissociated neurons were filled with a Ca2+-sensitive
dye (top), and the growth cone was imaged while either a muscle
cell or a neuron was brought into contact (middle). Intracellular free
calcium increased only during contact with the muscle (red). The
muscle-evoked rise in Ca2+ did not occur when the cells were bathed
in a Ca2+-free medium (bottom), indicating the involvement of
calcium channels. (Adapted from Dai and Peng, 1993)



THE STICKY SYNAPSE

Adhesion between growth cones and target cells
increases rapidly upon contact (Evers et al., 1989). To
demonstrate this sort of adhesion in vitro, round
muscle cells, known as myoballs, were lifted off the
culture dish with an electrode and placed in contact
with the growing tip of a Xenopus spinal neuron
(Figure 8.10). At either 1.5 or 15 minutes after a contact
was initiated, the intercellular adhesion was catego-
rized by observing how much the neurite was
deformed by the retracted myoball. A low level of
adhesion is evident after 1.5 minutes, and the percent-
age of tightly adherent contacts more than doubles
during the first 15 minutes of contact.

What kinds of adhesion molecules are involved in
the formation of early contacts? At the nerve–muscle
junction, NCAM is gradually lost during innervation
but reappears at the endplate following denervation.
This suggests that NCAM facilitates synapse forma-
tion, but nerve-muscle contacts appear to develop nor-
mally in NCAM knockout mice (Covault and Sanes,
1985; Moscoso et al., 1998). The initial development of
motor synapses in fruit flies is also normal in the
absence of FasII, a homolog of NCAM (Schuster et al.,
1996a). However, the synapses retract from the muscle
in slightly older animals, suggesting that this cell
adhesion molecule is required for the stabilization of
connections. A second set of adhesion molecules that
could facilitate synapse differentiation are found in the
extracellular matrix (see Chapter 5). Muscle cells syn-
thesize and deposit the ECM molecule, s-laminin, in
the synaptic cleft, which can inhibit neurite outgrowth.
This growth-inhibiting activity may promote the trans-
formation of a growth cone into a presynaptic termi-
nal (Porter et al., 1995). In s-laminin knockout mice,
there is dramatic decrease of vesicle-associated phos-
phoproteins, called synapsins, in presynaptic motor ter-
minals (Noakes et al., 1995).

Several groups of cell adhesion molecules are local-
ized at developing synapses, and many of these contain
immunoglubin-domains. For example, synCAM is a
brain-specific adhesion molecule that was discovered
by searching for a mammalian homolog of FasII, the
Drosophila cell adhesion molecule that contributes to
nerve–muscle synaptogenesis. SynCAM expression
gradually increases in rat brain during the first three
postnatal weeks and is highly enriched at both pre- and
postsynaptic plasma membrane. When nonneuronal
cells are transfected with SynCAM, they can induce
presynaptic differentiation in cultured hippocampal
neurons, and these terminals are able to release gluta-
mate (Biederer et al., 2002).

A family of calcium-dependent cell adhesion mole-
cules, called cadherins, are located at many different
central synapses, including the cerebellum and hip-
pocampus. Cadherins interact with actin filaments via
catenins. In the hippocampus, two members of the
family, N-cadherin and E-cadherin, are restricted to
separate synapses along the dendrite, suggesting a role
in specific innervation patterns (Fannon and Colman,
1996).
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FIGURE 8.10 Rapid adhesion between growth cone and post-
synatpic muscle cell. A. A muscle cell was manipulated into contact
with a growth cone in a dissociated cultures of Xenopus spinal cord.
After 1.5 or 15 minutes, the muscle cell was withdrawn, and the
degree of adhesion was graded: (0) no attachment, (1) filamentous
attachment, (2) deformation of growth cone, and (3) detachment of
growth cone from substrate. B. After 1.5 minutes of contact, most
pairs exhibited only grade 0–1 adhesion. However, after 15 minutes
of contact, the level of adhesion shifted to grade 1–3. (Adapted from
Evers et al., 1989)



When cadherins were blocked in a hippocampal
culture, neither the postsynaptic spines nor the presy-
naptic terminals were as differentiated as in control cul-
tures (Togashi et al., 2002). The nectins are another
family of Ig-like CAMs that are connected to the
cytoskeleton by the actin filament-binding protein, l-
afadin. The nectin-afadin system is co-localized with
the cadherin-catenin system during synapse formation
in the hippocampus. Initially, these proteins are found
at the site of contact between growth cone and postsy-
naptic neuron, a close apposition of membrane called
an adherens junction (see EM of neonatal synapse in
Figure 8.2). As the synapse matures, the adhesion mole-
cule gradually become localized adjacent to the synapse
(Figure 8.11). As with the cadherin system, blockade of
nectin-1 function has been shown to affect the size and
number of synapses (Mizoguchi et al., 2002).

CONVERTING GROWTH CONES TO
PRESYNAPTIC TERMINALS

Although the growth cone has some ability to
release neurotransmitter, there is a dramatic improve-

ment of neurotransmission soon after the initial contact
is made (Figure 8.8). In fact, the presynaptic release 
site (called the active zone) is preassembled and
shipped down that axon (Ahmari et al., 2000; Shapira
et al., 2003). Dense core vesicles are found to contain
most, if not all, of the proteins that are necessary for
synaptic vesicle release. These include presynaptic
cytoskeleton-associated proteins (Piccolo and Bassoon)
and a regulator of vesicle fusion (Rim). It is estimated
that a new active zone can be established by the inser-
tion of only two to three of these vesicles. To determine
how quickly these proteins accumulate at a presynap-
tic contact, new active zones were labeled with the
FM4–64 method shown in Figure 8.7 and then counter-
stained for pre- and postsynaptic marker proteins
(Friedman et al., 2000). Within 45 minutes of detecting
a new release site, about 90% of them have already
accumulated Bassoon. In contrast, less than 30% of the
postsynaptic sites are labeled for the postsynaptic
density protein, PSD-95 (Figure 8.12). Thus, presynap-
tic sites display rapid molecular development, which
seems to precede postsynaptic maturation.

Cell adhesion molecules (above) may explain some
aspects of development, but it seems necessary to
invoke an asymmetric signal—that is, a signal that pro-
vides different instructions to the growth cone and the
postsynaptic membrane. Two signaling systems have
now been identified that exhibit this sort of asymmetry,
and each one can recruit synaptic vesicles as well as the
associated transmitter-release machinery (Figure 8.13).

When pontine neurons are grown in vitro, their axons
come to a halt and accumulate synaptic vesicles when
they contact their postsynaptic target neurons, cerebel-
lar granule cells (Figure 8.13A). The growth cones of
these axons express the cell surface protein, b-neurexin,
which serves as a receptor for neuroligin, a ligand that is
expressed in the developing cerebellum. This signaling
system is sufficient to induce presynaptic differentia-
tion. When pontine axons contact nonneuronal cells that
are expressing neuroligin-1 or -2, they stop growing and
accumulate presynaptic protein (e.g., synapsin) and
synaptic vesicles (Figure 8.13B). This effect can be
blocked with the addition of soluble neurexin to the
culture media (Scheiffele et al., 2000; Dean et al., 2003).
Granule cells also release the soluble factor that can
induce presynaptic differentiation, Wnt-7a. Pontine
axons that express the Wnt receptor, Frizzled, accumu-
late synapsin when grown in the presence of Wnt-7a-
transfected cells. There is now evidence that Wnt
supports synapse differentiation in other systems (Hall
et al., 2000; Krylova et al., 2002; Packard et al., 2002).

Many of the trophic factors that support target inva-
sion and neuron survival (Chapters 6 and 7) also play
an important role during synapse formation; these
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range from the induction of new synapses to the
upregulation of neurotransmitter release. For example,
the addition of BDNF can increase the number of
synapses, both in cultures and in vivo (Vicario-Abejon
et al, 1998; Marty et al. 2000; Alsina et al., 2001).
Members of the neurotrophin family of growth factors
(BDNF and NT-3) and CNTF are also able to potenti-
ate the release of ACh by presynaptic terminals. When

nerve–muscle cultures are exposed to these proteins,
there is an increase in the rate of spontaneous synap-
tic events and an increase in the amplitude of evoked
synaptic currents (Figure 8.14). BDNF exerts its effect
at the synaptic terminal through a calcium-dependent
process, whereas CNTF seems to act at the soma. It
takes approximately 10 minutes for BDNF or CNTF to
effect transmission, and neurotransmission remains
altered for hours after these compounds are removed.
These effects may depend on local protein synthesis at
the synapse (Stoop and Poo, 1996; Zhang and Poo,
2002).

Several intracellular signals are also involved in the
transition from growth cone to terminal. By observing
the giant growth cones produced by cultured Aplysia
bag cells, one finds that microtubules extend toward
the site of contact with a target, and filamentous actin
begins to accumulate (Forscher et al., 1987). A similar
transformation can be produced by raising cAMP
levels within the growth cone. The cytoskeleton reor-
ganizes and neurosecretory granules invade the
growth cone’s lamellapodia, resulting in a presynaptic-
like morphology. Activation of a second intracellular
signaling pathway, protein kinase C (PKC), results in
the rapid appearance of new calcium channels at the
edge of the grow cone (Knox et al., 1992).

Calcium, PKC, and cAMP may work in tandem to
support the accumulation of secretory vesicles and ion
channels at the site of contact. In fact, the contact-
evoked increase in calcium (Figure 8.9) may actually
be a result of cAMP signaling. When an identified snail
motor neuron is manipulated into contact with its
normal target in vitro, it exhibits an increase in calcium
(Funte and Haydon, 1993). This rise is mimicked by a
membrane permeable analog of cAMP and is pre-
vented by injecting an inhibitor of cAMP-dependent
protein kinase (PKA) into the motor neuron. How are
these intracellular signals activated during growth
cone differentiation? Certain neurotransmitter recep-
tors can produce a Ca2+ influx, and some of these have
been shown to inhibit growth cone motility (Mattson
and Kater, 1989). Cell adhesion molecules are also
capable of transducing cell surface signals to produce
an elevation of internal Ca2+ (Doherty et al., 1991).

RECEPTOR CLUSTERING 
SIGNIFIES POSTSYNAPTIC
DIFFERENTIATION AT NMJ

The aggregation of neurotransmitter receptors
beneath the presynaptic terminal is the most obvious
hallmark of synaptogenesis. Is receptor clustering a
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FIGURE 8.12 Early appearance of the presynaptic marker,
Bassoon, at a new release site. FM 4–64 is used to label sites of vesicu-
lar release, and it can be unloaded by stimulating the synapses in the
absence of the dye. A new release site (i.e., presynaptic bouton)
appears between 0 and 28 minutes (arrowhead), and this site is
retained at 53 minutes. The neurons are then fixed, and immunohis-
tochemistry is performed on the same region. The new bouton is asso-
ciated with an aggregate of Bassoon, but not with the postsynaptic
density protein, PSD-95. Scale bar is 3 mm (Friedman et al., 2000)



cell-autonomous process, or is it induced by the presy-
naptic terminal? At first inspection, the postsynaptic
site appears to be produced in an autonomous fashion.
Structures that resemble postsynaptic densities, but
that do not appear to contact a presynaptic element,
have also been found in the developing olfactory bulb
and visual cortex during early development (Hinds and
Hinds, 1976; Bahr and Wolff, 1985). In fact, most neuro-
transmitter receptors are expressed before innervation
occurs; they can even be found in clusters, similar in
appearance to a postsynaptic site (Figure 8.4A). Acetyl-
choline receptors (AChRs) also form small clusters on
the muscle cell membrane even before the motor axon
terminals arrive (Fischbach and Cohen, 1973).

At the time of innervation, the muscle cell membrane
still displays an immature distribution of AChRs. This
was originally demonstrated by recording the response
from rat muscle cells in vivo as ACh was applied at dif-
ferent places along the myofiber surface (Diamond and
Miledi, 1962). Early in development, ACh application at
each site evokes a similar shift in membrane potential.
As the muscle became innervated, the ACh-evoked
response becomes much larger at the site of innerva-
tion, and the response at extrasynaptic regions declines.

Soon after, it became possible to visualize the distri-
bution of AChRs by labeling them with radioactive a-
bungarotoxin (a-Btx), a high-affinity peptide from the
venom of the Taiwanese cobra (Bevan and Steinbach,
1977; Burden, 1977a). Consistent with the electrophysi-
ological measures, a-Btx labeling is broadly distributed
at first and then became highly localized to the synapse.
The process of clustering leads to a dramatic disparity
in receptor concentration: there are >10,000
AChRs/mm2 at the synaptic region but <10/mm2 in
extrasynaptic regions (Fertuck and Salpeter, 1976;
Burden, 1977a; Salpeter and Harris, 1983).

While these observations suggested that the motor
axons induce receptor clustering, higher AChR concen-
trations occur at the center of skeletal muscle fibers 
in the absence of motor innervation. In HB9 mutant
mice, the phrenic nerve fails to develop, and the dia-
phragm muscle remains uninnervated during embry-
onic development (Yang et al., 2001). Despite this,
AChRs are concentrated in the central region of the
muscle by E18.5 (Figure 8.15). However, there are signs
that a motor terminal does organize postsynaptic struc-
ture from the earliest stage. Drosophila muscle fibers
produce tiny processes, called myopodia, that interact
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A. Pontine growth cones (arrows) stop when they contact granule cells (arrowhead) in a dissociated culture
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with motor nerve terminals. These myopodia gradually
become restricted to the site of innervation. When the
motor axons are delayed, as in the prospero mutant, the
myopodia no longer become clustered (Ritzenthaler 
et al., 2000).

PRESYNAPTIC TERMINALS INDUCE
RECEPTOR AGGREGATION

If one carefully watches growth cones in tissue
culture, they are seen to induce new postsynaptic sites
at their initial sites of contact. When dissociated cul-
tures are made of cholinergic spinal cord neurons and
myocytes, it is possible to follow the clustering of
AChRs during the period of innervation by labeling
the muscles with a fluorescent a-Btx (Anderson and

Cohen, 1977; Cohen et al., 1979). Although small AChR
clusters are seen prior to innervation, they do not serve
as preferential sites of innervation. Rather, the growing
neurites induce the rapid accumulation of AChRs as
they extend across the muscle (Figure 8.16A). When
the temporal relationship between innervation and
AChR cluster formation is estimated in the Xenopus
embryo, nerve terminals are found to precede the
appearance of AChR clusters by about three hours
(Chow and Cohen, 1983). Indeed, the clustering of
GABAA and AMPA receptors is also correlated with
the presence of presynaptic contacts in hippocampal
cultures, although precise measures have not yet been
made (Killisch et al., 1991; Craig et al., 1993).

The ability to induce AChR clusters is specific to
certain types of presynaptic neurons (Figure 8.16B). In
Xenopus dissociated culture, dorsal root and sympa-
thetic ganglion neurites can contact muscle cells, but
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they are associated with few AChR clusters. In con-
trast, neurites from spinal cord neurons, which pre-
sumably include motor neurons, are associated with
AChR clusters at 70% of contact sites (Cohen and
Weldon, 1980; Kidokoro et al., 1980). When spinal
motor neurons are selectively prelabeled in vivo and
then dissociated in the presence of myocytes, their
ability to induce AChR clusters can be compared to the
unlabeled spinal interneurons (Role et al., 1985). Motor
neurons and ciliary ganglion cells, both of which
secrete ACh, are able to induce AChR clusters on all
contacted myocytes, whereas the interneurons do not
induce significant AChR clustering.

The studies on NMJ suggest that appropriate nerve
terminals (i.e., cholinergic) support the induction of
AChR clusters. Does the neurotransmitter receptor
have to be activated in order to cluster? When myocytes
and spinal cord are cultured in the presence of an AChR
antagonist, D-tubocurarine, they develop an identical
number of functional contacts compared to control cul-
tures (Cohen, 1972). To directly assess AChR clustering
during the blockade of neurotransmission, fluores-
cently labeled a-Btx was first applied to visualize the
AChRs that were present on muscle cell membrane, and
excess unlabeled a-Btx was then added to prevent visu-
alization of newly inserted AChRs (Anderson and
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tophysin (anti-NF/Syn). At embryonic day 18.5, there is dense
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can be seen at the edge of HB9 muscle in panel D.) The insets show
individual AChR clusters at high magnification in wild-type (A) and
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images. (Adapted from Yang et al., 2001)
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Cohen, 1977). In these experiments, the clustering of
AChRs occurs normally at the site of neurite contact in
the absence of cholinergic transmission.

AGRIN, A TRANSYNAPTIC 
CLUSTERING SIGNAL

The clustering of AChRs is a result of both migra-
tion within the muscle membrane and, after several
hours, the insertion of newly synthesized protein. The
studies discussed above strongly suggest that nerve
terminals produce a signal that initiates receptor clus-
tering at the postsynaptic cell. Interestingly, AChR
clustering can also be produced by the basal lamina,
an extracellular matrix that ensheathes each muscle
cell. When muscle cells are damaged in adult frogs,
they degenerate, leaving behind the basal lamina
(Figure 8.17). New myofibers then form beneath this
basal lamina, and AChR clusters form at the original
synaptic sites along the basal lamina, even if motor
nerve terminals are absent (Burden et al., 1979). These
results motivated a search for a “clustering” signal
among the extracellular matrix molecules. A proteo-
glycan that is able to mimic the clustering ability of
nerve terminals or the basal lamina, named Agrin, was
subsequently isolated from the electric organ of the
marine ray Torpedo californica, a site rich in cholinergic
synapses (Godfrey et al., 1984; Nitkin et al., 1987).
Monoclonal antibodies directed against Agrin have
been used to localize this protein to motor neuron cell
bodies, the synaptic basal lamina, and muscle cells
(Reist et al., 1987; Magill-Solc and McMahon, 1988;
Fallon and Gelfman, 1989).

To test whether release of neuronal Agrin (called z-
agrin in mammals) is responsible for AChR cluster for-
mation, polyclonal antibodies were used to block its
function in vitro (Reist et al., 1992). The polyclonal
antibodies are raised against Torpedo Agrin, and they
bind selectively to chick Agrin, blocking cluster for-
mation in chick nerve–muscle cultures. However,
muscle cells also produce Agrin, and they could also
induce clustering. Since the polyclonal antiserum does
not block rat Agrin, a co-culture experiment was
designed that made use of tissue from chicks and rats
(Figure 8.18). The antiserum does prevent clustering
on rat muscle cells that are innervated by chick
neurons (Figure 8.18). However, it does not block
AChR cluster formation on chick muscle cells that are
innervated by rat neurons. Thus, rat neurons must be
releasing the Agrin that elicits cluster formation. A
neuron-specific isoform of Agrin, generated by alter-
native splicing of the mRNA, has since been shown to

have greater cluster-inducing activity than that found
in muscles (Ruegg et al., 1992; Ferns et al., 1993).

The results suggest that neuron-derived Agrin is
necessary for AChR cluster formation in vivo, and its
contribution to neuromuscular formation in situ was
confirmed with homologous recombination. Agrin
knockout mice demonstrate that this signal is not
required for the embryonic aggregation of AChRs to
the central region of the muscle (Figure 8.15) but is nec-
essary for their alignment with the motor nerve termi-
nal. Furthermore, postsynaptic sites appear to be less
mature than normal, suggesting that this signaling
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FIGURE 8.17 The extracellular matrix contains a factor that
induces AChR clustering. A. In the adult frog cutaneous pectoris
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lamina. (Adapted from Burden et al., 1979)



pathway regulates more than just receptor clustering
(Gautam et al., 1996).

POSTSYNAPTIC RESPONSE TO AGRIN

Although there is strong evidence that neural Agrin
initiates AChR clustering at the developing NMJ, the
signal transduction mechanism is not fully resolved. It
is known that Agrin induces postsynaptic tyrosine
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phosphorylation, and the AChR b- and d-subunits are
sites of action in chick and mouse muscle cells (Wallace
et al., 1991; Qu and Huganir, 1994). In fact, an inhibitor
of tyrosine kinase can prevent AChR clustering in
response to Agrin (Wallace, 1994; Ferns et al., 1996). The
temporal relationship between b-subunit phosphoryla-
tion and receptor clustering is quite close. Receptor
phosphorylation reaches a peak within one hour, and
receptor clustering then occurs over the next 6 hours.
By the time that clustering has reached a maximum,
phosphorylation is in steep decline (Figure 8.19). The
amount or location of receptor subunit phosphoryla-
tion may also interfere with cluster formation. For
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et al., 1996)



example, a phosphatase inhibitor that leads to
increased b-subunit phosphorylation can actually
prevent Agrin-induced receptor clustering (Wallace,
1995). Although a number of cytoplasmic enzymes,
such as Src or PKC, have been implicated in phospho-
rylating AChR subunits, the key events are poorly
understood (Huganir and Greengard, 1983; Huganir et
al., 1984). At the onset of synaptogenesis, the AChR
clusters are labile, and will disperse if the muscle is
denervated. When a-Btx labeled muscles from embry-
onic mice are denervated and placed in calcium-
depleted culture media, the AChR clusters are lost
(Bloch and Steinbach, 1981). By birth, the labeled AChR
clusters have become resistant to this treatment.

During a widespread search for the postsynaptic
Agrin receptor, one candidate has emerged as the 
most important transducer. A muscle-specific kinase
(MuSK), identified during a search for novel receptor
tyrosine kinases in denervated muscle, drew attention
because it is localized to the synaptic junction (Figure
8.20A) (Valenzuela et al., 1995). MuSK is expressed
very early in development, beginning at around E13 in
rats, when motor axons are first growing into the
muscle. Agrin induces the tyrosine phosphorylation of
MuSK within minutes (Figure 8.19), and this leads
rapidly to MuSK clustering (Moore et al., 2001). The
importance of MuSK was verified in a targeted disrup-
tion of the gene in mice (Figure 8.20B). These animals
display a dramatic loss of postsynaptic maturation,
including the loss of AChR clustering (DeChiara et al.,
1996). Although Agrin and MuSK display strong
binding kinetics, this is only apparent when MuSK is
expressed in muscle cells, suggesting that the protein
must form a complex with one or more accessory pro-
teins (Glass et al., 1996). The MuSK protein is also nec-
essary for the early prepatterning of AChRs that is
observed in the absence of motor axons (Figure 8.15).
The lasting importance of MuSK activity is clearly seen
in a group of patients suffering from the autoimmune
disease, myasthenia gravis. In most of these patients,
auto-antibodies against the AChR are made, leading to a
decrease in synaptic transmission and muscle weakness.
However, some patients make autoantibodies against
the MuSK protein, and this also leads to severe prob-
lems with neuromuscular transmission (Hoch et al., 2001).

The transduction process from MuSK activation to
receptor clustering is not worked out, but activation of
a Src-like kinase and GTP-binding proteins are proba-
bly required (Wallace, 1994; Ferns et al., 1996; Weston et
al., 2000; Mittaud et al., 2001). One crucial peripheral
membrane protein, called Rapsyn, is clearly required 
to mediate AChR clustering (Figure 8.20A) (Sealock et
al., 1984). Messenger RNA for Rapsyn is present in
muscle cells prior to AChR cluster formation, and the

protein co-localizes with newly formed clusters in vivo
(Noakes et al., 1993). Rapsyn contains one domain that
mediates self-association, a second that associates with
the main intracellular loop of AChRs, and a third that
interacts with a-dystroglycan (Ramaroa et al., 2001).
When AChR subunits were introduced into cells that
do not ordinarily express this molecule, no clusters
formed. However, the co-expression of Rapsyn is suf-
ficient to promote AChR clustering (Frohner et al.,
1990; Phillips et al., 1991). The phenotype of Rapsyn-
deficient mice is fully consistent with a primary role

in cluster formation (Gautam et al., 1995). AChR
mRNA and protein are restricted to the central region
of muscle fibers but do not aggregate at the site of
neural contact. Rapsyn probably acts as more than just
an intermediate signal for MuSK. The presence of
Rapsyn is able to induce MuSK clusters in a fibroblast
expression system, and it is also able to activate tyro-
sine kinase activity (Gillespie et al., 1996). Several 
other constituents accumulate at the synaptic cleft,
including acetylcholinesterase and s-laminin. There-
fore, many signaling pathways regulate postsynaptic
maturation.

The dystrophin-associated glycoprotein, a-dystro-
glycan, is a second postsynaptic Agrin-binding pro-
tein (Figure 8.20A) (Gee et al., 1994; Campanelli 
et al., 1994; Bowe et al., 1994; Sugiyama et al., 1994).
However, Agrin mutants that have poor affinity for a-
dystroglycan are nonetheless able to induce AChR clus-
ters (Meier et al., 1996; Hopf and Hoch, 1996). Therefore,
a-dystroglycan is probably not directly involved in
this part of synaptogenesis. The absence of dystrophin
in Duchenne’s muscular dystrophy leads to reduced
expression of associated proteins in the sarcolemma,
resulting in damage during contraction, poor calcium
homeostasis, and eventual necrosis (Davies et al.,
1995). Agrin also binds to laminin, a major component
of the basal lamina (Figure 8.20A). Laminin can also
induce AChR clustering in cultured muscle cells in a
MuSK-independent manner (Sugiyama et al., 1997).

It seems likely that intercellular signaling influences
AChR function. Calcitonin gene-related peptide
(CGRP) is released from motor terminals and is able to
rapidly increase the mean open time of AChR channels
in Xenopus nerve-muscle cultures (Lu et al., 1993). This
effect appears to be mediated through an elevation of
cAMP in the muscle cell and is blocked by inhibitors
of cAMP-dependent protein kinase (PKA). A second
protein kinase, PKC, is also able to modulate the kinet-
ics of low-conductance AChRs (Fu and Lin, 1993).
Therefore, phosphorylation of “immature” AChRs
may prolong their open state, thereby increasing the
size of transmitter-evoked postsynaptic potentials at
the time of innervation.
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RECEPTOR CLUSTERING 
SIGNALS IN THE CNS

Since receptor clustering is the most identifiable
postsynaptic feature of central synapses, it is reasonable
to ask whether Agrin-like molecules play a role. Agrin

mRNA has been detected in the brains of embryonic
rats and chicks, and four splice variants of Agrin are dis-
tributed throughout the adult rat brain (Rupp et al.,
1991; Tsim et al., 1992; Ferns et al., 1992). However, dif-
fering results have been reported for an influence of
Agrin on synaptogenesis in the CNS (Serpinskaya et al.,
1999; Bose et al., 2000). Therefore, the search for receptor
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nerve–muscle junction (merged), but in MuSK-deficient mice (MuSK-/-) there is no clustering and the post-
synaptic site does not differentiate. (Adapted from Lin et al., 2001, Nature 410: 1057–1064)



clustering signal in the CNS has focused on three differ-
ent pathways. First, a secreted pentraxin (i.e, a family of
proteins sharing a discoid arrangement of five nonco-
valently linked subunits), Narp, is concentrated at exci-
tatory synapses in cultured spinal and hippocampal
neurons, and ultrastructural studies from hippocampal
neurons in vivo show that Narp is present on both the
presynaptic surface and the dendritic shaft. To deter-
mine whether endogenous Narp participates in gluta-
mate receptor clustering, the C terminus region that
supports axon transport was disrupted such that
axonal transport and secretion at the synapse could be
prevented. When cultured spinal neurons were trans-
fected with this mutant Narp, there was a dramatic
reduction in the clustering of AMPA-type glutamate
receptors at axon–dendrite contacts (O’Brien et al.,
1999; 2002).

A second system that is able to cluster glutamate
receptors is the EphrinB-EphB signaling pathway
which plays such an important role in axon pathfind-
ing and target selection (Chapters 5 and 6). When cul-
tured cortical neurons are exposed to ephrinB1, they
rapidly display clusters of the ephrin receptor, EphB2,
followed by the appearance of NMDA-type glutamate
receptor clusters (Figure 8.21A) (Dalva et al., 2000).
Furthermore, when hippocampal neurons are cultured
from mice that lack 3 EphB receptors, there is a dra-
matic loss of normal spine morphology and glutamate
receptor clustering (Figure 8.21B). However, this sig-
naling pathway does not appear to disrupt inhibitory
GABAergic synapse formation, presumably because
these contacts are not made on dendritic spines
(Henkemeyer et al., 2003).

A third system that participates in receptor clus-
tering is the neurotrophin-Trk signaling pathway,
which also plays a fundamental role in target selection
and neuron survival (Chapters 6 and 7). Once again,
the assay system is a dissociated culture of embryonic
hippocampal neurons which express the BDNF/NT-4
receptor, TrkB, diffusely along their dendrites and
soma. When these neurons are exposed to BDNF, 
the number of NMDA receptor clusters doubles, 
and they are far more likely to be located adjacent 
to a presynaptic terminal (Elmariah et al., 2004). 
Conversely, decreasing endogenous BDNF in the cul-
tures produces a loss of NMDA receptor clusters.
Unlike the ephrinB-EphB system, the TrkB pathway
fails to increase AMPA receptor clustering but does
support GABAA receptor cluster formation. To sum-
marize, several candidate signals may be released by
excitatory and inhibitory nerve terminals and may
recruit the aggregation of postsynaptic receptors,
similar to the role of Agrin at the nerve–muscle 
junction.

Several studies suggest that the neurotransmitter
itself can promote receptor accumulation. For
example, the largest glutamate receptor clusters occur
opposite the presynaptic terminals that release the
most glutamate at the fly neuromuscular junction
(Marrus and DiAntonio, 2004). Furthermore, when
spontaneous glutamate release is blocked during
development, glutamate receptor clusters do not form
(Saitoe et al., 2001). An effect of activity has also been
observed for glycine receptors and glutamate recep-
tors in tissue culture preparations (Kirsch and Betz,
1998; Shi et al., 1999; Liao et al., 2001; Lu et al., 2001).
It is not yet clear whether activity-dependent receptor
clustering is a developmental mechanism, or is used
largely to adjust synaptic strength throughout the
animal’s life (Aoki et al., 2003).

It must be emphasized that an equal number of
studies report little influence of synaptic transmission
on receptor clustering, and this area of research remains
unsettled. In C. elegans, GABA is not required to obtain
synaptically clustered GABAA receptors (Gally and
Bessereau, 2003). A careful in vitro study showed that
glutamate receptors are evenly distributed along the
dendrite at a low density (ª3/mm2) prior to innervation
but form high-density (ª10,000/mm2) aggregates at the
site of presynaptic contacts (Figure 8.22). These gluta-
mate receptor clusters appear even when synaptic or
electrical activity is blocked (Cottrell et al., 2000).

INTERNAL MEMBRANE PROTEINS 
AND RECEPTOR AGGREGATION 

IN THE CNS

Whatever the clustering signal may be at each central
synapse, there must be a molecular mechanism to hold
the receptors together, similar to the way that Rapsyn
restricts AChR mobility. In fact, a tremendous array of
proteins are located at the cytoplasmic surface and bind
to both membrane receptors and cytoskeletal elements.
Perhaps the strongest case can be made for a protein
called Gephyrin that was discovered during the purifi-
cation of glycine receptor subunits (Kirsch et al.,
1993a,b). Gephyrin displays a high affinity for polymer-
ized tubulin, and a C-terminal domain can bind with
high affinity to the cytoplasmic loops of 2 glycine recep-
tor b subunits (Schrader et al., 2004). Spinal neurons
grown in dissociated culture normally display glycine
receptor clusters. However, when the cells are grown in
the presence of a gepherin antisense nucleotide, which
presumably prevents the translation of gepherin
mRNA, then clusters do not form at the membrane
(Figure 8.23). Similarly, glycine receptors do not aggre-
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gate within the membrane in gephyrin-deficient mice
(Feng et al., 1998). Gephyrin is also required for the clus-
tering of some (Kneussel et al., 1999), but not all (Levi et
al., 2004), GABA receptors.

A family of molecules with similar functional prop-
erties, called membrane-associated guanylate kinases
(MAGUKs), have been implicated in synapse forma-

tion throughout the nervous system (Cho et al., 1992;
Kistner et al., 1993). Synaptic channels and receptors
bind to amino acid sequences called the PDZ domains,
which are found on the N-terminal side. Similar to the
NMJ, cluster formation is regulated by protein phos-
phorylation. There is a specific 4 amino acid sequence
on the C-terminal tail of receptors and channels, called

INTERNAL MEMBRANE PROTEINS AND RECEPTOR AGGREGATION IN THE CNS 231

EphB2A

AMPAR Merged (AMPAR + GFP)B

Control

EphrinB1

EphrinB1-/-
EphrinB2-/-
EphrinB3-/-

Wild-type

NMDAR Merger

1 m m

FIGURE 8.21 EphB signaling influences glutamate receptor aggregation in the central nervous system.
A. Cortical neurons were transfected with labeled EphB2 (green, left images) constructs, and exposed to
EphrinB1 or a control solution for one hour. The cultures were then fixed, and NMDA receptors (NMDAR)
were stained with antibody (red, center images). The merged images (right) show that EphrinB1 induced
NMDAR clusters on cortical neuron dendrites. B. Hippocampal neurons were cultured from wild-type or
triple EphB-deficient mice (EphB1-/-,EphB2-/-, EphB3-/-). The cells were transfected with green fluores-
cent protein (GFP) so that the dendrite could be observed, and AMPA receptors (AMPAR) were stained with
antibody (red, left images) after 21 days in vitro. Wild-type neurons exhibited punctate labeling of AMPAR
clusters all along the dendrites (merged images, right). In contrast, AMPAR clustering was not observed in
EphB-deficient neurons. (Adapted from Dalva et al., 2000; Henkemeyer et al., 2003)



ET/SXV, that serves as an important phosphorylation
site (Niethammer et al., 1996; Cohen et al., 1996).

One of the first MAGUKs to be isolated was postsy-
naptic density protein-95 (PSD-95; aka, SAP-90). PSD-95
is located in the postsynaptic densities of hippocampal
neurons, and some evidence suggests that it participates
in clustering both NMDA receptors and potassium
channels (Kim et al., 1995; Kornau; et al., 1995; Kim and
Sheng, 1996; Niethammer et al., 1996). However, hip-
pocampal synapses look normal and cluster NMDA
receptors in PSD-95 knocked mice (Migaud et al., 1998);

studies suggest that its role may be to decrease internal-
ization of NMDA receptors (Roche et al., 2001). In con-
trast, deletion of a second MAGUK, called PSD-93, leads
to decreased expression of NMDA receptor subunits at
the membrane surface and smaller NMDA receptor-
mediated synaptic potentials (Tao et al., 2003). This
result implies that PSD-93 is necessary for the insertion
of new NMDA receptors; to the extent that PSD-93 itself
is localized to the postsynaptic site, it will promote
receptor clustering. A third member of the family, SAP-
97, is driven into the spine heads when CaMKII is acti-
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FIGURE 8.22 Mapping glutamate receptor location during synaptogenesis. A. To map the location of glu-
tamate receptors, an iontophoretic pipette (red) ejects glutamate focally, and the evoked response is recorded
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glutamate-evoked currents are shown (cyan). When neurons are cultured in the presence of TTX to block all
action potentials, the synaptic localization of glutamate receptors occurs nonetheless. (Adapted from Cottrell
et al., 2000)



vated, and this is directly correlated with an increase in
AMPA-type glutamate receptors at these spines
(Mauceri et al., 2004). This may provide a mechanism by
which activity does lead to receptor clustering.

There is evidence that GABAA receptor clustering
involves a novel internal membrane protein, called
GABARAP, which was isolated on the basis of its inter-
action with the g2 subunit of GABAA receptors. An N-
terminal subdomain of GABARAP binds microtubules,
suggesting that it may stabilize receptors at the 
membrane (Wang et al., 1999; Wang and Olsen, 2000).
Although GABARAP has been shown to aggregate
GABAA receptors and enhance their conductance in
tissue culture (Chen et al., 2000; Everitt et al., 2004), its
role in normal development has yet to be established.

Clustering proteins are conserved across species. A
MAGUK family member, called discs-large (DLG), co-
localizes with glutamate receptors at the Drosophila
nerve–muscle junction. When the dlg gene is inacti-
vated, synaptic structure and function are profoundly
altered (Woods and Bryant, 1991; Lahey et al., 1994;
Budnick et al., 1996). The synaptic localization of DLG
is regulated by CaMKII activity (Koh et al., 1999). DLG
is necessary for the localization of FASII, a cell adhe-
sion molecule that regulates synapse formation (see

Chapter 9). As with the mammalian family members,
the DLG protein has a PDZ binding domain, and the
membrane proteins that it anchors have the conserved
C-terminal motif. The developmental importance of
MAGUK family proteins is underlined by studies
showing moderate to severe mental retardation when
one of the genes is truncated (Tarpey et al., 2004).

THE EXPRESSION AND INSERTION 
OF NEW RECEPTORS

Even while receptor clustering is underway, the
synthesis of new synaptic proteins increases dramati-
cally. The majority of AChRs within a cluster are newly
inserted a short time after innervation (Salpeter and
Harris, 1983; Ziskind-Conhaim et al., 1984; Role et al.,
1985; Dubinsky et al., 1989). The contribution of exist-
ing and newly inserted AChRs was examined at newly
formed synapses in chick nerve–muscle cultures by
labeling the receptors before and after innervation
(Figure 8.24). Before innervation, all of the AChRs
present on the muscle membrane surface were labeled
with a-Btx (“old” AChRs). Following the addition of
neurons, a monoclonal antibody directed against an
extracellular AChR epitope was applied to label all
AChRs (“old” and “new” AChRs). In this way, it was
possible to determine the contribution of both “old”
receptors (i.e., a-Btx labeled) and “new” receptors (i.e.,
antibody-labeled minus a-Btx labeled). Within eight
hours of neuron addition, more than 60% of the AChRs
are newly inserted into the muscle membrane, indi-
cating that synthesis is rapidly upregulated (Role et al.,
1985). These results suggest that synthesis is regulated
by the presynaptic terminal. Similarly, when innerva-
tion of the Drosophila neuromuscular junction is
delayed or prevented in prospero mutants, the normal
increase in functional glutamate receptors fails to
occur (Broadie and Bate, 1993b).

Further evidence that motor neuron terminals selec-
tively regulate AChR synthesis comes from the local-
ized expression of the specific mRNAs. Muscle cells
are polynuclear, and the nuclei that lay directly below
the synaptic cleft are distinctive from those found
extrasynaptically in that they preferentially transcribe
AChR mRNA; this is controlled by the presence of
motoneuron terminals (Klarsfeld et al., 1991; Sanes 
et al., 1991; Simon et al., 1992; Merlie and Sanes, 1985).

As new receptors are added, they also become more
stable. This has been shown by measuring how long 
the receptors remain in the membrane before being
replaced. In the chick, the rate of AChR turnover gradu-
ally increases from from a half-life of ª30 hours at the
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FIGURE 8.23 Gephyrin is required for glycine receptor cluster-
ing. When spinal neurons are grown in culture, the peripheral mem-
brane protein, Gephyrin, co-localizes with glycine receptor clusters
(top). When translation of the Gephyrin protein is blocked with an
antisense oligonucleotide (bottom), the glycine receptors do not
form clusters in the neuronal membrane. (Adapted from Kirsch 
et al., 1993)



time of synaptogenesis to ≥50 days at 3 weeks posthatch
(Burden, 1977a, 1977b). In the rat diaphragm muscle,
the AChRs that appear during synaptogenesis at E15
also have a half-life of ª30 hours, and this increases 
to a mature half-life of 6–11 days by E21 (Reiness and
Weinberg, 1981). The signal that leads to increased
receptor stability is not yet known, but it may involve
common second messenger systems. Receptor half-life
is prolonged either by the influx of postsynaptic
calcium or a rise in cAMP (Rotzler et al., 1991; Shyng et
al., 1991).

Innervation can also regulate the expression of recep-
tors at neuron–neuron contacts. In co-cultures of chick
spinal cord and dissociated sympathetic neurons, the
ACh-evoked response recorded in sympathetic neurons
increases almost 10-fold after innervation (Role, 1985).
This effect can be produced with spinal cord-conditioned

media, suggesting that the signal is a soluble factor
(Gardette et al., 1991). The influence of innervation on
receptor synthesis can be quite specific, as revealed by
culturing chick motoneurons in the presence or absence
of spinal cord interneurons. Motoneurons were first
selectively labeled with fluorescent dye in vivo, such that
they could be identified in a dissociated cell culture
(O’Brien and Fischbach, 1986a, 1986b). When cultured in
the absence of spinal interneurons, dissociated chick
motoneurons exhibit much smaller glutamate-evoked
currents, but their sensitivity to GABA and glycine is
unaffected. The presence of interneurons serves to local-
ize glutamate sensitivity to the motoneuron processes,
whereas the somata were maximally sensitive to gluta-
mate in sorted cultures.

Are receptors synthesized only within the cell body
and then transported to distant synapses? Protein syn-
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FIGURE 8.24 Insertion of new ACh receptors occurs within hours of innervation. A. Cultures of muscle
cells were prelabeled with rhodamine-conjugated bungarotoxin (red). B. In one set of cultures, motor neurons
were added (left), while a second set of cultures remained without neurons (right). C. After eight hours, both
cultures were labeled with a fluorescein-conjuctated antibody against AChRs (yellow). The cultures with
motor neurons contained many AChRs that were labeled with only antibody (yellow), indicating that they
had been newly inserted after the addition of motor neurons. The muscle cell cultures had AChRs that were
primarily labeled by both Rhod-Btx (red) and Fluor-MAb (yellow). (Adapted from Role et al., 1985)



thesis occurs in neuronal dendrites, often near synapses,
and polyribosomal aggregates appear in dendritic spines
during development (Miyashiro et al., 1994; Steward 
and Shuman, 2001). However, it has been difficult to
determine whether the synthesis of new glutamate re-
ceptor subunits occurs subsynaptically in the dendrites 
of central neurons (Steward, 1994; Craig et al., 1993). 
Injection of mRNA directly into isolated dendrites
showed that local synthesis was possible (Kaharmina 
et al., 2000).

An imaginative set of techniques was used to prelabel
existing AMPA receptors in cultured hippocampal
neurons, and then counterstain with a second label to
identify the location of newly synthesized subunits. In
concept, this approach is nearly identical to that
employed on AChRs by Role et al. (see Figure 8.24). Hip-
pocampal neurons were first transfected with a gluta-
mate receptor subunit (GluR1 or GluR2) that was
modified to contain a tetracysteine motif on its intracel-
lular C-terminal (Figure 8.25). This permitted the use of
two different dyes that fluoresced (red or green) only
when bound to tetracysteine. When exposed to the red
dye, the majority of GluRs expressed over a 24-hour
period were labeled in the dendrites. The red dye was
then removed, and the neurons were exposed to the
second green dye eight hours later. Newly expressed

GluRs were labeled primarily in the soma, the presumed
site of synthesis, and a few were found in the dendrite,
presumably due to rapid transport. To show that some
receptors are synthesized locally, the dendrite was tran-
sected from the soma after prelabeling with red dye.
Thus, any GluR aggregates that were subsequently
labeled with only the green dye must have been synthe-
sized within the dendrite (Figure 8.25). This turned out
to be the case (Ju et al., 2004). Finally, it was possible to
show that the GluRs synthesized in the dendrite were
inserted into the membrane. Since the mRNAfor GABA
receptors is located within the dendrites of cortical
pyramidal neurons (Costa et al., 2002), it is likely that
receptor expression can be regulated by a local cue, as
occurs for AChRs at the neuromuscular junction.

NEURONAL ACTIVITY REGULATES
RECEPTOR EXPRESSION

The increase in receptor synthesis that accompanies
synapse formation suggests that the presynaptic ter-
minal initiates this process. One simple possibility is
that the transmitter itself can regulate expression of
synaptic proteins. At the neuromuscular junction,

NEURONAL ACTIVITY REGULATES RECEPTOR EXPRESSION 235

Glu 

A 
A 

A 

A A A 

C 
C 

C 
FlAsH 

FlAsH-EDT2 

ReAsH-EDT2 ReAsH 

C E 

E 

E 
R 

R 
R 

HA Thr

CO– 

O– O 
As 

S 

O 

S 
As 

S S 

O– O 

N 

As 
S 

O 

S 
As 

S S 

FIGURE 8.25 Local synthesis of AMPA receptors in the dendrite. (Left) Schematic showing the 
membrane topology of GluR1/2 and the location of the intracellular tetracysteine and extracellular
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synaptic activity actually inhibits AChR synthesis in
the extrasynaptic region. For example, when adult cat
muscle is denervated, the muscle cells become highly
responsive to ACh applied at any position along the
surface. This is referred to as denervation supersensi-
tivity, and it requires new receptor synthesis (Axelsson
and Thesleff, 1959; Merlie et al., 1984). Denervation
supersensitivity can also be produced by decreasing
the transmission of an intact terminal (Figure 8.26).
When presynaptic action potentials are blocked or
cholinergic transmission is eliminated, there is a dra-
matic increase in AChRs (Lømo and Rosenthal, 1972;
Berg and Hall, 1975). The oppositive manipulation,
direct electrical stimulation of muscle cells in vitro,
produces a decrease in AChR synthesis (Shainberg and
Burstein, 1976). At least in muscle cells, synaptic activ-
ity limits receptor synthesis through increasing post-
synaptic calcium (Figure 8.26). The effect may depend
in part on the CaMKII activation and phosphorylation
of the muscle transcription factor, myogenin (Klarsfeld
et al., 1989; Laufer et al., 1991; Huang et al., 1992; Tang
et al., 2004).

A similar sort of regulation probably occurs in
neurons. Unlike the NMJ, supersensitivity cannot be
observed as directly in the central nervous system
because neurons are embedded in a web of glia, ECM,
and blood vessels. However, many areas of the
nervous system express high levels of the NMDA
receptor during development, and this expression
seems to be regulated by innervation. For example, the
functional expression of NMDA receptors decreases
with age in the visual cortex of normal kittens, but
when animals are reared in complete darkness to
decrease visually driven activity, NMDAR-mediated
transmission remains at an unusually high level (Fox
et al., 1992). Similar sorts of observations have been
made for AMPA receptors.

NEUREGULIN, A REGULATOR OF
POSTSYNAPTIC TRANSCRIPTION

If synaptic activity represses receptor synthesis,
how does the presence of motor nerve terminals cause
an increase AChR synthesis by the postsynaptic
muscle cells? Neonatal AChRs are initially composed
of four subunits, a2bgd, but during the first two post-
natal weeks in rat, the many nuclei beneath each
synapse stop expressing the g-subunit (Figure 8.27A).
There is a gradual increased expression of e-subunit
transcripts, resulting in a new heteromeric receptor,
a2bed (Gu and Hall, 1988). The basal lamina has pre-
viously been shown to also contain a signal that 
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FIGURE 8.26 Extrasynaptic ACh receptors accumulate when the
nerve is inactive. A. At the control nerve–muscle junction, the elec-
trically active terminal releases ACh and the receptors are clustered
at the postsynaptic membrane. The activity-dependent signal that
suppresses extrajunctional receptors involves calcium influx and
activation of the calcium calmodulin-dependent protein kinase II
(CamKII). A transcription factor found in muscle (myogenin) is
phosphorylated and blocks transcription in extrasynatpic nuclei. B.
When motor axon activity is blocked with the sodium channel
blocker, tetrodotoxin (TTX), extrajunctional ACh receptors are dis-
tributed over the entire muscle surface. (Adapted from Lømo and
Rosenthal, 1972)

activates AChR transcription in the absence of motor
nerve terminals (Goldman et al., 1991).

An initial screen of soluble factors present in the
chick brain revealed a substance that could stimulate
AChR synthesis in isolated myotubes (Jessell et al.,



1979). A 42kD glycoprotein was isolated from the chick
central nervous system, and subsequently found to be 
a member of the Neu protooncogene ligand family
(Usdin and Fischbach, 1986; Falls et al., 1993; Jo et al.,
1995). In the nervous system, members of this protein
family are now referred to as the neuregulins (NRGs),
and they play a broad role in neural development,
including migration and glial differentiation (Chapters
3 and 4). More than 20 NRG1 isoforms are produced
from the single NRG1 gene. The receptors for neureg-
ulins are actually members of another large family: the
EGF receptor tyrosine kinase family (erbBs). At the 
neuromuscular junction, NRG-1 co-localizes with at
least three of these erbB receptors. Neuregulin signal-
ing may involve a common kinase pathway. In one cell
line, neuregulin stimulates tyrosine phosphorylation of
erbBs and mitogen-activated protein kinase (MAPK).
Furthermore, a specific inhibitor of MAPK abolishes

neuregulin-induced AChR subunit expression (Si et al.,
1996).

NRG1 message is localized to motor neuron cell
bodies, and the protein is transported to the synaptic
junction. Electron microscopic images show that
NRG1 becomes concentrated on the presynaptic side
of the basal lamina after it is released at the neuro-
muscular junction (Goodearl et al., 1995). NRG1
remains in the synaptic basal lamina even after dener-
vation (Falls et al., 1993; Sandrock et al., 1995; Jo et al.,
1995). The NRG-erbB signaling pathway is recruited,
in part, by Agrin. Even in the absence of nerves, Agrin
is able to cluster both NRG and erbB in muscles (Rimer
et al., 1998). Furthermore, one of the NRG receptors,
erbB3, does not accumulate at synapses in rapsyn -/-
mice (Moscoso et al., 1995).

The increase in AChR synthesis results largely from
an accumulation of mRNAs for specific AChR sub-
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FIGURE 8.27 Substitution of ACh receptors subunit during development. A. In rat muscle, AChRs are
composed of a, b, d, and g subunits at postnatal (P) day 4. By P9, there are a mix of receptors: some have the
initial complement of subunits, and other have substituted the e subunit in place of the g subunit. At P16, all
receptors contain the e subunit. B.Neuregulin selectively upregulates the transcription of e subunit mRNA.
In control muscle cell cultures, approximately equal amounts mRNA for the e, g, and a AChR subunits are
produced. The addition of neuregulin increases mRNA for all subunits, but the e subunit is selectively
enhanced. (Adapted from Gu and Hall, 1988 and Martinou et al., 1991)



units, particularly the e-subunit (Figure 8.27B) (Harris
et al., 1988; Martinou et al., 1991). Mice deficient for
NRG1 or ErbB2 die prior to muscle formation and the
influence on synaptogenesis cannot be determined.
However, the heterzygotes of a NRG1 knockout mouse
express less neuregulin than controls, and display a
significant reduction of AChRs (Sandrock et al., 1997).
This was studied by measuring the size of individual
synaptic events, called quanta, which are probably due
to the release of ACh from a single synaptic vesicle.
These quantal events are smaller in heterozygote mice,
presumably because there is less AChR to transduce
the signal. Similarly, when erbB2 is inactivated selec-
tively in muscle, there is a modest decline in miniature
endplate currents and in AChR number at the synapse
(Leu et al., 2003).

Unfortunately, the NRG-erbB signaling pathway is
also essential to Schwann cell survival, and Schwann
cell-derived cues are not available to the motor axons.
Furthermore, muscle cells contain and release NRG1,
which can induce AChR gene expression (Meier et al.,
1998; Yang et al., 2001). Finally, a second neuregulin
(NRG2) is expressed by motor neurons and Schwann
cells and is found at the neuromuscular junction
(Rimer et al., 2004). Despite these complications, most
evidence suggests that NRG regulates postsynaptic
transcription.

Several members of the NRG and erbB families 
are found in the chick and mammalian CNS during
development, suggesting a role in neuron–neuron
synapse formation. In developing chick sympa-
thetic ganglia, a specific NRG1 isoform (type III) selec-
tively upregulates the transcription of the a3 AChR
subunit (Yang et al., 1998). In the developing cerebel-
lum, NRG1 has been shown to increase the expression
of an NMDA receptor subunit and a GABAA recetor
subunit (Ozaki et al., 1997; Rieff et al., 1999). Intrest-
ingly, NRG1 has been shown to decrease GABAA recep-
tor expression in the hippocampus without affecting
glutamate receptors (Okada and Corfas, 2004).

MATURATION OF TRANSMISSION AND
RECEPTOR ISOFORM TRANSITIONS

Synapse formation is rapid, but adult functional
properties emerge only gradually during develop-
ment. One of the most common observations is that the
duration of excitatory or inhibitory synaptic potentials
declines over the course of days (Figure 8.28). For
example, in the rat neocortex, the duration of excita-
tory postsynaptic potentials (EPSPs) decreases from
approximately 400 to 100ms during the first two post-
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FIGURE 8.28 The duration of synaptic potentials decreases
during development. A. A schematic of a central auditory nucleus,
the lateral superior olive (LSO), that receives excitatory synapses
from the ipsilateral cochlear nucleus and inhibitory synapses from
the medial nucleus of the trapezoid body (MNTB). The inset at left
shows that excitatory terminals release glutamate and open recep-
tors that are permeable to Na+ and K+. The inset at right shows that
inhibitory terminals release glycine and open receptors that are per-
meable to Cl-. B. When intracellular recordings are made from LSO
neurons during the first three postnatal weeks, the afferent-evoked
EPSP and IPSP durations decline by about 10-fold. Examples for
postnatal day 1, 11, and 20 are shown at the top, and a summary of
all IPSPs is plotted in the graph. (Adapted from Sanes, 1993)



natal weeks of development (Burgard and Hablitz,
1993), and synaptic potentials in the rat hippocampus
display a similar schedule of maturation. Even
synapses in the brainstem display marked alterations
during postnatal development. In the lateral superior
olive, the maximum duration of both glutamatergic
EPSPs and glycinergic inhibitory postsynaptic poten-
tials (IPSPs) declines approximately 10-fold during 
the first three postnatal weeks (Sanes, 1993). The
reduction in IPSP and EPSP duration has a similar rate
of development, suggesting that some of the underly-
ing mechanisms are the same. These long-lasting
synaptic potentials probably limit the behavior capa-
bilities of young animals (see Chapter 10).

Why are synaptic potentials of such long duration
in developing neurons? One common difference is that
young synapses usually express a unique form of the
neurotransmitter receptor, called a neonatal isoform.
These transiently expressed receptors often have dif-
ferent functional properties than the receptor that is
expressed by adult neurons. In particular, the receptor-
coupled ion channels in young cells tend to remain
open for a longer period of time, compared to those in
mature cells. In mammalian muscle cells, recordings
were made from single channels with the patch-clamp
recording technique (see BOX: Biophysics: Nuts and
Bolts of Functional Maturation), and the mean channel
open time was found to decline from about 6 to 1ms
during development (Siegelbaum et al., 1984; Vicini
and Schuetze, 1985). This functional change is due, in
part, to the molecular composition of AChRs in neon-
tates (g-subunit) versus that of adults (e-subunit)
(Figure 8.27A).

Even though nerve cells limp along on one nucleus
in their soma, it appears that they are able to respond
to innervation by altering the receptor isoform expres-
sion. When chick sympathetic ganglion neurons are
innervated, their sensitivity to ACh is enhanced, and
this is correlated with increased expression of 5 AChR
transcripts (Moss and Role, 1993; Corriveau and Berg,
1993). At E11, only 30% of neurons have significant
AChR activity, and each individual patch of membrane
contains a mixture of AChRs. At E17, the great major-
ity of patches have a single functional type receptor.
Similar changes in specific AChR subunits have been
observed in rat brainstem, spinal cord, and dorsal
route ganglia during prenatal development.

A developmental switch in receptor subunits has
now been demonstrated in nearly every transmitter
system in the central nervous system. For example, the
adult form of the glycine receptor heteromer involves
the substitution of a 48kD ligand-binding subunit for
a neonatal isoform (Becker et al., 1988). Recordings
from rat dorsal spinal cord neurons during develop-

ment showed that there is a complementary change in
function (Takahashi et al, 1992). The glycine-gated
channels from young animals (<P5) open for a much
longer period of time and pass a greater amount of
current, compared to older postnatal animals (Figure
8.29). By examining the properties of two different
glycine receptor subunits in a Xenopus expression
system, it was determined that a transition from the a2
to the a1 subunit could explain the functional change.

When a receptor family has many subunits, the type
of receptor that is produced becomes a combinatorial
problem. The temporal and regional expression of 13
different GABAA receptor subunits in the developing
rat brain provides an interesting example (Laurie et al.,
1992). The expression patterns are determined by in
situ hybridization, a technique in which radiolabeled
antisense oligonucleotides are used as probes for each
species of mRNA (Figure 8.30). The onset of expression
and the adult level of expression can vary greatly for
a single subunit, depending on location. Moreover,
there are a large number of subunits that are tran-
siently expressed within a given structure. As one of
many examples, the onset of g2 subunit expression
occurs throughout the brain at embryonic day 17.
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FIGURE 8.29 Neonatal glycine receptors have immature func-
tional properties. A. In neonatal mammalian neurons, the glycine
receptor is composed of b and a2 subunits. When bound by glycine,
the receptors remain open for a relatively long time and pass a rel-
atively large current. B. In adult neurons, the glycine receptor con-
tains a b subunit, but the neonatal isoform, a2, is replaced by the a1

subunit. These receptors open briefly and pass less current than the
neonatal form. (Adapted from Takahashi et al., 1992)
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FIGURE 8.30 Anatomical distribution of GABAA receptor subunits changes dramatically during devel-
opment. Each panel displays the staining pattern of an antibody directed against either the a1 or the a5

GABAAR subunits. (Top) At P6, there is little a1 in the brain, whereas a5 is heavily expressed in the hip-
pocampus and cortex. (Bottom) In adult, a1 is heavily expressed, and a5 is nearly absent. (Adapted from
Laurie et al., 1992)

Whereas the level of g2 expression gradually increases
in the hippocampus and cerebellum, it ceases to be
expressed in the cortex and thalamus.

The long duration of excitatory synaptic events in
many regions of the CNS is at least partly due to a
neonatal form of the NMDA-gated glutamate receptor
(Figure 8.31). The duration of afferent-evoked excita-
tory postsynaptic currents (EPSCs) in the rat superior
colliculus that are mediated by NMDA receptors
declines several fold during the first three postnatal
weeks (Hestrin, 1992). Similar observations have been
made in the ferret lateral geniculate nucleus and rat
cortex. NMDAR subunit composition probably affects

other functional properties of the receptor. For
example, NMDARs are sensitive to the presence of
both ligand (glutamate) and membrane depolarization
in adults, but voltage sensitivity may be absent in the
neonatal hippocampus (Ben-Ari et al., 1988). Appar-
ently, the neonatal receptors are less sensitive to Mg2+,
the ion that must be expelled from the channel pore
during depolarization, thus permitting Na+ and Ca2+ to
pass through (Bowe and Nadler, 1990; Kirson et al.,
1999). Since resting membrane potential is generally
more depolarized early in development, excitatory
transmission through the NMDAR may contribute a
larger fraction of the the synaptic current.
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The signals that are responsible for receptor transi-
tions may come from neurotransmission itself. For
example, the waning of NMDAR-mediated responses
in many areas of the brain (see above) is often accom-
panied by increased transmission through a second
class of glutamate receptors, called AMPA receptors.
Functional AMPARs can be rapidly recruited by
NMDAR activity. In the neonatal rat, glutamatergic

FIGURE 8.31 The NMDA-type glutamate receptors close more
rapidly with age. A. Intracellular recordings were obtained from rat
hippocampal neurons in a brain slice preparation, and AMPA-type
glutamate receptors and GABA receptors were blocked. Thus, stim-
ulation of afferents evoked glutamate release, and only postsynap-
tic NMDA-type receptors were activated. B. The afferent-evoked
EPSPs were longer lasting in neurons from young neurons due to
the slow decay time. (Adapted from Hestrin, 1992)

synaptic transmission appears to be absent because
most synapses have only functional NMDARs, and
NMDA receptors tend to remain closed at the resting
membrane potential. These are sometimes referred to
as “silent synapses.” When NMDARs are permitted to
be active by stimulating the synapse during depolariz-
ing current pulses, the synapses are soon found to have
functional AMPARs (Durand et al., 1996). A similar
pattern of maturation occurs in the optic tectum of
Xenopus tadpoles. When calcium-calmodulin-depend-
ent protein kinase II (CaMKII) is constitutively
expressed in the tectal neurons, the appearance of
AMPAergic transmission can be facilitated. This sug-
gests that calcium entry through NMDARs may acti-
vate CaMKII, which mediates the recruitment of
functional AMPARs (Wu et al., 1996). Activation of
“silent” synapses has also been observed at slightly
later periods of development and may, in fact, underlie
certain forms of learning or memory (see Chapter 9).

MATURATION OF 
TRANSMITTER REUPTAKE

The time that the neurotransmitter remains in the
synaptic cleft will also affect the duration of synaptic
potentials, and the development of transmitter uptake
systems is criticial for the emergence of mature func-
tion. Neurotransmitter transporter protein develop-
ment has been studied by expressing polyadenylated
brain RNA (polyadenylation, or the addition of about
200 adenylate residues, is a common modification to
transcripts in eukaryotic cells) in Xenopus oocytes
(Blakely et al., 1991). Messenger RNA was obtained
from animals of different ages and placed in a Xenopus
oocyte expression system. The amount of transport
was quantified by incubating the oocyte in a radiola-
beled amino acid neurotransmitter, such as 3H-glycine,
and the amount of 3H was quantified with a liquid
scintillation counter. By using this assay, it was found
that glutamate and GABA transporters first appear 
in the cortex at postnatal day 3 and increase to 
adult levels over the next two weeks. In the brainstem,
the expression of a glycine transporter gradually
increases to adult levels over the first three postnatal
weeks.

A number of amino acid transporters have now been
identified at the molecular level, and a few studies have
traced their developmental appearance using in situ
hybridization. The excitatory amino acid transporters,
mEAAT1 and mEAAT2, are first found in the prolifer-
ative zone of mouse forebrain and midbrain during 
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FIGURE 8.32 Development of short-term synaptic plasticity. A.
AMPA receptor-mediate EPSCs are recorded in MNTB neurons in
response to a 200 Hz stimulus train. Examples are shown from
neurons at P5, P9, and P14. There is a significant reduction in the
extent of synaptic depression and failures. B. EPSPs are recorded in
Layer 5 pyramidal neurons in response to stimulation of a second
Layer 5 cell. In P14 cortex, stimulation of the presynaptic neuron at
an increasing rate (responses to 10, 20, and 40 Hz are shown) evoked
EPSPs that declined in amplitude. In P28 cortex, stimulation of a
presynaptic Layer 5 neuron evoked EPSPs in a postsynaptic Layer
5 cell that facilitated at that same stimulus rates. The graph shows
summary data from P14 (n = 52), P18 (n = 9), P22 (n = 6), and P28 
(n = 10) rats. (From Reyes and Sakmann, 1999; Joshi et al., 2002)

gliogenesis (E15-E19). However, mEAAT2 mRNA con-
tinues to increase in many areas of the CNS during the
first two to three postnatal weeks (Sutherland et al.,
1996). Transcripts for the Na+/Cl--dependent glycine
transporter (GlyT1), found almost exclusively in glial
cells, achieve maximal levels in E13 mice, much earlier
in neural development (Adams et al., 1995). Although
the presence of transporter mRNA suggests that neu-
rotransmitter could be efficiently cleared at the onset of
synaptogenesis, studies of amino acid transporter
function show that their physiology remains immature
for some time (Blakely et al., 1991). Therefore, the mat-
uration of transporter proteins probably limits the
kinetics of synaptic transmission.

SHORT-TERM PLASTICITY

To this point we have considered only the most
basic response of a synapse: the release of transmitter
to a single action potential and the postsynaptic
current that it produces. Of course, neurons will fire
many times per second under realistic conditions, and
the synaptic response may become facilitated or
depressed over time. These changes in synaptic
response are called short-term plasticity, and their
maturation depends on the development of presynap-
tic release properties and the complement of postsyn-
aptic receptors and ion channels.

A simple approach to examine short-term plasticity
involves taking relatively thick (300–500mm) slices of
brain tissue at increasing postnatal ages and recording
the synaptic response that is elicited when trains of
stimuli are delivered to the afferent pathway. To
examine short-term plasticity, synaptic currents were
recorded from MNTB neurons in response to stimula-
tion of excitatory afferents from the cochlear nucleus
(see schematic in Figure 8.28A). MNTB neurons are
innervated by only a single glutamatergic afferent that
makes a large synapse on the cell body, called the
endbulb of Held. When these synapses are stimulated at
200Hz in young MNTB neurons (P5), they display a
rapid depression of the postsynaptic response, and
there are complete failures where the transmitter is
apparently not released by the endbulb of Held (Figure
8.32A). However, when the same stimulus is delivered
to MNTB neuron afferents at P14, the response does
not display as much depression, and there are no fail-
ures of transmitter release (Joshi and Wang, 2002).
Several mechanisms may account for this maturation.
In young animals, the endbulb of Held produces an
action potential that lasts a relatively long time, and
this prevents it from responding to each stimulus. It is

also likely that the pool of vesicles available for release
during rapid stimulation increases with development.
Postsynaptic mechanisms could also contribute to this
depression, including desensitization of glutamate
receptors.

The developing cortex displays an even greater
transformation in short-term plasticity (Figure 8.32B).
When two interconnected neurons are recorded in 
P14 sensorimotor cortex, it is found that excitatory
synapses display a depression when stimulated
between 10 and 40Hz. When a similar pair of neurons
is recorded at P28, the excitatory connections display
facilitation (i.e., the second postsynaptic response is
larger than the first) (Reyes and Sakmann, 1999). Once
again, the developmental switch from depression to
facilitation may be caused by several factors including
regulation of presynaptic Ca+2 concentration and glu-
tamate receptor desensitization.
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APPEARANCE OF 
SYNAPTIC INHIBITION

Up to this point, our discussion has focused on exci-
tatory synapses; these connections have provided the
great majority of information on synaptogenesis, 
and most of that from the cholinergic NMJ. Initially, 
it was thought that inhibitory synapses, those re-
leasing GABA or glycine, matured after excitatory
synapses. This is because IPSPs are often not observed
in neontal animals. For example, intracellular record-
ings from the kitten visual cortex demonstrate that
afferent-evoked IPSPs are absent from over half the
neurons during the first postnatal week, whereas all
neurons display IPSPs by adulthood (Komatsu and
Iwakiri, 1991). Similar observations have been made
on the developing rat neocortex (Luhman and Prince,
1991).

However, synaptic inhibition appears with a similar
time course as synaptic excitation in diverse areas such
as the spinal cord, cerebellar nuclei, olfactory bulb,
lateral superior olive, and somatosensory cortex
(Oppenheim and Reitzel, 1975; Sanes, 1993). Inhibitory
events are probably more difficult to detect in young
animals, both because they are concealed by excitatory
events (Agmon et al., 1996) and their equilibrium
potential is close to the resting membrane potential
(Zhang et al., 1991). Therefore, it is likely that
inhibitory synapses are present from the outset, but
their functional properties are immature.

IS INHIBITION REALLY INHIBITORY
DURING DEVELOPMENT?

In adult animals, inhibitory synaptic potentials are
generally hyperpolarizing. This is because the receptor
is coupled to a Cl- channel and the Cl- equilibrium
potential is more negative than the cells resting poten-
tial. However, inhibitory synaptic transmission usually
produces depolarizing potentials during the initial
phase of development (Obata et al., 1978; Bixby and
Spitzer, 1982; Mueller et al., 1983, 1984; Ben-Ari et al.,
1989). For example, during the first postnatal week, rat
hippocampal neurons display large spontaneous and
evoked depolarizations that are blocked by the GABAA

receptor antagonist, bicuculline (Figure 8.33A).
These depolarizing IPSPs are apparently large

enough to open voltage-gated calcium channels. In
dissociated cultures obtained from embryonic rat
hypothalamus, intracellular free calcium is decreased
by bicuculline during the first 10 days in vitro (Obri-

etan and van den Pol, 1995). As the cultures mature,
bicuculline increases calcium, presumably by allowing
excitatory synaptic acitivity to have a greater depolar-
izing influence (Figure 8.33B). Therefore, inhibitory
synapses may provide a qualitatively different input
to postsynaptic neurons during development.

Inhibitory postsynaptic potentials gradually
become hyperpolarizing during development, as has
been demonstrated in the spinal cord, brainstem, hip-
pocampus, and cortex (Kandler and Friauf, 1995;
Agmon et al., 1996; Zhang et al., 1991). The depolariz-
ing inhibitory potentials seen in young animals are
probably due to the outward flow of Cl- through
GABAA or glycine receptor-coupled channels (Reich-
ling et al., 1994; Owens et al., 1996). Therefore, intra-
cellular chloride must be elevated in young neurons,
and it is important to understand how chloride is dis-
tributed across the membrane.

Intracellular chloride [Cl-]i is regulated primarily by
two cation-chloride cotransporter family members: a
Na-K-2Cl cotransporter (NKCC1) leads to cytoplasmic
accumulation of chloride, and a K-Cl cotransporter
(KCC2) extrudes chloride (Payne et al., 2003). During
early development. [Cl-]i is relatively high due to
NKCC1 activity (Clayton et al., 1998; Kanaka et al.,
2001). In LSO neurons, NKCC1 transports Cl- into the
cell, particularly in immature neurons, and this con-
tributes to the depolarizing IPSPs (Kakazu et al., 1999).
Similarly, Cl- is transported into Rohon-Beard cells 
in the developing Xenopus spinal cord, leading to
GABA-evoked depolarizations (Rohrbough and
Spitzer, 1996).

As KCC2 expression increases, [Cl-]i drops below the
electrochemical equilibrium (Lu et al., 1999; DeFazio et
al., 2000; Hübner et al., 2001). This event plays the great-
est role in the transition from inhibitory synapse-
evoked depolarizations to hyperpolarizations (Owens
et al., 1996; Ehrlich et al., 1999; Kakazu et al., 1999;
Rivera et al., 1999). The presynaptic terminal can influ-
ence chloride transporter expression or function. In 
hippocampal cultures, GABAA receptor activation facili-
tates KCC2 expression and the appearance of GABAA-
mediated hyperpolarizations (Ganguly et al., 2001).

Neuron-specific KCC2 has a tyrosine phosphoryla-
tion consensus site (Payne, 1997), and its function may
be modulated during development. For example,
KCC2 is expressed at high levels in LSO neurons
during the time when they display depolarizing IPSPs
(Balakrishnan et al., 2003), suggesting that a post-
translational modification must be involved. It has
been found that cultured hippocampal neurons ini-
tially expressed an inactive KCC2 protein, which
becomes activated during maturation (Kelsch et al.,
2001). Activation of KCC2 in immature neurons can be
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induced by IGF-1 or a Src kinase, whereas membrane-
permeable protein tyrosine kinase inhibitors deacti-
vate KCC2. Therefore, endogenous protein tyrosine
kinases may mediate the developmental switch of
inhibitory responses by modifying KCC2. In fact, there
is an increase in both KCC2 protein expression and
tyrosine phosphorylation during normal development
of the mouse cortex (Stein et al., 2004). Finally, the
neurotrophin signaling system has been implicated in
regulating chloride transport. In transgenic embryonic
mice that overexpress BDNF under the control of the
nestin promoter, KCC2 expression increases dramati-
cally (Aguado et al., 2003). Interestingly, it appears that
BDNF may exert the opposite influence in older
animals (Rivera et al., 2002).

SUMMARY

The generic cortical neuron with which we began
the chapter somehow manages to express just the right
complement of receptors and channels, and place them
at the correct part of the cell. As this chapter makes
clear, the differentiation of synapses and electrical 
properties depends upon an ongoing discussion
between neuronal connections. Fortunately, we now
have a basic understanding of synapse formation,
including a few of these transynaptic signalling path-
ways. As extraordinary as these accomplishments are,
it is important to recognize that we have ignored most
of the modulatory afferents, many of the neurotrans-

FIGURE 8.33 The development of hyperpolarizing inhibition. GABAergic inhibition initially evokes
membrane depolization and calcium entry. A. Intracellular recording from a neonatal rat hippocampal neuron
shows that the GABAA receptor antagonist, bicuculline (BIC), blocks the spontaneous action potential and
causes the cell to hyperpolarize. B. Intracellular free calcium was monitored in hypothalamic cultures during
exposure either to glutamate receptor antagonists (AP5/CNQX) or to a GABAA receptor antagonist (BIC).
After 8 days in vitro (young neurons), only BIC produced a decrease in calcium. At 33 days in vitro (older
neurons), AP5/CNQX produced a decrease in calcium, and BIC increased calcium. C. Western blot shows
that KCC2 protein is developmentally upregulated in the telencephalon but not in the brainstem, where
expression is high from the outset (left). Immunohistochemical staining of rat LSO neurons (right) shows that
the KCC2 protein labeling is primarily intracellular at P0 (arrows), but the signal is at the plasma membrane
surrounding the somata and proximal dendrites at P21 (arrows). D. KCC2 was immunoprecipitated with a
KCC2 antiserum in cortex tissue from P3, P5, P9, and P30 mice. A Western analysis was performed on the
immunoprecipitate using either a KCC2 antibody (left) or a phosphotyrosine-antibody (right). (Adopted from
Ben-Ari et al., 1989; Obrietan and van den Pol, 1995; Balakrishnan et al., 2003; Stein et al., 2004)
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mitter receptors, and several of the cytoplasmic sig-
nalling pathways. We have begun to understand how
the most basic attributes of transmission and electro-
genesis develop, yet we have little understanding of
how these functional building blocks shape the com-
putational properties of a developing neuron. After 
all, that is the goal of neural development. Why is
10,000 synapses the correct number for a cortical
pyramidal neuron, while an MNTB neuron receives
only a single synapse? Would each of these neurons

perform adequately with a different number of inputs?
Similarly, how does the number of glutamatergic
synapses influence the number of GABAergic or sero-
tonergic synapses? How would a neuron operate if
inhibitory synapses formed on dendritic spines,
instead of excitatory synapses? As we start to under-
stand how individual synapses are constructed, it
becomes critical to explore the activity-dependent
mechanisms that regulate their placement and
strength (Chapter 9).





The process of development would appear to be
complete once all neurons are born, differentiate, and
connect with one another. Yet even as the number of
synapses increases in the target region (Chapter 8), a
separate event is set in motion that leads to the elimi-
nation of some existing synapses. For example, thala-
mic projections arborize in the kitten visual cortex
before birth, and a postnatal burst of synaptogenesis
leads to an increase in the number of synapses per
neuron from a few hundred to about 12,000. As new
synapses are added, individual afferent projections
from the thalamus begin to retract some of their
branches from neighboring regions of the cortex
(Cragg, 1975; LeVay et al., 1978). This eventually leads
to a “striped” pattern of innervation that has been
studied intensively. Some afferent connections are
eliminated entirely during development. Turning again
to the kitten visual cortex, it has been shown that com-
missural afferents from the opposite side of the brain
are lost in great numbers during the first three post-
natal months.

Why are synapses being assembled and disbanded
at the same time, particularly when the pathfinding
and mapping mechanisms produce such accurate
results? The central nervous system is a tissue
designed for continuous modification, from birth into
adulthood (cf. learning and memory). The addition
and loss of synapses may reflect a major goal of devel-
opment: that is, to optimize behavioral performance in
a particular environment. One might argue that there
is no better time for learning and optimizing perform-
ance than during development (see Chapter 10). There-
fore, both synapse addition and synapse elimination
can improve the specificity of neural connections. The
correct complement and strength of synaptic connec-
tions should optimize the computational properties of
each neuron.

What distinguishes developmental plasticity from
learning and memory? The clearest difference is that
the developing nervous system is altered permanently
by some manipulations that have little effect on the
adult. As discussed below, there is often a critical
period of development during which synaptic con-
nections or function can be altered by manipulations
to the sensory environment. Experimental manipula-
tions of this sort probably alter the normal amount or
the pattern of synaptic transmission and action poten-
tials, and this altered activity state somehow influences
the growth and differentiation of synaptic connections.
Even though the immature nervous system is particu-
larly sensitive to these manipulations, we will see that
developmental plasticity and adult learning share
several molecular mechanisms.

THE EARLY PATTERN 
OF CONNECTIONS

Three general patterns of innervation distinguish
the developing nervous system from that of the adult.
First, individual axons that arborize in the correct topo-
graphic position (see Chapter 6) may spread out
further than they do in the adult, perhaps a few tens of
microns past their proper boundary (Figure 9.1A).
While this may seem to be a trivial distance, if billions
of neurons make projections of this sort, then neural
computations could be adversely affected. A second
way in which innervation may be immature occurs
when a postsynaptic neuron receives synapses from
more afferents than in the adult (Figure 9.1B). The ratio
of innervating afferent axons per postsynaptic neuron,
called convergence, varies greatly in the nervous system.
At the mammalian nerve–muscle junction there is one
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motor axon synapse per muscle cell. In the cerebellum,
each Purkinje cell receives innervation from a single
climbing fiber axon (cf. climbing fiber convergence is
1), but is contacted by thousands of parallel fiber
synapses on its dendritic tree (cf. parallel fiber conver-
gence is ª200,000). As we shall see, many postsynaptic
neurons attain the adult number of afferents only after
a fraction of the functional contacts are eliminated. A
third way that innervation may become more specific

during development is through the elimination of ter-
minals from one region of the postsynaptic neuron
(Figure 9.1C). In one auditory brainstem nucleus,
inhibitory terminals are eliminated from the dendrite
and gradually become restricted to the cell body.

The addition or elimination of synapses during
development is the most extreme way to modify a
neural circuit. However, the postsynaptic response
magnitude that is produced by an individual synapse
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A Refinement of topography 

B 

C Refinement of postsynaptic compartment 

Refinement of convergence 

FIGURE 9.1 Three kinds of immature afferent projections during development. A. The projection of three
afferents to the cortex is shown, and each one centers its arborization at the topographically correct position
in the target. However, one of the arbors initially extends too far, and three local branches are eliminated
during development. B. A single neuron is shown to receive input from three afferents initially, and two of
these inputs are eliminated during development. C. A projection is shown to innervate the soma and den-
drite of a postsynaptic neuron initially, but the dendritic innervation is eliminated during development.



(cf. synaptic strength) can also be regulated. In the
adult nervous system, the strength of synaptic trans-
mission changes dramatically with use, and these
alterations support the storage of memories (see BOX:
Remaining Flexible). The first studies to draw a strong
causal relationship between environmental stimula-
tion and the development of connections were per-
formed in the cat visual system (Wiesel and Hubel,
1963, 1965; Hubel and Wiesel, 1965). In control animals,
extracellular recordings from cortex show that most
neurons fire action potentials in response to stimula-
tion of both eyes. However, when visual stimulation to
one eye is decreased during development, there is a
dramatic loss in the ability of that eye to activate cor-
tical neurons. The result suggests that synapses driven
by the closed eye were either eliminated or weakened.
Even though the initial connectivity of the visual
pathway is quite accurate (Chapter 6), it is apparently
not stable. Synaptic connections can be altered perma-
nently by a developmental mechanism that makes use
of electrical activity.

What is the evidence that synapses are eliminated
in the developing nervous system? How widespread
is this mechanism? Two experimental approaches have
been taken to determine whether a loss of synapses
occurs during development. First, intracellular record-
ings show changes in the number of functional affer-
ents per postsynaptic neuron. Second, anatomical
studies reveal that single axonal arbors become spa-
tially restricted within the target population. But how
do these detailed synaptic decision impact on nervous
system performance? To answer this question, we will
shift our attention from the molecular level to experi-
ments that explore nervous system function and behav-
ioral performance. One way to examine whether all of
the synapses are working together correctly is to study
the response of single neurons to sensory stimuli, such
as light or sound. Many auditory neurons respond
with great accuracy to the location of a sound source in
space, and this reflects both the number and strength
of its synaptic inputs. If there are immature patterns of
connectivity, then one might expect that auditory
neurons will respond to an unusually broad range of
spatial stimuli. Therefore, a neuron’s computational
abilities are a sensitive assay of synaptic refinement.

FUNCTIONAL SYNAPSES 
ARE ELIMINATED

The developmental loss of synaptic contacts has
been observed throughout the nervous system, from
the nerve–muscle junction of invertebrates to the cere-
bral cortex of primates. These changes are not obvious

by merely looking at neonatal and adult tissue sections
under the microscope. Instead, quantitative compar-
isons must be made using measurements from many
neurons. How is it possible to count the number of
afferents per postsynaptic neuron? An imaginative
approach to this problem, first employed in the early
1970s, used intracellular recordings and electrical stim-
ulation of the afferent pathway. The basic assumptions
are that each axon will evoke a postsynaptic potential
(PSP) when stimulated, and that the PSPs will
summate linearly, in discrete steps, as each additional
fibers is recruited by the electric stimulus (Figure 9.2).
Therefore, the increments in PSP size provide an esti-
mate of the number of axons making a functional
contact on a single muscle fiber or neuron.

When this experiment was performed at the mature
neuromuscular junction, a single large PSP was
recorded, indicating that the muscle fiber was inner-
vated by a single motor nerve terminal. However,
when the same experiment was performed in neona-
tal animals, the PSP size first doubled and then tripled
in amplitude as the stimulus activated two, then three,
motor axons (Figure 9.3). Similar observations have
been made in developing chick, rat, and kitten muscle
(Redfern, 1970; Bagust et al., 1973; Bennett and 
Pettigrew, 1974). The elimination of convergent motor
axons at the rat soleus muscle results in a decrease
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Stimulate one afferent

Stimulate two afferents

Stimulate three afferents

Record Postsynaptic Potentials

FIGURE 9.2 An electrophysiological method for determining the
number of inputs converging onto a neuron. A stimulating electrode
is placed on the afferent population while an intracellular recording
is obtained from the postsynaptic cell. As the stimulation current is
increased, the afferent inputs are recruited to become active. When
a single afferent is active (top), the postsynaptic potential (PSP) is
small. When two (middle), and then three afferents are activated
(bottom), the PSP become quantally larger. One can estimate the
number of inputs by counting the number of quantal increases in
PSP amplitude, in this case three.
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ment (Altman, 1972). A novel method for studying the
functional elimination of synapses makes use of a
technique in which glutamate is focally elevated in the
projecting population while an intracellular recording
is made from a postsynaptic neuron. This technique
was used to demonstrate a fourfold decrease in the
number of MNTB neurons innervating a single LSO
neuron during the first postnatal week in rats (Kim
and Kandler, 2003). Therefore, synapse elimination
appears to be a widespread phenomenon, although
there are no general rules about the percentage of affer-
ents that are lost or the duration of time required.

AXONAL ARBORS ARE REFINED 
OR ELIMINATED

How is it possible to know whether axon or synapse
elimination occurs at central neurons that receive con-
tacts from hundreds or thousands of afferents? The
size of individual PSPs is too small and their ampli-
tude is too variable, leaving one with a cloud of synap-
tic potentials that do not increase in crisp steps. One
approach is to count all the synaptic contacts on a
neuron at several postnatal ages. For example, meas-
ures of synapse number and length taken from motor
neurons provide an estimate that 50% of synaptic con-
tacts are lost during development. Similar estimates
have been made for human cortex (Conradi and
Ronnevi, 1975; Huttenlocher and de Courten, 1987).

Impressive as these numbers are, there are two poten-
tial problems. First, they do not tell us whether the actual
number of axons making synapses onto postsynaptic
neurons change during development. For example, a
single afferent could initially make 100 weak synapses
that gradually transform into 50 strong ones. Second,
total synapse number may increase in some systems
during the time when a small fraction of synapses are
being eliminated, and this would go unnoticed.

If we assume for a moment that axons make
synapses wherever they arborize, then it should be
possible to study synapse elimination indirectly by
looking at the amount of territory occupied by the
axonal arborization. The most obvious case occurs
when a projection is eliminated entirely due to the
death of nerve cell bodies. In chicks, there is a projec-
tion from a brainstem nucleus, the isthmo-optic
nucleus, to the retina in which nearly 60% of the pro-
jecting cells die, particularly those projecting to the
wrong place in the retina (Casticas et al., 1987). The
elimination of errant projections from the olfactory
epithelium to the olfactory bulb may also result from
the selective loss of sensory neurons (Zou et al., 2004).
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FIGURE 9.3 Three examples of decreased convergence as meas-
ured electrophysiologically (see Figure 9.2). On the right are shown
the increases in afferent-evoked PSP recorded in immature neurons
of the chick cochlear nucleus, rat autonomic ganglion, and rat NMJ.
There are 3–5 quantal increases in PSP amplitude. On the left are
shown the increases in afferent-evoked PSP amplitude in mature
neurons. There are 1–2 quantal increases in PSP amplitude, indicat-
ing the functional elimination of inputs. (Adapted from Jackson and
Parks, 1982; Lichtman, 1977; O’Brien et al., 1978)

from three axons per muscle fiber to only one during
the second postnatal week.

The precise time course over which synapse elimi-
nation occurs, and the number of afferents lost, vary
greatly between areas of the nervous system, even
within a single species. In the rat cerebellum, the 
elimination of climbing fiber synapses onto Purkinje
cells occur during the second postnatal week (Mariani
and Changeux, 1981). In contrast, the elimination of
preganglionic synapses onto neurons of the rat sub-
mandibular ganglion occurs over at least five postna-
tal weeks (Lichtman, 1977), far longer than is required
for elimination at the neuromuscular junction (Figure
9.3). The number of cochlear nerve synapses on
neurons of the chick cochlear nucleus declines rapidly,
from about four to two afferents (Figure 9.3), and
reaches a mature state even before hatching (Jackson
and Parks, 1982).

As the number of afferents increases, it becomes dif-
ficult to resolve small differences in PSP size. However,
functional estimates of synaptic convergence suggest
that elimination occurs even in systems that remain
multiply innervated as adults (Lichtman and Purves,
1980; Sanes, 1993). This physiological method is not
sensitive to certain forms of synapse elimination. For
example, climbing fiber axons innervate the soma and
dendrite of cerebellar Purkinje cells in neonates, but
the somatic synapses are eliminated during develop-



AXONAL ARBORS ARE REFINED OR ELIMINATED 251

Furthermore, these errant projections remain into
adulthood when one nare is closed during develop-
ment, suggesting that sensory experience is required
for the formation of adult maps (Chapter 6).

Elimination of commissural axons, projecting from
one side of the cerebral cortex to the other, occurs in
the absence of cell death (Innocenti et al., 1977). This
was demonstrated in rats by labeling commissural
neurons twice, once early in development and then
once again after certain axons retract (O’Leary et al.,
1981). Neurons that projected to the other hemisphere
were retrogradely labeled at birth by injecting a dye on
one side of the brain and allowing commissural axons
to transport it back to the cell body (Figure 9.4). Two
weeks later, a second dye was injected in the same
spot, and the remaining commissural axons retro-
gradely transported it to their cell bodies. When the
tissue was examined, many cells were stained with
only the first dye (Figure 9.4, green), but only a frac-
tion of these labeled cells also contained the second
dye (Figure 9.4, red). The green cells must have sent
axons through the commissure at birth, but some of the
cells had apparently retracted their axons before the
red dye was injected. Therefore, many cortical neurons
generate transient projections through the cerebral
commissure (corpus callosum), and some of these
axons are eliminated during development.

The wholesale withdrawal of axons provides a 
wonderful example of developmental refinement, but
unfortunately for the anatomist this is not the norm.
Changes in terminal arbor morphology are usually
quite subtle. An axon tends to innervate the correct
target region (Chapter 6), extend a bit beyond the
correct topographic position, and then pull back to the
adult boundary. Perhaps the best characterized exam-
ples of axon terminal elimination come from the devel-
oping visual pathway. In cats and primates, retinal
ganglion cells from each eye project to separate layers
in the lateral geniculate nucleus (LGN). The LGN
neurons then project to Layer IV of the visual cortex,
forming segregated eye-specific termination zones,
called ocular dominance columns or “stripes” (Figure
9.5A).

It is possible to visualize the projection pattern of
an entire eye by injecting 3H-proline into the eye cup.
This label is taken up by retinal ganglion cells and
transported down their axons to the LGN where it
crosses the synapse, enters the postsynaptic LGN
neuron, and is carried by the axons to their terminals
in the cortex. Autoradiographic images were obtained
from the cortex, which showed the termination
pattern of LGN axons originating in one eye-specific
layer (Figure 9.5B). The LGN afferents from one eye
were widespread in cortical Layer IV at 7 days post-

natal. Over the next several weeks, this diffuse label
breaks up into discrete patches that represent eye-
specific termination zones (LeVay et al., 1978; Crair 
et al., 2001). The light-evoked responses of Layer IV
visual cortex neurons are consistent with the anatomy.
By monitoring an intrinsic optical signal that is pro-
duced by electrically active brain tissue (see BOX:
Watching Neurons Think), it is possible to show that
visual cortex responds uniformly to stimulation of one
eye at postnatal day 8. However, the same stimulus to
one eye begins to activate patches of cortex by post-
natal day 14 (Crair et al., 2001). Therefore, individual
LGN arbors from one eye must retract a portion of
their terminals during development or there is a selec-
tive elimination of entire geniculate axons. The 

Labelled cells at P21 
(retrograde transport from the injection)  

Inject first dye at P2  

Inject second dye at P20  

Double-labelled cells at P21 

cortex 
commissure 

Cells containing first dye only 
(withdrew their axons  
between P2 and P20) 

Inject first dye at P2  

FIGURE 9.4 Elimination of commissural projections during
development. At postnatal day 2 (P2), a dye (green) was injected into
the cortex, and it was retrogradely transported by commissural
neurons. At P21, the animal was sacrificed, and the tissue was
processed to reveal the labeled neurons. In a second experiment, the
first (green) dye was injected at P2, and a second (red) dye was
injected at P20. When the tissue was processed, some commissural
neurons were double labeled (green/red), whereas others contained
only the green dye. Thus, the green-labeled cells projected to the con-
tralateral cortex at P2, but retracted their axons during postnatal
development and maintained local connections. (Adapted from
O’Leary et al., 1981)
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FIGURE 9.5 Thalamic afferents form eye-specific terminal zones in cat primary visual cortex. A. When
3H-proline is injected into one eye, it is transported transynaptically to the cortex. A schematic shows the
visual pathway from eye to cortex. Retinal ganglion cells project to an eye-specific layer in the thalamus, and
thalamic neurons project to eye-specific stripes in cortex Layer IV. B. Autoradiograms of 3H-proline in post-
natal cat visual cortex show that the terminal field from one eye initially spreads across the entirety of Layer
IV (7 days. left) but gradually becomes restricted to stripes. The left-hand column of images was obtained by
flat mounting the entire cortex and looking down on the surface of Layer IV. This technique provides greater
sensitivity as compared to the individual coronal sections (right-hand column) through the cortex. (Adapted
from LeVay et al., 1978; Crair et al., 2001)
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BOX

WAT C H I N G  N E U R O N S  T H I N K :  F U N C T I O N A L  
P R O P E R T I E S  O F  N E U R O N  E N S E M B L E S

A major goal of neurophysiology is to demonstrate a
causal relationship between CNS function and animal
behavior. While our success has been limited, there have
been a number of exciting strategies that should bring us
closer to the goal. For almost a century, neurophysiolo-
gists have been recording electrical activity from the
nervous system, at first from large populations of cells
with scalp electrodes (cf. electroengephalograms) and
eventually with small extracellular electrodes that
monitor the action potentials from a single neuron. For
those interested in sensory coding and perception, the
extracellular electrodes are usually lowered into the brain
of an anesthetized animal, and a neuron’s activity is
recorded while stimuli are delivered to the ears, eyes, or
other receptor populations. In this way, we learn how
environmental stimuli are converted into a neuronal code.
For example, if an electrode is placed in the visual cortex
and stimuli are delivered to each eye, we find that some
neurons respond to bars of light that are vertically ori-
ented, whereas others are driven best by horizontal bars.
The neurophysiologist would call this “orientation selec-
tivity,” and such response properties usually find their
way into theories on the neural basis of visual perception.
Therefore, single neuron recordings provide an extremely
sensitive measure of whether the building blocks have
been assembled correctly during development.

Of course, it would be most compelling to record neural
activity while the animal is actually processing a stimulus
or moving a limb. In an early approach, animals were
injected with a tritium-labeled sugar molecule, 3H-2-
deoxyglucose, that was taken up by nerve cells that were
very active and required energy (Kennedy et al., 1975). It is
now possible to measure neural activity and behavior
simultaneously using several different techniques. Elec-
trodes can be permanently mounted in the nervous system
during an initial surgery, and these electrodes are then
used to monitor neural activity when the animal recovers.
Arrays of such electrodes are now used to record from the
hippocampus of freely moving rats as they explore their
environment and learn new tasks. It is also possible to
stimulate or inactivate a region of the brain in awake-
behaving animals, including humans during the course of
neurosurgical treatment, and to monitor the effects on

motor function or sensory perception (Penfield and 
Rasmussen, 1950; Riquimaroux et al., 1991).

There are several ways to monitor brain activity in
awake animals, including humans, that can be performed
without exposing the brain. Although these techniques
have not been applied widely to developing animals, they
will probably play an important role in our future under-
standing of plasticity. One technique that offers <1 mm
spatial resolution, called function magnetic resonance
imaging (fMRI), uses a very strong magnetic field (15,000
times the earth’s magnetic field) to detect oxygen content.
Since deoxyhemoglobin is paramagnetic relative to oxy-
hemoglobin and surrounding brain tissue, brain activity
commonly produces a local increase in oxygen delivery.
For example, it has recently been possible to visualize
activity in a single barrel field in rat somatosensory cortex
(Yang et al., 1996). Another technique, magnetoen-
cephalography (MEG), uses superconducting detectors to
monitor the magnetic fields produced by a population of
active neurons. This technique provides information
about the timing, location, and magnitude of neural activ-
ity. For example, word-specific responses in the inferior
temporo-occipital cortex are slow or absent in dyslexic
individuals compared to control subjects, suggesting a
specific neural impairment in this developmental disor-
der (Salmelin et al., 1996). Finally, there are changes in
light absorbance that are well correlated with neuronal
activity, and it is possible to illuminate the surface of 
the brain and measure the reflected light while the system
is processing information, referred to as differential
optical imaging. By using these signals, many features of
visual cortex development have been observed, including
ocular dominance orientation selectivity (Blasdel et al.,
1995).

Obviously, the challenge to find causality between
brain function and behavior is magnified during devel-
opment when nonspecific behavioral factors (cf. level of
arousal) and the fragility of nerve cell function (cf. rapid
fatigue) introduce great restraints. However, the study of
immature brains, and the behaviors that they manufac-
ture, should prove useful because it is the only means of
correlating changes in the two without imposing surgery,
drugs, or bad genes.
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morphology of single LGN axon terminals have been
examined in the visual cortex of cats and primates,
and individual LGN terminals display a significant
refinement during postnatal development, consistent
with the autoradiographic studies (Florence and
Casagrande, 1990; Antonini and Stryker, 1993).

The development of retinal arbors in the LGN illus-
trates how targeting errors are prevalent, yet subtle in
appearance. In mammals, retinal axons grow to the
correct area of the LGN from the outset, but they also
make two kinds of inappropriate targeting projections.
First, nearly all of the axons produce a few small col-
laterals, about 10 to 20 mm in length, in a part of the
LGN that will eventually be innervated solely by
axons from the other eye. Interestingly, the formation
of an eye-specific innervation pattern in the LGN
begins prior to visual experience. In the cat, these side
branches are selectively eliminated in utero (Figure
9.6A and B).

A second phase of refinement occurs postnatally
when retinal terminals become more focused within a
portion of the correct eye-specific layer (Figure 9.6C).
Retinal ganglion cells that have small visual receptive
fields (cf. X-cells) decrease the width of LGN tissue
that they innervate by a small (60mm) but significant
amount (Sur et al., 1984; Sretevan and Shatz, 1986).
This would be the equivalent of pulling into your
neighbor’s driveway after completing a trip from
hundreds of miles away. Thus, immature projections
are numerous but modest in size.

Are synapses actually being formed by these tran-
sient projections? The answer can be found by first
filling entire axons with a tracer, such as horseradish
peroxidase, and then examining the terminals with an
electron microscope. In fact, labeled presynaptic ter-
minals have been found in parts of the target where
they never remain in the adult, indicating that these
structurally mature synapses will eventually have to
be broken (Reh and Constantine-Paton, 1984; Camp-
bell and Shatz, 1992).

The natural elimination of neuromuscular synapses
can be observed over several days in living animals
(Figure 9.7). Two strains of mice are genetically 
engineered to express a unique fluorescent protein in
their motor neurons. When the two strains are mated,
muscle cell fibers can be identified that are co-inner-
vated by motor terminals that contain one or both flu-
orescent proteins (Walsh and Lichtman, 2003). By
imaging the muscle fiber in vivo over successive days,
one can observe the withdrawal of one synapse and
the enlargement of the other to occupy the entire end-
plate (termed takeover).

Just how commonplace is axonal refinement and the
loss of synaptic connections? It is found in a great

LGN
A

B

C

Eyes

HRP

chiasm

Eye-specific layers: prenatal loss of
branches in the wrong layer 
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FIGURE 9.6 Development of retinal ganglion cell terminals in
the cat lateral geniculate nucleus (LGN). A. When individual retinal
fibers are labeled with horseradish peroxidase (HRP) at embryonic
days 43–55, they have many side branches in the inappropriate layer
of LGN (arrows). B. By birth, most of the side branches have been
eliminated, and terminals arborizations have been restricted to the
correct layer. However, the terminal zone remained wider in the eye-
specific lamina at 3–4 weeks postnatal (arrows). C. When fibers of
retinal X-cells were filled in adult cats, they were found to have
retracted (black arrows). (Adapted from Sur et al., 1984; Sretavan
and Shatz, 1986)
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variety of species and neural structures, although there
are exceptions. There is significant remodeling of
retinal axons during topographic map formation in the
visual midbrain (Reh and Constantine-Paton, 1984;
Simon and O’Leary, 1992). In frogs, single retinal affer-
ents innervate successively posterior locations within
the tectum as development proceeds. In mammals,
retinal axons innervate topographically incorrect posi-
tions at birth, and these terminals are gradually with-
drawn over two weeks. Synapse elimination is also
found in invertebrates. In the cricket, single sensory
neurons are functionally connected with two different
interneurons during an early stage of development.
Gradually, the strength of one connection doubles
while the other connection is completely eliminated
(Chiba et al., 1988). As we will see below, excitatory
synaptic transmission has been implicated in the
rearrangement of connections. However, inhibitory
afferents can also become more refined during devel-
opment. Inhibitory projections from the MNTB to the
LSO (see Figure 8.28) undergo a striking refinement
during the first postnatal week, followed by a decrease
in the arbor size of single afferents by about 25% along
the tonotopic axis (Sanes and Siverls, 1991; Kim and
Kandler, 2003).

SOME TERMINALS EXPAND 
OR REMAIN STABLE

There are a few afferent pathways where synapse
elimination is either scarce or absent. In contrast to the
axonal arbors described above (see Figures 9.5 and
9.6), there are retinal cells with large visual receptive
fields (Y-cells) whose arbors expand during develop-
ment (Sur et al., 1984; Florence and Casagrande, 1990).

While the functional implications of terminal expan-
sion are not clear, some neural circuits probably
require broad connectivity with the sensory world.
Many systems may employ a mixed strategy, with
some axons expanding in territory while others retract.
In the chick auditory system, two sets of axons con-
verge on the nucleus laminaris, one innervating the
dorsal dendrites and the other the ventral dendrites.
Both sets of afferents spread out along the tonotopic
axis during the embryonic period analyzed, suggest-
ing that synapses are being added (Young and Rubel,
1986). However, the ventral terminal arbors form
directly above their parent axon at first, but nearly half
of them come to lay at a significant distance later in
development. Since it is unlikely that the entire axon
shifts its position, individual synaptic contacts are
probably eliminated from one region of the terminal
while new synapses are added at a different position.
The connections from sensory axons to motor neurons
appear to be maintained from the outset. Inappro-
priate monosynaptic connections from sensory axons
to spinal motor neurons are not found with intra-
cellular recordings, although there may be significant
immaturities within the polysynaptic pathways
(Seebach and Ziskind-Conhaim, 1994; Mears and
Frank, 1997).

NEURAL ACTIVITY REGULATES
SYNAPTIC CONNECTIONS

We encounter use-dependent changes of our
nervous system on a regular basis. Sensory informa-
tion is processed by our nervous system, and stored as
memories (see BOX: Remaining Flexible). Our hands
gradually become more adept at working with a newly

FIGURE 9.7 In vivo imaging of the same multiply innervated neuromuscular junctions in a neonatal
mouse. Two transgenic mouse lines, each expressing fluorescent proteins in their motor neurons, were mated,
and the progeny examined. Images were obtained from the same sternomastoid muscle fiber over the course
of several days. In this example, one of the motor terminals (blue and insets) occupies a larger percentage
(70%) of the postsynaptic territory at P11. It gradually withdraws from the junction (arrows) over the next
four days. The withdrawing axon is marked by an asterisk at P14 and 15. Scale bars are 10 mm. (From Walsh
and Lichtman, 2003)
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R E M A I N I N G  F L E X I B L E :  A D U LT  M E C H A N I S M S  
O F  L E A R N I N G  A N D  M E M O R Y

The cellular mechanisms responsible for changes of
synaptic strength have been explored most thoroughly in
adult animals because of their importance in learning and
memory. Synaptic plasticity has been studied in a wide
variety of neuronal systems, from molluscan ganglia to
mammalian cerebral cortex, yet the catalog of cellular,
molecular, and genetic mechanisms has grown steadily.
This is probably good news for those interested in devel-
opmental plasticity because many of the ideas and tech-
niques have been imported successfully.

The very first inquiries into synaptic mechanisms of
plasticity demonstrated that synaptic transmission could
be enhanced for about one minute following a period 
of intense stimulation. Recordings from muscle cells
revealed that post-tetanic facilitation occurred because
more neurotransmitter was released from the presynaptic
terminal (Larrabee and Bronk, 1947; Lloyd, 1949). For the
most part, contemporary studies continue to rely on intra-
cellular recordings, usually in conjunction with a drove of
“magic bullets” that are designed to block the function of
a specific molecule. A relatively new approach makes use
of genetic manipulations in the fruit fly and the mouse to
provide an important experimental link between gene
products, synaptic function, and behavior.

The modern era of cellular research began in the 1960s
when the classical conditioning paradigm of paired
stimuli was applied directly to a molluscan nervous
system. In an intact sea slug, Aplysia, it is possible to
enhance a touch-evoked withdrawal of the siphon when
the tactile stimulus is paired with an electric shock during
a training period. To study the neural basis of this sensiti-
zation, afferent-evoked EPSPs were recorded intracellu-
larly from an identified neuron in the abdominal ganglion,
and stimuli were delivered to both afferent pathways
simultaneously. Following paired stimulation, one of the
synapses produced much larger EPSPs, and this effect
lasted for up to 40 minutes (Kandel and Tauc, 1965b). The
increase was termed heterosynaptic facilitation because
synaptic transmission at one set of synapses modified the
functional status of a second, independent set.

One of the most compelling examples of synaptic plas-
ticity, called long-term potentiation (LTP), was first identified
in the early 1970s. By recording extracellularly from the hip-
pocampus of anesthetized rabbits, it was found that a brief,
high-frequency stimulus to the afferent pathway resulted
in an enhancement of the evoked potential that lasted for
hours to days (Bliss and Lømo, 1973). Over the next few
years, intracellular recordings from mammalian brain slice
preparations demonstrated that the size of EPSPs also
increased following tetanic afferent stimulation. LTP is now
thought to be one mechanism by which synapses store

information because humans with hippocampal lesions
display memory deficits, and a drug that blocks LTP in vitro
is also able to impair spatial learning in rodents.

The discovery of a cellular analog of learning has raised
many questions about the cellular mechanisms and the
molecular pathways involved. Recent studies have indi-
cated that two types of changes can occur at a potentiated
synapse: increased transmitter release and enhanced postsy-
naptic response. One likely scenario for LTP in the hip-
pocampus has glutamatergic transmission and postsynaptic
depolarization combining to activate NMDARs, allowing
calcium to flood the postsynaptic cell. NMDA receptor-
dependent learning has also been demonstrated both in
Aplysia (Murphy and Glanzman, 1999) and Drosophila (Xia et
al., 2005). Thus, this molecular mechanism may be an evolu-
tionarily conserved form of synaptic plasticity.

The influx of calcium activates one or more kinases
which, in turn, phosphorylate proteins at the synapse.
Although it is still not clear how many proteins are mod-
ified, there is evidence that functional glutamate receptors
are added to the membrane, thus enhancing the post-
synaptic response. A very simple form of learning in
Aplysia, long-term facilitation of transmitter release, illus-
trates another important molecular pathway. An increase
in presynaptic cAMP leads to the activation of a cAMP-
dependent protein kinase (PKA). Once activated, the PKA
subunit travels to the nucleus where it phosphorylates a
transcription factor. The facilitated transmitter release
involves new gene expression and protein synthesis
(Kaang et al., 1993).

The cAMP signaling pathway seems to be a primary
bridge to the formation of long-term memories in fruit flies
and mice. There are two cAMP-dependent transcription
factors (CREB), one that activates gene expression and a
second that represses it. Thus, when transgenic flies are
bred to express the activator, they remember an odor with
much less training. However, flies that express the repres-
sor are unable to store long-term olfactory memories (Yin
et al., 1994, 1995). The many experimental studies on CREB
(in Aplysia, fly, mouse and rat) established that the nucleus
was involved in long-term memory formation. This fact
presented an interesting question: How are these nuclear
signals—common to all synapses of a given neuron—give
rise to synapse-specific structural and functional modifi-
cations? The emerging answer seems to involve the
“pumilio/staufen” pathway (Dubnau et al., 2003), which
is involved in subcellular transport of mRNA and the local
control of protein translation. The genetic approach to
learning and memory clearly holds the promise of uniting
cellular and behavioral findings, and it is likely that studies
of developmental plasticity will profit as well.
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purchased tool or joystick. When the level of noise or
illumination changes abruptly, our eyes, ears, and
nervous system adjust to maintain the fidelity of the
signal. Similarly, we generally accept the notion that
our rearing environment influences much of our adult
behavior (see Chapter 10). To take an obvious example,
we produce the language to which we were exposed
as infants, whether it was Hindi, American Sign Lan-
guage, or Spanish. But how much is the developing
nervous system actually altered by the environment?
Are synapse formation and elimination influenced
directly by a use-dependent process?

An early approach to this problem, and one that is
still regularly employed, involved the elimination of
sensory structures. Denervation studies demonstrate
how neuron growth and survival depend on intact
connections during development (Chapter 7). The next
experimental step was to change nervous system activ-
ity to find out whether improperly used synapses
became weak or lost entirely. With this goal in mind,
Wiesel and Hubel (1963a, 1965) began to explore the
effects of monocular and binocular deprivation on the
development of visual coding properties in the CNS.
Their results clearly showed that synaptic activity
influenced the maintenance or elimination of neural
connections during development.

Before we can understand the functional changes
brought about by visual deprivation, it is necessary to
review some basic properties of the visual cortex. As
described above, each neuron in Layer IV of the visual
cortex receives projections that are largely driven by
one eye or the other (Figure 9.5). When visual stimuli

are delivered to the appropriate eye, Layer IV neurons
respond with a burst of action potentials. Cortical
neurons that respond to only one eye are referred to as
monocular. The majority of cortical neurons, particu-
larly those laying outside of Layer IV, are activated by
both eyes,and are referred to as binocular. Thus, when
an extracellular electrode passes through the visual
cortex, recording from many neurons in succession,
most cells are found to be binocular (i.e., most neurons
are recorded outside of Layer IV). Hubel and Wiesel
(1962) divided the cortex neurons into seven groups,
based on the relative ability of each eye to evoke a
response. For example, if a neuron was driven solely
by the contralateral eye, then it was assigned to group
one. If it was driven equivalently by each eye, then it
was assigned to group four, and so forth. This data can
be conveniently represented as a histogram of ocular
dominance (Figure 9.8). Judged by its continued use
during the past 35 years, ocular dominance histograms
provide a sensitive measure of the innervation pattern
in the visual cortex.

A series of experiments were performed in which
light-evoked activity was decreased by keeping the
eyelid closed, referred to as visual deprivation (Wiesel
and Hubel, 1963a, 1963b, 1965). This manipulation
does not damage the retina, and LGN neurons remain
responsive to visual stimulation after the eyelid is
reopened. At first, a single eyelid was kept closed for
a few months, and recordings were made from the
visual cortex after the eye was reopened. The effect
was unmistakable: Most cortical neurons no longer
responded to stimulation of the deprived eye (Figure
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9.9), although they continued to respond to the unma-
nipulated eye.

Reasoning that disuse must have weakened the
synapses from the deprived eye, Wiesel and Hubel
recorded from binocularly deprived kittens, expecting
to see a total absence of visually evoked activity. It came
as a great surprise, then, that most cortical neurons
remained responsive to stimuli through both eyes. That
is, the ocular dominance histogram obtained from
binocularly deprived animals resembled that of normal
animals (Figure 9.10). “It was as if the expected ill
effects from closing one eye had been averted by
closing the other” (Wiesel and Hubel, 1965). However,
many neurons displayed abnormal responses, and a
large fraction of neurons were completely unrespon-
sive to light, as originally predicted (Sherman and
Spear, 1982).

The total amount of evoked activity does not nec-
essarily predict whether a synapse will be strong or
weak. Rather, differences in the amount of synaptic
activity seem to determine the strength of a connec-
tion. This idea came to be known as the competition
hypothesis. Under this proposal, retinal synapses in the
LGN should not be affected by deprivation because
LGN neurons are monocular and receive afferents 
that are either uniformly active or uniformly deprived
of light. Similarly, binocular deprivation evens the
playing field in the cortex because all afferents should
have a similar low level of activity. Monocular depri-
vation creates a situation in which cortical neurons
receive a set of active afferents from the open eye and
a group of afferents with lowered activity from the
closed eye, placing the latter at a disadvantage.

In a pivotal test of the competition hypothesis,
kittens were raised with an artificial strabismus (cf.
misalignment of the eyes), produced by surgically
manipulating one of the extraocular muscles (Hubel
and Wiesel, 1965). This manipulation mimics a clinical
condition in humans, called amblyopia, which com-
monly results in the suppression of vision through one
of the eyes, presumably to avoid double vision. In stra-
bismic kittens, visual stimuli activate different posi-
tions on the two retinas, and cortical neurons are rarely
activated by both eyes at the same time. Following
several months of strabismus, recordings were once
again made from the visual cortex. This time, both eyes
effectively activated neurons in the cortex, but most
cortical neurons respond to stimulation of one eye or
the other (Figure 9.11). Few binocular neurons were
observed. Therefore, an equivalent amount of activity
in the two pathways is not sufficient to explain the
results. Instead, it seems that the timing of synaptic
activity must somehow be involved in allowing inputs
to remain active on cortical neurons. Synapses from
each eye must be active at nearly the same instant if
both are to keep strong, functional contacts with the
same postsynaptic neuron. Small disparities in the
timing of synaptic activity may determine the strength
of a synapse, an idea that has since been tested in tissue
culture (below).

The ocular dominance columns (stripes) formed by
geniculate terminals have served as an important
anatomical model of synapse elimination. In normal
animals, when 3H-proline is injected into one eye, there
is a periodic variation in silver grain density in Layer
IV of the cortex. Labeled and nonlabeled regions are
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about 500mm wide (Figure 9.5). Following monocular
deprivation, the LGN afferents from the nondeprived
eye come to occupy the majority of Layer IV, while
LGN afferents from the deprived eye occupy narrower
regions (Figure 9.9, middle panel). This suggests that
synapses from the nondeprived eye fail to undergo
their normal process of elimination. In contrast, a
greater than normal number of synapses from the
deprived eye must be lost.

The emergence of stripes does occur in cat cortex
during binocular deprivation over the first three post-
natal weeks. When the deprivation is extended into the

fourth postnatal week, the striping pattern begins to
deteriorate (Crair et al., 1998). Pattern vision is unnec-
essary for the segregation of thalamic afferents into
stripes, but maintenance of this striping pattern does
require normal visual experience. Surprisingly, thala-
mic afferents can segregate into a striping pattern even
when one or both eyes are removed (Crowley and
Katz, 1999, 2000). This was demonstrated in ferrets by
injecting a tracer directly into an eye-specific layer of
the LGN. When animals are enucleated, an afferent
striping pattern forms in the cortex with the same
dimensions found in control animals. While these
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results suggest that synapse elimination in Layer IV
proceeds in the absence of visually evoked activity, the
reason for it is not clear. One possibility is that spon-
taneous activity within corticothalamic curcuits that is
independent of visual input has an impact on synapse
development, as discussed below.

A very direct measure of synaptic pruning was
achieved by imaging individual retinal ganglion cell
(RGC) arbors as they compete for postsynaptic space
within the frog optic tectum (Ruthazer et al., 2003).
When RGC axons from both eyes are induced to inner-
vate the same tectal lobe, the axons compete for post-
synaptic space and gradually segregate from one
another (Figure 9.12A). A single ipsilateral RGC was
labeled with a fluorescent dye during this period of
segregation, and imaged over an eight-hour period.
The addition and retraction of each axonal branch was
followed during this interval (Figure 9.12B). The brain
was then fixed, and RGC projections from each eye
were bulk-labeled with two different dyes. The proce-
dure permitted one to characterize the innervation
density of each eye, a measure that is analogous to
ocular dominance. New branches that persist for the
entire recording period, called stabilized branches, are
more numerous when formed in a tectal region domi-
nated by the same eye (Figure 9.12C). Conversely, RGC
axons preferentially retract branches from territory
that is already dominated by the other eye. This mech-
anism was eliminated in the presence of an antagonist
to a class of glutamate receptors called NMDA re-
ceptors (see below). This result shows that branch
addition and retraction (and presumably synapse for-
mation and elimination) can occur simultaneously and
depend on synaptic transmission.

The majority of binocular neurons in the cortex are
created by local projections from one cortical neuron
to its neighbors, and these projections also become
refined during development. Since neurons in all
layers of the cortex are monocular following strabis-
mus, it would be interesting to know what happens to
these intracortical projections. Do they now become
more segregated than normal, extending the striped
pattern throughout the entire cortical depth? This
seems to be precisely what happens. Small injections
of dye were made in the cortex, retrogradely labeling
neurons that form local projections to this area (Figure
9.13). The animals were also injected with 2-deoxyglu-
cose (see BOX: Watching Neurons Think) and stimu-
lated through one eye to label all areas of cortex that
were driven by that eye. With this double-labeling
technique, one can learn whether local projection
neurons are found exclusively above one ocular dom-
inance column or both. In normal animals, the local
projections come from both columns, and the cells that

they innervate are binocularly driven. In strabismic
cats, the local projections originate exclusively above
one column (Löwel and Singer, 1992). Furthermore,
this alteration of horizontal projections occurs very
rapidly; after only two days of strabismus, one can
detect the loss of horizontal projections (Trachtenberg
and Stryker, 2001). Thus, activity influences the devel-
opment of synaptic connections not only in ascending
sensory projections, but also in many of the intracorti-
cal projections.

The central concept to emerge from these studies is
that coactive synapses are stabilized, while inactive
synapses, particularly those that are inactive while
others are firing, become weakened and in many cases
are eliminated. As one might expect, the development
of a complicated structure such as the cortex is unlikely
to be explained by one tidy hypothesis. We have just
learned that activity-dependent changes in connectiv-
ity are occurring simultaneously at several locations.
Functional and structural changes are also found in the
LGN following lid suture or strabismus, and the extent
to which these changes influence cortical development
is not clear. Proprioceptive feedback from the eye
muscles also contributes, and its blockade somehow
prevents monocular deprivation from altering synap-
tic connections in the cortex. This is not to lose sight of
the forest, but rather to say that there are some large
trees that must be carefully examined.

Given the great complexity of cortex circuitry, it
would be nice to have a simpler model system for
synaptic plasticity. As we learned in the last chapter,
the neuromuscular junction (NMJ) is the most accessi-
ble and well studied of all synapses, and it has served
as the mascot of synaptic plasticity for decades. In
mammals, there is only a single type of synapse on fast
muscle fibers, and only a single fiber ends up inner-
vating each muscle cell in adults (above). If that were
not good enough, it is also extremely easy to record
intracellularly from muscle cells, to manipulate the
nerve or muscle cells, and to place the entire system in
tissue culture. Of course, these advantages also serve
as the limitations. For example, there are no inhibitory
synapses, and the postsynaptic cell does not have den-
drites or spines, as found in many areas of the central
nervous system.

Despite these differences, it is uncanny how much
NMJ developmental plasticity resembles that observed
in cortex. As we learned earlier, mammalian muscle
cells are innervated by more than one axon at birth, but
after synapse elimination only a single axon remains.
When action potentials are blocked with TTX during
the normal period of synapse elimination, muscle 
cells remain polyneuronally innervated (Figure 9.14)
(Thompson et al., 1979). The same kind of results are
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obtained in the developing cat visual pathway, where
TTX blocks the segregation of retinal afferent in eye-
specific layers of the LGN, and also the segregation of
LGN afferents in the cortex. To test whether the tem-
poral pattern of activity is important (as suggested by
the strabismus results), two sets of motor axons inner-
vating the same muscle were stimulated stimulated in
synchrony (Busetto et al., 2000). This manipulation
preserved polyneuronal innervation of muscle fibers.

If too many synapses remain when activity is
blocked or synchronized, then one might predict that
unsynchronized postsynaptic activity could speed up
the process of synapse elimination. In fact, direct elec-
trical stimulation of the muscle induces the early loss
of motor synapses (Figure 9.15). This result is particu-
larly intriguing because it suggests that postsynaptic
electrical activity can determine whether presynaptic
terminals survive (O’Brien et al., 1978). Together, these

experiments show that synaptic transmission can
influence the process of synapse elimination at the
NMJ. In fact, plasticity at the NMJ is a lifelong matter.
Adult motor terminals will sprout to innervate adja-
cent muscle cells when neuromuscular transmission is
blocked, and this polyneuronal innervation can be
reduced when the muscle cells are stimulated directly
(Jansen et al., 1973; Holland and Brown, 1980).

SENSORY CODING PROPERTIES 
REFLECT SYNAPSE 
REARRANGEMENT

If synapse strength and elimination are influenced
by neural activity, then we would expect sensory
coding properties (see BOX: Watching Neurons Think)
to be altered when the pattern of environmental stim-
ulation is manipulated. In fact, there are many exam-
ples of animals being reared in an altered sensory
environment, and an influence on neuronal function is
often found. Even when the sensory environment is
well defined, it is practically impossible to figure out
how a stimulus will affect the neural activity pattern
produced throughout the nervous system. Neverthe-
less, this issue has been addressed successfully by two
experiments in the central auditory system, one using
sound stimulation and the other using electrical stim-
ulation of the cochlea. Central auditory neurons
usually respond to a limited range of frequencies
because the auditory nerve fibers from the cochlea
project topographically in the central nervous system
(cf. tonotopy). A range of sound frequencies plotted
against the sound intensities at which each frequency
evokes a threshold response from a neuron, called a
frequency tuning curve, provides a good measure of
afferent innervation. When many areas of the cochlea
project to a central neuron, then its frequency tuning
curve is broad. When only a small region of the cochlea 
projects to a neuron, then its frequency tuning curve 
is narrow.

To test whether the timing of neural activity influ-
ences the development of frequency tuning, mice were
reared in a sound environment consisting of repetitive
clicks for a few weeks (Sanes and Constantine-Paton,
1985b). This type of sound evokes synchronous activ-
ity in a large population of cochlear nerve axons
(Figure 9.16A and B). When frequency tuning curves
were obtained from the inferior colliculus of normal
mice and compared to those reared in repetitive clicks,
the latter group had significantly broader curves
(Figure 9.16C). A similar experiment has been per-
formed in rats using pulses of noise, and the normal
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sharpening of tuning curves was prevented (Figure
9.16D). Noise pulse-rearing had no effect on tuning
curves from mice older than 30 days, suggesting a spe-
cific developmental effect (Zhang et al., 2002). There-
fore, when afferents all have the identical pattern of
activity, they are apparently unable to segregate prop-
erly along the frequency axis.

A similar finding is obtained in cats that were deaf-
ened by damaging the inner hair cells, and then stim-
ulated electrically within the cochlea. This is a highly
relevant experimental model because children with
profound hearing loss are now routinely implanted
with cochlear prostheses, and they hear the acoustic
world via electrical stimulation of their cochlea
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(Snyder et al., 1990). In the experimental situation, the
dendritic endings of the auditory sensory neurons can
be stimulated directly with an electrode that is
implanted within the cochlea. When animals were
reared with repetitive electrical pulses to their cochlea,
a synchronous activity pattern was produced.
Although it was not possible to record frequency
tuning curves because the animals were deafened, a
single position along the cochlea was stimulated elec-
trically while an electrode was lowered through the
inferior colliculus. In normal animals, a single point on
the cochlea evokes a response within a limited region
of tissue, referred to as a spatial tuning curve. In stimu-
lated animals, the spatial tuning curves were much
broader, as if a single position in the cochlea now pro-

jected to a much wider area of the tonotopic map in
the inferior colliculus. Consistent with findings from
the visual pathway, these experiments support the
idea that coactive synapses establish strong connec-
tions during development.

In the visual system, many cortical neurons respond
to stimuli of a specific orientation, or to stimuli that are
moving in a specific direction. Many investigators
have asked whether a specific visual experience can
influence the maturation of complex response proper-
ties, although the activity pattern produced by each
environment is seldom known (Blakemore and
Cooper, 1970; Cynader et al., 1973). When kittens are
reared in a visual environment consisting entirely of
vertical or horizontal stripes, and neurons are later
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this sort activate many hair cells in the cochlear and synchronize the discharge pattern of auditory nerve
fibers. C. Single neurons were recorded in the mouse inferior colliculus (IC), and those from click-reared
animals responded to a broader range of frequencies compared to those from controls. D. Recordings were
also made in the rat auditory cortex, and broader frequency tuning properties were maintained during devel-
opment in noise pulse-reared animals. A larger bandwidth, plotted in octaves, indicates that the neurons were
responding to a greater range of frequencies. (Adapted from Sanes and Constantine-Paton, 1985; Zhang 
et al., 2002)



recorded in the cortex, the majority of them responded
selectively to the orientation that was present in the
rearing environment (Figure 9.17A). To determine
whether moving visual stimuli also influences the
development of motion selectivity, kittens were raised
in stroboscopic light. As nightclub enthusiasts know,
this stimulus permits one to see a full range of shapes
and colors, but it eliminates smooth motion. When 
cortical neurons were recorded after a period of 
strobe-rearing, the majority could no longer respond
selectively to the direction of movement (Figure 9.17B).

As with ocular dominance columns, sensory ex-
perience appears to alter normal development, rather
than shape the adult pattern. For example, orientation
columns form normally in the kitten visual cortex in
the absence of experience (Crair et al., 1998).

These results, and many others like them, show that
environmental stimuli influence a broad range of func-
tional properties. Although this discussion has focused
on the cortex, sensory experience may influence

sensory coding properties at the most peripheral level
of the nervous system. For example, mouse retinal
ganglion cells (RGC) initially respond to both an
increase and decrease in luminescence, called an ON-
OFF response. During postnatal development, the RGC
dendritic arbor is refined, and most neurons end up
producing either ON or OFF responses to visual stim-
ulation, but not both. When mice are reared in the
dark, the RGC dendrites are not refined, and the cells
continue to produce ON-OFF responses (Tian and
Copenhagen, 2003). Therefore, environmental rearing
studies may influence maturation at many levels, and
the cumulative effect is assessed in the cortex.

ACTIVITY CONTRIBUTES TO THE
ALIGNMENT OF SENSORY MAPS

When peripheral sensory axons reach the central
nervous system, they usually innervate the target in an
orderly manner, forming topographic maps that are
quite accurate due to molecular gradients that direct
axons to an approximate location within the target
(Chapter 6). However, synaptic activity also influences
the development of topography. This is most evident
when two maps must become aligned with one another
in the same structure. For example, binocular neurons in
the frog optic tectum respond to the same visual position
in space when activated through each eye. We have
already studied the direct contralateral projection from
retina to tectum in Chapter 6. The ipsilateral eye activates
the tectum via an indirect projection. Tectal neurons
project to a structure called nucleus isthmus, and isthmal
neurons project to the contralateral tectal lobe (Figure
9.18A, left panel). Therefore, there are two perfectly
aligned maps of visual space in the tectum, one from the
contralateral eye and one from the ipsilateral eye.

In order to test whether visual activity plays a role
in this precise alignment, frogs were reared in the dark.
Direct retinal projections from the contralateral eye
continue to form a precise map, but the indirect pro-
jection via the nucleus isthmus is poorly organized
(Keating and Feldman, 1975). That is, the formation of
one map depends largely on molecular cues, while the
other map depends on activity. The effect is so power-
ful that one can actually cause isthmal axons to move
to a new location in the tectum when the contralateral
map is disrupted (Figure 9.18A, center panel). If the
contralateral eye is rotated by 180°, a single point in
space will activate different positions in the tectum via
each eye. When this manipulation is performed while
the animals are still tadpoles, then the isthmal projec-
tion to the tectum will shift so that the ipsilateral
retinal map comes into register with the direct 
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mitted visual experience with only vertically oriented stimuli. The
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FIGURE 9.18 Remapping in the frog visual pathway. A. In adult frogs (left), the optic tectum receives
two retinotopic projections: a direct projection from the contralateral eye and an indirect projection from the
ipsilateral eye (via the nucleus isthmus). These two projections are aligned such that a visual stimulus acti-
vates the same position in the tectum through either eye. In this example, the temporal eye activates the ante-
rior tectum. When the contralateral eye is rotated 180°, a visual stimulus activates two different positions in
the tectum, one via the eye and the other via the projection from nucleus isthmus (middle). This is because
the retinal ganglion cells in nasal eye project to the posterior tectum. Over time, the projection from nucleus
isthmus to the tectum adjusts its position so that a visual stimulus once again activates the same tectal posi-
tion through either eye (right). B. Photographs of axons from nucleus isthmus as they course through the
tectum of an adult control, and an eye-rotated animal (left). Note that control axons grow parallel to one
another from rostral to caudal. Axons from eye-rotated animals display less ordered growth. Drawings of
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phic (PM) ages (right). Note that the axons of eye-rotated animals can make two terminal zones. (Adapted
from Udin and Keating, 1981; Guo and Udin, 2000)



contralateral projection (Figure 9.18A, right panel).
Thus, isthmotectal axons can be induced to innervate
a part of the tectum that they would not ordinarily
contact (Udin and Keating, 1981). When nucleus
isthmus axons are labeled in normal animals they are
oriented very accurately along the rostro-caudal axis
of the tectum (Guo and Udin, 2000). In eye-rotated
animals, these isthmal axons appear disordered, often
terminating in two locations or meandering within the
tectum (Figure 9.18B).

In some cases, maps from two different sensory
systems are found within the same structure, and they
must come into alignment during development. In the
optic tectum of barn owls, there are maps of both the
visual and auditory world. The maps are aligned such
that neurons respond to acoustic and visual stimuli
from the same position in space. For example, neurons
that respond to visual stimuli directly in front of the
animal (0°) will also respond to a sound stimulus that
arrives at each ear simultaneously (i.e., 0ms interaural
time difference). Neurons that respond to visual
stimuli at 20° to the right will also respond to a sound
stimulus that arrives first at the right ear and then at
the left (60ms interaural time difference). Does the
alignment of these maps also depend on neural activ-
ity? To test this idea, owls were reared with prismatic
glasses that displace visual stimuli by 23° (Figure
9.19A). As in the retinotectal system, the physical con-
nections between eye and tectum are unaltered in
prism-reared animals. If no compensation were to
occur, then visual stimuli and auditory stimuli from
the same position in space would activate different loci
in the optic tectum. That is, maps of auditory space
and visual space would be out of alignment. In fact,
the auditory map adjusts to remain in register with the
visual map. When the prisms are removed, tectal
neurons that responded to visual stimuli directly in
front of the animal (0°) are now found to respond to
an auditory stimulus to one side. Therefore, auditory
connections must have changed in response to visual
activity (Brainard and Knudsen, 1993).

To determine how this happened, a tracer was
injected in the central nucleus of the inferior colliculus,
the structure that responds to interaural time differ-
ences (Figure 9.19B) (DeBello et al., 2001). In control
animals, tracer injected at a specific position labels
fibers that project to a unique location in a second
auditory nucleus, called ICX (Figure 9.19C, left). It is
the ICX neurons that will project to visually responsive
neurons in the optic tectum. In prism-reared animals,
the labeled ICC axons project to a different position
within ICX, permitting optic tectum neurons to inte-
grate a new auditory spatial position (Figure 9.19C,
right). Thus, the elimination and addition of synapses

depends on their activity pattern for some, but not all,
afferent pathways. Even in the visual cortex, genicu-
late afferents from the contralateral eye appear to
establish their innervation pattern first, and those from
the ipsilateral eye may be more dependent on activity
(Crair et al., 1998).

SPONTANEOUS ACTIVITY AND
AFFERENT SEGREGATION

Orientation and motion selectivity mature rapidly
from the onset of sight, and it is possible that normal
neuronal activity simply maintains a precise but unsta-
ble set of connections (Blakemore and Van Sluyters,
1975). Alternatively, it is possible that the innervation
patterns that underlay these coding properties may
not attain their mature pattern without the proper
stimulation. In simpler terms, when does activity
begin to influence neural development? In humans,
visual- and auditory-evoked brain activity can be
demonstrated in utero using the noninvasive brain
imaging techniques, MEG and fMRI (see BOX: Watch-
ing Neurons Think) (Schneider et al., 2001; Eswaran 
et al., 2002; Fulford et al., 2003, 2004). Furthermore,
electrical activity is present in the nervous system even
in the absence of visual or auditory stimulation. This
“spontaneous” activity could have a profound influ-
ence on synapse formation and elimination.

We previously learned that stripes in Layer IV
formed in binocularly deprived cats (Figure 9.10). To
test whether spontaneous retinal activity might be
responsible for the segregation of thalamic afferents in
the cortex, retinal activity was completely eliminated
by injecting both eyes with TTX from about 2–6 weeks
postnatal (Figure 9.20). In TTX-reared cats, the LGN
afferents fail to segregate into stripes in Layer IV of the
cortex (Stryker and Harris, 1986). Similarly, suppres-
sion of spontaneous retinal activity prevents the elim-
ination of small retinal afferent sidebranches in the
inappropriate layer of LGN. However, the TTX injec-
tions were made after the thalamic afferents had begun
to segregate in the cortex, and it is possible that this
manipulation leads normally refined afferent projec-
tions to sprout, once again, into an inappropriate target
region (Chapman 2000).

Since spontaneous activity may influence synaptic
development, we should be able to record the amount
and the pattern. Retinal ganglion cells fire action poten-
tials before the system is activated by light. In the
embryonic rat, single retinal neurons discharge about
once every second, but occasionally fire short bursts of
almost 100/sec (Galli and Maffei, 1988). However, the
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FIGURE 9.19 Remapping in the owl auditory pathway. A. Barn owls were reared with prismatic goggles
that shifted the visual field by 23°. In control animals, a squeaking mouse in front of the owl would appear
at 0°, and the sound would reach both ears simultaneously (0 msec interaural time difference). With prisms
in place, a squeaking mouse at 23° to the left would appear at 0°, and the squeak would reach the left ear first
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and auditory information is first integrated (right). C. In control animals, the projection from a region in ICC
that responds to a 20 ms interaural time difference projects to a narrow region in the ICX (and ICX then pro-
jects to an optic tectal location that responds to visual cues about 8 degrees from the midline). In prism-reared
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(Adapted from DeBello et al., 2001)



competition hypothesis suggests that synapse modifi-
cation depends on the pattern of activity. Is it possible
that spontaneous activity has a temporal or spatial
pattern? To address this question, the entire retina was
isolated from an embryo and placed in a perfused
recording chamber, where it is possible to record from
many retinal ganglion cells at the same time (Figure
9.21A). Synchronous bursts of action potentials were
recorded from many neurons about every minute or
two, and regions of maximal activity moved slowly across
the retina (Meister et al., 1991) (Figure 9.21B). Record-
ings from both the ferret and the mouse each show that
activity waves sweep across the entire retina during the
first few postnatal weeks (Wong et al., 1993). This pat-
terned activity gradually breaks down at about the time
of eye opening, but visual experience does not seem to
terminate the waves. They are lost at about the same
time even in dark-reared animals (Demas et al., 2003).

Spontaneous action potentials have also been
observed throughout the developing nervous system
and often displays interesting temporal or spatial pat-
terns (Lippe, 1994; O’Donovan et al., 1994; Kotak and
Sanes, 1995). Recordings from the nerve–muscle junc-
tion show that spontaneous activity is very low at birth
and gradually rises during the first two postnatal
weeks (Personius and Balice-Gordon, 2001). Interest-
ingly, motor axon firing is highly correlated during the
first postnatal week (that is, motor synapses are firing
in synchrony), perhaps preserving polyneuronal
innervation at the muscle. The period of synapse elim-
ination occurs when motor activity becomes tempo-

rally decorrelated. In the cortex, large-scale waves of
activity have been found to move slowly, from caudal
to rostral, during the first postnatal week (Figure
9.21C). This activity pattern involves the vast majority
of neurons and seems to end when inhibitory synapses
become hyperpolarizing (Garaschuk et al., 2000).

Are the temporal or spatial patterns of spontaneous
retinal activity required for the formation of specific
connections in the central nervous system? It turns out
that the activity waves within the retina depend on
cholinergic transmission. When cholinergic transmis-
sion is disrupted in mice by knocking out the b2 AChR
subunit, the retinal waves are lost. Retinal ganglion
cells continue to burst, but the rate of bursting differs
across the retina, and neighboring retinal neurons no
longer fire at the same time. Under these conditions,
projections from posterior retinal ganglion cells do not
become restricted to the anterior superior colliculus, as
they would in wild-type animals (McLaughlin et al.,
2003). The projection from retina to LGN is also less
precise as revealed by fine-grained electrophysiologi-
cal mapping (Grubb et al., 2003). The absolute levels of
spontaneous activity from each eye are crucial to estab-
lishing the mature lamination pattern in the LGN.
When the spontaneous activity of one eye is experi-
mentally increased by elevating cAMP levels, its pro-
jection within the LGN is expanded (Stellwagen and
Shatz, 2002). However, the segregation of thalamic
afferents into eye-specific layers may not depend on
the precise pattern of retinal activity in the postnatal
period (Huberman et al., 2003).
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There seems to be a paradox between results
showing that spontaneous retinal activity directs
synapse development (Stellwagen and Shatz, 2002),
and the observation that ocular dominance columns
can form even when both eyes are removed (Crowley
and Katz, 1999). Perhaps the spontaneous activity pat-
terns that arise in the thalamus and cortex will resolve
this question (Yuste et al., 1995; Weliky and Katz, 1999;
Garaschuk et al., 2000; Chiu and Weliky, 2001). The
influence of low levels of spontaneous activity may be
supported by local inhibitory projections which fur-
ther refine the spatial pattern. In fact, local GABAergic
circuits within the cortex regulate the binocular com-
petition between thalamic afferents, and establish the
precise dimensions of ocular dominance columns
(Iwai et al., 2003; Hensch and Stryker, 2004; Fagiolini
et al., 2004).

MANY FORMS OF PLASTICITY 
HAVE A TIME LIMIT

Synaptic activity begins to exert an influence soon
after synaptogenesis, but how long does this process
continue? If we embrace learning and memory in our
definition, then it lasts for our entire lifetime (Box:
Remaining Flexible). However, there are certain sig-
nificant changes in nervous system structure and 
function that only occur during a limited period of
development (Berardi et al., 2000; Hensch, 2004). A
common example is language acquisition, which is
accomplished most easily before age 10 and becomes
a grueling task for most of us if attempted as adults
(see Chapter 10). At least some forms of neuronal plas-
ticity only last for a limited period during develop-
mental, often called a critical period. The influence of
visual experience on ocular dominance has been
explored in older animals to determine whether corti-
cal neuron function is always dependent on vision
(Hubel and Wiesel, 1970). Ocular dominance is most
susceptible to monocular deprivation after several
weeks of sight. The visual environment influences cor-
tical neuron function for roughly the first three months
of life in cats, but this critical period does not apply to
connections forming throughout the brain.

The term critical period is a very general expression,
and the neuronal property under discussion should
always be taken into account. In primates, monocular
deprivation affects the segregation of LGN afferents
in Layer IV for about two to three months, but con-
tinues to produce severe weakening of intrinsic corti-
cal synapses for up to a year (Figure 9.22). Similarly,
when retinal activity is blocked with TTX after gan-

glion cell arbors have segregated into eye-specific
layers in the cat LGN, the response properties of 
LGN neurons are nonetheless altered (Dubin et al.,
1986).

The critical period may occur during a very narrow
time window in some brain areas. One region of
rodent somatosensory cortex receives afferents from
each of the facial whiskers and contains an array of
barrel-shaped cell clusters that are activated selectively
by each of the whiskers. If the whiskers are destroyed
before postnatal day 5, their associated barrels do not
form, but if the whiskers are destroyed after that time,
then the manipulation has no effect (Van der Loos and
Woolsey, 1973). There are also extensive intracortical
connections between each of the whisker barrels, and
this connectivity is dependent on continued use. When
the sensory nerve to the whiskers is cut on postnatal
day 7, after the barrel fields are formed, there is a dra-
matic reduction in the number of local projections
(McCasland et al., 1992). In fact, whisker trimming sig-
nificantly decreases the motility of dendritic spines
and filopodia in rat barrel cortex only from postnatal
days 11 to 13 (Lendvai et al., 2000). This manipulation
also affects the development of whisker-evoked recep-
tive fields in cortical Layer 2/3 until day 14, but has
no effect on Layer 4 receptive fields (Stern et al., 2001).
Thus, the critical period for barrel cortex differs by
layer. Even adult cortex can exhibit changes following
deprivation. For example, monocular action potential
blockade with TTX results in a decreased expression of
GABAA receptor subunits in Layer IV of primate cortex
(Hendry et al., 1994).

SYNAPSES INTERACT OVER 
A SHORT DISTANCE

The modification of synapse function involves both
pre- and postsynaptic signaling mechanisms, and the
neurotransmitter itself is likely to initiate the bio-
chemical cascade. But is it really possible that there is
a single mechanism to account for synaptic plasticity?
After all, most central neurons are innervated by a
wide variety of synapses: some release glutamate,
others GABA; still others release a neuromodulator
such as serotonin. Moreover, a single glutamate-releas-
ing synapse can activate receptors that open ion chan-
nels (cf, ionotropic) and others that activate second
messenger systems (cf, metabotropic). There are few
generalizations that can cover the plasticity of all these
systems. Therefore, we will focus on synapses that
have been studied thoroughly, such as the nerve–
muscle junction.

SYNAPSES INTERACT OVER A SHORT DISTANCE 271



272 9. REFINEMENT OF SYNAPTIC CONNECTIONS

Synaptic terminals can influence neighboring con-
tacts on the same postsynaptic cell but only within a
finite distance. When two motor nerves were grafted
onto the same muscle in adult rats, both of them were
able to maintain functional contacts over several
months, even though muscles are normally innervated
by one axon. The trick was to place the two motor ter-
minals at least several millimeters from one another
(Kuffler et al., 1977). If the terminals were placed
within a millimeter or two, then one of the contacts
was eliminated within about three weeks (Figure 9.23).
In fact, some animals have muscle fibers that are nor-
mally innervated by more than one motor axon. In one
polyneuronally innervated muscle in chicks, the dis-
tance between terminals can be reduced when synap-
tic transmission is blocked, presumably because
competition between active terminals normally keeps
them separated (Gordon et al., 1974).

The terminal endings from a single axonal arbor
seem to innervate a continuous region of the post-
synaptic cell, whether it is a primary dendrite or a
small area of muscle cell (Forehand and Purves, 1984;
Glanzman et al., 1991). For example, when sensory

neurons from the sea slug, Aplysia, are grown in
culture along with a common target motor neuron,
their terminals come to occupy separate regions of the
postsynaptic cell. However, if the two sensory neurons
are grown without a target, then they grow extensively
along one another. That is, the sensory neurons do 
not display contact inhibition, as discussed above
(Chapter 4). Therefore, the antagonistic relationship
between synapses must somehow be mediated by the
postsynaptic neuron. Even if we know the amount and
pattern of synaptic activity in a set of inputs, this may
not be enough to predict whether one synapse will dis-
lodge a second one. One must also know the spatial
arrangement of these terminals.

HETEROSYNAPTIC DEPRESSION

Synapses that are capable of function can form in
the absence of synaptic transmission (Cohen, 1972;
Duxson, 1982). Presynaptic cholinergic terminals are
even able to differentiate in a zebrafish mutant lacking
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FIGURE 9.22 The effects of monocular deprivation are age-dependent. One eye was sutured shut in
macaque monkeys at different postnatal ages. The sutures were removed after several months, and ocular
dominance columns were examined with anatomical (left) and electrophysiological techniques (right). When
deprivation began between 0 and 2 months of age, most neurons subsequently responded to the open eye
only, and the open eye occupied much more of Layer IV. The effects of deprivation declined with age. The
anatomical effect of deprivation on ocular dominance columns seemed to decline more rapidly than the phys-
iological effect on ocular dominance histograms. (Adapted from LeVay et al., 1980)
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functional AChR clusters (Westerfield et al., 1990). In
contrast, sensory deprivation studies suggest that the
disuse of a synapse leads to its weakening or elimina-
tion, especially if other synapses are active. Synaptic
terminals “compete” for the distinction of activating
the postsynaptic neuron, and “stable” connections
depend, in part, upon an active transmitter-receptor
system. Therefore, the presence of synaptic transmis-
sion is not an absolute requirement for the initial for-
mation of a synapse but influences its subsequent
development and stability.

The activity of a neighboring synapse can be
harmful to an inactive one. This mechanism was tested
at an unusual muscle in the rat foot, called the lum-
brical muscle, which receives its innervation via two
separate peripheral nerves (Figure 9.24). It is possible
to electrically stimulate one group of motor axons
during the normal period of synapse elimination, and
find out what happens to the synapses of unstimulated
axons. The strength of the nerve–muscle connection
was determined indirectly by measuring the size of
nerve-evoked muscle contractions, where a larger con-
traction signifies a stronger connection. When one
nerve is stimulated for about six days, the unstimulated
axons are much less effective at producing a muscle
contraction (Ridge and Betz, 1984). That is, the unstim-
ulated axons are either eliminated from the muscle in
disproportionate numbers, or their synapses become
weaker.

How long does it take for one synapse to extinguish
its neighbor? The onset of synapse elimination was
studied using a very simple culture system that con-
tained two presynaptic neurons and one postsynaptic
cell, a myocyte (Figure 9.25A). Whole cell recordings
were made from the myocyte, while the activity of one
or both presynaptic neurons was controlled with 
stimulating electrodes. In the first experiment, the
synaptic currents elicited by each neuron were first
measured, and then one of the neurons was stimulated
for several seconds. Within moments of this brief pro-
cedure, the unstimulated neuron produces much
smaller synaptic currents, and the effect lasts for the
duration of the experiment (Lo and Poo, 1991). When
one synapse is able to modify the operation of a second
one, the interaction is referred to as heterosynaptic.

Two additional observations seem to fit neatly into
the puzzle. First, if the two synapses are separated
from one another by >50mm, then activation of one
synapse is not able to suppress its neighbor. Two
synapses can apparently compete for the right to acti-
vate a postsynaptic cell, but the interaction occurs over
a very short distance, consistent with results from the
adult NMJ and Aplysia cultures (Kuffler et al., 1977;
Glanzman et al., 1991). Second, when both neurons are
stimulated at the same time, there is also no change in
the strength of either synapse. That is, synaptic activ-
ity is able to protect a synapse from the ill effects of an
active neighbor.
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FIGURE 9.23 Synapse elimination depends on synapse distance. Two motor axons were positioned on
the same muscle, either close to one another or at a distance. Intracellular recordings were made from muscle
fibers to monitor polyneuronal innervation, as shown in Figure 9.2. When the synapses were close together
(blue circles), synaptic elimination occurred within a few weeks. When the synapses were far apart (red
circles), synaptic elimination failed to occur. (Adapted from Kuffler et al., 1977)



Synaptic terminals do not battle each other directly
but carry on their competition through an independ-
ent agent, the postsynaptic cell. It is a bit like choosing
the winner of a boxing match by judging who punches
the referee harder. The contribution of the postsynap-
tic cell to heterosynaptic depression can be demon-
strated by activating it directly with transmitter. When
a muscle cell is activated focally with a puff of ACh
from the tip of a pipette, then the size of synaptic
responses declines by about 50% (Dan and Poo, 1992).

Of course, this begs the question of whether a
depressed synapse is necessarily an eliminated
synapse. Furthermore, we have already learned that
the rate of synapse elimination in vivo does not occur
within minutes, but over a period of days (Figure 9.7).
If synaptic depression really is the first hint of a dying
connection, then one might expect to record a synap-
tic response that gradually becomes weaker during
development. This can be observed at the mammalian
NMJ by measuring the average number of ACh
packets that are released by each synapse, called the
quantal content. Even at birth, one synapse is about
twice as strong as the second, but over the next week
one of the synapses becomes about four times stronger
than the other (Colman et al., 1997). That is, it releases
four times as much transmitter. It has also been found
that release probability varies dramatically between
competing axons, and it is possible that presynaptic

terminals decrease their transmitter release as they 
are eliminated (Kopp et al., 2000). In summary, the
strength of one synapse at the nerve–muscle junction
apparently decreases with time, and it seems plau-
sible that this must be the one that is eventually 
eliminated.

POSTSYNAPTIC RECEPTORS 
ARE ELIMINATED

The postsynaptic cell probably plays an active role
in causing extra synapses to withdraw. At the NMJ,
postsynaptic AChR clusters can disappear before
nerve terminals withdraw from the muscle surface.
Thus, presynaptic terminals may be forcibly evicted
from their territory when the postsynaptic cell re-keys
the locks (Role et al., 1987; Balice-Gordon and Licht-
man, 1993). To demonstrate that the loss of functional
AChRs is sufficient to produce synapse elimination, a
small fraction of receptors were blocked by locally
applying a-Btx. Over a number of days, the presynap-
tic terminal that is in contact with the inactivated
region gradually withdraws (Balice-Gordon and 
Lichtman, 1994). However, it is essential that only a
small fraction of neighboring receptors are blocked. If
all the receptors are blocked, then the nerve terminal
does not retract. It is also clear that motor axons can
compete for existing receptors. One motor terminal
will grow into the endplate region occupied by a
second motor terminal as it is withdrawing (Walsh and
Lichtman, 2003). These observations emphasize once
again that synaptic competition occurs within very
small dimensions.

To examine whether heterosynaptic depression and
receptor turnover are related, simple dual innervated
nerve–muscle cultures were examined (Figure 9.25B).
Electrical stimulation of one neuron led to a depression
of the excitatory response evoked by the unstimulated
neuron. When the AChR density under each synapse
was examined before and after stimulation, the
unstimulated synapse was found to have lost more
than 30% of its AChRs (Li et al., 2001). These experi-
ments do not have the temporal resolution to decide
whether receptor loss caused the reduction in synapse
strength or whether either phenomenon leads to
synapse withdrawal. However, they suggest how this
process may proceed. Taken together with observa-
tions from in vivo recordings (Colman et al., 1997;
Kopp et al., 2000), the higher release probability and
greater quantal content of some competing axons may
prevent the reduction of postsynaptic AChRs and
maintain the synaptic area.
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FIGURE 9.24 Synaptic activity depresses less active inputs in
vivo. The lumbrical muscle in the rat foot is innervated by two phys-
ically separate motor nerve roots, LP and SN. A. In control animals,
stimulation of the SN motor nerve root (red) elicits a robust con-
traction of the lumbrical muscle (bottom). B. If the LP motor nerve
root (blue) is repetitively stimulated during development (top), then
the SN nerve root stimulation elicits a much weaker contraction of
the lumbrical muscle (bottom) when it is subsequently tested.
(Adapted from Ridge and Betz, 1984)
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INVOLVEMENT OF 
INTRACELLULAR CALCIUM

Clearly, the presynaptic terminals are carrying on a
rather hostile conversation through the postsynaptic
cell, and there must be some molecular pathway that
conveys the signal from one contact to another through
the cytoplasm. One hypothesis is that depolarizing
synaptic potentials open voltage-gated Ca2+ channels,
and Ca2+-dependent proteolytic enzymes are recruited
to demolish the nonactive terminals, ultimately leading
to their withdrawal. A variety of proteolytic enzymes
have been discovered in the nerve terminals and
somata of developing neurons. This hypothesis was
tested at the mammalian NMJ by decreasing extracellu-
lar Ca2+ or blocking specific Ca2+-activated proteases,
and both manipulations were able to slow down the
process of synapse elimination (Connold et al., 1986).

Once again, there are important similarities
between synapse elimination and heterosynaptic
depression (above). First, it is possible to prevent 
heterosynaptic depression by injecting the muscle cell
with a Ca2+ chelator that sops up free Ca2+, suggesting
that a rise in postsynaptic calcium is necessary for
depression to occur. Second, it is possible to cause
synaptic depression by momentarily raising postsy-
naptic calcium. This was accomplished by loading
muscle cells with molecules of “caged” calcium, which
can release the calcium into the cytoplasm when it is
exposed to ultraviolet light (Figure 9.26A). Therefore,
the synaptic responses at one muscle cell are recorded
while a second neighboring muscle cell is exposed to
a brief pulse of UV light, and synaptic transmission is
depressed by 50% within seconds (Figure 9.26B) (Lo
and Poo, 1994; Cash et al., 1996). Interestingly, this rise
in postsynaptic calcium is only effective within 50mm
of the synapse, and stimulation of the synapse protects
it from depression (Figure 9.26C).

Since synaptic activity leads to the depression and
withdrawal of neighboring synapses, it follows that the
active synapse must somehow be protected. Although
the signaling pathways that lead to AChR loss and het-
erosynaptic depression are not fully understood, there
is evidence that two kinases, PKA and PKC, are
involved (Figure 9.25C). For example, PKC activators
can produce synaptic depression in the absence of stim-
ulation. In contrast, the PKC activator has no effect
when the neuron is stimulated (Li et al., 2001). There
are probably several molecular changes that attend
synapse elimination at the nerve–muscle junction. The
removal of AChRs, a decrease in ACh release, and loss
of adhesion between pre- and postsynaptic cells (see
below), all conspire to weaken the connection.

NMDA RECEPTORS AND 
CALCIUM SIGNALING

Calcium signaling seems to play an important role
in the stabilization of developing synapses, but how
does calcium get into the neuron? One important
pathway is through neurotransmitter receptor-
coupled channels. As we learned in Chapter 8, NMDA-
sensitive glutamate receptors (NMDAR) are highly
expressed in the central nervous system during synap-
togenesis. These receptors become active when 
glutamate and membrane depolarization are present
at the same instant (Figure 9.27A). When NMDARs are
depolarized, a magnesium ion is expelled, and the
open channel permits Ca2+ to rush into the postsynap-
tic neuron.

To find out whether NMDA receptors are involved
in activity-dependent synapse plasticity, these recep-
tors have been blocked in a number of developing
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FIGURE 9.26 Synapse depression depends on postsynaptic
calcium. A. A whole-cell recording is made from an innervated
myocyte (Muscle 1), while the intracellular calcium was elevated in
a second nearby myocyte (Muscle 2). Calcium was elevated by first
filling Muscle 2 with caged calcium and then using UV light 
to release the calcium from its “cage”. B. Baseline nerve-evoked
synaptic currents (downward deflections beneath each dot which
represent the stimuli) are first recorded from Muscle 1 (black).
When intracellular calcium is elevated in Muscle 2 by exposure 
to UV light, the nerve-evoked synaptic currents (red) become
depressed within seconds. Depression is greatest when the muscles
are within 50 mm of one another. C. A summary of three conditions
shows that synaptic currents decline by 50% when calcium is ele-
vated (red bar), but the effect can be abolished by stimulating the
nerve during UV-evoked uncaging (blue). (Adapted from Cash et
al., 1996)
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FIGURE 9.27 NMDA receptors are involved in synaptic plasticity. A. The NMDA receptor is activated by
a combination of glutamate binding and membrane depolarization. A positively charged magnesium ion
blocks the NMDA receptor channel at rest. Depolarization causes the magnesium ion to be ejected, and this
permits sodium and calcium ions to flow in. B. When a third eye is implanted into a frog embryo, the tectum
becomes co-innervated by two eyes. The afferents from each eye segregate into stripes, similar to primary
visual cortex (left). When three-eyed frogs are treated with an NMDA receptor antagonist (either APV or
MK801), the afferents do not segregate, and stripe formation is prevented (middle). When three-eyed frogs
are treated with NMDA, stripe formation is enhanced (right), and the borders between stripes is sharper.
(Adapted from Cline et al., 1987; Cline and Constantine-Paton, 1990)

systems. For example, we learned that monocular lid
closure weakens synapses in the cortex that are driven
by the deprived eye. However, when the same manip-
ulation is performed during the chronic infusion of a
NMDAR blocker, the strength of “deprived” synapses
is preserved (Kleinschmidt et al., 1987). Thus, synapses
from the open eye activate NMDARs in the cortex,
allowing calcium to enter postsynaptic neurons. 
We will consider what calcium might be doing once it
enters the postsynaptic neuron below.

NMDA receptors turn out to be broadly involved in
the stability of developing excitatory synapses. In the
cerebellum, where adult Purkinje cells are innervated
by one climbing fiber, the chronic administration of a
NMDAR blocker (AP5) results in 50% of Purkinje cells
remaining multiply innervated (Rabacchi et al., 1992).
In frogs, the innervation pattern of retinal afferents can
be disrupted by NMDAR blockers. For example, when
an extra eye is transplanted into a tadpole, the retinal
axons project to the midbrain and form a “striped”



innervation pattern, similar to the ocular dominance
columns in mammalian visual cortex. The segregation
of afferents into stripes was blocked completely in the
presence of NMDAR antagonists (Figure 9.27B). This
effect is reversible: when the NMDAR blocker is
removed, the fibers from each eye became segregated.
Interestingly, exposing the midbrain to NMDA leads to
a sharpening of the borders between eye-specific stripes
(Cline et al., 1987; Cline and Constantine-Paton, 1990).

In the mammalian superior colliculus (SC), NMDA
blockade prevents the elimination of retinal projec-
tions that grow to the wrong topographic position
during the first few postnatal weeks (Chapter 6). These
studies, and many others like them, show that the
NMDAR plays a fundamental role in activity-depend-
ent maturation of synaptic connections (Scherer and
Udin, 1989; Simon et al., 1992). One can observe the
influence of NMDA receptor activity by recording 
the receptive field of individual SC neurons (i.e., the
portion of visual space that activates the neuron).
When the hamster SC is treated with an NMDAR
blocker during development, the single neuron recep-
tive field sizes are more than 60% larger than normal
(Huang and Pallas, 2001). In fact, the receptive fields
can attain normal values even when a portion of the
superior colliculus is eliminated at birth, forcing the
retinal axons to innervate fewer postsynaptic neurons.
This ability is also prevented with a NMDAR antago-
nist. Therefore, NMDAR blockade commonly inter-
feres with synapse elimination in the central nervous
system, leading to less specific afferent projections. It
is also significant that NMDARs play an important role
in one neural analog of learning called long-term poten-
tiation (see BOX: Remaining Flexible).

THE ROLE OF SECOND 
MESSENGER SYSTEMS

Since calcium plays an important role in develop-
mental plasticity, it is reasonable to ask what calcium
interacts with in the cytoplasm. There are a broad
range of calcium-binding proteins in the nervous
system. One of these, called calmodulin, is a major con-
stituent of the postsynaptic density. Together with
calcium, it serves to activate a cytoplasmic kinase
called Ca2+/calmodulin-dependent protein kinase II
(CaMKII). Once activated, the CaMKII becomes
autophosporylated, and its activity then becomes inde-
pendent of Ca2+ and calmodulin binding.

To test the role of CaMKII, transgenic fruit flies were
engineered to express an inhibitor of this enzyme
during development. The motor nerve terminals of
these transgenic animals have numerous sprouts, and

there is a greater number of presynaptic sites com-
pared to wild-type flies (Wang et al., 1994). The oppo-
site effect was produced in the frog optic tectum by
causing CaMKII to be expressed constitutively in post-
synaptic neurons (Zou and Cline, 1996). Retinal axons
make simpler arborizations when CaMKII is highly
expressed, suggesting that connections are being elim-
inated more rapidly than normal. In dissociated cul-
tures of cortical pyramidal neurons, the number of
connections per neuron can be modified by transfect-
ing cells with a constitutively active form of CaMKII
(i.e., catalytically active in the absence of calcium). The
transfected neurons display a net loss of presynaptic
contacts and a reduction in the number of presynaptic
partners (Pratt et al., 2003). Thus, CaMKII participates
in decisions about the number of connections to be
made, making it a good candidate for the synapse
elimination mechanism.

At the fly nerve muscle junction, there is an expan-
sion of terminal boutons in the mutant, ether-a-go-go,
which displays increased synaptic activity and an
increase in bouton number (Figure 9.28A and B). As we
learned in Chapter 8, discs large (DLG) is a clustering
protein at the Drosophila nerve–muscle junction. One
of the synaptic proteins that DLG regulates is the cell
adhesion molecule, FasII. To test whether CaMKII sig-
naling can influence the clustering of DLG and FasII,
mutant flies expressing a constitutively active form of
the kinase were examined (Koh et al., 1999). In these
flies, DLG was apparently displaced from the synap-
tic region. Since DLG can be phosphorylated by
CaMKII, these results lead to a model in which activ-
ity mediates synapse stability by modifying the level
of adhesion (Figure 9.28C). An influx of calcium may
activate CaMKII, leading to phosphorylation of DLG
and declustering of FasII. Taken together with the
results from flies in which CaMKII is inhibited, it
appears that the activity of this enzyme controls
synaptic sprouting and stabilization.

There are several other protein kinases that may
play a similar role during synaptogenesis. One kinase
that is partially dependent on intracellular calcium
and phospholipid metabolites is protein kinase C
(PKC). When mice are genetically engineered to be
deficient in a neuron-specific form of PKC, synapse
elimination is decreased in the cerebellum. About 40%
of Purkinje neurons are innervated by more than one
climbing fiber, while normal Purkinje cells are all
innervated by a single axon (Kano et al., 1995). Other
enzymes, such as protein kinase A (PKA), are activated
by a rise in cAMP. A role for the cAMP and PKA sig-
naling pathway has been suggested by single-gene
mutant flies, named dunce, due to their poor learning
abilities. The cAMP levels are persistently increased in
dunce flies, leading to a decrease in FasII expression
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and a 70% increase in boutonal endings on muscle 6/7.
The cAMP/PKA signal can lead to changes in protein
synthesis by phosphorylating specific activators or
repressors of transcription (see BOX: Remaining Flex-
ible). When dunce flies are engineered to carry a trans-
gene that maintains high levels of FasII expression, the
sprouting of motor terminals does not occur (Schuster
et al., 1996b). Thus, it appears that synaptic activity
may also influence the adhesion of pre- and postsy-
naptic cell through cAMP signaling.

METABOTROPIC RECEPTORS

We have seen that mechanisms of synapse elimina-
tion are at least partially triggered by the primary
transmitter and receptor. Nicotinic AChRs are likely to
be involved in synapse elimination at the neuromus-
cular junction, and NMDARs appear to play an impor-
tant role in the elimination of central glutamatergic
synapses. Both of these signaling systems operate by

opening an ion channel that is permeable to sodium,
potassium, and/or calcium. However, neurons typi-
cally express many different types of receptors, even
within a single synapse. Are there other synaptic
mechanisms involved besides ionotropic signaling?
This question has been approached by examining
synapse development in mice that are lacking specific
receptor subunits. One interesting possibility is that
glutamatergic transmission also activates metabo-
tropic glutamate receptors (mGluRs). Rather than
opening ion channels directly, mGluRs can activate
either of two different signaling pathways: phospho-
lipid metabolism or cAMP production.

One set of knockout mice that are deficient in a par-
ticular metabotropic glutamate receptor subunit,
mGluR1, exhibits significantly less synapse elimina-
tion at cerebellar Purkinje cells compared to controls.
Furthermore, normal synapse elimination can be
rescued in these mice by expressing the mGluR1a
transgene specifically in Purkinje cells (Kano et al.,
1997; Ichise et al., 2000). Furthermore, the metabo-
tropic glutamate receptor may well act through a 
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FIGURE 9.28 Activity-dependent synapse formation and cell adhesion molecules. A. In wild-type flies,
Muscles 6 and 7 receive about 180 boutons, and the expression of FasII is relatively high (left). B. In a double
mutant strain of flies (ether-a-go-go/Shaker), synaptic activity is elevated at the neuromuscular synapse, and
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boutons. (Adapted from Budnik et al., 1990; Schuster et al., 1996; Koh et al., 1999)



phospholipase (PLC) signaling pathway. In mice that
are deficient in a specific isoform, PLCb4, climbing
fiber elimination is impaired in the rostral portion of
the cerebellum where the mRNA for PLCb4 is pre-
dominantly expressed (Kano et al., 1998). Therefore,
synapse elimination may involve the collaboration of
more than one type of glutamate receptor and intra-
cellular signaling cascade.

It is likely that transmitters besides ACh are
released at the nerve–muscle junction and that they
play an important role in synapse maturation and plas-
ticity. For example, the neurotrophins, BDNF and 
NT-4 are expressed at the NMJ, and AChR clusters 
are rapidly lost when TrkB signaling is disrupted
(Gonzalez et al., 1999; Wells et al., 1999). A second
protein, calcitonin gene-related peptide (CGRP), is
present at the developing nerve–muscle junction and
may participate in the competition for postsynaptic
space (Nelson et al., 2003). CGRP is known to upregu-
late AChR synthesis (New and Mudge, 1986). Fur-
thermore, activation of the CGRP receptor can elevate
postsynaptic cAMP, leading to activation of PKA and
phosphorylation of AChRs (Miles et al., 1989; Lu et al.,
1993). Therefore, it is possible that active motor nerve
terminals use CGRP to recruit the protective influence
of PKA signaling (Figure 9.25C).

Neuromodulatory transmitters have also been
shown to affect synaptic plasticity during develop-
ment. For example, the effects of monocular depriva-
tion are markedly reduced when either cholinergic or
noradrenergic or serotonergic terminals are eliminated
from the developing nervous system, although none of
these afferents mediates visually evoked activity in the
cortex (Kasamatsu and Pettigrew, 1976; Bear and
Singer, 1986; Gu and Singer, 1995). Apparently, the pro-
jections from certain brainstem nuclei (e.g., the raphe,
the locus coeruleus, and the nucleus basalis) arborize
widely in the brain, and can modify synaptic transmis-
sion in adult and developing animals. It is still unclear
how these modulatory systems are activated during
development or how they interact with the primary
afferent transmitter system. However, such findings do
suggest that our concept of synaptic plasticity in the
central nervous system is still rather rudimentary.

GAIN CONTROL

To this point, our discussion has focused on the
concept that synapses can be weakened and elimi-
nated by the activity of neighboring connections.
However, synaptic transmission can also undergo
long-lasting alterations in strength during develop-

ment. For example, bursts of high-frequency stimula-
tion delivered to retinal afferents produce an enhance-
ment of excitatory synaptic transmission in 40% of
LGN neurons tested (Mooney et al., 1993). Moreover,
a NMDAR antagonist is able to block this activity-
dependent potentiation of synaptic transmission in
most neurons. This phenomenon was called long-term
potentiation (LTP) when it was first discovered in adult
tissue (see BOX: Remaining Flexible).

LTP has been found at many other developing
synapses, although it is most prominent in the cortex
and hippocampus. One possibility is that LTP is an
important mechanism in the adult nervous system and
simply appears during development without playing
any particular role in synaptogenesis. However, LTP is
particularly prominent during development in some
areas of the cortex (Figure 9.29A). For example, LTP
has been studied at synapses between thalamic affer-
ents and somatosensory “barrel” cortex, and it is only
found before postnatal day 7 (Crair and Malenka,
1995). There are also suggestions that it determines
which synaptic connections will drive the postsynap-
tic neuron most effectively. LTP is found in two differ-
ent forebrain nuclei (LMAN and area X) that are
required for vocal learning in developing zebra finches
(Boetigger and Doupe, 2001; Ding and Perkel, 2004).
Interestingly, each form of LTP is restricted to a par-
ticular developmental period, occurring earlier within
LMAN and later within area X.

If an LTP mechanism helps to shape the connectiv-
ity between neurons during development, then it
should selectively strengthen the active input, and not
the inactive one. To test this idea, whole cell recordings
were obtained from Xenopus tectal neurons in vivo.
Small extracellular stimulating electrodes were placed
at two positions in the retina that project retinal gan-
glion cell (RGC) axons to the recorded tectal neuron,
and electrical stimulation evoked EPSCs (Tao et al.,
2001). In young tadpoles, stimulation of one RGC leads
to an enhanced excitatory postsynaptic response for
both inputs. That is, there is no specificity. In contrast,
when a single RGC is stimulated in slightly older 
tadpoles, it subsequently displays LTP, whereas the
synaptic connection from the unstimulated RGC is
unchanged. Dendritic growth and calcium regulation
may account for this difference between ages. Synap-
tic stimulation elicits a rise in postsynaptic calcium
throughout the younger tectal neurons, but the
calcium rise is highly restricted in the older age group.
These findings emphasize, once again, that synaptic
plasticity is very restricted in the spatial domain
(Figures 9.23 and 9.26).

Synaptic activity can also lead to a long-lasting
decrease in EPSP amplitude, often called long-term
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depression (LTD). In many areas of the brain, LTD is
more prominent during early development (Figure
9.29B). For example, LTD is present in Layer IV of the
visual cortex in juvenile cats and guinea pigs.
However, it is virtually absent in adult animals (Dudek
and Friedlander, 1996). Furthermore, LTD persists in
other layers of the adult cortex. Therefore, LTD may
play a role in eliminating thalamocortical synapses,
possibly contributing to the formation of ocular 
dominance columns.

How can LTP and LTD play a role in the selective
stabilization of inputs during development? To
address this question, whole-cell recordings were
again obtained from Xenopus tectal neurons in vivo,
and stimulating electrodes were placed on two differ-
ent RGCs that converged on the recorded neuron
(Zhang et al., 1998). When the RGCs are stimulated
synchronously for 20s, the EPSCs evoked by stimula-
tion at each site display LTP. The situation is a bit more

complicated when the two retinal sites are stimulated
asynchronously. When stimulation of one retinal site
produces a postsynaptic action potential, while the
other site produces a subthreshold excitatory synaptic
event, then the precise timing of the two inputs is
crucial to the outcome. When the subthreshold event
leads the retinally evoked action potential by <20ms,
then it displays LTP. When the subthreshold event
follows the retinally evoked action potential by <20ms,
then it displays LTD. Thus, inputs that evoke sub-
threshold synaptic potentials can either be strength-
ened or weakened, depending on the timing of their
activity with respect other inputs, particularly those
that evoke suprathreshold activity. These result may
help to explain how LTP and LTD contribute to the
refinement of retinal projections. As visual stimuli (or
spontaneous activity waves) sweep across the retina, a
postsynaptic tectal neuron will be sequentially acti-
vated by a series of retinal ganglion cells. When the
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declines with age in barrel cortex. During the first postnatal week, there is an enhancement of excitatory
synaptic transmission when the neuron is depolarized during afferent stimulation at 1 Hz. The same stimu-
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depression of excitatory synaptic currents. By P90, the same treatment has no effect. The probability of detect-
ing LTD is nearly 90% in tissue from juvenile animals but is negligible in young adults. (From Dudek and
Friedlander, 1996; Crair and Malenka, 1995)



most effective retinal ganglion cell is activated, it will
cause the tectal neuron to fire an action potential. Thus,
any retinal ganglion cell that produces a subthreshold
event within the next 20ms may become depressed
and subject to elimination.

SILENT SYNAPSES

An extreme case of synaptic potentiation occurs
when the physical contacts between nerve cells dis-
play absolutely no transmission, yet can be turned on
by using them. These “silent synapses” have been
observed in both young and adult animals. For
example, inactive contacts have been observed in cul-
tures of chick ciliary ganglion neurons and myotubes.
Only 58% of the contacts are functional, even though
the myotubes are expressing plenty of AChRs (Dubin-
sky and Fischbach, 1990). When cAMP levels are
increased in the cultures, 93% of contacts are functional,
suggesting that “silent” presynaptic terminals are acti-
vated by a cAMP signaling pathway. Similarly, silent
presynaptic terminals in the neonatal hippocampus can
be turned on by activating AChRs (Maggi et al., 2003).

The enhancement of synaptic transmission that is
observed soon after innervation may also occur if
existing receptors on the postsynaptic membrane are
modified. When embryonic rat medullary neurons are
placed in dissociated culture, there is no indication 
of glycine-evoked currents during the first six days 
in vitro. However, glycine-evoked currents can be
observed in excised patches of membrane within a day
of plating. This result suggests that the glycine recep-
tors are initially “silent” and are converted to an active
state during development (Lewis et al., 1990).

It is possible that many glutamatergic synapses 
are silent during development because activation of
the NMDAR requires membrane depolarization
(Figure 9.27A). Intracellular recordings from the
neonatal hippocampus show that most synapses have
only NMDARs, and they do not respond when mem-
brane potential is held at -60mV. However, neural
activity can enhance synaptic transmission by rapidly
recruiting new functional AMPA-type glutamate
receptors (Durand et al., 1996). The appearance of
functional AMPARs may be due to either insertion or
modification. For example, the phosphorylation state
of AMPA-type glutamate receptors can be modified by
NMDAR activity, leading to the dephosphorylation of
a particular AMPA-type glutamate receptor, called
GluR1. When this happens, excitatory synaptic trans-
mission is depressed (Lee et al., 1998). Alternatively,
glutamate receptors can be moved from the cytoplasm

and become inserted into the postsynaptic membrane
within 10 minutes of stimulation (Shi et al., 1999).

Eye opening is associated with an increase in the per-
centage of “silent” NMDAR synapses in the rat supe-
rior colliculus. Furthermore, the AMPAR :NMDAR
ratio increases during the next 24 hours of vision, and
there is a commensurate reduction in the number 
of retinal inputs per postsynaptic neuron (Lu and 
Constantine-Paton, 2004). A similar observation was
made in the optic tectum of developing tadpoles. When
retinal afferents are stimulated electrically, most imma-
ture synapses do not exhibit a postsynaptic response if
the cell is held near the resting potential. However, if the
cell is depolarized to + 55mV, then the synapses imme-
diately display a response. This is because the NMDAR
is now able to open when bound by glutamate. As the
synapses mature in this system, they begin to express a
greater number of AMPA-type glutamate receptors.
Furthermore, constitutive expression of CaMKII accel-
erates this transition (Wu et al., 1996). Thus, CaMKII
may serve as an activity-dependent mechanism for
strengthening some synapses by recruiting functional
AMPARs, while eliminating others.

Two experiments suggest that glutamate receptor
turnover and modification are controlled by electrical
activity. When primary cultures of spinal neurons are
grown in the presence of the glutamate receptor block-
ers, CNQX, a greater number of AMPA receptor sub-
units accumulate at synaptic contacts and spontaneous
EPSCs are larger. Conversely, when excitatory synap-
tic activity is increased by growing the cultures in
GABA and glycine receptor antagonists, the amount of
synaptic AMPA receptors declines and spontaneous
EPSCs are smaller (O’Brien et al., 1998). Apparently,
synaptic transmission controls the number of synaptic
AMPA receptors by regulating the half-life of the
receptor subunits.

The ability of synapses to linger on, even though
they provide little input to the postsynaptic cell, may be
due to the presence of trophic substances. For example,
when glial cell line-derived neurotrophic factor
(GDNF) is overexpressed in the muscle cells of trans-
genic mice, the number of motor neuron terminals at
each endplate is dramatically increased (Nguyen et al.,
1998). The neurotrophin, BDNF, prolongs the multiple
innervation of mammalian muscle cells in vivo, and
this effect is far more prominent when assessed
anatomically. At postnatal day 12, almost 80% of
muscle cells are contacted by more than one nerve 
terminal, yet only about 25% of muscle cells display
multiple EPSP amplitudes (as assessed with the proce-
dure shown in Figure 9.2). This result suggests that
many of the extramotor terminals must be functionally
silent (Kwon and Gurney, 1996). Thus, synapse elimi-
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nation may involve an intermediate state, one in which
the synapse is anatomically present but cannot be
detected with functional criteria.

HOMEOSTASIS: THE MORE 
THINGS CHANGE, THE MORE 

THEY STAY THE SAME

Experiments performed on simple invertebrate cir-
cuits and dissociated cortical neurons show that
synapses and ion channels can each be regulated by the
average level of postsynaptic activity (Marder and
Prinz, 2002; Burrone and Murthy, 2003). This form of
plasticity is homeostatic; its purpose is to keep the
average postsynaptic discharge rate at about the same
level, and it continues to operate in the adult nervous
system (Royer and Pare, 2002). When postsynaptic
activity is increased or decreased, voltage- and ligand-
gated channels are adjusted to resist the manipulation.
For example, cortical neurons that are cultured with the
sodium channel blocker, TTX, increase their sodium
channels and decrease their potassium channels. 
Similarly, excitatory synaptic currents increase and
inhibitory currents decrease when cultures are grown
in an assortment of activity blockers (Rao and Craig,
1997; Desai et al., 1999; Murthy et al., 2001; Kilman et
al., 2002; Burrone et al., 2002). Conversely, when exci-
tatory synaptic activity is increased by growing the cul-
tures in GABA and glycine receptor antagonists, the
amount of synaptic AMPA receptors declines and
spontaneous EPSCs are smaller (O’Brien et al., 1998).

A change in postsynaptic activity can also affect 
the presynaptic terminal. In cultured hippocampal
neurons, activity blockade leads to an increase in the
size of the presynaptic terminal and docked vesicles as
measured with electron microscopy. In one study, these
changes were accompanied by an increase in presynap-
tic efficacy (Murthy et al., 2001). Homeostatic changes
in presynaptic release have also been demonstrated 
in vivo. In congenitally deaf mice, there is an increase in
release probability at the very first central synapse in
the cochlear nucleus (Oleskevich and Walmsley, 2002).
In an imaginative genetic manipulation, fruit fly muscle
fibers were silenced by causing them to overexpress an
inwardly rectifying potassium channel; this drives the
resting membrane potential to the potassium equilib-
rium potential. The hyperpolarized muscle is no longer
able to reach action potential threshold, yet motor neuron-
evoked synaptic potentials are just as large as those
recorded in wild-type flies. In this case, there is an
increase in presynaptic release, with no change in
quantal size (Paradis et al., 2001). Therefore, the balance

of ligand- and voltage-gated channels, as well as trans-
mitter release, all depend on postsynaptic activity levels.

What is the evidence that synaptic strength is
adjusted by a similar homeostatic mechanism in vivo?
To answer this question, direct measures of EPSP and
IPSP amplitudes have been made in a brain slice
preparation following a period of sensory deprivation
(e.g., blindness or deafness). When gerbils are surgi-
cally deafened before they would first experience
sound, compensatory responses are observed for both
excitatory and inhibitory synapses within the inferior
colliculus. Inhibitory synaptic conductance declines,
and the inhibitory reversal potential depolarizes. In
contrast, afferent-evoked excitatory synaptic responses
become larger and longer in duration (Vale and Sanes,
2000, 2002). Interestingly, the inhibitory reversal poten-
tial appears to become depolarized because chloride
transport is downregulated (Vale et al., 2003). Similar
observations have been made in the cortex. During
normal development of the rat visual cortex, the
amplitude of miniature EPSCs declines during the first
three postnatal weeks. However, when rat pups are
reared in complete darkness, this reduction in mEPSC
amplitude is largely prevented (Desai et al., 2002), sug-
gesting a compensatory response to the lost visual
drive. Dark rearing also prevents the normal increase
of inhibitory synaptic currents in Layer 2/3 cells
(Morales et al., 2002). In the auditory cortex of deaf
gerbils, there are three major compensatory responses
that may sustain an operative level of cortical excitabil-
ity in Layer 2/3 pyramidal neurons: the excitatory
synaptic response becomes longer in duration, the
inhibitory synaptic response becomes smaller in
amplitude, and there is a modest depolarization of the
resting membrane potential and increase in membrane
resistance (Kotak et al., 2005).

The homeostatic mechanism does not explain some
alterations in synaptic strength following a develop-
mental manipulation. For example, one can selectively
decrease inhibition to an auditory brainstem nucleus
called the LSO (circuit shown in Figure 8.28) by ablat-
ing the contralateral ear. The strength of synaptic
transmission was then measured with whole-cell
recordings using an acute brain slice preparation. In
normal animals, electrical stimulation of the inhibitory
pathway produced large IPSPs, but following a short
period of disuse the IPSPs were small or absent. 
Interestingly, the unmanipulated excitatory pathway
became much stronger, displaying large NMDAR-
dependent EPSPs (Kotak and Sanes, 1996). A home-
ostasis mechanism should have upregulated the
inhibition and downregulated the excitation. The
selective deprivation of an inhibitory pathway is not
easily accomplished elsewhere in the nervous system,



and it is possible that such a manipulation produces a
different sort of neuronal response. Alternatively, the
homeostatic response may depend on the state of mat-
uration (Burrone et al., 2002).

PLASTICITY OF INHIBITORY
CONNECTIONS

At the nerve–muscle junction, where there is only a
single type of synapse, it may soon be possible to
explain synaptic competition and elimination at the
level of molecular pathways. However, the typical
central neuron receives a variety of projections with
distinct neurotransmitter systems. It is unlikely that
these synaptic contacts form independently of one
another. In fact, we have just learned that manipula-
tions to one system inevitably affect the development
of the others (see above: Homeostasis).

Inhibitory synapses contribute to neural processing
in approximately equal numbers to synaptic excita-
tion. Despite this, we are just now beginning to learn
about their developmental plasticity. The development
of one inhibitory projection nucleus in the auditory
brainstem, called MNTB, has been relatively well
studied. MNTB neurons are activated by the con-
tralateral ear, and their axons project to auditory nuclei
that encode binaural acoustic cues and contribute to
sound localization. One of the postsynaptic targets to
which MNTB projects to is the LSO (see schematic in
Figure 8.28). The inhibitory terminals become refined
in two phases during development, leading to a
precise tonotopic map. During the first postnatal week,
there is a large reduction of function contacts from the
rat MNTB onto single LSO neurons. This was revealed
by recording from individual LSO neuron while
focally activating small areas within the MNTB. At
birth, a 113 mm wide region of the MNTB functionally
innervated a single LSO neuron, and this declined by
almost 50% by postnatal day 9 (Kim and Kandler,
2003). During the second and third postnatal week,
individual gerbil MNTB terminal arbors are pruned
back by about 30% and come to occupy a narrow
portion of the frequency map (Sanes and Siverls, 1990).

A complementary phenomenon has been described
at a second target nucleus of the MNTB, the medial
superior olivary nucleus (MSO). Inhibitory terminals
are gradually eliminated from MSO dendrites during
postnatal development and become restricted to the
cell body in the adult (Figure 9.30). The staining pattern
of glycine-containing boutons and glycine receptor
clusters demonstrated that both pre- and postsynaptic
elements of the inhibitory synapse were eliminated

(Kapfer et al., 2002). Finally, inhibitory afferents can
form a striping pattern in the rat auditory midbrain,
reminiscent of the ocular dominance columns pro-
duced by thalamic afferents in the visual cortex. These
stripes emerge from a diffuse projection pattern during
the first two postnatal weeks (Gabriele et al., 2000).

To test whether the refinement of inhibitory
synapses depends on their activity, MNTB neurons
were deafferented by removal of the contralateral
cochlea. This manipulation prevents the developmen-
tal refinement of MNTB arbors in both the LSO and
MSO. In the LSO, single MNTB arbors develop the
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FIGURE 9.30 Elimination of inhibitory synapses during devel-
opment. A. The schematic shows a nucleus in the ventral auditory
brain stem (MSO) that receives inhibitory synapses from two nearby
nuclei (LNTB and MNTB). B. At birth, inhibitory terminals are
located on the soma and dendrites of MSO neurons. However, most
of the dendritic synapses are eliminated during postnatal develop-
ment (top left). The micrograph (top right) shows stained MSO
neurons and glycine receptors from an adult animal. The glycine
receptors (yellow) are largely restricted to the soma, and very few
remain on the dendrites (blue). When animals are deafened unilat-
erally during development, the elimination of inhibitory synapses
fails to occur (bottom left). The micrograph shows that significant
glycine receptor staining (yellow) is now found on the dendrites
(bottom right). Scale bars are 20 mm. (From Kapfer et al., 2002)
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correct number of synaptic boutons, but these termi-
nals remain spread over a larger portion of the tono-
topic axis, compared to controls (Sanes and Takács,
1993). In the MSO, inhibitory terminals fail to be elim-
inated from the MSO dendrite (Figure 9.30). Interest-
ingly, raising gerbils in omnidirectional white noise to
reduce the binaural cues that MSO neurons respond to
also leads to significantly higher density of glycine
receptor puncta on the dendrites (Kapfer et al., 2002).
Finally, the segregation of inhibitory afferents into
stripes within the rat auditory midbrain is prevented
by functionally denervating the inhibitory projection
neurons (Gabriele et al., 2000). Thus, inhibitory arbors
do not go through their normal period of anatomical
refinement when they are deprived of synaptic input
from the cochlea, suggesting that inhibitory activity
also plays a role in the maintenance or stabilization of
inhibitory synaptic contacts.

Since the refinement of excitatory terminals has
been associated with their activity, a question that
arises is whether the physical elimination of inhibitory
synapses is associated with a weakening in the
strength of inhibitory transmission. For example, we
learned that inhibitory synapses elicit a depolarizing
postsynaptic response in neonatal animals (Chapter 8).
Therefore, it has been proposed that inhibitory termi-
nals may use an “excitatory” calcium-depend mecha-
nism, similar to glutamatergic terminals (Kullman 
et al., 2002; Kim and Kandler, 2003).

The gain of inhibitory synapses can also display
activity-dependent adjustment (i.e., LTP and LTD),
similar to glutamatergic synapses (Gaiarsa et al., 2002).
Do MNTB synapses display an activity-dependent
form of long-term depression that could support
synapse elimination? In fact, low-frequency stimula-
tion of MNTB afferents produces a profound depres-
sion of the evoked inhibitory synaptic response.
Furthermore, this inhibitory LTD is age-dependent,
being prominent during the period of synapse elimi-
nation and declining during the third postnatal week
(Kotak et al., 2000).

Since IPSPs are no longer depolarizing at this time,
it seems likely that alternative mechanisms mediate
inhibitory LTD. One intriguing possibility for the sig-
naling pathway is suggested by the observation that
MNTB-evoked inhibition is primarily GABAergic at
first and gradually becomes glycinergic during the first
two postnatal weeks (Kotak et al., 1998). These results
have been confirmed anatomically using immunohis-
tochemical staining against GABA, glycine, the glycine
receptor anchoring protein (gephyrin), and a GABAA

receptor subunit (Kotak et al., 1998; Korada and
Schwartz, 1999). Individual terminals actually display
a developmental decrease in GABA content and a com-

mensurate increase in glycine (Nabekura et al., 2004).
Co-release of GABA and glycine has now been demon-
strated directly in other developing systems and may
be a general principle of inhibitory synapse maturation
(Jonas et al., 1998; O’Brien and Berger, 1999; Russier 
et al., 2002; Keller et al., 2001: Dumoulin et al., 2001).

Whereas glycine receptors appear to be solely
ionotropic, the presence of GABAergic transmission
permits inhibitory terminals to communicate through
a metabotropic pathway. LTD in the LSO can be
blocked with a GABAB receptor antagonist (Kotak et
al., 2001). Furthermore, focal application of GABA to
the postsynaptic LSO neuron is sufficient to depress
the inhibitory response; in contrast, glycine application
has no effect (Chang et al., 2003). Thus, inhibitory
synapses undergo a period of refinement, much as
excitatory systems do, during which they attain a
precise pattern of innervation. A growing number of
studies suggest that spontaneous or sensory-evoked
inhibitory transmission can influence this process.

SYNAPTIC INFLUENCE ON 
NEURON MORPHOLOGY

Synaptic activity plays an extremely important role
in regulating postsynaptic neuron morphology.
During early development, even if denervation does
not result in cell death (see Chapter 7), then it certainly
leads to shrinkage of cell body size, atrophy of den-
dritic processes, or loss of dendritic spines in most
areas of the central nervous system (Globus and
Scheibel, 1966; Valverde, 1968; Rakic, 1972; Harris and
Woolsey, 1981; Vaughn et al., 1988). Furthermore,
changes in the amount of sensory experience given to
an animal during development (which presumably
affects neural activity) also lead to measurable alter-
ations in nerve cell morphology. Thus, young rats that
are reared in an enriched, social environment have
more dendritic branching than rats reared alone in an
impoverished environment (Fiala et al., 1978). More
precise manipulations of the sensory environment,
such as sound attenuation or vertical stripe rearing,
have also been associated with specific changes in
auditory or visual neuron morphology, respectively.

Although it is common to perform a manipulation
and then wait days or weeks to look for a change in the
central nervous system, the effects of denervation occur
at a surprising rate. In the chick nucleus laminaris (NL), it
is possible to denervate the ventral dendrites while
leaving the dorsal dendrites untouched (Figure 9.31).
The entire NL dendritic arborization is then visualized
with a Golgi stain, beginning one hour after the affer-



ents to the ventral dendrites are cut. Even at the earliest
time point, there is a 14% decrease in the ventral den-
drites compared to the dorsal set (Deitch and Rubel,
1984). Since this is well before terminals are actually
removed from the postsynaptic neuron, the dendritic
atrophy probably results from the sudden cessation of
synaptic activity. Electron microscopy revealed that this
change in morphology was correlated with a dramatic
change in cytoskeletal structures, such as microtubules.

Dendrite morphology can be studied in vivo by
imaging visual cortical neurons in transgenic mice that
express a fluorescent protein. Images obtained over a
two-hour period show that dendrites extend and
retract filopodial processes and spines while they are
developing (Figure 9.32A and B). However, the
number of filopodia declines dramatically, and the
spines become quite stable over the first two postnatal
months (Grutzendler et al., 2002). When animals are
visually deprived during the critical period, spine
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FIGURE 9.31 Synaptic activity regulates dendrite length in the
chick auditory brain stem. A. Neurons of the nucleus laminaris (NL)
receive afferents from ipsilateral NM to their dorsal dendrites and
from the contralateral NM to their ventral dendrites. The ventral
dendrites of NL neurons were denervated by cutting NM afferent
axons at the midline. The dorsal dendrites remained fully inner-
vated. B. When NL neurons were stained with the Golgi technique,
the ventral dendrites were found to be significantly shorter than
those on the dorsal side within one hour of the manipulation. C. The
ventral dendrites shrunk by almost 40% by 96 hours after the lesion.
(Adapted from Deitch and Rubel, 1984)
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vals) in a 1-month-old animal shows that filopodia undergo rapid
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rivation from P14 significantly increases spine motility at P28 by
60%. However, there is no change in motility when deprivation
begins at P21. There is a slight reduction in motility in mice deprived
at P42. (From Grutzendler et al., 2002; Majewska and Sur, 2003)
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motility increases (Figure 9.32C). The results suggest
that dendrites are maximally sensitive to synaptic
activity during this period and that they participate in
the activity-dependent formation and elimination of
synaptic connections (Majewska and Sur, 2003).

As with cell death, the effect of synaptic transmis-
sion can be tested directly by manipulations that block
glutamate receptors. When chick embryos are treated
with an NMDA receptor antagonist, cerebellar Purk-
inje cell dendrites do not develop as many branches
and occupy a smaller cross-sectional area (Vogel and
Prittie, 1995). A similar effect has been observed in frog
optic tectal neurons and in spinal motor neurons. In
hippocampal cultures, the number of dendritic spines,
but not the number of branches, is dependent on glu-
tamatergic synaptic activity (Kossel et al., 1997). The
effects of excitatory transmission can change during
development as new signaling systems are added to
the cytoplasm. For example, the decrease in the growth
of optic tectum dendrites correlates with increased
expression of CaMKII, and the rate of growth is ex-
perimentally increased when animals are treated with a
CaMKII inhibitor (Wu and Cline, 1998). It is also likely
that other growth-promoting factors are co-released
with neurotransmitter. In organotypic cultures of
visual cortex, function-blocking antibodies against the
TrkB receptor decrease the amount of basal dendritic
growth, indicating that endogenously released BDNF
promotes postsynaptic growth (McAllister et al., 1997).

Spine morphology is controlled by the cytoskeletal
component, actin, which is highly dynamic in develop-
ing systems (Star et al., 2002). Glutamatergic synaptic
activity can influence actin polymerization and stabi-
lize spines by raising intracellular calcium (Fischer et
al., 2000). In fact, dendrite stability is very sensitive to
local calcium levels. In the embryonic chick retina, den-
dritic retractions can be prevented by locally raising
calcium levels within the process (Lohmann et al.,
2002). A local rise in calcium may serve to stabilize actin
filaments, perhaps by activating gelsolin, the calcium-
dependent actin-binding protein. In general, GTP-
binding proteins (Rho GTPases) have been implicated
in regulating neuron morphology by affecting the sta-
bility and assembly of actin filaments (Luo, 2002).

Given that the effects of excitatory denervation are
so dramatic, it would be surprising if inhibitory
synapses did not have a trophic influence on postsy-
naptic maturation. In fact, inhibitory terminals appear
to have the opposite effect of excitatory terminals in a
central auditory nucleus, the lateral superior olive
(LSO). Neurons in the LSO can be selectively deprived
of functional inhibition by removal of the contralateral

cochlea, and this manipulation leads to a significant
increase in dendritic branching. Furthermore, when
organotypic cultures of the LSO are grown in the pres-
ence of the inhibitory antagonist, strychnine, dendrites
are twice as long as those grown in normal media
(Sanes et al., 1992; Sanes and Hafidi, 1996). Thus,
synaptic terminals do not provide a uniform signal to
growing dendrites.

SUMMARY

At one level, the purpose of synapse elimination
seems perfectly obvious: to create the optimal connec-
tions between neurons based upon their use. Perhaps
the nervous system cannot take full advantage of the
plasticity mechanisms unless it generates extra cell
bodies, a surplus of dendritic branches, and a profu-
sion of presynaptic arbors. In reality, the purpose of
synapse elimination will remain enigmatic until we
can produce a specific alteration in a single set of adult
connections, let’s say two climbing fibers per Purkinje
cell, and determine the exact behavioral outcome.
Therefore, our understanding of developmental plas-
ticity is intimately tied to our insight into how the CNS
encodes sensory information and controls movement.
What is the optimal pattern of connectivity for
running, singing, perfect pitch, speed reading, learn-
ing, and so forth? Is it even possible to have a nervous
system that is optimized for diverse motor, sensory,
and cognitive tasks? Unfortunately, we have yet to
devise an experiment that tests whether extra cell
bodies or small arborization errors actually affect
animal behavior.

At present, we believe that synapses can be weak-
ened or lost if they are not activated correctly during
development. This might be particularly important for
animals, such as humans, that inhabit a wide range of
environments. For example, it is likely that our central
auditory system is shaped by the spoken language(s)
to which we are exposed as infants (see Chapter 10).
However, the experiments that demonstrate an influ-
ence of environment or neural activity itself have
remained rather flagrant. For example, it is unlikely
that any animal sees only vertical stripes during devel-
opment. Yet, we know that developing humans do
experience many “extreme” rearing environments,
such as blindness, deafness, malnutrition, and many
others that result from genetic or epigenetic causes.
Therefore, the clinical importance of understanding
developmental plasticity is enormous.





BEHAVIORAL ONTOGENY

We often think of behavior in terms of the lives of
postnatal animals, but behavior begins well before
birth. As a fetus, you were making coordinated,
though perhaps not goal-directed, movements. You
were kicking, swallowing, putting your thumb in your
mouth, and moving to songs. With ultrasound, we can
now see the emergence of behaviors in humans, and
even diagnose behavioral deficits prenatally. A bird
embryo in its shell also moves and peeps. Even fly
embryos wiggle and squirm before they hatch. The
first movements and motor responses that an animal
makes are far simpler than the sophisticated move-
ments of an adult. Do these embryonic behaviors serve
any strategic purpose, or are they merely the conse-
quences of a nervous system that is wiring up and
becoming electrically active? Which behaviors arise
first in the embryo, how does the repertoire of behav-
ior grow, is there any logic in the sequence, and how
does behavior feed back onto the building of the
nervous system? These are very intriguing questions
for a developmental neurobiologist.

Early behaviors have often been classified as antic-
ipatory, adaptive, or substrative (Oppenheim, 1981).
Clearly, some behaviors develop in an anticipatory
manner, with forward reference to actions that will be
of value in later life (Carmichael, 1954). For instance,
prematurely born humans can respond to light
although they would normally not be exposed to light
in the womb. Since the nervous system is constructed
over a period of time, behaviors cannot be slapped
together the moment they are needed, but arise with
the developing circuitry. In the case of sensing light,
one of the last things that happens in the nervous
system is the addition of active photoreceptors; the rest

of the circuit from eye to brain and brain to motor
output is ready and waiting for this input. Early
behaviors tend to be imperfect at first and then fine-
tuned in a manner that matches the fine-tuning of the
development of synaptic connections, which goes on
in humans through childhood and beyond. Some early
behaviors are anticipatory in the sense that they reflect
ancestral nervous systems and modes of behavior
evolving toward later forms. There is evidence that
mammalian embryonic spinal cords have rhythmic
activity similar to swimming patterns of fish, and that
at early stages even human embryos display swim-
ming movements. The grasp reflex is an interesting
example of this phenomenon (Figure 10.1). This reflex,
present at birth in a human infant, disappears at about
3 months of age. When the palm of a baby is touched,
it causes inward curling of the fingers and a forceful
hold on any object. This grasp reflex is thought to be a
relic of a more primitive primate nervous system in
which clinging to branches or mother was important
for survival. Perhaps these embryonic reflexes that are
vestiges of ancestral behavioral traits, reflect important
steps in the development of the neural control of our
more derived behavioral repertoire.

Some embryonic and juvenile behaviors are useful
and adaptive, and serve specific functions at particular
stages of development. Hatching behaviors are a good
example (Oppenheim, 1982). Quail embryos make
clicking noises in the shell, which helps to synchronize
hatching (Vince and Salter, 1967, Vince 1979). More fre-
quent clicks accelerate hatching, and less frequent
clicks retard it. In reptiles, birds, and insects, hatching
is composed of repeated stereotypical movements that
are transient, specific to that stage of life and clearly
adaptive. In human babies, the rooting reflex, turning
the face toward a touch on the cheek, is a transient
reflex important for breast-feeding. It is important to
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recognize that embryonic and adult animals often live
in very different environments. Each animal tends to
exhibit stage-specific morphological, molecular, and
behavioral adaptations to its specific environment.
This is particularly obvious in the case of animals that
go through metamorphosis, such as moths and frogs.
Here, the larval and adult forms have a radically dis-
tinct appearance and behavior. The nervous systems,
the substrates of these behaviors, undergo substantial
modifications in response to metamorphic hormones
(ecdysone for insects and thyroxine for amphibian),
including death of larval neurons and genesis of new
adult neurons.

Finally, we can consider embryonic behaviors as
substrates for building more complex behaviors and
thus for the continued maturation of the nervous
system itself (Carpenter, 1874). Through function and
feedback, neural circuits become finely tuned. The
learning that we perform as adults may be little more
than a continuation of the mechanisms used to adjust
the embryonic nervous system. The behavioral pat-
terns that we see in embryonic and juvenile animals
are the integrated beginnings of more complex pat-
terns that continue to develop. We must necessarily
crawl before we can walk. If this view is correct, dis-
ruption of these early behaviors should have a signif-
icant impact on the development of later behaviors. A
good example of this is the fine motor skills of the
forearm. Experience is thought to be important for the
development of these motor skills. Preventing normal
forelimb use during early development not only
causes defects in fine forelimb movements that last
throughout life, but also produces defective develop-
ment of the axonal terminals of the corticospinal
neurons that control these movements (Martin et al.,
2004).

In this chapter, we will examine the way behavior
develops, especially as it reflects on the maturation of
neural connections. We will look in detail at the devel-
opment of various specific motor, sensory, and social
behaviors, and try to understand from a neural, molec-
ular, and genetic perspective how and why they
develop in the order that they do. We will also examine
the mechanisms by which behaviors become more
precise and skillful, and the role of sensory and motor
experience in the neural circuitry that controls them.

GENETIC AND ENVIRONMENTAL
MECHANISMS

Donald Wilson, who worked on the neural basis of
insect flight, was amazed that a locust, spreading its
wings for the first time, could fly without practice and
make appropriate adjustments to wind speed and
visual signals. “How perfect is the motor score that is
built into the thoracic ganglion?” he wondered. It
seemed to him that the CNS is developmentally pro-
grammed to contain nearly everything that is neces-
sary for flight before actual flight occurs (Wilson,
1968). Michael Bate, who works on the development
of the Drosophila nervous system, expresses a similar
surprise, but for a different reason (Bate, 1998). “How
do we explain,” Bate asks, “the remarkable fact that
behavioral ‘sense’ of this kind is inherited and built
into the nervous system as it develops?” Genes that
affect behaviors function to control the differentiation
and physiology of neurons. We have not found genes
whose job it is to organize an entire neural circuit. It is
difficult to comprehend the genetic basis of the neural
circuits that underlie complicated behaviors, yet all of
the mechanisms that we have discussed in Chapters
1–9 lead toward building a nervous system with func-
tional circuits that orchestrate adaptive behavior.

Clearly, genetic factors are at the root of behavior;
flies do not behave as humans, no matter how similar
their rearing environment. Yet the nervous systems of
both insects and mammals are built of the same type
of neurons, synapses, and neurotransmitters. They
also obey the same developmental rules often using
homologous molecules. In the 1960s, Seymour Benzer
began to address the question of behavior genetics by
searching for single genes which, when mutated,
would lead to aberrant behaviors in fruit flies (Benzer,
1971). Surprisingly, many of the genes he and his 
colleagues discovered by this process are conserved
among different species. For instance, the genes found
to govern the 24-hour circadian rhythm in flies have
homologs that are involved in the same process in
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FIGURE 10.1 The grasp reflex demonstrated in a newborn baby.



mammals (Ishida et al., 1999). Do these genetic
homologies extend to neural development in the sense
that genetically conserved programs construct similar
neural circuits that control homologous behaviors? If
so, how do the genes control how these circuits are
built, and what mechanisms modify these circuits to
give species-specific behaviors?

The nervous system is unique among organs in that
it responds to a huge variety of environmental influ-
ences by changing itself structurally and functionally,
even from an early age (Chapter 9). Neural activity
modulates the expression of many of the same gene
products that were used during neural embryogene-
sis. This interplay between the environment and the
genome continues throughout life. And because of
this, it is usually not reasonable to ascribe specific
behaviors to purely genetic or environmental determi-
nants. Genetic influences on behavior are as clear as
experiential ones, and the two are interlinked. Identi-
cal twins who are separated at birth and reared in 
different families may show amazing similarities 
in attitude and taste, compared to nonidentical twins
reared together. But these two human beings usually
also show an enormous array of dissimilarities, reflect-
ing lifelong interactions between the environment and
the genome. Similarly, work in mice has shown that
the different behavioral tendencies, like the willing-
ness to explore, in different strains of mice are heavily
influenced by epigeneitic mechanisms. A genetically
B6 mouse that both develops in a BALB uterus and is
reared by a BALB mother shows exploration behavior
that is more similar to the BALB than it is to the B6
strain (Francis et al., 2003).

ENVIRONMENTAL DETERMINANTS 
OF BEHAVIORAL DEVELOPMENT

From early embryonic stages of life, genetic influ-
ences operate in the context of specific environments.
These environments place selective pressures on the
embryo and influence development. The most obvious
examples for humans come from studies of environ-
mental hazards such as drug use or alcohol consump-
tion during pregnancy. Embryonic exposure to high
levels of these substances can lead to mental retarda-
tion (Johnson and Leff, 1999). As we will see later in
this chapter, embryonic exposure to sex-specific
steroids can alter both physical and neural aspects of
sexual maturation. In bird embryos, a brief exposure
to a mother’s call can imprint a preference for that call
upon hatching. After hatching, song birds learn to
produce the father’s song, and vocalization centers in

its brain are strongly influenced by this process
(Mooney, 1999).

Early deprivation of many kinds (visual, auditory,
even emotional) is known to have permanent effects
on behavioral development, just as early experiences
can have profound affects on neural development. As
we saw in Chapter 9, normal vision can never be
restored to an adult mammal that has been blind from
birth; the neural circuitry simply has not developed
properly. Human infants who are blind also show
delays in various motor skills, a fact that emphasizes
the importance of vision as a sensory input for motor
development (Levtzion-Korach et al., 2000). Lack of
various aspects of education and emotional interac-
tions early in life may also affect the ability to perform
later in life because the neural substrates of these
behaviors are wired in at particular stages. Thus,
although we do not believe that human brains, or
those of other animals, emerge as blank slates, it is nev-
ertheless clear that experience shapes and adjusts the
nervous system. An argument has been made that the
brain is especially adaptive, in the Darwinian sense,
simply because it is an organ that learns how to modify
behavior in order to improve survival in a changing
environment. In fact, learning is one of the main func-
tions of the nervous system, and this process begins in
the embryo. In dealing with the genetic and environ-
mental influences on behavior, we must not only
address how genes control cellular and molecular
events to construct the neural substrate of behavior,
but also how behavioral and sensory events feed back
onto these molecular mechanisms.

The description of developing behavior is valuable
because it provides a sensitive and fairly inclusive
indicator of a successfully assembled nervous system.
A multitude of human neural diseases have recogniz-
able impacts on early behavior. For example, one of the
earliest signs of fetal alcohol syndrome is the behav-
ioral retardation of the fetus (Mulder et al., 1986). By
affecting the way that neurons develop, both environ-
mental insults and genetic mutations have an enor-
mous impact on the emergence of the functional
circuitry underlying behavior and may restrict an
organism’s ability to perceive the world and to
respond to it with coordinated movements.

THE FIRST MOVEMENTS

The first simple twitch that an animal makes signals
the beginning of its functional motor circuitry. In most
species, the earliest skeletal movements are caused by
spontaneous activity of motor neurons. If these motor
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neurons have already made a functional synapse onto
a muscle, the result is a spontaneous movement.
Reflexive movements, those elicited by sensory stimu-
lation, also emerge early in development. All that is
needed in addition to the above is a synapse between
the sensory neuron and the motor neuron to complete
a reflex arc. A question that has intrigued those who
study the origins of behavior is whether the very first
skeletal movements of an animal are spontaneous and
involve no sensory input, or whether they are reflexive
movements in response to sensory stimulation. Some-
times it is difficult to tell when a movement is truly
spontaneous. For example, leech embryos show move-
ments in their egg cases, and the frequency of these
unprovoked movements increases during the latter
half of embryonic leech development (Reynolds et al.,
1998). This increase corresponds to the time of eye for-
mation, suggesting that the embryos may actually 
be responding to light. Indeed, if the embryos are
observed in red light, rather than white light, this
increase in “spontaneous” behavior is not observed. If
the first behaviors are always reflexive, then sensory
input must have a dominant role in establishing
behavior. If, however, truly spontaneous movements
appear first, then the motor system is probably matur-
ing independent of sensory input.

By shining light through chick eggs, candling them
as it is called, it is possible to see the embryo moving
inside of its shell. If one observes the later stages of
development, chick embryos are very active, moving
their wings and legs within their shell (Preyer, 1885).
Careful studies of chick embryos raised in glass dishes,
rather than shells, reveal that totally undisturbed
animals exhibit a variety of behaviors (Figure 10.2).
Neuroanatomical studies done at the same stages
suggest that the earliest of these behaviors occurs prior
to the establishment of any sensory input to the spinal
cord. And indeed, for several days after their first
occurrence, sensory stimulation does not change the
frequency of these behaviors, nor is sensory stimula-
tion able to evoke a motor response at all. One could
argue, however, that there are subtle stimuli to which
the chick can respond, or that the sensory inputs 
are themselves firing spontaneously. Perhaps, if all
sensory stimuli were removed, the embryo would not
move. To resolve this issue experimentally, Victor
Hamburger, an extremely insightful developmental
neurobiologist interested in the ontogeny of behavior
(Oppenheim, 2001), surgically deafferented chick
embryos by removing the neural crest cells that give
rise to sensory DRG cells (Hamburger et al., 1966). In
such embryos, which were sensory-deprived ab initio,
he saw movements that began at the same stage as 
in unoperated controls. Moreover, these movements

were indistinguishable in frequency or quality for
several days (Figure 10.2). These experimental findings
are supported by electrophysiological studies of the
spinal cord which reveal no detectable synaptic input
onto motor neurons when sensory neurons are stimu-
lated during this prereflexogenic period of behavior.
The establishment of motor programming that is inde-
pendent of sensory input is strongly reinforced by
studies in Drosophila (Suster and Bate, 2002), which use
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a genetic technique that exclusively silences the entire
sensory nervous system from the earliest stages. Such
mutant larvae hatch and crawl in a coordinated
manner in the complete absence of sensory input. The
larvae often crawl backward instead of forward, but
that may be because sensory input is needed to give
directional purpose the movement. Thus, the motor
circuit is assembled correctly and begins to drive
behavior in the absence of such inputs.

THE MECHANISM OF 
SPONTANEOUS MOVEMENTS

If sensory stimulation is not involved in early motor
behavior, then how are these spontaneous movements
generated? Provine (1972) was the first to appreciate
that the beginnings of electrical activity in the spinal
cord of a chick were connected with the development
of spontaneous behavior. To study this in detail, the
chick embryonic spinal cord can be isolated and the
activity patterns of particular nerve cells can be
recorded (O’Donovan et al., 1998). The motor nerve
roots of such isolated cords produce activity patterns

that closely mimic their output in an intact animal 
that is walking or moving its wings (Figure 10.3). 
In both intact animals and isolated embryonic chick
spinal cords, one observes alternating bursts of action
potentials from extensor and flexor motor neurons.
Electrophysiological records from the neurons them-
selves reveal that there are depolarizing synaptic
inputs onto both flexor and extensor motor neurons.
Both neuronal populations begin to depolarize toward
threshold at the same time and begin to fire synchro-
nously. However, at the peak of their depolarization
phase, the flexor motor neurons receive synaptic input
that causes a large shunt conductance, and as a result,
these motor neurons stop firing just when the extensor
motor neurons are firing most rapidly. This helps
explain the mechanisms that lead to oscillations in
flexor and extensor motor patterns.

But how do such bursts of activity first arise?
Removing the dorsal half of the cord, where sensory
axons travel and many interneurons reside, does not
affect the rhythmic motor episodes. The episodes can
also occur in bisected cords, implying that right-left
communication is not essential. Local interneurons in
the venral cord called R-interneurons, or Renshaw cells,
receive cholinergic input from motor axon collaterals
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and feedback GABAergic input onto flexor motor
neurons (Wenner and O’Donovan, 2001). In the adult,
this is a negative feedback loop that prevents motor
neurons from firing too much. But in the embryo,
GABA is excitatory (Chapter 8), and any depolariza-
tion leads to massive excitatory activity among all the
connected neurons, which gradually tapers off. Block-
ing both the GABAergic and glutaminergic synapses
in an isolated cord preparation stops the rhythmic
activity (Chub and O’Donovan, 1998). However, such
experiments also show that when the activity is
blocked, excitability gradually increases. This ensures
that in normal spinal cords each quiescent period is
followed by an active period. The rhythmic bursting
pattern is thus an intrinsic property of the developing
network.

EMBRYONIC MOVEMENTS:
UNCOORDINATED OR INTEGRATED?

How coordinated is embryonic motor behavior? Do
the episodes of trunk and limb movement represent an
integrated behavior that needs only to be improved, or
are the behaviors essentially spastic and random due
to the immaturity of the circuit? The pioneering work
of Coghill in the 1920s favored the notion that behav-
ior develops in an integrated fashion (Coghill, 1929).
Behaviors build upon each other as the circuitry
matures and new components are added. Coghill
began to study the first movements of the salamander
embryo because, like all amphibian embryos, they
grow from shell-less eggs in water and are accessible
for observation from the earliest stages of develop-
ment. Also, there was an extensive history of embry-
ological and neuranatomical studies on these animals.
By looking at large numbers of such embryos, Coghill
found that slow bending of the head to one side was
the very first movement executed by the salamander
embryo (Figure 10.4). The movement involves the
trunk muscles situated immediately behind the head.
As development proceeds, muscles further and further
down the body become involved so that the “bend,”
which started as a slow movement at the neck region,
becomes a coiling of the entire body.

Careful examination of this fully developed coiling
behavior reveals that movements start at the neck
region and then proceed down the body (Figure 10.4),
such that the sequence of each movement recapitulates
the developmental progression of the movement as
well as the progression of neuronal maturation (e.g.,
first in the hindbrain and then down the spinal cord).
Both bending and coiling can be stimulated by a light
touch of the skin on the side opposite the contraction.

Coghill’s anatomical explanation for this chronology 
is that sensory and motor neurons, which innervate 
the skin and muscles, are present in prereflexogenic
stages. However, at the time that bending away from
a light touch emerges, a set of interneurons appear to
form the first commissural pathways from sensory
neurons on one side to motor neurons on the other
(Figure 10.4). Longitudinal ipsilateral tracts extend
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down the motor columns and up the sensory columns,
but the commissural interneurons appear only in the
rostral cord and hindbrain. Thus, a neural signal from
a touch anywhere on the skin travels ipsilaterally up
the sensory path, crosses over in the neck region, and
stimulates motor neurons in that region of the other
side, causing a bending of the neck away. The signal
then proceeds down the motor pathway on that side
of the spinal cord involving successively more poste-
rior segments.

Although coiling movements do not propel the
animal forward, the rostrocaudal propagation of a con-
traction along the body is a progression that is seen in
swimming behavior, which develops next. So how
does swimming arise? After the animal is capable of
coiling, the next component of new behavior is the 
“S” phase. This arises, as the coiling movements
become faster and alternate from side to side as new
interneurons are added that communicate between the
left and right sides. As the sustained swimming system
develops in fish, more spinal neurons are added to the
circuit such as the CiA interneurons in the spinal cord
of zebrafish. These are an important component of the
early rhythmic swimming circuit and provide all the
ipsilateral glycinergic inhibition. The development of
these cells can now be easily followed as they express
the transcription factor Engrailed-1 (Higashijima et al.,
2004) (Figure 10.5). If a right-hand coiling movement
proceeds only halfway down the body before a left-
hand coiling movement starts at the neck region, the
result is a “S”-shaped wave proceeding caudally, and
the propagation of the animal forward: the beginning
of swimming. Similarly in humans, the precursors to
mature locomotion can be seen long before infants take
their first steps. One can see left-right motor coordina-
tion in the crawling movements that babies make even
at pre-crawling stages, when they are put on a gentle
downhill slope.

Coghill saw many behaviors develop in this inte-
grated way, and one of his other great contributions
was his correlational study of nervous system anatomy
with the behavior: he was able in some cases to attrib-
ute the origins of particular behaviors to newly added
neuronal connections. An example of such a correla-
tion occurs for the Mauthner neurons—very large cells
in the hindbrain of tadpoles and fish. Mauthner
neurons receive auditory input ipsilaterally and
project posteriorly onto contralateral motor neurons.
In the embryonic zebrafish, as early as 40 hours after
fertilization, the Mauthner cells and homologous
neurons in other hindbrain segments can initiate a
directional escape response away from a stimulus fol-
lowed by a series of strong tail flexures. This system is
probably involved in evoked hatching behavior, as the
response is sufficient to rupture the egg membrane and

allow the animal to emerge. The Mauthner cell some-
times fires spontaneously, which suggests that it might
function also in spontaneous hatching behavior. The
transparency of larval zebrafish has enabled physiolo-
gists to use calcium imaging in the intact fish to
observe the activity of the Mauthner cell during behav-
ior (Figure 10.6). Such work shows that during an
escape, these cells are indeed activated in patterns that
are exactly predicted by behavioral studies (O’Malley 
et al., 1996).

In the chick embryo, Hamburger (1963) describes
the early movements as “uncoordinated twisting of the
trunk, jerky flexions, extensions and kicking of the
legs, gaping and later clapping of the beak, eye and
eyelid movements and occasional wing-falling . . . per-
formed in unpredictable combinations.” The integra-
tion of movements between limbs, such that the left leg
alternates with the right during walking, or the right
and left wings beating synchronously during flight, do
not emerge until later in development. Thus, the
random thrashings and reflexes of individual parts of
the chick embryo, as well as the mammalian embryo,
are brought under control as more circuitry develops.
After the chick hatches, circuits across the midline syn-
chronize the right and left wings so that they beat
together, and if one wing is weighted down so that it
moves more slowly, the contralateral wing will follow
the slower pattern (Provine, 1982). This imposed coor-
dination of elemental movements may be carried out
according to anatomically organized central pattern
generators. Thus, if the brachial cord that drives wing
movements in chick embryo is exchanged with the
lumbrosacral cord that drives leg movements, the
result is a very mixed up chicken in which the wings
flap alternately and the legs hop synchronously
(Figure 10.7) (Straznicky, 1967; Narayanan and Ham-
burger, 1971). The descending pathways from the
brain clearly help integrate movements and bring
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FIGURE 10.5 The morphology of En1 interneurons from live
transgenic zebrafish expressing GFP under the control of the En1
promoter. A. The region of the spinal cord imaged below is shown
in green. B. A CiA interneuron is shown in green, while in red ret-
rogradely labeled motor neurons are shown. The ventral processes
from the CiA interneuron extend among the motoneurons and
appear to contact their somata. C. Three segmentally successive CiA
internerons are shown, revealing the detail in which single neurons
can be visualized in live fish. (From Higashijima et al., 2004)



them under control. Voluntary movements are initi-
ated in the cerebral cortex of primates, and so it is 
not until the corticospinal tract develops fully that
macaque monkeys are able to make fine finger move-
ments and exhibit mature manual dexterity (Armand
et al., 1994).

THE ROLE OF ACTIVITY IN 
THE EMERGENCE OF 

COORDINATED BEHAVIOR

If the exchange of pieces of nervous system can lead
to predictable abnormalities in behavior, then one

wonders how much behavior is built into the nervous
system. Are activity patterns and repetitive practice of
simple movements important for the proper develop-
ment of later movements? The deafferentation experi-
ments mentioned above imply that sensory input is
not necessary for the initiation of behavior. More
remarkably, similar experiments show that neural
activity altogether is not involved in the coordination
and maturation of very early motor behaviors. Perhaps
the most revealing experiments having to do with 
the role of activity in the maturation of early motor
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O’Malley et al., 1996)
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behaviors are the ones done almost a century ago by
Harrison (1904). He raised some salamander embryos
in an anesthetic solution throughout the period of
bending, coiling, “S” movements, and early and sus-
tained swimming. He then transferred the embryos to
anesthetic-free solution. He found that the long-term
anesthetized embryos were able to begin to swim as
soon as the anesthetic was washed out. In a few
minutes, they were behaviorally indistinguishable
from the controls.

More recently, these types of experiments have been
done with other drugs that block synaptic transmis-
sion or action potentials in combination with more
quantitative behavioral measurements (Haverkamp
and Oppenhein, 1986; Haverkamp 1986). The results
are essentially the same (Figure 10.8). For the devel-
opment of coordinated movements of the limbs in
chicks or swimming movements in amphibians, activ-
ity in the nervous is not crucial. In other words, the
earliest movements that an animal makes are not nec-
essary stepping-stones to the development of at least
some simple behaviors. Thus, it seems that many early
motor patterns are determined by the molecular
signals that direct the formation of neural connections
(Chapters 5 and 6).

STAGE-SPECIFIC BEHAVIORS

If early motor behaviors serve no particular purpose
in the building of the nervous system, then one might
expect to see many such behaviors only in the embryo.
Indeed, such embryonic specific behaviors are seen in
the leech (Reynolds et al., 1998). For example, one
behavior is called lateral ridge formation and is the result
of the contraction of dorsoventral “flattener” muscle 
at a time in development when the embryo is still
essentially a germinal plate. The contraction of these
muscles lifts the boundary of the future dorsal and
ventral territories. Another embryo-specific behavior
is called circumferential indentation and occurs when an
embryonic leech is prodded on one side (Figure 10.9).
An adult leech, when presented with a similar stimu-
lus, will usually exhibit a local bend away from the
stimulus-contracting muscles on one side and relaxing
those one the other. However, the embryo excites all
the muscles in those segments causing a circumferen-
tial contraction. It is likely that circumferential inden-
tation is a behavior that simply occurs at an incomplete
stage of neural circuit formation.
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But not all transitory embryonic motor behaviors
are useless or simply the result of partially completed
neural circuitry. One behavior that serves a clear
purpose is the hatching movements of bird embryos.
Chicks, like many other shell-bound embryos, go
through a very specific motor behavior pattern just at
hatching (Bekoff and Kauer, 1984). These behaviors
allow the embryo to get into the appropriate position
for breaking open the shell. If one places a post-hatch
chick into the hatching position within a glass egg, the
bird reinitiates its hatching behavior (Figure 10.10). If
sensory input from the neck is eliminated with a local
anesthetic, then hatching behavior is suppressed
(Bekoff and Sabichi, 1987). Therefore, it appears that
sensory receptors located in the neck provide a specific

input signal for initiating hatching behavior. Another
example of a transient embryonic behavior is the
migration that marsupial embryos make from their
womb to the mother’s pouch. Born at an extremely
early phase of development with their hind limbs little
more than buds, these tiny embryos use their forelimbs
to crawl tens of body lengths into the pouch where
they attach onto a nipple and suckle (another transient
but adaptive behavior of mammals) for several
months. During this time they complete their embry-
onic development. Human infants that do not suckle
can be fed through a tube, and the absence of these
early suckling experiences does not impair the devel-
opment of adult eating. This demonstrates, once again,
that the juvenile behavior is not a prerequisite for the
adult motor program, even though it is adaptive to the
neonatal environment.

One of the most important transitory behaviors of a
metamorphic insect such as a fly is eating. Fly larvae
are eating machines, whereas adult flies are procreat-
ing machines. There are two styles of eating found in
natural population of Drosophila larvae, and this dif-
ference can be genetically mapped to differences in the
activity of a single gene, which encodes cGMP-
regulated protein kinase (PKG) (Osborne et al., 1997).
Larvae with the more active rover allele of PKG have
significantly longer foraging path lengths than do
those homozygous for the less active sitter allele. The
two Drosophila foraging variants do not differ in their
general activity in the absence of food, but when food
is available the two variants may fare differentially
based on the density of other animals feeding in the
vicinity. If it is crowded, larvae that forage further may
do better. Natural selection experiments done in the
laboratory showed that under high-density rearing
conditions for several generations, the rovers did better,
whereas the short path (sitter) phenotype was selected
for under low-density conditions (Sokolowski et al.,
1997). Interestingly, the age-related transition by honey-
bees from hive work to foraging is also associated with
an increase in the expression of the PKG gene and
experimentally controlled cGMP treatment or elevated
PKG activity cause premature foraging behavior in
bees (Ben-Shahar et al., 2002).

Metamorphosis signals a dramatic change in
lifestyle in insects, such as moths and flies, as well as
amphibia, such as frogs (Harris, 1990, Truman, 1992).
The larval behaviors of the swimming, filter-feeding
tadpole are completely inappropriate for the land-
dwelling, bug-eating frog. The transition from larval to
adult state is activated by specific hormones: ecdysone
for insects and thyroxine for frogs. Each of these hor-
mones has a widespread effect on gene expression and
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FIGURE 10.10 Chicken trying to hatch again in a glass egg. A.
Electromyographic (EMG) recordings of the normal hatching motor
program in the chick embryo. (ST and SA are hip muscles, GL is an
ankle muscle, and BF is a knee muscle.) Note the alternation between
the activity of hip and lower leg. B, A one-day-old chick is crammed
back inside a glass egg. C. EMG records from such a chick show that
it reinitiates the hatching motor program. (Adapted from Bekoff and
Kauer, 1984)



cellular function. Many very adaptive larval behaviors
are lost at this transition while new behaviors are
gained. As would be expected, there are also dramatic
changes in nervous system structure. In both insects
and amphibia, larval neurons die upon exposure to
metamorphic hormone, and some neuroblasts that
have been quiescent throughout larval life begin to
proliferate. Some larval neurons survive the transition
to adult but are drastically reorganized. For example,
the motor neurons that move the abdominal prolegs 
of the caterpillar do not die, even though these
appendages are lost, but their axons and dendrites are
remodeled, and old synapses are eliminated to support
new behaviors (Figure 10.11).

In metamorphic insects, there are important transi-
tional behaviors associated with building and emerg-
ing from the pupal state. In moths, the adult motor
system is constructed primarily from remodeled larval
components, whereas the adult sensory system is pri-
marily composed of new neurons. Simple reflexes cor-
relate these neuronal changes with the acquisition or
loss of particular behaviors. The loss of the larval
proleg retraction reflex is associated with the loss of the
dendrites of the proleg motor neurons; the adult stretch
receptor reflex begins when new adult-specific connec-
tions are added to new dendritic growth in an adult
neuron (Levine and Weeks, 1990). Although humans
do not go through metamorphosis in the same way as
flies and frogs, the distinct behaviors of babies and
adults must be largely due to changes in the nervous
system that result not only from experience, but also
from a variety of intrinsic influences, such as hormones
and growth factors that are regulated throughout life.

BEGINNING TO MAKE SENSE 
OF THE WORLD

The nervous system becomes active well before
animals experience the world around them or move
about within it. In fact, this “spontaneous” activity
may initially be necessary for the survival and matu-
ration of synapses (Chapter 9). At some point, the
nervous system begins to sense the world, and some
of the information is of immediate use. Although
neonatal mammals are helpless in many ways, their
survival usually depends on perceptual abilities that
lead them toward their mother’s nipples and motor
skills that allow them to ingest the milk. Many animals
begin to hear, smell, see, taste, and feel well before the
sensory epithelia (e.g., hair cells, photoreceptors, etc.)
and central nervous system connections are mature.

Therefore, it is important to understand the relation-
ship between neural tissue development and percep-
tion. How is visual detection limited by neonatal
retinal ganglion cell physiology and morphology?
Why do infants rarely enjoy espresso or extra hot
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FIGURE 10.11 Changes in a single neuron during metamor-
phosis. A. The caterpillar of the moth (Maduca sexta) showing
abdominal segment 6 and the proleg associated with this segment.
To the right is shown the pupal stage. B. Profile of hormonal changes
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activation of this neuron when the sensory input nerve was stimu-
lated. These changes reflect the changing role of this neuron in post-
metamorphic life where there are no prolegs. (Adapted from
Streichert and Weeks, 1995)



salsa? Why can it take several seconds for a baby to
determine the location of a human voice?

Studies of sensory perception are among the most
difficult experiments in the field of development. 
Baby animals (especially human infants) tend to be
slow, sleepy, cranky, inattentive, and forgetful. These
are generally referred to as nonsensory factors. For
example, adults pay better attention to novel stimuli
than young animals. When adult primates are pre-
sented with two images, one of which they have never
seen before, they spend about 70% of the time staring
at this novel object. In contrast, infants spend an equal
amount of time staring at the familiar and novel objects
(Bachevalier, 1990). Even though adults are more atten-
tive to novel stimuli, they can also focus narrowly on a
stimulus of interest and ignore novel stimuli that may
be distracting. For example, when taking an examina-
tion, we tend to “block out” extraneous noise. This was
demonstrated by asking people to detect a tone when
it was presented on 75% of trials. Several other tones
were presented on the other 25% of trials. Adults come
to “expect” the tone that is presented 75% of the time,
and they detect it quite well, whereas they are very
poor at detecting the other tones (i.e., those presented
on 25% of trials). Infant perception differs rather dra-
matically: they detect all of the tones equally well 
(Bargones and Werner, 1994). Thus, infants and adults
experience the world in very different ways, and these
non-sensory factors lurk in the background of all
developmental studies of sensory perception.

ASKING BABIES QUESTIONS

How, then, can these uncooperative little animals
tell us about their sensory experiences? Various exper-
imental tricks have been devised to determine how
sensory information is processed in young animals. In
one scenario, the behavioral scientist watches for a
motor reflex while a sensory stimulus is presented. For
example, we often respond to an unexpected noise
with a startle, and this rapid muscle twitch provides a
reliable measure that sound has been detected. We can
also take advantage of the fact that animals tend to
stop responding, or habituate, to a stimulus when it is
presented many times. After the animal has habitu-
ated, one can present a new stimulus and ask whether
the animal responds. This is a good way of determin-
ing how well an animal notices the difference between
two similar stimuli (e.g., middle C versus C sharp).

A young animal can also be trained to produce a
stereotyped behavior, such as a head turn, when a
stimulus is detected. Most animals will work for 

a reward, even human infants. Thus, the head turn 
that an infant makes to a sound can be reinforced by
showing her an interesting toy (Figure 10.12). The
infant will then “work” for visual stimulation (that 
is, turn her head) when she hears a sound. This is
somewhat below the minimum wage, but it serves 
the purpose. This procedure can be extended to 
very young infants (<6 months) by having an adult
observer, who cannot hear the test sounds, watch the
baby to determine when she makes a response to
sound. The baby gets rewarded (with a viewing of the
toy bear) whenever the observer determines that 
the baby has responded. In this manner, any possible
response that a baby might make to sound (for
example, an eye movement or a tongue wag) can be
conditioned. Of course, we believe that the baby is
oblivious to this process, but she nonetheless ends up
working for a reward and providing valuable infor-
mation about sensory development along the way.
Such training techniques require far more of an animal
than sensory skills, and one may well end up study-
ing the development of attention or memory rather
than the development of sensory perception.
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FIGURE 10.12 Determining an infant’s sensitivity to sound.
Infants will make small movements in response to a sound they can
hear, and this natural tendency has been exploited to measure the
infant’s ability to hear different sound frequencies. To improve the
sensitivity of this procedure, an adult observer watches the infant
and judges whether the infant heard the stimulus based on any
response that the infant makes. To increase the infant’s responsive-
ness to sound, she can be reinforced for correct responses. In this
case, the infant is rewarded with the appearance of a teddy bear. 



Behavioral scientists tend to concentrate on two cri-
teria: absolute sensitivity and discrimination. Absolute
sensitivity is a measure of the minimum stimulus
amplitude that can be detected: the softest touch, the
finest line, the quietest sound. Discrimination is a
measure of our ability to perceive a difference between
two similar stimuli: sky-blue versus turquoise, middle
C versus C sharp, margarine versus butter. Below, we
explore how developing animals first comprehend
their sensory world.

SHARP EYESIGHT

Human infants show clear evidence of being able to
see at birth. For example, they stare for longer periods
of time at a familiar face, such as their mother.
However, their visual skills appear to be very poor as
compared to those of an adult. Visual acuity, or the
ability to detect fine detail, is almost entirely absent at
birth (Figure 10.13). One measure of visual acuity is the
number of black and white lines that can be observed
per degree of visual space. (The “rule of thumb” states
that, at arms distance, your thumb occupies about one
degree of visual space.) Adults can see about 30 black
and white lines per degree, but babies can only see
about one. In the more common language of an eye
doctor, the baby sees at 20 feet what a normal adult can
see at 600 feet, and adult sensitivity is reached between
3 and 5 years of age (Birch et al., 1983). In principle,
this level of acuity would permit an infant to distin-
guish the fingers of a hand, but their actual abilities
remain somewhat of a mystery. Our best ideas come
from “preferential looking” studies which tell us what
babies prefer to look at, given a choice (e.g., faces,
curved lines, complex patterns), but not what they see.

The modest visual acuity of primates at birth is
partly due to an immature retina. Photoreceptors are
relatively short and wide at birth, meaning that less
light is absorbed and a greater piece of visual real
estate is viewed (Yuodelis and Hendrickson, 1986).
Thalamic and cortical neurons may also impose limits
on visual acuity. If one compares the theoretical acuity
of the retina (based on the density of cone photore-
ceptors) with the acuity of single cortex neurons, then
the cortex neuron is found to be worse than expected
in developing primates (Jacobs and Blakemore, 1988;
Kiorpes and Movshon, 2004). Furthermore, the
animal’s behavioral acuity is worse than that of indi-
vidual cortical neuron at first (Figure 10.13). Such
results suggest that the development of accurate con-
nections (Chapters 5 and 6) may only create a minimal
operating system, and optimal performance is

acquired through detailed changes in synaptic archi-
tecture or function (Chapter 9).

Binocular vision involves the coordinated use of
both eyes to judge the distance of an object, and this
requires both sensory and motor development. To look
at an object close up, the eyes must be rotated toward
one another (convergence), so that the visual image
activates the correct portion of each retina. Similarly,
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FIGURE 10.13 Development of acuity along the visual pathway
in primates. A. These two images show how a visual scene appear
to an adult (left) and a neonatal primate (right). The “infant view”
is spatially lowpass filtered (blurred) and reduced in contrast to
reflect the theoretical limitations of the retina. B. Acuity is measured
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ioral acuity appears to track cortical neuron development until about
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fore, it is possible that maturation of higher visual cortical areas is
necessary for adult-like performance to emerge. (From Kiorpes and
Movshon, 2004)



the eyes must be rotated away from one another (diver-
gence) to look at a distant object. Cruel as it sounds, one
of the simplest ways to determine whether depth per-
ception is present in young animals is to ask whether
they are willing to crawl off a “cliff.” To do this safely,
an infant is placed on an elevated glass surface that is
patterned on one half and clear on the other. If an infant
is willing to crawl out over the clear surface, off the
“perceptual cliff,” then one assumes poor depth per-
ception (Figure 10.14). By the time that they crawl, most
infants do avoid the “cliff,” indicating that depth per-
ception is present (Walk and Gibson, 1961). To deter-
mine whether infants can perceive depth before they
crawl, 1- to 4-month-old subjects were equipped with a
heart rate monitor and suspended either above the
shallow side or the deep side. Interestingly, the heart
rate was lower when the infants were suspended above
the deep side, suggesting that they were interested but
not fearful. An accelerated heart rate was measured
after the infants began to crawl (Campos et al., 1970).
More precise measurements of depth perception
obtained in nonhuman species show a rather sudden
improvement. For example, binocular perception in
cats goes from being rather poor to almost adult-like
between 4 and 6 weeks postnatal (Timney, 1981).

Why does binocular vision improve with age? Do
neurons in the cortex suddenly become selective for
binocular stimulation? In fact, several neural mecha-
nisms may contribute to the maturation of binocular
vision (Daw, 1995). First, since the visual system

detects smaller objects with age (discussed above), it 
is likely that it can also resolve smaller differences
between the two eyes. Detecting differences between
the two eyes is fundamental to depth perception. We
also know that ocular dominance columns in the kitten
visual cortex continue to mature after eye opening
(Chapter 9), during the period when binocular vision
is improving. During the same period, individual
neurons respond more selectively to visual stimuli. 
For example, individual cortex neurons respond to a
smaller range of bar orientations during development
in cats and ferrets (Bonds, 1979; Chapman and Stryker,
1993). Thus, some interesting candidate mechanisms
have been identified, but we have yet to design the
experiments that test their relationship to perception.

Color vision is another fascinating perceptual in
that helps us categorize objects. Interestingly, human
infants seem to use color in a different way than do
adults. When 2- to 4-month-old infants are stimulated
with a special stimulus that requires subjects to use
color information to detect motion, they are found to
perform better than adults when both groups were
compared to a reference stimulus in which only lumi-
nance information was needed to perceive motion
(Dobkins and Anderson, 2002). These results suggest
that the visual pathways that carry information about
an object’s color have a relatively strong input to
motion processing areas of the visual cortex at first,
and this is reduced during postnatal maturation.

Even though acuity improves dramatically in
human infants during the first two years, they can fail to
make proper use of visual information. When 18- to 30-
month-old children were provided with a large object,
followed by exposure to a miniature replica, they often
failed to understand the concept of size. For example,
children were first permitted to use a child-sized chair
on which they could sit comfortably. They were then
escorted from the room, and when they returned a
miniature chair replica had replaced the original object.
In many instances, children would attempt to sit on 
the miniature chair; such “scale errors” reached a
maximum at about 2 years of age (DeLoache et al.,
2004). The children could easily discriminate between
objects of different size and would choose to sit in the
large chair when given a choice. The results suggest that
visual information about object identity is not being
integrated with information about its size.

ACUTE HEARING

As is true of the visual system, the auditory system
displays improved sensitivity and discrimination as an
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FIGURE 10.14 Investigating the process of depth perception in
human infants. The testing device, called a visual cliff, consists of a
sheet of plexiglas that covers a high-contrast checkerboard pattern.
On one side of the device, the cloth is placed immediately beneath
the plexiglas, and on the other side it is placed 4 feet below. The
majority of infants would not crawl onto the seemingly unsupported
surface, even when their mothers beckoned them from the other
side. These results suggest that infants perceive depth by 6 months
of age. (Gibson and Walk, 1960)



animal matures. Although kittens can hear at birth,
they only respond to extremely loud sounds, well
above the level of city traffic (>100dB sound pressure
level), at 10 days postnatal. Their auditory thresholds
gradually decrease so that they can detect sounds at
the level of a whisper (ª30db SPL) by one month, and
by adulthood they become even more sensitive than
humans. A similar change is found in all developing
animals. In humans, auditory thresholds drop rapidly
during the first 6 months of life and are virtually adult-
like by 2 years of age. Improved behavioral thresholds
are well correlated to a decrease in sound level needed
to evoke an electrical potential from the cochlea, sug-
gesting that the major factor limiting detection in
young animals is the ear (Werner and Gray, 1998).

As thresholds decrease, most animals also respond
to higher sound frequencies. This is probably due to a
physical change in the cochlea because a single phys-
ical position along the basilar membrane responds to
higher frequencies as the animal matures. Since the
topographic projection from the cochlea to the central
nervous system does not change significantly during
this time, one might expect to find interesting changes
in sound perception with development. In fact, 15-day-
old rat pups can be trained to suppress activity when
they hear a 8kHz tone, but three days later they sup-
press activity to a higher frequency. That is, a higher
sound frequency apparently sounds like the 8kHz
tone because the cochlear frequency map has shifted
(Hyson and Rudy, 1987).

Although the basic sensitivity and frequency range
mature rapidly, several features of sound remain diffi-
cult to detect. This is well illustrated for tasks in which
one must detect a very brief event, often referred to 
as temporal processing (Figure 10.15). For example,
adults are easily able to detect a 5ms gap of silence in
an ongoing sound. In contrast, one-year-old infants,
who have already begun to process and produce
speech sounds, can only detect gaps that are an order
of magnitude longer (ª60ms), and adult-like perfor-
mance is not reached until about 5 years of age (Werner
et al., 1992).

In humans, the maturation of adult-like perfor-
mance on auditory perceptual tasks extends beyond
the first decade of life (Stollman et al., 2004). The ability
to detect small differences in the duration of a tone is
more than an order of magnitude poorer in 4-year-
olds, as compared to adults (Jensen and Neff, 1993).
The ability to detect one sound in the presence of
another may not mature until puberty. In one task, the
listener is asked to recognize a long duration tone that
is presented during an ongoing burst of noise. Even
10-year-old listeners cannot perform nearly as well as
adults. Furthermore, children identified as learning

disabled never reach the normal adult level of per-
formance on this task, and it has been suggested that
the onset of puberty may terminate the critical period
during which neural maturation takes place (Wright
and Zecker, 2004).
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FIGURE 10.15 Development of temporal processing may affect
speech perception. A. An oscilloscope record of the human speech
phonemes, /ba/ and /pa/. Below each record is a spectrogram of
the phoneme showing the sound frequencies that compose the
phoneme and their relative intensity (darker is louder). Note that the
/ba/ is a continuous sound, whereas /pa/ consists of a nonvoiced
component (in this case, the p sound), followed by a brief gap, and
then a voiced sound (the “a”). Perception of this brief gap is critical
to word recognition. B. The minimum gap that humans can perceive
was assessed with a brief silent period embedded in a white noise
stimulus. The bar graph shows that even at 12 months of age, human
infants are almost 10 times less sensitive at detecting a gap than
adults. (Adapted from Werner et al., 1992)



These behavioral measures of auditory processing
are relevant to language development because human
speech sounds are composed of rapid changes in fre-
quency and intensity, including discrete periods of
silence. In fact, children with learning disabilities that
are due primarily to a difficulty with spoken language
also perform poorly on simple auditory discrimination
tasks that require temporal processing. For example,
when normal children are exposed sequentially to two
tones, they can report the correct sequence with delays
as small as 8ms. In contrast, the language-impaired
group required a silent interval of 300ms in order to
report the correct sequence. Recently, it has been found
that performance can be improved when language-
impaired children are trained to recognize speech
sounds that are slowed down. Apparently, once the
nervous system has learned to recognize this slower
speech, it is better able to recognize the rapid tempo-
ral variations in normal speech (Tallal and Piercy, 1973;
Tallal et al., 1996).

Several mechanisms may explain poor temporal
processing in young animals. For example, we have
seen that synaptic potentials are usually of much
longer duration in young animals (see Chapter 8). We
might suppose that long PSPs effectively limit the
“clock speed” of the organism, or the fastest rate at
which information can be processed. Thus, it will be
interesting to learn more about the neural basis of tem-
poral processing, particularly in the auditory system.

Perhaps the most useful information that a devel-
oping animal gets from its ears is the location of 
significant objects, such as mother or a predator.
Although infants can tell whether a sound source is
coming from the left or the right (sound lateralization),
they are not able to make fine discriminations. Adult
humans can detect a 1° change in the position of a
speaker (recall the “rule of thumb”), but newborns can
only detect a change of about 25°. In fact, even sound
lateralization is fairly challenging to a newborn infant
(Figure 10.16). The sound stimulus must remain on for
about one second if the infant is to make an appropri-
ate head orientation response, whereas adults need
only about a millisecond of sound, such as a finger
snap (Clarkson et al., 1989). The ability of nonhuman
mammals to lateralize sounds is also present even as
the animal first experiences sound, yet we know little
about the sensitivity of the system. For example, rat
pups suddenly begin to turn their heads toward a
noise at 14 days postnatal, a few days after the ear
canal opens. However, the percentage of correct turns
toward the sound continues to increase over the next
seven days (Kelly et al., 1987).

The response of central neurons to sound is known
to change during this period of development, and

some of these alterations could help to explain imma-
ture sound localization. Maps of space are found in 
the superior colliculus (SC) of several mammals, and
single SC neurons are selectively activated by sound
(or visual and somatosensory stimuli) from a specific
location. During the course of development, these 
SC neurons respond to a smaller part of the sensory
world. In cats, the average size of a receptive field
decreases about fourfold during the first two months
after birth (Figure 10.17). Furthermore, the visual
receptive fields become adult-like a few weeks earlier
than the auditory receptive fields in kittens (Wallace
and Stein, 1997). In the guinea pig, an orderly map of
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auditory space is not apparent until postnatal day 32,
even though hearing begins in utero (Withington-
Wray et al., 1990).

It is essential to recognize how the development of
peripheral structures, such as the external ears, influ-
ence the response properties of central neurons. An
interesting demonstration of this comes from a study
of spatial receptive fields in the developing ferret audi-
tory cortex (Mrsic-Flogel et al., 2003). Single auditory

cortex neurons recorded in young animals are not very
directional. In contrast, adult neurons respond to
sounds from only a narrow range of auditory space,
particularly if the sound is very quiet. To test whether
this difference is due to maturation of the external ear,
infant animals were provided with the sound cues that
are only available with an adult pair of ears (i.e., the
external ear filters sound arriving at your ear canal,
and this depends on its size and shape). The adult ears
produced a dramatic improvement in the spatial
receptive fields of the infant cortical neurons, suggest-
ing that the connections responsible for spatial tuning
are quite mature at the outset of hearing. The result
also raises an interesting prospect: Developmental
plasticity may permit the central auditory system to
remain properly sensitive to the changing sound cues
as the ears grow.

Auditory processing may also be limited by the low
discharge rates that are generally reported for young
animals. Furthermore, the sound-evoked response
fatigues rapidly during a period of stimulation in
young neurons. What does this mean for the perform-
ance of a developing nervous system? First, neurons
have a poorer resolution: they devote few action
potentials to a given change in the stimulus. For
example, adult LSO neurons can devote twice as many
action potentials to a given change of interaural level
compared to juvenile animals (Sanes and Rubel, 1988).
Therefore, either young animals make decisions based
on less neural information (e.g., fewer action poten-
tials), or, more likely, they are not able to perform at
adult levels because they have less neural information
to work with. Striking as this result is, we still have no
direct knowledge about the relationship between
amount of neural activity and perception.

SEX-SPECIFIC BEHAVIOR

The many differences between male and female
behavior are a popular subject of conversation. They
are also a source of considerable controversy, and the
political stakes can be quite high. We primates tend 
to debate whether sex-specific behaviors are due to
our “biology” or to the social environment in which
we are raised. While the debate is seductive, the 
relationship between brain development and sexual
behavior varies tremendously from species to species.
Since mating and maternity have been most thor-
oughly explored at the neural level, we will mostly
focus on these behaviors. However, it is worth 
mentioning some complex behaviors that differ
between male and female animals. These differences
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FIGURE 10.17 Single neuron receptive field sizes can decrease
dramatically during development. A. Recordings were made from
single neurons in the superior colliculus that respond to more than
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plotted for neurons recorded throughout development. There is a
dramatic decrease during the first eight weeks, and mature proper-
ties are attained by the seventeenth week. (Adapted from Wallace
and Stein, 1997)



in behavior are commonly referred to as sexual dimor-
phisms. Predatory behavior is sexually dimorphic in
lions (females do more of it), urination posture is 
sexually dimorphic in dogs, and olfactory signaling 
is sexually dimorphic in moths. In both rats and
monkeys, young animals engage in play behavior that
differs between the sexes, at least in its frequency of
occurrence. Males tend to have more play fights than
females. These “fights” will typically begin with one
animal jumping onto the other, and they end with one
animal on top of the other. When testosterone is given
to a pregnant monkey, the play behavior of her female
offspring becomes more male-like (Abbott and Hearn,
1978).

Another behavioral sign of a sexually distinct
nervous system comes from the prevalence of certain
neurological and psychiatric diseases in males versus
females. For example, both dyslexia and schizophrenia
are more prominent in males (about 75% of cases),
while anorexia nervosa is exhibited primarily by
females (over 90% of cases). Many studies have also
focused on the cognitive abilities of normal adult
humans (Kimura, 1996). When presented with two
figures drawn at different orientations, males are
better able to “mentally rotate” the objects to deter-
mine whether the two figures are the same. In contrast,
when presented with a picture containing many
objects, females are better able to say which objects
have been moved in a second picture. While these
results tend to fascinate us, the challenge will be to
understand what exactly is being measured and what
its relevance is to behavior.

The male-female differences in complex behavior
patterns do raise a host of interesting questions: Are
these differences due to biology or environment? If
there is a biological signal, then is it genetic or hor-
monal? Are the differences irretrievably established at
birth, or are they modifiable throughout life? Certain
sexual characteristics emerge during embryonic devel-
opment, such as differentiation of the genitals and the
motor neurons that innervate them (see Chapter 7).
However, this is only the first step of a lifelong process.
The nervous system continues to respond to steroid
hormones throughout life, making it important to ask
whether a behavior is determined by early exposure to
a hormone or whether the behavior can be elicited in
adults of either sex merely by adjusting the amount of
circulating hormone. For example, one region of the
amygdala has a greater volume in male rats than in
females, but adult castration of males causes the
volume to shrink to female values, and androgen treat-
ment of adult females enlarges the structure to normal
male size (Cooke et al, 1999). Therefore, we will begin
by examining the early determinants of gender and

then explore determinants of behavior and brain
development.

GENETIC SEX

Animals seem to have two general ways of estab-
lishing gender. In fruit flies and other insects, the
genetic sex of each cell is the key determinant. If a cell
has a single X, then it is male. If it has two Xs, then the
cell expresses a protein called sex-lethal and becomes
female. The nematode, C. elegans, also comes in two
categories, but they are male and hermaphrodite (i.e.,
an animal with both types of gonad). As with fruit flies,
sex is determined by the ratio of X chromosomes to
autosomes, and XO-lethal is the gene product that is
activated in animals with a single X.

The genetic sex of each cell in a mammal is speci-
fied by the presence of either two X chromosomes
(female) or one X and one Y (male). However, the
genetic sex of most somatic cells is not thought to have
an immediate influence on their development. It is the
genetic sex of gonadal tissue that really matters.
Primary sex determination refers to differentiation of
the gonadal tissue, and this is determined by the SRY
gene on the Y chromosome, which encodes a tran-
scription factor (Goodfellow and Lovell-Badge, 1993).
If SRY is present, the gonads develop into testes and
secrete testosterone; if SRY is absent, the gonads
develop into ovaries. The SRY gene product is a DNA-
binding protein, and it probably controls the expres-
sion of downstream targets to prevent development
along the female pathway. For example, a locus on the
X chromosome, called Dax-1, is probably involved in
ovary determination. Thus, it is thought that SRY
represses Dax-1 in genetic males. Furthermore, SRY
specifies the male gonads by activating the insulin
receptor family of tyrosine kinases (Nef et al., 2003).
After primary sex determination is complete, all sex
differences, including those of the nervous system, are
thought to originate from the gonads. The possibility
remains that genetic sex of an individual somatic cell
plays a role in maturation, as will be discussed below.

HORMONAL SIGNALS

In most vertebrates, as the gonads differentiate and
begin to secrete hormones, tissues throughout the
body respond by adopting a male or female pheno-
type. This is called secondary sex determination. The
principal importance of gonadal hormones is power-
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fully demonstrated by removing the gonads before
primary determination occurs (Jost, 1953). Without
exception, animals develop as females (e.g., they have
a vagina, a uterus, and oviducts). Furthermore, their
sexual behavior is female-like, presumably because
certain areas of the nervous system have developed
female characteristics (Phoenix et al., 1959). When
genetically female (XX) rats are treated with testos-
terone within a few days of birth, they will not display
female sexual behaviors as adults. That is, they will not
arch their back (lordosis) when approached by a male,
and they will mount a female rat if given another shot
of testosterone. When genetic males (XY) are castrated
soon after birth, they will not mount a female as an
adult, even if given a shot of testosterone.

The testes masculinize the body by releasing the
steroid hormone, testosterone. The level first rises
during the perinatal period, goes down after birth, and
rises again at puberty. The testosterone must be con-
verted to another compound in order to carry out some
of its actions. For example, some members of a small
community in the Dominican Republic carry a dis-
rupted form of the 5a-reductase gene and cannot
convert testosterone to 5a-dihydrotestosterone (DHT).
Although affected genetic males (XY) have functional
testes and plenty of circulating testosterone, their
external genitals are female (Imperato-McGinley et al.,
1979; Thigpen et al., 1992). Interestingly, most of the
individuals who were unambiguously raised as girls
nonetheless chose to adopt a male identity during or
after puberty. The results suggest that testosterone has
a potent influence in determining gender identity, even
overcoming the prolonged “environmental” influence
of being raised as a female. Since DHT is probably not
involved in gender identity (although it is involved in
differentiation of external genitalia), how does testos-
terone masculinize the brain?

In the brains of mammals, testosterone is also con-
verted to the estrogen hormone, estradiol-17b, by an
enzyme called aromatase. At first, this might seem
puzzling because estradiol is secreted by the ovaries
and promotes differentiation of the female reproduc-
tive organs. However, testosterone is also an interme-
diate metabolite of estradiol in the ovaries. Thus, we
should probably not think of hormones as being
“male” or “female.” There are probably two factors
that allow estradiol to act selectively on the brains of
genetic males. First, aromatase activity is higher in the
brains of male mice, particularly during the prenatal
and neonatal periods (Hutchison, 1997). Second, the
blood of young animals contains an estradiol-binding
protein, called a-fetoprotein, that may prevent estro-
gen secreted by the ovaries from reaching the brain
(Uriel et al., 1976). A direct masculinizing role for

testosterone is revealed by examining androgen recep-
tor (AR) null mice (Sato et al., 2004). Genetic males
with the AR mutation do not display male-typical
sexual and aggressive behaviors. Treatment with DHT
does not restore normal sexual behavior but does par-
tially rescue male aggressive behavior.

Since there are many different steroid hormones,
and their actions are quite diverse, there must be spe-
cific transduction pathways. How do sex hormones
influence neuron differentiation and function? Steroid
receptors are cytoplasmic proteins with a steroid-
binding domain and a DNA binding domain. That is,
they provide a very direct pathway to the genome
(Beato et al., 1995). When estradiol binds to its multi-
subunit receptor, it dissociates, and the active 
DNA-binding complex enters the nucleus. Estradiol
receptors are found in neurons of the hypothalamus
and amygdala, and they are expressed transiently in
the cortex and hypothalamus. Androgen receptors are
also expressed at highest concentration in the hypo-
thalamus and limbic structures.

HORMONAL CONTROL 
OF BRAIN GENDER

One might expect the hypothalamus to be a target of
gonadal hormones during development. Lesion and
stimulation studies show that some hypothalamic
regions are involved directly in the production of 
sex-specific behaviors. For example, medial preoptic
neurons fire rapidly just prior to male copulation, and
copulatory behavior is disrupted when this area is
lesioned. Medial preoptic neurons are also known to
take up more testosterone than any other brain region
in adult animals. One of the first studies to show that
male and female brains actually differ in a measurable
way was an ultrastructural study in the preoptic area
(Raisman and Field, 1973). A few years later, it was
found that one part of the preoptic area, aptly named
the sexual dimorphic nucleus of the preoptic area
(SDN-POA), is so much larger in male rats than females
that one can actually see the difference in tissue sec-
tions without using a microscope (Figure 10.18A). A
similar difference is found in the primate hypothala-
mus, including that of humans. Selective cell death
may account for the sexual dimorphism in a human
hypothalamic nucleus, called INAH 1. Until age 5, the
number of INAH 1 neurons is about the same in males
and females, but the number of neurons then declines
more rapidly in females (Swaab and Hofman, 1988).

The sexual dimorphism of SDN-POA is an example
of secondary sex determination in the nervous system.
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The hormonal environment of developing males yields
a larger nucleus, and the dimorphism can be greatly
reduced by castrating genetic males within a few days
of birth (Figure 10.18B). Furthermore, this nucleus can
be enlarged in genetic females when they are treated
with testosterone as neonates (Gorski et al., 1978).
Intracranial implants of estradiol turn out to be as
effective as testosterone in masculinizing the SDN-
POA, and such estradiol-treated females fail to lordose
or ovulate. Presumably, testosterone is converted to
estradiol in the male SDN-POA, whereas the circulat-
ing estradiol in females is bound by a-fetoprotein
(Naftolin et al., 1975).

A second region of the hypothalamus, the ventro-
medial region (VMH), also participates in sexual
behavior. Damage to this region disrupts female cop-
ulatory behaviors, such as lordosis in rats, and stimu-
lation of the region seems to facilitate such behaviors.

Lesions also have more profound effects on food
intake, particularly in females. Neurons of the VMH
are selectively activated by the ovarian hormone,
estrogen, and in female rats the cells respond by pro-
ducing progesterone receptors. This does not occur in
the male VMH. In primates, the hormonal signal may
be somewhat different because loss of the adrenal
glands, a source of androgen hormones, leads to
reduction in copulatory behavior. Although there is
little difference in the absolute size of the VMH, there
is some reason to believe that it becomes sexually
dimorphic during development (Sakuma, 1984). Estra-
diol and testosterone have a dramatic affect on both
neurite outgrowth and dendritic branching in organ-
otypic cultures of the mouse hypothalamus (Toran-
Allerand, 1980; Toran-Allerand et al., 1983).

Sexual behavior in mice that have a disrupted estro-
gen receptor gene (ER-a and ER-b) is significantly atten-
uated. For example, females do not lordose. ER-a
knockout males do initiate copulatory behavior, mount-
ing females at a normal rate, but they rarely achieve an
intromission or an ejaculation. Furthermore, the males
are less aggressive than wild-type males, generally
failing to attack an “‘intruder” mouse when it is placed
in the male’s home cage (Ogawa et al., 1997). However,
genetic male mice that lack both estrogen receptor genes
display no sexual behavior, including mounting and
ultrasonic vocalizations (Ogawa et al., 2000).

GENETIC CONTROL 
OF BRAIN GENDER

Since the control of gender is cell autonomous in
insects, sexual behavior has been explored from a
genetic perspective. Male fruit flies recognize females
based on an olfactory cue, called a contact pheromone,
and males will perform stereotyped courtship behav-
ior when they receive this signal. The male will orient
toward a female, tap her abdomen, flutter his wing in
song, and place his proboscis (the mouthparts) on the
female’s genitals. If the female is receptive, the male
will then mount her and copulate. How does the
central nervous system create this complex set of
behaviors? One approach to the problem is to create
unusual flies, called mosaics, that have some cells that
are genetically female (XX) and some cells that are
genetically male (XO). By studying many of these
animals, each one with a unique mosaic, it is possible
to determine which brain cells must be male in order
for male or female behaviors to occur (Hall, 1977).

In more recent studies, a genetic trick has been used
to construct a line of animals in which a single part of
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the brain is female (Figure 10.19). A piece of DNA,
called PGAL4, is randomly inserted in the genome of
many flies. By chance, it will occasionally insert next
to an enhancer, and this enhancer will then activate the
GAL4 gene in the enhancer trap element. If the
enhancer is only active in one part of the body, then
GAL4 will be expressed in that same part of the body.
How does this help feminize the brain? It turns out
that GAL4 can activate another promotor, called
upstream activating sequence (UAS). If an experimenter

can hook up a gene of interest to the UAS promoter,
then the gene of interest will be expressed wherever
GAL4 is. This enhancer trap system was used to
express the transformer gene, a feminizing signal, in
olfactory neurons that might be processing the
pheromonal signal (Ferveur et al., 1995).

Transformed males were presented with flies of
either sex to see whether they would selectively court
the female. Surprisingly, some strains of flies courted
males with as much vigor as they did females (Figure
10.19C). The behavior of transformed animals may 
be due to their failure in discriminating the female
pheromone. In fact, when the enhancer trap technique
is used to make male flies that secrete only female
pheromones, these flies are courted as if they are
females (Ferveur et al., 1997). Thus, in flies, specific
brain regions must have a gender if animals are to
accurately interpret sensory information and produce
sexually appropriate motor responses.

A separate tack has been used to explore what kinds
of genes must be expressed in male or female nerve
cells in order to produce correct sexual behaviors (Hall,
1994). For example, a gene product called fruitless is
expressed in about 500 neurons of male flies only, and
mutations of this gene also cause males to court one
another. A mutation of the dissatisfaction gene leads
virgin females to resist males during courtship, and
they fail to lay mature eggs (Finley et al, 1997). Most
mutations that affect sexual activity in flies are also
found to affect other behaviors. Mutations of the period
gene affects circadian rhythms, but they also change
the temporal properties of the courtship song.
Depending on the precise mutation, the interval
between wing-beats can be shorter or longer than
normal. That is, the song will have a lower or higher
frequency, respectively.

SINGING IN THE BRAIN

One of the most striking correlations between
sexual behavior and brain anatomy is found among
several species of songbirds. Male birds attract a mate
of the same species with vocalizations, or songs, that
are commonly learned during juvenile development
(see below). Zebra finches learn one song during the
first 80 days after hatching, while canaries add new
phrases to their song each breeding season. When sci-
entists first looked at the brains of these animals, they
were startled to find brain regions of remarkably dif-
ferent size in each sex (Nottebohm and Arnold, 1976).
The sexual dimorphism occurs in brain nuclei that are
known to participate in song production (RA, HVc),
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controls. Whenever the enhancer is activated by a transcription
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neurons, the male flies courted males and females equally. Normal
males only court females. (Adapted from Ferveur et al., 1995)



and these structures are much larger in males (Figure
10.20). Furthermore, when hatchling females are
treated with estradiol, they can grow up to sing almost
as adeptly as male birds (Gurney and Konishi, 1980;
Simpson and Vicario, 1991). In male canaries, the size
of vocal control nuclei changes during the course of a
single breeding season, getting larger as testosterone
levels rise (Nottebohm, 1981). Hormone treatment can
apparently enhance the size of brain nuclei both by
increasing afferent innervation and promoting den-
dritic growth.

It seems odd that females do not vocalize, if only to
facilitate the mating process. In fact, female tropical
wrens do sing a “duet” with the males. Furthermore,
when the song repertoire of a female wren is relatively
large, then the size of its song-control nuclei is similar
to that of males (Brenowitz and Arnold, 1986). The
vocal repertoire of the Xenopus females is also impor-
tant in guaranteeing fertilized eggs. In this species, the
male mating call has been well-characterized, and, like

birds, there is a sexual dimorphism of both neural and
muscular components related to song production
(Kelley, 1996). However, a female vocal behavior,
termed rapping, is thought to trigger the entire copula-
tory repertoire (Tobias et al., 1998). When the female
frog is unreceptive, it produces a ticking sound, but
when it is ready to lay eggs, it begins to rap. This call
stimulates males to vocalize even more vigorously and
to attempt copulation. It is not yet known what the
neural basis of ticking and rapping is, or whether the
female brain becomes specialized for this behavior
during development.

FROM GONADS TO BRAIN?

The simple hypothesis, then, is that testosterone is
secreted by the testes, and this leads to a masculinized
nervous system in male animals. A number of observa-
tions in birds and frogs suggest that other factors are
involved (Wade and Arnold, 1996; Kelley, 1997). They
raise the possibility that female and male brains differ
from one another even in the absence of gonadal
signals. First, the level of estradiol required to mas-
culinize the nervous system of female birds is quite
high, and even these high levels do not result in a fully
masculinized phenotype. In frogs, the level of circulat-
ing androgen is quite similar in male and female
animals during development. Second, it has not been
possible to block masculine development of the
nervous system in male birds by manipulations
designed to decrease estrogen. Third, when genetic
female zebra finches are pharmacologically engineered
to develop with testes, and with little to no ovarian
tissue, their vocal conrol nuclei continue to have a
female phenotype (Figure 10.20). Finally, female frogs
that receive transplanted testes have a larger larynx 
and more laryngeal motor neurons than do females 
that are treated with a single androgen (Watson et al.,
1993).

These results suggest either that the gonads are a
more complicated endocrine organ than we suspect, or
that the nervous system contains intrinsic signals that
bias its development in the absence of gonadal signals.
For example, some rat diencephalic neurons express a
sex-specific phenotype in vitro (Figure 10.21). When
explanted at E14–17, before the initial surge of testos-
terone, tyrosine hydroxylase-expressing neurons are
30% larger in males, and the number of prolactin-
expressing neurons is two to three times greater in
female tissue, similar to adult animals (Kolbinger et al.,
1991; Beyer et al., 1992). A similar experiment was per-
formed in mice with a Y chromosome that lacks the Sry
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gene. Testis development does not occur in these
animals, and the gonadal signal is eliminated (Carruth
et al., 2002). When mesencephalic neurons were
explanted at embryonic day 14, the number of tyrosine
hydroxylase-expressing cells was greater in genetic
males than genetic females, even though both groups
had female gonads. Therefore, it appears that the ver-
tebrate nervous system may also develop some sex-
specific characteristics independent of the gonads. In
fact, the Sry gene is transcribed in the hypothalamus
and midbrain of adult male mice, suggesting that these
cells may be masculinized by a genetic signal.

A particularly compelling example of genetic deter-
mination of brain sexual dimorphism was discovered
in a rare zebra finch gynandromorph (i.e., an animal
that is a mosaic of male and female structures because
some cells are chromosomal females while others are
chromosomal males). In this instance, the animal was
genetically male on one side and genetically female on
the other (Figure 10.22A). Since only females carry a
W chromosome, it was possible to stain for mRNA
encoding a W chromosome gene and to show that
expression was limited to one side of the brain (Figure
10.22B). As expected, one side of the animal developed
a male-like gonad, and the other side developed a
female-like gonad (Figure 10.22C). Thus, the brain was

exposed to an identical, if somewhat peculiar, gonadal
hormone environment during development. In fact,
the male side of the brain had a much larger HVc
nucleus, as compared to the female side (Agate et al.,
2003). Thus, the genetic sex of the brain cells plays a
primary role in their differentiation.

LEARNING TO REMEMBER

Learning is often portrayed as an extension of
neural development, and there are many similarities,
particularly at the cellular level (Chapter 9). But this
portrait does not capture an important fact: learning
and memory themselves change during the course of
development. Some forms of learning emerge during
a limited period of development, and then disappear.
The filial imprinting of a baby duckling on its mother
occurs during a brief time interval after hatching.
Other forms of learning are robust in young animals
but gradually become less efficient. Humans retain the
capacity to learn new vocabulary words throughout
life, but there is a window of development when we
learn words at a remarkable rate. Still other forms of
learning seem to improve with time, perhaps owing to
the wealth of information already stored in a mature
nervous system. One clear line of evidence demon-
strating the effect of environment on the developing
nervous system comes from rearing rats in an enriched
environment. Developing rats that are housed with
many objects in the cage have almost 25% more
synapses per neuron in the visual cortex (Turner and
Greenough, 1985).

Memory is usually divided into two general types:
recollection of facts (things that can be stated, or
declarative memory) and recollection of skills (things
that can be performed, or procedural memory).
Humans with focal brain injuries are often found to
have specific learning and memory deficits (Milner et
al., 1998). For example, people with extensive damage
to the limbic system are completely unable to recall
new facts, yet they can learn and remember new motor
tasks. Exceptionally rapid learning or memorization
has sometimes been mistaken for intelligence. In fact,
human brilliance is often specialized: a knack for game
theory coupled to rapid learning of spatial patterns
might allow one person to be a champion bridge
player, while a taste for chewing tobacco coupled to
robust motor learning can produce a major league
pitcher. Therefore, it is not too surprising that clinical
measures of learning and memory are often difficult 
to reconcile with the broad patterns of human 
behavior.
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males. (Beyer et al., 1992)



The development of learning may also require a
certain amount of practice, similar to many sensory
and motor skills. For example, many animals build up
a supply of provisions by hiding food in different loca-
tions. Of course, their spatial memory for the hiding
places is crucial if they are to enjoy the fruits of their
labor. When marsh tits are reared in captivity, they will
continue to hide the sunflower seeds that they are fed.
However, if the birds are given powdered seeds that
cannot be stored, they develop a smaller hippocampus
(Clayton and Krebs, 1994). Thus, learning and memory
skills require practice, and this process may influence
nervous system development. Since our immediate
goal is to relate nervous system development to behav-
ior, the following discussion focuses on reasonably
simple forms of learning and procedural memory.

WHERE’S MAMMA?

Many vertebrates are born with an ability to obtain
food and warmth from their mother, when offered.
Nestling herring gulls peck at the tip of their mother’s
beak for food, neonatal rodents assume a specific posi-
tion in order to suckle at a nipple, and newly hatched
jewel fish have a natural tendency to approach objects
that are colored like the broody adult. Although these
innate motor behaviors are very sophisticated in the
apparent absence of any experience, many animals
learn to recognize and respond selectively to their
mother (Lorenz, 1937). Konrad Lorenz, a co-recipient
of the 1973 Nobel Prize, made the rather dramatic
observation that hatchling ducks and geese will follow
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the first moving object that they see, forming a very
stable attachment. Ordinarily, the mother goose fills
this role, but hatchlings can also learn to follow inani-
mate objects, and even the experimenter himself. This
learned behavior is termed filial imprinting. Filial
imprinting has the immediate advantage of keeping
offspring with the provider, and it can also have impli-
cations much later in life. When mature, the male birds
will court a member of the species on which they
imprinted, whether it is a bird, dog, or human.

Filial imprinting is not unique to birds. Tree shrew
pups will imprint on the nursing mother during the
second postnatal week. If removed from the nest
during this period, a pup will not learn to follow its
real mother, and it can be induced to follow a cloth per-
meated with the odor of a foster mother (Zippelius,
1972). Similarly, rat pups come to prefer their nest
based on the mother’s odor during the first few post-
natal weeks, and this preference can be modified by
providing a novel odorant during this period (Brunjes
and Alberts, 1979). Subantarctic fur seal pups must
learn their mother’s vocalization within five days after
birth. The mother seals set out on two to three week
foraging trips, and the pups locate their mother within
minutes of her return using the sound of her vocaliza-
tion (Charrier et al., 2001). Newborn humans also
display a preference for their mother. When infants are
able to elicit either their mother’s voice or the voice 
of another female by the rate at which they suck on 
a nipple, they preferentially activate their mother’s
voice (DeCasper and Fifer, 1980). What is the evidence
that this preference is learned? When mothers read a
story aloud during the last six weeks of pregnancy,
their babies will subsequently prefer to hear that story
over one that was not read aloud. Unexposed new-
borns display no preference between the two stories.
Thus, even though an infant’s hearing is quite limited
in utero, he may already be forming certain auditory
preferences (DeCasper and Spence, 1986).

What exactly is the nervous system learning during
filial imprinting? Do infant animals simply learn their
mother’s smell or image? These questions have been
explored in newly hatched ducklings, and the results
suggest that several factors are necessary for filial
imprinting to occur: visual cues, auditory cues, and
social environment. When one-day-old mallard duck-
lings are allowed to follow a stuffed mallard hen for
30 minutes, they develop a preference for this replica,
presumably based on its visual appearance (Johnston
and Gottlieb, 1981). However, mother ducks also
produce an “assembly” vocalization, and this auditory
cue maintains filial imprinting as the ducklings begin
to grow. The assembly call is such a powerful signal
that ducklings will preferentially follow an unfamiliar

red-and-white striped box that is producing this call
rather than a familiar mallard hen model.

Why is the mother’s assembly call such a powerful
cue? One possibility is that the mother’s call is necessary
to maintain her duckling’s attachment when the entire
family leaves the nest and begins to move about the
environment. Older ducklings become very attached to
their siblings as they grow, and this “peer imprinting”
can actually interfere with filial imprinting (Dyer et al.,
1989). For example, socially reared ducklings will not
preferentially follow a silent, familiar mallard model,
although individually reared ducklings will do so.
However, the mallard maternal call will induce socially
reared ducklings to follow a familiar mallard or an unfa-
miliar pintail model (Dyer and Gottlieb, 1990).

This raises an important question: Do ducklings
respond innately to their mother’s call, or does it
depend on sensory experience? Interestingly, duck-
lings have an inborn preference for the mother’s call
rate, 4 notes per second. However, to maintain prefer-
ence through hatching, the duckling must either hear
its own “contentment” call or that of its siblings 
(Figure 10.23). When ducklings are devocalized and
reared in isolation with a “contentment” call that is
slowed down to about 2 notes per second, they subse-
quently show no preference for the mother’s “assem-
bly” call (Gottlieb, 1980). Thus, imprinting is a far more
elegant form of learning than was originally suspected.
Although ducks, geese, and chicks can visually imprint
on an object after walking behind it, many other factors
regulate this learning. By studying the animal in its
natural setting, it becomes clear that developing
animals are “prepared” to learn certain cues they will
likely encounter, such as the vocalization of its siblings.

Newly hatched domestic chicks also display filial
imprinting, and the neural substrates have been
studied in some depth. When chicks are presented
with tones pulsed at about 3Hz, they will develop a
strong preference for this acoustic stimulus and selec-
tively approach it (Wallhausser and Scheich, 1987).
There is a dramatic reduction of spines in two differ-
ent higher forebrain regions during the period of
imprinting, and this is not observed in naive chicks.
Furthermore, both imprinting and spine elimination
depend on functional NMDARs within these forebrain
regions (Bock et al., 1996; Bock and Braun, 1999a,
1999b). Chicks can also learn to imprint on the visual
characteristics of an object and follow it around, just as
duckings do. Destruction of a specific forebrain area
impairs imprinting, and this same region displays an
increase in NMDARs following imprinting (Horn,
2004). Therefore, some of the cellular mechanisms that
have been implicated in synaptic plasticity (Chapter 9)
have an important role in this early form of learning.
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The attachment of infant to mother requires an
endogenous reward mechanism. Mice lacking the 
mu-opioid receptor (which mediates reward and anal-
gesia) do not vocalize when they are removed from
their mother, as wild-type animals do (Moles et al.,
2004). Nor do they prefer their own bedding to that
from another female. These results suggest that mater-
nal attachment requires that both infant learning and
an endogenous reward system validate maternal audi-
tory, olfactory, and visual cues.

FEAR AND LOATHING

Beyond the procurement of food and water, most
animals need behavioral mechanisms to avoid danger,

such as a poisonous plant or a predator. Animals are
born with the innate ability to avoid certain things. For
example, several species of birds will run from a black
hawk-shaped silhouette that is moved over their heads.
This occurs even when the birds are reared in isolation
with no chance to learn that the “hawk” image repre-
sents danger (Tinbergen, 1948). Many other dangers are
not recognized at first, and animals must learn to avoid
these situations through some sort of experience. A
well-studied form of learning, called fear conditioning, is
probably responsible for much of our skill at avoiding
danger. During fear conditioning, an animal learns to
associate an unconditioned stimulus and response (e.g.,
a snake bite and the pain or fear it produces) with a
neutral stimulus (e.g., the image of a snake). Obviously,
an image of a snake can do no harm, but the animal has
learned that if he sees a snake, he may be bitten. Thus,

314 10. BEHAVIORAL DEVELOPMENT

quackMaternal assembly call
(~4 notes per sec)

Rearing Testing

quack

quack

quack

quack

quack

quack

quack

Devocalized

quack

quack

quack

quack

Maternal assembly
call (~4 notes per sec)

Contentment call
(~4 notes per sec)

Manipulated call
(~2 notes per sec)

quack

quack

quack

quack

Maternal assembly
call (~4 notes per sec)

peep

peep

peep

peep

quack

quack

quack

quack

Maternal assembly
call (~4 notes per sec)

peep
peep

peep
peep

peep
peep

Devocalized

50% 50%

peep
peep

Recorded call
(~4 notes per sec)

Recorded call
(~2 notes per sec)

Maternal assembly call
(~4 notes per sec)

A

B

C

D

FIGURE 10.23 Maternal imprinting in ducklings. A. When ducklings are exposed to the maternal vocal-
ization (~4 notes/s), they will subsequently approach an assembly call (~4 notes/s). B. Exposure to the assem-
bly call alone is sufficient to promote auditory imprinting. C. Exposure to the duckling’s own contentment
call, which is also ~4 notes/s, is sufficient to promote auditory imprinting. D. When a duckling is exposed
to an unnatural call (2 notes/s) during development, it is not able to recognize and respond to the assembly
call when tested subsequently. (Adapted from Gottlieb, 1980)



the sight of a snake becomes a conditioned stimulus,
and it produces a conditioned response (e.g., freezing).
Although unethical by modern standards, a 9-month-
old baby with no fear of animals was trained to fear
rabbits by pairing the rabbit with a startling noise (a
hammer striking metal just behind the baby’s head).
This conditioning eventually caused the baby to cry
every time he saw a rabbit (Watson and Raynor, 1920).

In a typical fear conditioning experiment, an animal
is exposed to a frightening stimulus such as a mild foot
shock, and at the same time a pure tone is presented
from a speaker. How do we know that the electric
shock is frightening? Animals usually stop moving
(i.e., they freeze) and their blood pressure goes up
when they are in frightening situations, and this is pre-
cisely the response to mild foot shock. In contrast, the
pure tone alone does not produce a change in move-

ment or blood pressure. By presenting these stimuli
together several times, the sound alone is gradually
able to elict a fear response. Are developing animals
able to form such associations? Actually, it seems to
depend on the stimulus that the animal is asked to
learn as well as the behavior that it is asked to perform.
For example, rat pups at 15 days or older can learn to
freeze in response to a tone that was paired previously
with mild foot shock (Moye and Rudy, 1987).

For many learning tasks, animals improve with age.
This was explored in rats by first pairing a brief loud
sound that elicited a startle response with a long-
lasting pure tone at moderate intensity (Figure 10.24).
Adult animals learn quickly that the pure tone predicts
the arrival of the loud sound. During test trials, they
produce a much larger startle response when the 
pure tone is present, and this is referred to as fear-
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potentiated startle. Thus, if the pure tone enhances the
startle response, then one concludes that the animal
learned about a dangerous situation. When 16-day rat
pups are trained in the same paradigm, they do not
show any sign of learning (Hunt et al., 1994). Their
response to the tone plus noise is nearly identical to
noise alone (Figure 10.24). A similar delay in learning
is demonstrated when a light stimulus is paired with
footshock (Hunt, 1999). For some learning tasks,
neonates perform better than juvenile animals. Rat
pups of 5–10 days can learn to avoid a sugar solution
when it is paired with mild foot shock, yet 15-day pups
fail to learn this task (Hoffman and Spear, 1988). Thus,
learning is not simply poor in young animals and
robust in adults. Rather, it is a complex function of age,
sensory modality, and the motor response that is being
modified by training.

Even extremely simple forms of learning, such as
habituation and sensitization, can emerge at different
times during development. This has been studied at the
level of both behavior and neurophysiology in the sea
slug, Aplysia (Rayport and Camardo, 1984; Rankin and
Carew, 1988; Nolen and Carew, 1988). During habitua-
tion, animals produce a smaller reflexive response
when they are exposed to repeated presentations of an
identical stimulus. This form of learning can be demon-
strated by squirting some seawater on the animal’s
siphon while monitoring its contraction. With each
squirt of water the siphon withdrawal decreases, finally
reaching about 30% of its initial amplitude. When stim-
ulation ceases, the response gradually recovers over a
few hours. Habituation can be observed in 5– to 10-day
Aplysia, before most central neurons are born. However,
the stimuli must be delivered with much shorter inter-
vals to produce habituation in young animals. Consis-
tent with these behavioral results, synaptic potentials
that mediate the response decrease in size with
repeated use in neurons from 5- to 10-day animals.

Do other simple forms of learning appear this early?
This question was assessed for sensitization, a form of
nonassociative learning in which an animal produces
a larger reflexive response when it is preceded by a
strong, usually noxious stimulus. For example, when
an electric shock is delivered to the tail, the same squirt
of seawater evokes a much larger siphon withdrawal
response. Sensitization was found to emerge quite late
in development, almost 60 days after the appearance
of habituation. Once again, a neural analog of sensiti-
zation was first observed at roughly the same time as
the behavior. In adult animals, stimuli to the siphon
nerve produce synaptic potentials in a neuron called
R2, and the size of these synaptic potentials can be
increased by delivering stimuli to the nerve emanating
from the tail. However, this synaptic facilitation is

observed only in animals >70 days. Thus, there is some
reason to believe that specific forms of learning emerge
at distinct periods of development owing to the matu-
ration of explicit synaptic mechanisms.

Studies that target simple forms of learning will be
critical for linking behavior with underlying neural
mechanisms. However, it is also interesting to ask how
developing animals learn complex, multistep tasks,
such as how to write a sentence or make a peanut butter
sandwich. Of course, even sophisticated learning tasks
are studied with a formal paradigm. For example, in a
delayed nonmatch to sample task, a primate is first
shown an object that can be moved to reveal a reward,
such as a food pellet (Bachevalier, 1990). After a delay,
the animal is next presented with two objects, one of
which it saw previously. In this case, the animal must
learn to move the new object in order to obtain the
reward (Figure 10.25). The task can be made more com-
plicated by increasing the time between trials or by
increasing the number of objects that must be memo-
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rized. Infant and adult primates were trained on a daily
basis until they could perform the task correctly 90% of
the time. Animals 2 to 3 years of age reached criterion
after eight days of training, but 3-month-old monkeys
required 36 days of training (Figure 10.25). One possi-
ble limitation for younger animals may be the amount
of sensory activity entering the central nervous system
(Bachevalier et al., 1991). In 3-month animals, visually
evoked activity is significantly lower in regions of the
cortex thought to mediate this form of learning, as
measured with the 2-deoxyglucose technique (see Box:
Watching Neurons Think in Chapter 9).

When humans of different ages were challenged
with a similar delayed nonmatch to sample task, 
they also displayed a gradual improvement with age
(Overman, 1990). Yet children nearly 3 years of age
take about 10 times longer to learn the task compared
to adults. Furthermore, they forget things more
quickly. The duration of time that children can retain
a simple associative learning task gradually increases
from 2 to 18 months of age (Hartshorn et al., 1998).
Complex learning tasks also emerge at different
periods of development. As discussed above, memory
is commonly divided into recollection of facts versus
performance of skills. One type of factual ability is 
the recollection of the spatial environment. Spatial
memory was tested in 2- and 4-year-old children by
asking them to retrieve candy from eight different
locations in an unfamiliar room. It was found that 2-
year-olds revisited locations where they had already
procured the candy more often than did 4-year-olds.
That is, the younger subjects did not remember where
they had been. In a different type of factual learning,
children were asked to recall details of a story that they
had been read, and there was significant improvement
between 5 and 10 years of age. Finally, children were
asked to learn a complex motor task (i.e., a skill), and
their performance was equivalent at 5 and 10 years of
age (Foreman et al., 1984; Hömberg et al., 1993). These
studies point out the diversity of complex associative
learning. Presumably, the improvements that are
observed with age result from the maturation of
sensory function, motor skills, and learning and
memory systems themselves.

GETTING INFORMATION FROM 
ONE BRAIN TO ANOTHER

The development of animal communication is a fas-
cinating mix of inherited traits and learning. For many
of us animals, communication provides the foundation
of our existence. Some might say that it forms the basis

of our consciousness. Depending on our position in the
food chain, it fetches us a mate, warns us of danger,
informs of a food source, bonds us in society, and
enriches us with artistry. Perhaps the best studied com-
munication system is that of song birds, where adult
males produce courtship vocalizations to attract con-
specific females. While sex-specific behavior is expla-
ined in terms of genetic and epigenetic factors (above),
the individual songs require learning and practice.

When juvenile birds are reared in isolation such
that they do not hear a normal adult song, they
develop abnormal vocalizations. The vocalizations are
even more degraded by deafening the song bird soon
after hatching (Marler and Sherman, 1983). Yet these
vocalizations still retain a few species-specific charac-
teristics, such as song duration. Even relatively boring
vocalizations, such as those of the crow or rooster,
may be affected by sensory experience. When a
middle ear muscle is detached early in development,
male chickens crow at a higher frequency than control
animals, possibly because low-frequency sounds can
no longer be damped by the middle ear mechanism
(Grassi et al., 1990). These studies illustrate the role of
learning, but suggest that there are intrinsic limita-
tions on the song that any single species of bird is able
to acquire.

Many neuroscientists have settled on the zebra finch
as a model for studies of behavior and nervous system
development. Juvenile birds leave the nest about 20
days after hatching, and they begin to sing a few days
later. As with sparrows, male zebra finches must be
exposed to the species-specific song, and they must be
able to hear themselves sing if they are to produce an
accurate rendition as adults. When males reach about
90 days of age, they produce a stereotyped song that
remains unchanged throughout life, providing they
continue to hear themselves sing. Lesions of the vocal
control nuclei, HVc or RA, have a devastating effect on
song production in adults (Nottebohm et al., 1976).

There is a second pathway from HVc to the anterior
telencephalon, and this projection has been implicated
in song learning. One indication of this special role 
in learning comes from the anatomy of the system
(Hermann and Arnold, 1991; Johnson et al., 1995). The
size of one of these telencephalic nuclei, lMAN,
increases when birds first start to practice their tutor’s
song, and it eventually decreases in adulthood. The
projection from lMAN to the motor output from the
telencephalon, RA, is also greatest during the early
stages of learning. Since degenerating nerve terminals
can be stained within a few days of lesion, the lMAN
was lesioned at three different posthatch ages, and 
the number of degenerating synapses within RA was
assessed. The technique showed that the number of
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lMAN synapses decreases almost threefold during
development (Figure 10.26). The number of lMAN
neurons that project to RA remains constant during
this period, suggesting that terminals are being 
eliminated.

Interestingly, lesions to lMAN have no effect on
song production in adult birds (Figure 10.26C).
However, when lMAN is lesioned in animals before
song learning has been completed, song learning and
production is disrupted (Bottjer et al., 1984). Together,
these experiments suggest that certain nuclei partici-

pate in the learning of song but not in its adult pro-
duction. Does lMAN really play such a limited role in
zebra finch behavior? In fact, lMAN may participate in
song recognition by adult females. Lesions of HVc are
known to disrupt song recognition such that the
females perform a precopulatory behavior in response
to the song of another species (Brenowitz, 1991).
However, the role of lMAN in adult birds remains
poorly understood.

Since lMAN seems to be essential for song learning,
it would be interesting to know whether the cellular
mechanisms are similar to other forms of plasticity. As
discussed earlier, the NMDA receptor has a well-
documented role in many forms of synaptic plasticity
(see Chapter 9). The level of NMDA receptor expres-
sion is particularly high in lMAN during the period of
song learning (Figure 10.27). When tissue sections are
labeled with an NMDA receptor antagonist (3H-MK-
801), autoradiographic analysis shows that receptor
number gradually declines over the first few months
(Aamodt et al., 1995). To test whether these receptors
mediate song learning, the NMDA receptor antagonist,
AP5, was infused bilaterally into lMAN (Figure 10.27).
Beginning on day 32, animals were presented with a
tutor song every other day, and AP5 was either infused
at the same time or on alternate days. Those animals
receiving AP5 and training simultaneously performed
very poorly at day 90, producing only 20% of the tutor
song. In contrast, the animals that had active NMDA
receptors while receiving auditory training learned
about 50% of the tutor song (Basham et al., 1996). It is
not yet known how AP5 affects synaptic activity in
lMAN, but these results suggest that song learning in
zebra finches shares one synaptic mechanism with
other forms of plasticity.

Direct measures of synaptic plasticity can be made
in brain slices through the forebrain nuclei involved in
song learning. So far, long-term excitatory synaptic
potentiation (LTP) has been described in two different
nuclei (lMAN and area X) that are required for vocal
learning in developing zebra finches (Boetigger and
Doupe, 2001; Ding and Perkel, 2004). In lMAN, stim-
ulation of intrinsic synapses led to their potentiation,
while at the same time depressing the thalamic
synapses. These forms of plasticity were gradually lost
by posthatch day 60, when sensory learning comes to
an end (Figure 10.26C). One proposal is that LTP of the
lMAN synapses leads to the strong selectivity for a
particular song structure, and the LTD of thalamic
afferents refines the afferent input. A second locus of
synaptic plasticity is found in area X, the second target
of lMAN afferents. Stimulation of these glutamatertic
afferents leads to a NMDAR-dependent increase in
response amplitude. However, synaptic plasticity
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within area X is not observed until the period of
sensory learning is nearly finished, and may be
responsible for the phase of learning during which
birds practice and adjust the memorized tutor song.

LANGUAGE

Although human communication is far more com-
plicated than bird song, there are some similarities.
Learning is certainly involved at every stage of devel-
opment, from the production and perception of vowels
to the syntax of a sentence. Humans generally speak
their first words between 9 and12 months and slowly

acquire about 50 single words, mostly nouns, over the
next eight months. As with birds, there is a period of
development when communication skills are acquired
most efficiently. From 2 to 6 years of age, children learn
about eight words per day. One indication of a sensi-
tive period for language development comes from
studies of humans who learn to produce and under-
stand a second language. When English-language
skills were analyzed in native Korean or Chinese
speakers who arrived in the United States as children
or adults, the youngest subjects performed best
(Johnson and Newport, 1989). A second indication of
a sensitive period comes from studies of deaf individ-
uals who were exposed to sign language from birth to
one year of age. Those individuals who are exposed to
sign language from birth are more skilled than infants
who are exposed even as early as 6 months of age
(Newport, 1990).

In contrast to bird song, human communication is
performed with equal precision in three sensory
modalities. Those born with profound hearing loss 
can learn to communicate perfectly with their hands
and visual system using sign language. Those born
without sight can learn to read with their somatosen-
sory system using Braille. Furthermore, the develop-
ment of language seems to be quite natural in any of
these modalities. It has been known for some time that
hearing infants begin to produce speech sounds well
before they can understand words. These vocaliza-
tions, called vocal babbling, are commonly made up of
repeated syllables (e.g., “dadadada”). Whereas deaf
children are unable to produce perfect vocalizations as
adults, similar to deafened songbirds, a remarkable
thing happens: their language ability can be trans-
ferred to another sensory modality.

Early stages of language acquisition were studied in
two infants who were deaf from birth but were con-
tinually exposed to American Sign Language (ASL) by
their deaf parents (Petitto and Marentette, 1991). To
determine whether the infants would “babble” with
their hands, the manual activity of each infant was
codified in some detail, and their production of ASL
hand shapes was analyzed (Figure 10.28). Deaf chil-
dren devote about 50% of their manual activity to ASL
hand shapes, while hearing children only produce
about 10% of this activity, presumably by chance.
Interestingly, the disparity between deaf and hearing
children increases from 10 to 14 months of age, sug-
gesting that deaf children learn language at the same
stage of development as hearing children when given
the opportunity to use their visual system. Finally, 98%
of the manual babbling was performed in front of the
body, presumably within the infant’s visual field.
Thus, imitation of a “tutor” and sensory feedback are
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important when learning to “speak” with one’s hands,
in general agreement with studies of bird song 
development.

Given the complexity of language, it is not surpris-
ing that we are only beginning to understand the
neural mechanisms that support human communica-
tion and how it develops. The ability of infants from
two countries to recognize their native vowel sounds
was studied to find out whether early experience
effects perception. Six-month-old infants from Sweden
and the United States were asked to judge two vowel
sounds, one from their own country and one from the
other country (Kuhl et al., 1992). The English vowel
was a /i/ sound, as in the word “fee”. The Swedish
vowel was a front rounded vowel /y/ sound, as in the
Swedish word “fy.” Vowel sounds are composed of a
unique set of frequencies, called formants, and the /i/
sound has slightly higher formants than the /y/ sound
(Figure 10.29A). Most adult English-speaking listeners
can categorize a sound as being like a /i/ sound if the
first and second formants are reasonably close to the
ideal. This ability to generalize is thought to prevent
confusion since individual voice quality varies a good
deal, particularly between children, adult females, and
adult males. To see whether infants are able to catego-
rize vowel sounds, ideal /i/ and /y/ vowels, called
prototypes, were generated, and slight variations were
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made to formant frequencies in order to produce vari-
ants (Figure 10.29B). Do infants treat the variants as a
member of the group, as adults do? Infants were first
exposed to the prototype vowel and then presented
with a variant. If she perceived the variant to be dif-
ferent from the prototype, the infant was trained to
turn her head. The data show that American infants
are more likely to treat variants of /i/ as a member of
that group, but are less likely to treat variants of /y/
as members of that group. The opposite result is found
for Swedish infants. These results suggest that experi-
ence with one’s own language in the first 6 months of
life allow for improved perception of unique speech
sounds.

Is it possible that language-specific activity is
present in the brain as the infant is becoming sensitive
to the unique attributes of human speech? A functional
magnetic resonance imaging study in 3-month infants
suggests that it is (Dehaene-Lambertz et al., 2002).
Human adults exhibit the greatest activation along the
left superior temporal sulcus when exposed to their
native language, but the response is much smaller
when the speech is played in reverse (i.e, “my dog has
fleas” versus “saelf sah god ym”). When 3-month-old
infants were tested with their native language
(French), they also displayed greater activation of the
left superior temporal gyrus (Figure 10.30). Forward
speech elicited greater activation for one brain region
on the left side, the angular gyrus, as compared 
to reversed speech. However, forward and reverse
speech were equally effective at activating the tempo-
ral lobe, which is quite different than adults. Thus, left-
hemisphere dominance for speech processing appears
to be already present by 3 months of age, yet the sen-
sitivity to phonological cues (e.g., forward vs. reverse
speech) are immature.

SUMMARY

The great strides we have made in molecular and
cellular neurobiology have underscored the impor-
tance of revisiting the behavior of animals, particularly
during development. The maturation of neural pro-
cessing, or the ability of a neuron to respond accurately
to its synaptic inputs, depends on all the building
blocks being in place. What can be gained from study-
ing the system as a whole? If we learn the alphabet, are
we not able to understand sentences? Of course, the
blemish in this logic is simple to grasp: systems of mol-

ecules, or systems of nerve cells, take on new proper-
ties that were not expressed by the single molecule or
nerve cell. While the genetic dissection of behavior is
an important strategy, it should also be recognized 
that multiple gene products inevitably contribute to
each phenotype, including behavior. Furthermore, the
expression of many genes is influenced by the envi-
ronment (i.e., neuronal activity). Therefore, a rich
understanding of the relationship between brain and
behavior is fundamental to interpreting all results.
Studying animal behavior is one of the best ways to
measure the properties of a system of nerve cells. It
provides the most sensitive and universal indicator of
a successfully assembled nervous system. All types 
of developmental errors (i.e., inappropriate fate, ion
channel mutations, pathfinding errors, weak synapses)
will affect the computational abilities of individual
neurons. This is precisely why behavioral measures
have long been used to tell clinicians when the nervous
system is broken (e.g., schizophrenia, sleep apnea,
delayed learning). It will, therefore, not be too great of
a surprise when behavioral analyses reemerge as one
of the most powerful tools available to developmental
neuroscientists.
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FIGURE 10.30 Speech activation of the human infant brain.
fMRI images were obtained from 2- to 3-month-old infants during
presentation of native speech. A. A transparent brain view (top) and
an axial section (bottom) map the relative sound-evoked activity for
left versus right temporal cortex. The activation was significantly
greater on the left side. B. An activation map showing the relative
sound-evoked activity in response to forward speech versus reverse
speech. While there was no difference in the temporal cortex, there
was an asymmetry within the angular gyrus. (From Dehaene-
Lambertz et al., 2002).
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ANT-C, see Antennapeadia (ANT-C)
Antennapeadia (ANT-C), 31
antennapedia, 31
Anterior–posterior axis

Drosophila, 30–33
signaling molecules, 36–39

Anticipatory behavior, 289
AP5, 277
Apaf-1, 200
A/P-fascicle, 126
Aplysia

adult learning and memory, 256
growth cone, 118f
simple learning, 316
synapse interactions, 272

Apolipoprotein E (ApoE), 80
Apoptosis

Bcl-2 protein role, 200–201
definition, 173
and protein synthesis, 192–193

Apoptosis-inducing factor (AIF), 197
Apototic bodies, 173
Area X, 280
ARs, see Androgen receptors (ARs)
ash1, 25
Assembly call, ducklings, 313
astray, 133
Astrocytes

axon regeneration, 140
generation, 69–70
and synapse formation, 219
vertebrate spinal development, 109

Ath5, 25, 104
atonal, 95
Attraction, growth cones, 124, 134–137
Auditory pathway, remapping, 268f
Auditory processing

human development, 303–304
limitation, 305

Autonomic ganglia, from neural crest, 97
Autonomic nervous system, Phox2b, 98
Autonomous determination, definition, 

87
Autophagic cell death, 173

A
abl, and growth cones, 126
Absolute sensitivity, human infants, 301
Acetylcholine (ACh)

from sympathetic neurons, 99
synapse function signs, 215–216

Acetylcholine receptors (AChRs)
and agrin, 227–228
elimination, 2743
expression and insertion, 233–235
expression regulation, 236
isoform transitions, 239–240
and postsynaptic differentiation, 223
and postsynaptic transcription, 236–238
and presynaptic terminals, 224–226
silent synapses, 282
in synapse elimination, 279, 280
and synaptic transmission, 201
and transynaptic clustering, 226–227

ACh, see Acetylcholine (ACh)
Achaete scute

insect neuroblasts, 91
neuroblast segregation, 21–23
in vertebrates, 25

AChRs, see Acetylcholine receptors (AChRs)
Actin

in filopodia, 117
growth cone cytoskeleton, 116
growth cone guidance, 119f
growth cone steering, 121f
growth cone studies, 117

Actin-associated proteins, and growth
cones, 120

Action potentials
characteristics, 208–209
spontaneous, 269
and synaptic inhibition, 243

Activity patterns, in coordinated behavior,
296–297

Adaptation, growth cones, 134–137
Adaptive behaviors, 289–290
Adaptor protein, 193
Addition, in early synaptic connections,

248–249

Adherens junction, 221
Adrenal gland, 98
Adrenergic enzymes, 99
Adrenergic-to-cholinergic switch, 99
Afferent axons

and cell survival, 202–206
in early connection patterns, 247–248

Age effects
binocular vision, 302
fear conditioning, 315–316
human learning, 317
monocular deprivation, 272f

Agrin
characteristics and function, 226–227
postsynaptic response, 227–228
and receptor clustering signals, 229–230

AIF, see Apoptosis-inducing factor (AIF)
Alcohol, in human behavior development,

291
Amacrine cells, 102
Amblyopia, 258
Amblystoma, 177
American Sign Language (ASL), 319–320
Amino acid sequence, nerve growth factor,

182
Amino acid transporters, maturation,

241–242
AMPA receptors

expression and insertion, 235
isoform transitions, 241

AMPA-type glutamate receptors, 282
Amphibian embryo, see also Frog embryo

animal and vegetal cells, 14f
movements, 294
neural induction, 18f
neural tissue derivation, 7
neurogenesis, 82

Androgen receptors (ARs)
and hormonal signals, 307
and testosterone role, 307

Anguis fragilis, 176–177
Animal cap assay, neural inducers, 13–14
Animal cells, amphibian embryo, 14f
Animal pole, metazoan embryology, 1
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Avian embryo
chick, see Chick embryo
neural tissue derivation, 9

Axodendritic synapses, origin, 213–214
Axonal arbors, refinement and elimination,

250–251, 254–255
Axonal navigation, sensory neurons, 111
Axonal terminals

final targeting steps, 164
stability, 255

Axon guidance factors, vertebrate spinal
development, 109

Axons, see also Growth cones
branching, 148
in early connection patterns, 247
early tracts, 126
and ECM, 123
growth cone distancing, 116
mechanical pathways, 122f
morphogen effects, 113
from newborn neurons, 111
pause point branching, 150f
projection neuron, 111, 113
regeneration, 139–140
repulsive guidance, 127–130
retinal, outgrowth, 157f
topographic refinement, 158

B
Babbling, in deaf children, 319
Bag of worms, phenotype detection, 90
Bar, 95
BarH1, 104
Barrels, characteristics, 160–161
Basic-helix-loop-helix (bHLH)

Drosophila, 25
MASH1, 98
neuroblast segregation, 22
in vertebrate retina, 104

Bax, in apoptosis, 200
Baz, see Bazooka (Baz)
Bazooka (Baz), 93
Bcl-2 proteins, in apoptosis, 200–201
BDNF, see Brain-derived growth factor

(BDNF)
Beat-1a, 145
beaten path, 145
Behavior

beginnings, 289
brain function link, 253
classification, 289
development factors, 290–291
environmental factors, 291
neural basis in zebrafish, 296f

Bergmann glia, granule cell migration, 78
bHLH, see Basic-helix-loop-helix (bHLH)
bicoid, Drosophila, 30
Bim, in apoptosis, 200
Binocular neurons, 260
Binocular vision

age effects, 302
human infant eyesight, 301–302

Bipolar cells, in vertebrate retina, 102
Birthdating, see also Thymidine labeling

cortical neurons, 72–73
definition, 62
vertebrate retinal cells, 105f

Bithorax clusters (BX-C), 31
Blastoderm

chick embryo, 10f
Drosophila, 6

Blastodisc, avian embryo, 9
Blastomere, C. elegans, 4
Blastospore

amphibian eggs, 7
and gastrulation, 2

Blastula, amphibian eggs, 7
BMPs, see Bone morphogenetic proteins (BMPs)
Bone morphogenetic proteins (BMPs)

definition, 16
and dendrite formation, 143
and dorsal neural tube, 51–52
and neural crest, 97
in neural induction, 17
in neuron generation, 69
in signal transduction, 19
in vertebrate axis patterning, 37

Border patrol, for appropriate targeting, 149–152
Boss, see Bride of sevenless (Boss)
Braille, human communication, 319
Brain

activity monitoring, 253
behavior link, 253
Drosophila, 30f
frog embryo, 8f
gender control, 307–308, 308–309
gonad relationship, 310–311
from neural tube, 30f
organizing centers, 39–42
sexual dimorphism, 308f
singing, 309–310

Brain-derived growth factor (BDNF)
and cell survival, 182–183
and growth cone conversion, 222
in synapse elimination, 280
and synaptic inhibition, 244
and synaptic transmission, 202

Branching
axons, 148
dorsal root ganglion, 149
patterns and defasiculation, 146
pause point, 150f
retinal ganglion cells, 260

BrdU labeling, CNS progenitor cells, 60
Bride of sevenless (Boss), 96
a-Btx, 225
Bud zone, hydra, 3
BX-C, see Bithorax clusters (BX-C)

C
Cadherins

in cellular targeting, 165–166
and growth cones, 123f
and sticky synapses, 221
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Caenorhabditis elegans, see also Nematodes
achaete scute, 25
ced-9, 200
cell death, 192, 196–197
development, 5f
hermaphrodite-specific egg-laying

neurons, 90
neural tissue derivation, 4–6
and synaptogenesis, 214
time-lapse studies, 88

Cajal–Retzius cells
definition, 71
reelin production, 80

Calcitonin gene-related peptide (CGRP)
and agrin, 228
in synapse elimination, 280

Calcium
and growth cone conversion, 222
and NMDA receptors, 276–278
and synapse formation, 219
in synaptic connections, 276

Calcium/calmodulin-dependent protein
kinase II (CaMKII)

and dendrites, 287
in synaptic connections, 278

Calcium channel, expression, 209
Calcium signaling, in synaptic connections,

276–278
Calmodulin, in synaptic connections, 278
CaMKII, see Calcium/calmodulin-

dependent protein kinase II (CaMKII)
CAMs, see Cell adhesion molecules 

(CAMs)
Candling, chick eggs, 292
Caspase-9, and cell death, 197
Caspases, and neuron death, 196
Cat

axonal elimination, 251
spontaneous retinal activity, 267
synapse rearrangement studies, 263–265
visual cortex neurons, 257f

b-Catenin, in signal transduction, 19
Caudal primary neurons, zebrafish, 108
Cdk, see Cyclin-dependent kinases (Cdk)
CDK-activating kinases, see Cyclin-

dependent kinase-activating kinases
(CDK-activating kinases)

C-domain, see Central domain (C-domain)
CED-3, and cell death, 196–197
ced-4, 196–197
ced-9, 200
Cell adhesion

for growth cone direction, 123
growth cones, 122f
vertebrate spinal development, 109

Cell adhesion molecules (CAMs)
function, 79
growth cone attachment, 122
in growth cone conversion, 221
and growth cones, 124
heterophilic interactions, 126–127
and synapse connections, 279f

Cell culture studies, neuron vs. glia
generation, 69



Cell cycle
overview, 65
transcription factor link, 92
in vertebrate retinal development,

104–105
Cell-cycle genes, neuron generation control,

62–63
Cell death, see Apoptosis
Cell division

asymmetric, overview, 93–94
Notch signaling, 94

Cell fate
asymmetric, overview, 93–94
lineage vs. environment, 87
mutation effects, 88
testing by transplantation, 88f
vertebrate retinal cells, 105f

Cell interactions
E29 cells, 101
in progenitor cell production, 63, 67–68

Cell lineage
in determination, 88
and fate, 87
and molecular cascade, 90

Cell survival
afferent regulation, 202–206
endocrine control, 190–192
and nerve growth factor, 180–182
and neurotrophins, 182–184

Cellular interactions
complexity from, 94–96
in specification and differentiation, 97–100

Cellular targeting, overview, 164–166
Central auditory system, synapse

rearrangement, 262–264
Central domain (C-domain), growth cone

cytoskeleton, 116
Central nervous system (CNS)

axon regeneration, 140
frog embryo, 8f
insect, 91
labeling experiments, 59–60
receptor aggregation, 230–233
receptor clustering signals, 229–230

Central neurons, sound response, 304–305
cerberus

in signal transduction, 20
in vertebrate axis patterning, 37

Cerebellar cortex, histogenesis, 76–78
Cerebral cortex

cell generation, 100–101
histogenesis, 71–75
layer innervation, 162–163
patterning, 52–55

CGRP, see Calcitonin gene-related peptide
(CGRP)

Chain migration, definition, 76
Chemorepulsive agents, Netrins as, 135–136
Chemospecificity

overview, 153–154
and retinal tissue, 154–155

Chemotaxis
definition, 130
and growth cones, 130–133

Chick embryo
crest cells, 97
development, 10f
and embryonic movements, 295–296
fate map, 43
fibroblast growth factor, 18
filial imprinting, 313
first movements, 292
ion channel expression, 210
motor neuron currents, 209
nerve growth factor, 180
nucleus laminaris, 255
rhombomeres, 34f
spontaneous movements, 293
synapse effect on neurons, 285–286
synaptic transmission at target, 201

Chloride, and synaptic inhibition, 243
Choline acetyltransferase, and sympathetic

neurons, 99
Chordin

in developing mouse, 18f
frog embryo, 15f
sog homology, 16

Chorioallantois, chick embryo, 180
Chromaffin cells, from SA progenitors, 99
Chx10, 104
Ciliary ganglion, and ion channel

expression, 210
Ciliary neurotrophic factor (CNTF)

in astrocyte generation, 69
and growth cone conversion, 222
and neuron death, 189

Circumferential indentation, 297
Class I, spinal cord development, 106
Class II, spinal cord development, 106
Clonal analysis, progenitor cells, 61f
Clonal relationship, Drosophila ommatidia,

95
Cnidarians, see Hydra
CNS, see Central nervous system (CNS)
CNTF, see Ciliary neurotrophic factor

(CNTF)
Coated pits, in synaptogenesis, 213
Cofilin, and growth cones, 120
Coghill’s sequence, amphibian embryonic

movements, 294–295
Coiling behavior, in embryo, 294
Collagen, growth cones, 121
Collapsin, see Semaphorin3A
Color vision, human infants, 302
Column of Terni (CT), 107
commissureless, 134
Commisural axons, 251
Communication

human, see Human communication
song birds, 317–318

Competence
loss, 100–101
retinoblasts, 103

Competition hypothesis, 258
Complexity, via cellular interactions, 94–96
Compound eye, components, 94
Concanavalin A, and axon growth, 122
Cones, in vertebrate retina, 102
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Connectin, in nerve-muscle specificity, 165
Contact adhesion, for growth cone direction,

123
Contact pheromone, fruit flies, 308
Contact repulsion, for growth cone

direction, 124
Contentment corpora allata, ducklings, 313
Convergence, in early synaptic connections,

247–248
Coorindated behavior, activity role, 296–297
Cortex neurons, human infant eyesight, 

301
Cortical neurons, human infant eyesight,

301
Cortical plate, neuron accumulation, 72
CREB, see Cyclic AMP-dependent

transcription factors (CREB)
Cricket, synapse elimination, 255
Critical period, plasticity, 271
Crystallization, in Drosophila eye, 95
CT, see Column of Terni (CT)
Cyclic AMP

and growth cone conversion, 222
and Netrin, 136

Cyclic AMP-dependent transcription factors
(CREB)

adult learning and memory, 256
afferent-regulated cell survival, 204–205
and neuron death, 195–196

Cyclin-dependent kinase-activating kinases
(CDK-activating kinases), 65

Cyclin-dependent kinases (Cdk)
in cell-cycle, 65
function, 63

Cyclins, 63
cyp26, 38
Cysteine requiring aspartate proteases, see

Caspases
Cytochalasin, 117
Cytochrome c, 197
Cytokines, and neuron death, 189
Cytoplasmic kinases, and EGFR, 96

D
Da, see daughterless (Da)
daughterless (Da), 22
Daughter of sevenless (Dos), 96
DCC protein

and growth cones, 131
and Netrin, 135–136

decapentaplegic (dpp), 16
Defasiculation, 145–146
Delamination

Drosophila, 6
neuroblast, 30f

Delayed nonmatch to sample task, 316–317
Delayed rectifier, 208
Delta

expression, 100
neuroblast segregation, 23–24
and SOP cells, 93–94
in vertebrates, 25–27



Dendrites
formation, 142–144
MAP localization, 120
morphology effects of synapses, 286–287

Denervation, synaptic connection studies,
257

Deprivation, in behavior development, 291
Depth perception, human infants, 302f
derailed, 137
Desensitization, growth cones, 134–137
Determination

definition, 87
in histogenesis, 102–105
progenitor cells, 87–88
spatial and temporal coordinates, 91–93

Deutocerebrum, in nervous system identity,
29

dickkopf
in signal transduction, 20
in vertebrate axis patterning, 38

Diencephalon, in nervous system identity,
29

Differentiation
Drosophila eye, 95
and molecular cascade, 90
and receptor clustering, 222–224
spinal neurons, 106
via cellular and environmental

interactions, 97–100
Discrimination, human infants, 301
discs large (dlg), 233, 278
dissatisfaction, 309
DLG, discs large (dlg)
Docking protein, and neuron death, 193
Dorsal lip, in neural tissue development, 11
Dorsal neural tube, neural crest relationship,

50–52
Dorsal root ganglia (DRG) cells

apoptosis, 177–179
branching, 149
and early movements, 292
innervation, 127
and Sema3A, 129
sensory cells, 98

Dorsal–ventral axis
associated genes, 91
vertebrate–invertebrate similarities, 17f

Dorsal–ventral polarity, in neural tube,
46–50

Dorsal ventral retina, topographic mapping,
157f

Dos, see Daughter of sevenless (Dos)
dpp, see decapentaplegic (dpp)
Dpp, associated gene expression, 91
DRG cells, see Dorsal root ganglia (DRG)

cells
Drosophila

adult learning and memory, 256
anterior–posterior axis, 30–33
brain development, 30f
defasiculation, 145–146
early movements, 292–293
eating behavior, 298
en1 and wnt1 identification, 40–41

eye components, 95
frazzled, 131–132
ganglion mother cells, 21
gene expression, 91
genetics and behavior, 290
growth cones and cell adhesion, 124–125
Hox genes, 30–33
midline, 134
midline crossing mutants, 135f
neural tissue derivation, 6
neurogenic and proneural genes, 22f
olfactory sensory neurons, 169
postsynaptic differentiation, 223–224
Reaper, 197
receptor expression and insertion, 233
retina, 103
rhombomeres, 33–34
sensilla, 93
Shh identification, 47
sog–chordin homology, 16
synaptic connection studies, 278
and synaptogenesis, 214
SynCAM expression, 220
vertebrate spinal cord comparisons, 106
Xenopus comparison, 17

Drugs, growth cone actin studies, 117
Drug use, in human behavior development,

291
Dscam protein, 169, 170f
Duck, filial imprinting, 313
dunce, 278–279
Dyes

for commissural axon elimination, 251
growth cone studies, 115–116

Dynamic cytoskeleton, growth cones,
116–117

a-Dystroglycan, and agrin, 228

E
E29 cells, see Embryonic day 29 (E29) cells
Eating, in insects, 298
ECM, see Extracellular matrix (ECM)
Ectoderm

and dorsal neural tube, 51
and gastrulation, 2, 9

Ectodermal cells, in neuroblast segregation,
20–25

EGF, see Epidermal growth factor (EGF)
EGFR, see Epidermal growth factor receptor

(EGFR)
eIF4E-BP, 138
Electrical properties

action potential, 208–209
calcium channel, 209
ion channel regulation, 209–211
maturation overview, 208

Electrodes, for neuron monitoring, 253
Electrophysiology, membrane channels, 217
Elimination

axons arbors, 250–251, 254–255
in early synaptic connections, 248–249
functional synapses, 249–250
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inhibitory synapses, 284f
metabotropic receptor role, 279–280
postsynaptic receptors, 274
progenitor cells, 174
in synaptic connections, 247

Embryo, see specific embryos
Embryology, metazoans, 1–3
Embryonic day 29 (E29) cells, ferret, 101f
emx, 44
Emx2, 53
en1, see engrailed
Endbulb of Held, 242
Endocrine chromaffin cells, 97
Endocrine signaling, and cell survival,

190–192
Endoderm, and gastrulation, 2, 9
engrailed, 40, 91, 295
enhancer of split complex (E(spl)), 24–25
Environment

in behavioral development, 290–291, 291
and cell fate, 87
neuron type effects, 101
in specification and differentiation, 

97–100
Ependymal zone, 58
Ephrin-5A, 163
EphrinA, 133
Ephrin-A2, 155, 157f
Ephrin-A5, 155
EphrinB, 133
EphrinB–EphB signaling pathway, 230
Ephrins, 155–156, 158
Epidermal growth factor (EGF), and

progenitor cells, 63, 67
Epidermal growth factor receptor (EGFR)

and cytoplasmic kinases, 96
and neuron death, 190

EPSCs
and homeostatic mechanism s, 283
silent synapses, 282
synaptic connections, 280–281

EPSPs, see Excitatory postsynaptic potentials
(EPSPs)

ER81, 109
ER gene, see Estrogen receptor (ER) gene
E(spl), see enhancer of split complex (E(spl))
Estradiol receptors, and hormonal signals,

307
Estrogen receptor (ER) gene, and mouse

sexual behavior, 308
ETS family, vertebrate spine development,

109
Evolution, neurons, 1
Excitatory postsynaptic potentials (EPSPs)

and homeostatic mechanisms, 283
and synapse formation, 238–239

Experience
activity before, 299–300
in motor skill development, 290

External granule layer
definition, 76
as neurogenesis zone, 75

Extracellular matrix (ECM), and axon
growth, 123



Extrinsic determination
in histogenesis, 102–105
progenitor cells, 87–88

Eye
contralateral, sensory maps, 265
Pax6 expression, 45

Eyesight, human infants, 301–302

F
F-actin, and MAPs, 120
FasciclinII (FasII)

and growth cones, 124–125
in targeting, 165

FasciclinIV, see SemaphorinI
FasII, see FasciclinII (FasII)
Fate, see Cell fate
Fate maps, embryos, 43–44
Fear conditioning

age effects, 315–316
basic experiments, 315
overview, 314–315

Fear-potentiated startle, rat, 315–316
a-Fetoprotein, 308
FGF2, see Fibroblast growth factor 2 

(FGF2)
FGF8, see Fibroblast growth factor 8 

(FGF8)
FGF receptor, see Fibroblast growth factor

receptor (FGF receptor)
FGFs, see Fibroblast growth factors (FGFs)
Fibroblast growth factor 2 (FGF2), 69
Fibroblast growth factor 8 (FGF8), 40, 54,

108
Fibroblast growth factor receptor (FGF

receptor), 137
Fibroblast growth factors (FGFs)

and axonal growth, 148
chick embryo, 18
and neural crest, 97
and progenitor cells, 63, 67
and SA cells, 98

Filial imprinting
definition, 313
in various animals, 313

Filopodia
actin, 117
growth cone direction, 120f
growth cones, 138

Floorplate
in neural tube, 46–47
in spinal cord, 106

Fluorescent-activated cell sorting (FACS),
141

Fluorescent dyes, synapse function studies,
216

Fluorescent proteins, growth cone studies,
115–116

FM4–64, synapse function studies, 216
fMRI, see Function magnetic resonance

imaging (fMRI)
Follistatin, 14–15
Follower axons, growth cones, 114–115

Forebrain, see also Prosencephalon
development, 42–46
prosomeric model, 44

Formants, vowel sounds, 320
Forward genetics, with mutagenesis, 88
frazzled, 132
Frequency tuning curve, and synapse

rearrangement, 262–264
frizzled

in growth cone conversion, 221
in signal transduction, 19
in vertebrate axis patterning, 37

Frog embryo, see also Amphibian embryo
chordin expression, 15f
CNS, brain, spinal cord, 8f
growth cones, 121
NeuroD, 26f
Notch ICD, 26f
visual pathway remapping, 266f

Fruit flies
contact pheromone, 308
mutagenesis, 96
synaptic connection studies, 278

fruitless, 309
FrzB, in signal transduction, 20
Functional maturation, overview, 217
Function magnetic resonance imaging

(fMRI)
brain activity, 253
human brain activity, 267

fyn, 137

G
Gab1, see Growth factor receptor-bound

protein-2–associated Binder-1 (Gab1)
GABARAP, 233
Gain control, in synaptic connections,

280–282
GAL4 gene, 309
Ganglion mother cells (GMCs)

Drosophila, 6
and neuroblast division, 91–93
and neuroblast segregation, 21

GAP-43, see Growth-associated protein 43
(GAP-43)

Gap genes, Drosophila embryo, 91
Gastrulation

amphibian eggs, 7
definition, 2
and embryo layers, 9–11

Gbx2, in vertebrate axis patterning, 38–39
GDNF, see Glial cell line-derived

neurotrophic factor (GDNF); Glial-
derived neurotrophic factor (GDNF)

GDP, and growth cones, 138
GEFs, see Guanidine Exchange Factors

(GEFs)
Genetic control

in behavioral development, 290–291
brain gender, 308–309

Genetic sex, establishment, 306
Genomics, touch cell studies, 89–90
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Gephyrin, 230
GFP, see Green Fluorescent Protein (GFP)
Glass, growth cones, 121–122
Glia

amphibian eggs, 7–8
Bergmann glia, 78
generation, 69–71
Müller glia, 105
peripheral glia, 101f
radial glial cells, 72, 76

Glial cell line-derived neurotrophic factor
(GDNF), 190, 282

Glial-derived neurotrophic factor (GDNF),
147

Glial growth factor, see Neuregulins (NRGs)
Glomeruli, and target selection, 166
Glucocorticoids

definition, 99
SA progenitor effects, 99

Glutamate, in synapse elimination studies,
250

Glutamate receptors
clustering signals, 230
isoform transitions, 241
silent synapses, 282

GMCs, see Ganglion mother cells (GMCs)
Gonads, brain relationship, 310–311
Gooseberry, 91
Gradients

and growth cones, 130–133
in spinal cord development, 106, 108

Granule cells
function, 76–78
and synapse formation, 219

Grasp reflex, human infant, 289
Grasshopper

leg, sensory neurons, 111
Ti pioneer studies, 117

Grb2, see Growth factor receptor-bound
protein-2 (Grb2)

Green Fluorescent Protein (GFP), 115–116
Growth-associated protein 43 (GAP-43), 138,

142
Growth cones

actin studies, 117
and adhesion, 122f
Aplysia, 118f
attraction and repulsion, 134–137
axon distancing, 116
Beat-1a, 145
and CAMs, 124
and chemotaxis, 130–133
co-cultured explants, 127
collapse, 128–129
directional information, 123–124
direction by filopodia, 120f
dynamic cytoskeleton, domains, 116–117
early observations, 114, 115f
function, 113–114
and gradients, 130–133
growth rate, 148–149
growth surfaces, 121–123
guidance by actin, 119f
and integrin, 123



Growth cones (continued)
and LAMP, 125
microscopic studies, 115–116
microtubules, 118–119
morphologies, 114–115
movement in culture, 117–118
and NCAM, 125
into presynaptic terminals, 221–222
protein localizatio, 120
signal transduction, 137–138
steering examples, 121f
structure, 118f

Growth factor receptor-bound protein-2
(Grb2), 193

Growth factor receptor-bound protein-
2–associated Binder-1 (Gab1), 193

GTP, and growth cones, 137–138
Guanidine Exchange Factors (GEFs), 138
Guidance

optic pathway, 133
repulsive, 127–130

H
Habituation, Aplysia, 316
hamlet, 144
Hb9, 106
Hearing, development in mammals, 

302–305
hedgehog, 47, 91
Heliosoma, 138
Hensen’s node, 10f
Herring gulls, 312–313
Heterochronic experiments, vertebrate

retina, 104
Heterosynaptic depression, 272–273, 275f
Hh protein, 95
High-voltage activated currents (HVA), 

209
Hindbrain, see also Rhombencephalon

and embryonic movements, 295
Mauthner cells, 111, 113f
signaling center model, 43f

Hippocampal cells, and dendrite formation,
142–143

Histogenesis
cerebellar cortex, 76–78
cerebral cortex, 71–75
cerebral cortex cells, 100–101
definition, 57
intrinsic and extrinsic determination,

102–105
homeobox (Hox)

Drosophila, 30–33
Drosophila embryo, 91
and growth cones, 132
role in nervous system, 33–36
vertebrate spine development, 108

homeodomain, in spinal cord development,
106

Homeostasis, in synaptic connections,
283–284

Horizontal cells, in vertebrate retina, 102

Hormonal signals
brain gender, 307–308
function, 306–307

Hox, see homeobox (Hox)
huckbein, 91
Human communication

infant speech activation, 321
learning component, 319
neural mechanisms, 320–321

Human embryo, development, 11f
Human infant

eyesight, 301–302
filial imprinting, 313
motor skill development, 291
questioning, 300–301
reflexes, 289

Humans
auditory processing, 303–304
learning and age, 317
learning and memory, 311

hunchback (hb), 92
HVA, see High-voltage activated currents

(HVA)
HVc, in song birds, 82, 317
Hydra, neural tissue derivation, 3–4
20–Hydroxecdysone (20E), in cell survival,

191
Hypodermis, C. elegans, 4
Hypothalamus, and brain gender, 307–308

I
IAPs, see Inhibitors of apoptosis proteins

(IAPs)
ICE, see Interleukin-1b-converting enzyme

(ICE)
ICX neurons, sensory mapping, 267
IGF, see Insulin-like growth factor (IGF)
Image processing, membrane channels, 

217
IMAN, in bird song learning, 317–318
Immunoglobulin G (IgG), and growth

cones, 124
IMZ, see Involuting marginal zone (IMZ)
INAH 1, hormonal control, 307
ind, expression, 91
Inhibitors of apoptosis proteins (IAPs), and

apoptosis, 201
Inhibitory postsynaptic potentials (IPSPs)

and homeostatic mechanism s, 283
and synaptic inhibition, 243

Inhibitory synapses, plasticity, 284–285
Inner cell mass, mammalian embryo, 9
Innervation, in receptor expression, 234
Inscuteable (Insc), 93
Insects

CNS development, 91
eating behavior, 298
genetics and behavior, 290
olfactory sensory neurons, 169

Insulin-like growth factor (IGF), 67
Integrin, and axon growth, 123
Interkinetic nuclear migration, 58
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Interleukin-6, in adrenergic-to-cholinergic
switch, 99

Interleukin-1b-converting enzyme (ICE), 
196

Internal membrane proteins, and CNS
receptor aggregation, 230–233

Interneurons, transgenic zebrafish, 295f
Intracellular calcium, in synaptic

connections, 276
Intracellular chloride, and synaptic

inhibition, 243
Intracellular signaling, and cell death,

193–196
Intrinsic determination

in histogenesis, 102–105
progenitor cells, 87–88

Invertebrates
dorsal–ventral axis patterning, 17f
synapse elimination, 255

Involuting marginal zone (IMZ), amphibian
eggs, 7

IPSPs, see Inhibitory postsynaptic potentials
(IPSPs)

IrreC, and growth cones, 124
Irx3, 106
Isl1/2, 106
Isthmo-optic nucleus, and axonal

arboration, 250

J
Jagged, in signaling, 26
JNK, and neuron death, 194–195

K
KCC2, see K-Cl cotransporter (KCC2)
K-Cl cotransporter (KCC2), and synaptic

inhibition, 243
Keller sandwich, in neural tissue

development, 12
Kinases, see also specific kinases

in signal transduction, 19
Knockout mouse

BDNF and nestin, 244
metabotropic glutamate receptors,

279–280
Olig2, 109
p75NTR, 187
reeler mutant, 80–81

Krueppel (Kr), 92

L
Labeling

for cell-cycle lengths, 59
CNS progenitor cells, 60
TUNEL, see Terminal transferase UTP

Nick End Labeling (TUNEL)
lacZ reporter gene, NT-3 expression, 184
Lamina-specific targeting, 162–164



LAMP, see Limbic-associated membrane
proteins (LAMP)

Lateral ganglion eminences, 75
Lateral geniculate nucleus (LGN)

after monocular deprivation, 259
elimination, 251
plasticity time limit, 271
retinal arbors, 254
and spontaneous activity, 269
synaptic connections, 257–258

Lateral Motor Column (LMC), 107
Lateral ridge formation, 297
Lateral superior olive (LSO)

inhibitory connection plasticity, 284–285
synapse effects on morphology, 287

Layer cells, visual cortex, 101f
Layer IV

and afferent segregation, 267
synaptic connection studies, 257

L currents, calcium channel activation, 209
LDLRs, see Low density lipoprotein

receptors (LDLRs)
Learning

adult mechanisms, 256
Aplysia, 316
and human age, 317
and memory, 311–312

Leech embryos, first movements, 292
Lens, insect, 94
LGN, see Lateral geniculate nucleus (LGN)
Lim3, 106
Limbic-associated membrane proteins

(LAMP), 125
Lipophilic dyes, growth cone studies,

115–116
LMAN, synaptic connections, 280
Longitudinal ipsilateral tracts, 294–295
Long range attraction, for growth cone

direction, 124
Long-term depression (LTD)

inhibitory synapses, 285
and synaptic connections, 280–281

Long-term potentiation (LTP)
adult learning and memory, 256
and bird song learning, 318
NMDA receptor role, 278
in synaptic connections, 280–282

Low density lipoprotein receptors (LDLRs),
80

Low-voltage activated currents (LVA), 209
lozenge (lz), 95
LSO, see Lateral superior olive (LSO)
LTD, see Long-term depression (LTD)
LTP, see Long-term potentiation (LTP)
LVA, see Low-voltage activated currents

(LVA)

M
Macrophages, in cell death, 173
Magnetoencephalography (MEG)

brain activity, 253
human brain activity, 267

MAGUKs, see Membrane-associated
guanylate kinases (MAGUKs)

Mammalian brain, sexual dimorphism, 
308f

Mammalian embryo
neural tissue derivation, 9
spinal cord activity, 289

Mammals
acute hearing, 302–305
genetics and behavior, 290
neurogenesis, 83–85

Mantle zone, function, 58
MAPK, see Mitogen-activated protein kinase

(MAPK)
MAPs, see Microtubule-associated proteins

(MAPs)
Marginal zone, 58
MASH1, 98, 99
Maturation

electrical properties, 208
functional, 217
transmission, 238–241
transmitter reuptake, 241–242

Mauthner cells
and embryonic movements, 295
salamander hindbrain, 111, 113f

mEAAT1, 241–242
mEAAT2, 241–242
mec-3, 89
mec-7, 89
mec-12, 89
mec-17, 89
Mechanosensilla, 94
Mechanosensory cells, 88–89
Medial superior olive (MSO)

inhibitory connection plasticity, 284–285
and synaptogenesis, 214

MEG, see Magnetoencephalography 
(MEG)

Membrane-associated guanylate kinases
(MAGUKs), 231–232

Membrane channels, 217
Membrane depolarization, and afferent-

regulated cell survival, 206
Membrane proteins, 230–233
Memory

adult mechanisms, 256
humans, 317
and learning, 311–312

Mesencephalon, see also Midbrain
in nervous system identity, 29

Mesoderm, and gastrulation, 2, 9
Metabotropic glutamate receptors (mGluRs),

204, 279–280
Metabotropic receptors, 279–280
Metamorphosis

insects, 298–299
neuron death role, 191

Metazoan embryology, 1–3
Metencephalon, in nervous system identity,

29
MF, see Morphogenetic furrow (MF)
mGluRs, see Metabotropic glutamate

receptors (mGluRs)
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Microtubule-associated proteins (MAPs)
and growth cones, 138
localization, 120
MAP2 and dendrite formation, 143

Microtubules
growth cone cytoskeleton, 116–117
as growth cone element, 118–119
growth cone steering, 121f

Midbrain, see also Mesencephalon
signaling center model, 43f

Middle primary neurons, zebrafish, 108
Midline, Drosophila, 134
Migration

chain migration, 76
interkinetic nuclear migration, 58
neural crest, 66–67
neuronal, mechanisms, 78–81
radial glial cells, 76

Mira, see Miranda (Mira)
Miranda (Mira), 93
Mitogen-activated protein kinase (MAPK),

and neuron death, 194–195
MN, see Spinal motor neuron cell bodies

(MN)
Mnr2, 106
MNTB neurons

inhibitory connection plasticity, 284–285
short-term plasticity, 242

Molecular cascades, neuronal determination,
90

Monkey, birthdating studies, 74f
Monoclonal antibodies, and growth cones,

124
Monocular deprivation, age dependency,

272f
Morphogenetic furrow (MF), Drosophila eye,

95
Morphogens, axon effects, 113
Mosaic development, definition, 88
Moth wing, sensory axons, 122
Motor neurons

chick embryo, 209
in first movement, 291–292
in spinal cord development, 106
and spontaneous movements, 293
targeting, 165
zebrafish, 108

Motor skills
in human infant, 291
role of experience, 290

Mouse embryo
BALB, behavioral development, 291
filial imprinting, 313
Hox genes, 32f
noggin and chordin, 18f
sexual behavior, 308
synapse rearrangement studies, 262–263

Movements
early motor neuron activity, 291–292
embryos, 294–296

MPK, and EGFR, 96
msh, expression, 91
MSO, see Medial superior olive (MSO)
Müller cells, 103, 105



Mu-opioid receptor, and filial imprinting,
313

Muscle contraction, and unstimulated
axons, 273

Muscle-specific kinase (MuSK), and agrin, 228
MuSK, see Muscle-specific kinase (MuSK)
Mutagenesis

flies, 96
in forward genetics, 88

Mutational analysis, definition, 88
Mutations, and cell fate, 88
Myelencephalon, in nervous system identity,

29
Myogenic determination factor (MyoD), 22
Myopodia

and postsynaptic differentiation, 223–224
in synaptogenesis, 213

Myosin, actin relationship, 117

N
Na-K-2Cl cotransporter (NKCCl), 243
Nanos, 30
NCAM, see Neural cell adhesion molecule

(NCAM)
N currents, calcium channel activation, 209
Necrosis, definition, 174
Nectins, and sticky synapses, 221
Nematodes, see also Caenorhabditis elegans

cellular targeting, 165
early embryological studies, 4

Nerve growth factor (NGF)
and cell survival, 180–182
early studies, 184
and p75NTR, 186–188
and protein synthesis, 192
retrograde transport, 186
and SA cells, 98
and target recognition, 147

Nerve growth factor receptor (NGFR), 99
Nervous system identity, 29
Nestin, 244
Netrins

axon attraction, 135–136
and growth cones, 131
in nerve-muscle specificity, 165

Neural cell adhesion molecule (NCAM)
growth cones, 125
and sticky synapse, 220

Neural crest
cell types from, 97
dorsal neural tube relationship, 50–52
migration, 66–67
and Nrg-1, 99–100

Neural induction
conservation, 16–18, 20
current model, 28f
indirect vs. direct, 14f
induction linkage, 27
molecular nature, 13–16
planar vs. vertical, 13f
proneural linkage, 27
in tissue development, 12

Neural plate, amphibian eggs, 7
Neural tissue

Caenorhabditis elegans, 4–6
derivation overview, 3
Drosophila, 6
hydra, 3–4
neighboring tissue interactions, 9–12
vertebrates, 7–9

Neural tubes
dorsal–ventral polarity, 46–50
fate maps, 44f
neurogenesis, 58f
progenitor cell clonal analysis, 61f
vertebrate development, 30f
zones, 58

Neuregulin-1 (Nrg-1), 99–100
Neuregulins (NRGs)

erbB signaling pathways, 237–238
function, 81
in postsynaptic transcription, 236–238

Neuroblasts
delamination, 30f
Drosophila, 6
ectodermal cell role, 20–25
and GMCs, 91–92
in insect CNS development, 91
on radial glia, 73
spatial and temporal coordinates, 93

Neurocrystalline array, in Drosophila eye, 95
NeuroD, 26f
Neuroepithelial progenitors, into vertebrate

retinal cells, 103
Neurogenesis

amphibians, 82
mammals, 83–85
in neural tube, 58f
song birds, 82–83
subventricular zone, 75–76

Neurogenic genes, in Drosophila, 22f
Neurogenic region

Drosophila, 6
in insect CNS development, 91

Neurogenin 2 (Nrgn2), 97, 109
Neurological diseases, male-female

differentiation, 306
Neuromodulatory transmitters, in synaptic

plasticity, 280
Neuromuscular junction (NMJ)

elimination, 254
heterosynaptic depression, 275f
postsynaptic differentiation, 222–224
and presynaptic terminals, 225–226
and PSP, 249–250
and synapse function, 216, 218
and synaptic connections, 260, 262, 278

Neuronal activity, in receptor expression,
235–236

Neuronal migration, molecular mechanisms,
78–81

Neuron death
afferent regulation, 202–206
Bcl-2 protein role, 200–201
and caspases, 196
characteristics, 173–174
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and intracellular signaling, 193–196
and nerve growth factor, 180–182
neurotrophin and soma, 186
and neurotrophins, 182–184
and p75NTR, 186–188
and protein synthesis, 192–193
and survial factors, 188–190
survival and synaptic target, 176–180
and synaptic transmission, 201–202

Neurons, see also specific neurons
activity monitoring, 253
amphibian eggs, 7–8
and cell-cycle genes, 62–63
in cortical plate, 72
differentiated, death, 174–176
evolution, 1
generation, 69–71
hermaphrodite-specific egg-laying, 90
morphology effects of synapses, 285–287
new axons, 111
survival vs. death states, 199f
synaptic connection regulation, 255
topographic mapping, 152–153

Neuron survival
sympathetic neurons, 98
synaptic target dependence, 176–180

Neurotransmitter receptors
aggregation in CNS, 230–233
CNS clustering signals, 229–230
expression and insertion, 233–235
isoform transitions, 238–241
neuronal activity regulation, 235–236
in postsynaptic differentiation, 222–224
and presynaptic terminals, 224–226

Neurotransmitters
choice in cell, 99
reuptake maturation, 241–242
sniffer pipet detection, 217

Neurotrophin-3 (NT-3)
afferent-regulated cell survival, 206
and cell survival, 183–184
in neuron generation, 69
and target recognition, 147–148

Neurotrophin-4 (NT-4), 202, 280
Neurotrophins

and cell survival, 182–184
and neuron death, 193
and soma, 186
in synapse elimination, 280
and target recognition, 147–148

Neurotrophin–Trk signaling pathways, 230
NGF, see Nerve growth factor (NGF)
NGFR, see Nerve growth factor receptor

(NGFR)
Nkx2.2, 106, 109
Nkx6.1, 106
NL, see Nucleus laminaris (NL)
NM, see Nucleus magnocellularis (NM)
NMDA receptor blocker, 277
NMDA receptors (NMDARs)

adult learning and memory, 256
afferent-regulated cell survival, 204–205
expression regulation, 236
and IMAN, 318



isoform transitions, 240–241
and PSD-95, 232
silent synapses, 282
in superior colliculus, 278
in synapse elimination, 279
in synaptic plasticity, 277f

NMDARs, see NMDA-sensitive glutamate
receptors (NMDARs)

NMDA-sensitive glutamate receptors
(NMDARs), 276–278

NMJ, see Neuromuscular junction (NMJ)
Nocodozole, tubulin effects, 118–119
Noggin, 15f, 18f
Nonautonomous determination, definition,

87
Nonreceptor tyrosine kinases (NRTK), 137
Noradrenalin, from sympathetic neurons, 99
Notch

activation, 100
and atonal expression, 95
in cell divisions, 94
frog embryo, 26f
inhibition, 93
neural induction link, 27
neuroblast segregation, 23–24
in neuron vs. glia generation, 70
and R8 photoreceptor, 96
and SOP cells, 93–94
in vertebrate retina development, 105
in vertebrates, 25–27

Notochord
Shh, 49
in vertebrate spinal cord, 106

Nrg-1, see Neuregulin-1 (Nrg-1)
Nrgn2, see Neurogenin 2 (Nrgn2)
NRGs, see Neuregulins (NRGs)
NRTK, see Nonreceptor tyrosine kinases

(NRTK)
NT-3, see Neurotrophin-3 (NT-3)
NT-4, see Neurotrophin-4 (NT-4)
Nucleus isthmus, sensory maps, 265
Nucleus laminaris (NL)

axon convergence, 255
and neuron death, 177
synapse effects, 285

Nucleus magnocellularis (NM)
afferent-regulated survival, 203–204
and neuron death, 177

Numb, in neuroblast division, 93

O
O2A, see Oligodendrocyte and type 2

Astrocyte (O2A)
Ocular dominance columns

formation, 258–259
and synapse rearrangement, 265

Odorant sensory axons, activity role, 168
OFF sublaminae, retina, 164
Olfactory receptors

swapping studies, 167
targeting overview, 166–167
zone-to-zone mapping, 167

Olfactory sensory neurons, insects, 169
Olfactory system

axon guidance, 130
errant projection elimination, 250

Olig1, 106, 109
Olig2, 109
Oligodendrocytes, vertebrate spinal

development, 109
Oligodendrocyte and type 2 Astrocyte

(O2A), in astrocyte generation, 70
Ommatidia

insect, 94
intrinsic determinants, 95

ON-OFF response, and synapse
rearrangement, 265

ON sublaminae, retina, 164
Optical sectioning, growth cone studies, 116
Optic lobes, IrreC, 124
Optic pathway, guidance cues, 133
Optic tectum, and chemospecificity, 154
Organizing centers

brain development, 39–42
spinal neurons, 106

Organotypic cultures, 141
Orientation selectivity, neuron monitoring,

253
Otx2, in vertebrate axis patterning, 38–39
Owl

auditory pathway remapping, 268f
sensory system mapping, 267

P
P14 sensorimotor cortex, short-term

plasticity, 242
p21, 63
p27, 63
p27Xic1, 105
P75 neurotrophin receptor, 186–188
Pair-rule genes, Drosophila embryo, 91
PARP, see Poly (ADP-ribose) polymerase

(PARP)
Patch-clamping, voltage-gated channels, 217
patched, production, 68
Pause points, axon branching, 150f
pax, function, 45
Pax2, 95
Pax6, 45, 53, 106
PC12 cells, intracellular signaling, 194
PCD, see Apoptosis
PDGF, see Platelet-derived growth factor

(PDGF)
P-domain, see Peripheral domain (P-

domain)
PDZ domains, 231, 233
PEA3, 109
Perceptual cliff, human infants, 302
period, 309
Peripheral domain (P-domain), 116, 119
Peripheral glia, see also Schwann cells

specification, 101f
Peripheral nervous system, from neural

crest, 97
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Phantom limb, and somatosensory cortex,
161–162

Phospholipase C (PLC), 280
Phosphotidylinositol 3–kinase (PI3K),

193–194
Photoreceptors

Drosophila eye, 95
human infant eyesight, 301
in vertebrate retina, 102

Phox2b, 98, 99
PI3K, see Phosphotidylinositol 3–kinase

(PI3K)
Pioneer axons, growth cones, 114–115
PKA, see Protein kinase A (PKA)
PKG gene, in insect eating behavior, 298
Plasticity

and bird song learning, 318
growth cones, 121–122
inhibitory connections, 284–285
neuromodulatory transmitter role, 280
NMDA receptor role, 277f
somatosensory cortex, 162f
and synapse formation, 242
time limit, 271

Platelet-derived growth factor (PDGF)
in glia generation, 69
vertebrate spinal development, 109

Pointed factor (pnt), 96
Poly (ADP-ribose) polymerase (PARP), 198
Polylysine, and growth cones, 122
Polysialic acid (PSA)

and defasiculation, 146
and growth cones, 125

Postmitotic cells
Drosophila eye differentiation, 95
into layers, 100–101

Postsynaptic density (PSD), in
synaptogenesis, 212

Postsynaptic differentiation, and receptor
clustering, 222–224

Postsynaptic potential (PSP), in synaptic
connection, 249–250

Postsynaptic receptors, elimination, 274
Postsynaptic response, to agrin, 227–228
Postsynaptic transcription, and neuregulin,

236–238
Post-synatpic potentials, adult learning and

memory, 256
Postynaptic density protein-93 (PSD-93),

232–233
Postynaptic density protein-95 (PSD-95), 232
Potassium channels

function, 208–209
and PSD-95, 232

Preferential looking, human infant eyesight,
301

Presynaptic terminals
from growth cones, 221–222
in receptor aggregation, 224–226

Primates
axonal elimination, 251
delayed nonmatch to sample task,

316–317
visual acuity development, 301f



pro, see prospero (pro)
Procaspase-9, 197
Proform, and neurotrophins, 183
Progenitor cells

BrdU labeling, 60
cell interaction control, 63, 67–68
clonal analysis, 61f
early cortical development, 71–72
elimination, 174
intrinsic and extrinsic influences, 87
vertebrate spine, 107

Programmed cell death (PCD), see
Apoptosis

Projection neurons
axons, 111, 113
in vertebrate retina, 102

Proliferation phase, C. elegans development,
4

Proneural genes
in Drosophila, 22f
hydra, 3–4
neural induction link, 27
neuroblast segregation, 22
and SOP cells, 93–94

Prosencephalon, in nervous system identity,
29

Prosomeric model, forebrain development,
44

prospero (pro), 93, 95, 224, 233
Protease, and cell death, 196
Protein kinase A (PKA)

and agrin, 228
and growth cone conversion, 222
in synaptic connections, 276, 278

Protein kinase C (PKC)
and agrin, 228
and growth cone conversion, 222
in synaptic connections, 276, 278

Protein synthesis
and cell death, 192–193
and ion channel expression, 209–210
and receptor expression, 234–235

Protocerebrum, in nervous system identity,
29

Prototypes, vowel sounds, 320–321
Prox1, 104
PSA, see Polysialic acid (PSA)
PSD, see Postsynaptic density (PSD)
PSD-93, see Postynaptic density protein-93

(PSD-93)
PSD-95, see Postynaptic density protein-95

(PSD-95)
PSP, see Postsynaptic potential (PSP)
Psychiatric diseases, male-female

differentiation, 306
Pumilio/staufen pathway, adult learning

and memory, 256
Purkinje cells

dendrite formation, 143
in early synaptic connections, 248
function, 76–77

Pyknosis, definition, 173
Pyknotic cells, and MN cell bodies, 

176

Q
Quail embryo

behaviors, 289
crest cells, 97

Quantal content, definition, 274

R
R1 photoreceptor, 95
R2 photoreceptor, 95
R3 photoreceptor, 95
R4 photoreceptor, 95
R5 photoreceptor, 95
R6 photoreceptor, 95
R7 photoreceptor, purpose, 96
R8 photoreceptor, from rosette, 95
RA, see Robustus nucleus of the

archistriatum (RA)
Radial glial cells

cortical neurons, 72
migration roles, 76

Raf, 96
Rapping, function, 310
Rapsyn, and agrin, 228
RAR, see Retinoic acid receptor (RAR)
RARE, see Retinoic acid response element

(RARE)
Ras

and EGFR, 96
and R8 photoreceptor, 96

Rat
fear-potentiated startle, 315–316
filial imprinting, 313
learning and memory, 311
synapse rearrangement studies, 262–263

reaper, 187
Reaper protein, 197
Receptor tyrosine kinases (RTKs), 137
Red Fluorescent Protein (RFP), 115–116
reeler mutant mouse, 80–81
reelin, 80
Refinement, axonal arbors, 250–251, 

254–255
Reflexive movements

development, 292
and SCG neurson, 152

Renshaw cells, 293
Repulsive guidance factors

axons, 127–130
EphrinA, 133, 137
EphrinB, 133

Repulsive signaling
and Ephrins, 156, 158
growth cones, 134–137

Response elements, BMPs, 19
Retina

axon outgrowth, 157f
and chemospecificity, 154–155
Drosophila, 103
spontaneous activity, 269
sublaminae, 164
vertebrate, histogenesis, 102–105

Retinal arbors, in LGN, 254
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Retinal ganglion cells (RGCs)
development, 103–104
guidance cues, 133
local guidance cues, 134f
and synapse rearrangement, 265
synaptic connections, 260, 280
in vertebrate retina, 102–103

Retinoblastoma, 66
Retinoblasts, 103
Retinoic acid (RA), 35–36
Retinoic acid receptor (RAR), 35
Retinoic acid response element (RARE),

35–36
Retinotopic guidance system, 155f
Retrograde transport, 186
Retroviral lineage tracing, 61f
Rewards, human infant, 300
RFP, see Red Fluorescent Protein (RFP)
RGCs, see Retinal ganglion cells (RGCs)
Rho GTPases, and dendrite formation,

143–144
Rhombencephalon, see also Hindbrain

in nervous system identity, 29
Rhombic lip, definition, 76
Rhombomeres

chick embryo, 34f
and Hox genes, 33
in nervous system identity, 29
in neural crest migration, 66

R-interneurons, see Renshaw cells
RNA synthesis

and cell death, 192
and ion channel expression, 209–210

Robustus nucleus of the archistriatum (RA),
192, 317

Rods, in vertebrate retina, 102
Rohon–Beard cells, in spinal cord, 106
Rooting reflex, human babies, 289
Rosettes, and morphogenetic furrows, 95
Rostral migratory stream, definition, 76
Rostral primary neurons, zebrafish, 108
rough (ro), 95
roundabout (robo), 130, 134
R-smads, 19
RTKs, see Receptor tyrosine kinases (RTKs)
RTPs, see Tyrosine phosphatase (RTPs)

S
SA cells, see Sympathoadrenal cells (SA

cells)
Salamander embryo

hindbrain Mauthner cells, 111, 113f
movements, 294

SA progenitors, see Sympatho-adrenal
progenitors (SA progenitors)

SCG, see Superior cervical ganglion (SCG)
SCG10, and growth cones, 120
Schwann cells

from neural crest, 97
neural crest origins, 50
Sox10 expression, 99

Sdk-1, see Sidekick 1 (Sdk-1)



Sdk-2, see Sidekick 2 (Sdk-2)
SDN-POA, see Sexual dimorphic nucleus of

the preoptic area (SDN-POA)
Seal, filial imprinting, 313
Sea slug, see Aplysia
Secondary sex determination, definition, 306
Second messenger systems, in synaptic

connections, 278–279
Segment polarity genes, Drosophila embryo,

91
Semaphorin3a, 128–129, 149–150
SemaphorinI, and growth cones, 128–129
Sensilla, Drosophila, 93
Sensitization, Aplysia, 316
Sensory axons, moth wing, 122
Sensory cells, dorsal root ganglia, 98
Sensory coding, and synapse

rearrangement, 262–265
Sensory ganglia, from neural crest, 97
Sensory maps

alignment, 265–267
owl auditory pathway, 268f

Sensory neurons, grasshopper leg, 111
Sensory organ precursor (SOP), and sensilla,

93
Sensory organs, Drosophila, 93
Sensory perception, studies, 300
Sensory systems, mapping, 267
sevenless (sev), 96, 193
Seven-up (svp), 95
Sex determination, and genetic sex, 306
Sex-specific behavior, 305–306
Sexual dimorphic nucleus of the preoptic

area (SDN-POA), 307–308
Sexual dimorphism

mammalian brain, 308f
singing in brain, 309

Shaft cell, and SOP, 94
Shh, see Sonic hedgehog (Shh)
Shield, amphibian eggs, 8
short gastrulation (sog), 16
Short-term plasticity, and synapse

formation, 242
Sialic acid residues, and growth cones, 125
Sidekick 1 (Sdk-1), 164
Sidekick 2 (Sdk-2), 164
Signaling centers

in brain development, 39–42
midbrain–hindbrain model, 43f

Signaling molecules, in vertebrate axis
patterning, 36–39

Signaling pathways
adult learning and memory, 256
and neuregulins, 237–238
in neuron death, 193
Notch, inhibition, 93
and receptor clustering signals, 230
in synaptic connections, 276–278

Signal transduction
BMP and Wnt, 19
in growth cones, 137–138

Silent synapses, 282–283
Simple reflexes, and insect metamorphosis,

299

Singing, and brain, 309–310
Siphon nerve, synaptic potentials, 316
Slit, 130, 134
smoothened, 68
Smooth muscle cells, from neural crest, 97
Snake venom, and nerve growth factor, 181
SNB, see Spinal nucleus of the

bulbocavernosus (SNB)
Sniffer pipets, neurotransmitter detection,

217
Socket cell, and SOP, 94
SOD, see Superoxide dismutase (SOD)
Sodium channel blocker

and cat retinal activity, 267
and homeostatic synapse mechanisms,

283
and neuromuscular junction, 260, 262

Sodium channels, function, 208–209
sog, see short gastrulation (sog)
Soma, and neurotrophin signal, 186
Somal translocation, 73
Somatosensory cortex

connection fine-tuning, 160
and phantom limb, 161–162
plasticity, 162f

Somatosensory thalamic neurons, 163
Song birds

brain and singing, 309
communication, 317–318
neurogenesis studies, 82–83

Sonic hedgehog (Shh)
and dorsal neural tube, 51–52
and growth cones, 133
Hh homolog, 95
in neural tube development, 47–50
and progenitor cells, 67–68

Son of sevenless (Sos), 96
SOP, see Sensory organ precursor (SOP)
Sos, see Son of sevenless (Sos)
Sound response

central neurons, 304–305
human infant sensitivity, 300f

Sox, neural induction link, 27
Sox10, in Schwann cells, 99
Spatial coordinates

associated gene expression, 91
cell division progeny, 93
inheritance, 91
in neuroblasts, 93
in spinal cord development, 106

Spatial memory, humans, 317
Spatial tuning curve, and synapse

rearrangement, 262
Specification

cellular and environmental interactions,
97–100

and molecular cascade, 90
peripheral glia, 101f

Speech, activation in human infant, 321
S phase, embryonic movements, 295
Spi, see Spitz (Spi)
Spinal cord

chick embryo spontaneous movements,
293
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frog embryo, 8f
mammalian embryo, activity, 289
restricted domain genes, 49f
synapse effects on morphology, 287
vertebrate components, 106
vertebrate development, 106–109

Spinal motor neuron cell bodies (MN), cell
death, 175–176

Spinal nucleus of the bulbocavernosus
(SNB), cell survival, 191

Spinal tube, from neural tube, 30f
Spine, definition, 207
Spitz (Spi), 96
Spontaneous activity

synapse effects, 267, 269, 271
in visual pathway, 270f

Spontaneous movements
development, 292
mechanism, 293–294

src, 137
Sry, 306, 310–311
Stabilized branches, retinal ganglion cells,

260
Stage-specific behavior, characteristics,

297–299
Startle response, in rat, 315
Stathmin, and growth cones, 120
Stem cells

crest cells as, 97
hydra, 3

Steroid hormones
in cell survival, 190–191
function, 307
glucocorticoids as, 99

Sticky synapse, characteristics, 220–221
Stripes

formation, 258–259
and spontaneous retinal activity, 269f
in synaptic connections, 247

Substrative behaviors, 290
Subventricular zone, neurogenesis, 

75–76
SuH, see Suppressor of hairless (SuH)
Sulcus limitans, in neural tube, 46–47
Superior cervical ganglion (SCG)

cell survival, 190
dendrite formation, 144
topographic mapping, 152–153

Superior colliculus (SC)
NMDA receptor role, 278
and sound, 304

Superoxide dismutase (SOD), and cell
death, 198

Suppressor of hairless (SuH), 24
Survival factors, and neuron death, 

188–190
Sweat glands, innervation, 99
syg-1, 165
Sympathetic chain, vertebrate spine

development, 107
Sympathetic nervous system, 98
Sympathoadrenal cells (SA cells), 98
Sympatho-adrenal progenitors (SA

progenitors), 99



Synapotogenesis
overview, 211
ultrastructural studies, 214–215
in vitro systems, 212–213

Synapse formation, see also Synaptogenesis
agrin, 226–228
early work, 211–212
growth cones into presynaptic terminals,

221–222
inhibition, 243
initiation, 218–219
and neuregulin, 236–238
overview, 207
receptor aggregation, 224–226, 230–233
receptor clustering, 222–224, 229–230
receptor expression regulation, 235–236
receptor insertion, 233–235
short-term plasticity, 242
sticky synapse, 220–221
transmission maturation, 238–241

Synapse function, first signs, 215–216, 
218

Synapses
axodendritic synapses, 213–214
elimination, 249–250
inhibitory, plasticity, 284–285
rearrangement and sensory coding,

262–265
short distance interaction, 271–272
silent, 282–283
spontaneous activity effects, 267, 269, 

271
sticky, 220–221

Synapsins, 220
Synaptic connections

axonal arbors, 250–251, 254–255
binocular neurons, 260
early patterns, 247–249
functional synapse elimination, 249–250
gain control, 280–282
homeostatic mechanism, 283–284
inhibitory, plasticity, 284–285
intracellular calcium role, 276
metabotropic receptor role, 279–280
neuromuscular junction, 260, 262
in neuron morphology, 285–287
NMDA receptor role, 276–278
regulation, 255
retinal ganglion cells, 260
second messenger systems, 278–279
silent synapses, 282–283

Synaptic inhibition
appearance, 243
during development, 243–244

Synaptic plasticity
and bird song learning, 318
inhibitory connections, 284–285
neuromodulatory transmitter role, 280
NMDA receptor role, 277f

Synaptic potentials, siphon nerve, 316
Synaptic targeting

overview, 164–166
survival dependence, 176–180
transmission at, 201–202

Synaptic transmission
maturation, 238–241
at target, 201–202

Synaptogenesis, see also Synapse formation
anatomical description, 212
axodendritic synapses, 213–214
location, 213
and MSO, 214

Syn cell adhesion molecules, 165–166, 220
Syncytium, definition, 207

T
Takeover, definition, 254
Target entry, overview, 147–148
Target recognitioin, overview, 147–148
Target selection

and border patrol, 149–152
final steps, 164–166
lamina-specific, termination, 162–164
olfactory system, 166–169
overview, 145

Tau protein
growth cone concentration, 118–119
MAP localization, 120

T currents, 209
Telencephalon

emx expression, 44
in nervous system identity, 29

Temporal coordinates
cell division progeny, 93
in neuroblasts, 93

Temporal processing, young animals, 304
Terminals

final targeting steps, 164
growth cones, 115, 221–222
in receptor aggregation, 224–226
stability, 255

Terminal transferase UTP Nick End
Labeling (TUNEL)

cell death studies, 173–174, 197
progenitor cell elimination, 174

Termination, lamina-specific tareting,
162–164

Testes, and hormonal signals, 307
Testosterone, function, 307
TGFb, see Transforming growth factor b

(TGFb)
Thalamic neurons, human infant eyesight,

301
Thoracic ganglion (T5), topographic

mapping, 153
Threshold, voltage-gated channels, 217
Thymidine labeling, see also Birthdating

for cell-cycle lengths, 59
Time-lapse studies, C. elegans, 88
Ti pioneers

and axonal development, 111
cytochalsin studies, 117
growth, 112f

Tissue cultures
growth cones, 121–122
overview, 141
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TNFR, see Tumor necrosis factor receptor
(TNFR)

Topographic mapping
dorsal ventral retina, 157f
neurons, 152–153
refinement, 158

Torpedo californica, 226
Touch insensitive worms

mechanosensory cells, 88
and unc-86 mutations, 89

Transactivation, Trk receptors, 184
Transcriptional hierarchies

in invariant lineages, 88–90
mechanosensory neurons, 90

Transcription factors
cell cycle link, 92
and GMC generation, 91–92
regulation, 96
vertebrate retina development, 105
vertebrate spine development, 109

transformer, 309
Transformer, definition, 37
Transforming growth factor b (TGFb)

and ion channels, 210–211
in signal transduction, 19

Transgenic analysis, definition, 88
Transgenic animals

interneurons, 295f
synaptic connection studies, 278

Transplantation
and cell fate, 87
and Nrgn2, 98
sweat gland experiments, 99
testing fate, 88f

Transynaptic clustering, and agrin, 226–227
Tree shrew, filial imprinting, 313
Tribolium beetle, Hox gene cluster, 32f
Tritocerebrum, in nervous system identity,

29
TrkA, 184–185, 187
TrkB, 184–185
TrkC, 184–185
Trk protein, 184–185
Trk receptors, 184
TTX

and cat retinal activity, 267
and homeostatic synapse mechanisms,

283
and neuromuscular junction, 260, 262
in synaptic transmission studies, 201

Tubulin, 118–119
Tumor necrosis factor receptor (TNFR),

186–187
TUNEL, see Terminal transferase UTP Nick

End Labeling (TUNEL)
20E, see 20–Hydroxecdysone (20E)
Tyrosine hydroxylase, 99
Tyrosine phosphatase (RTPs), 137

U
UAS, see upstream activating sequence (UAS)
ultrabithorax, 31



Ultrastructural studies, synaptogenesis,
214–215

Ultraviolet light, flies blind to, 96
unc-5, 135–136
unc-6, 131, 135
unc-40, 131
unc-86, 88
Unstimulated axons, and muscle

contraction, 273
upstream activating sequence (UAS), 309

V
Vegetal cells, amphibian embryo, 14f
Vegetal pole, metazoan embryology, 1
Ventral interneurons, origins, 106
Ventricular zone, definition, 58–59
Ventromedial region (VMH), in sexual

behavior, 308
Vertebrates

axis patterning, 36–39
dorsal–ventral axis patterning, 17f
Hox gene role, 33–36
metamorphosis, neuron death, 191
neural tissue, 7–9
neural tube developments, 30f
retina histogenesis, 102–105
retinal cell types, 102
spinal cord, 106–109

Visual activity, in sensory map alignment,
265–267

Visual acuity, development in primates, 301f
Visual cliff, human infants, 302f
Visual cortex

cat, 257f
layers, 101

Visual deprivation, synaptic connection
studies, 257

Visual signals, cross wiring, 151f
Visual system

remapping in frog, 266f
spontaneous activity, 270f
synapse rearrangement, 264–265

VMH, see Ventromedial region (VMH)
vnd, 91
Vowel sounds, composition, 320

W
wingless-7a, 221
Wingless (wnt)

in brain development, 40
and growth cones, 132
huckbein activation, 91
and neural crest, 97
in neural crest fate, 52
in signal transduction, 19
in vertebrate axis patterning, 37

X
Xath5, 104
Xenopus

action potentials, 208–209
ion channel regulation, 209–211
LVA calcium channnels, 209
oocytes, transmitter reuptake maturation,

241
presynaptic terminals, 224–225
receptor isoform transitions, 239
synapse function, 218
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synapse function signs, 215
synaptic connections, 280–281
synaptic inhibition, 243
vocal repertoire, 310

Xenopus embryo
Drosophila comparison, 17
noggin identification, 15f
retinoic acid, 36

Xiro, in vertebrate axis patterning, 39

Y
Yan factor, 96
Y-cells, axonal arbor expansion, 255
Yellow Fluorescent Protein (YFP), 115–116
yes, 137
YFP, see Yellow Fluorescent Protein (YFP)
Yolk, avian embryo, 9

Z
Zebra finch

brain and singing, 309
communication, 317
gonad–brain relationship, 310
LTP and song, 318

Zebrafish
embryo development, 9f
interneurons, 295f
neural basis of behavior, 296f
presynaptic terminal differentiation,

272–273
spinal segments, 108

Zone-to-zone mapping, olfactory neurons,
167
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