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Preface

As we originally concluded, the study of physiology
goes hand-in-hand with consideration of anatomy at
multiple levels. While the fundamental focus of this
text is physiology, we have strived to include suffi-
cient system, organ, tissue, and cellular anatomy for
students to better appreciate the integration of both
topics. In short, structure and function are inti-
mately interconnected. Our book is rich with illustra-
tions that we believe add interest and enhance
understanding.

Moreover, we have made all of these illustrations
available to instructors who adopt the book for use in
their classes. We have also increased the use of textbox
highlights to provide examples to compel student
interest and inquiry. Chapter summaries and sample
questions for both the student and instructor, as well
as specific websites for each, will increase the utility
of the text as well.

As before, our overriding goal with this edition is
to provide foundations for undergraduate students in

agricultural and biological sciences to be successful in
upper-level specialty courses such as nutrition, repro-
duction, lactation, growth biology, biotechnology, and
the like. We also anticipate that this text will provide
new graduate students with a readily understandable
source for review of basic principles.

We would like to thank our wives (Cathy Akers, 43
years and counting; Dr. Cindy Denbow) for their love,
support, and understanding through these long hours
of figure making, writing, and editing. We would also
like to thank our graduate students, colleagues, and
students in our classes for the inspiration, a helping
hand, and lots of questions. We would like to espe-
cially thank Ms. Sara Robinson for preparing several
drawings and Drs. Anthony Capuco, Steve Ellis, Frank
Gwazdauskas, Ray Nebel, and Frank Robinson, and
Mrs. Cathy Parsons for photographs used in the text.

R. Michael Akers
D. Michael Denbow

vii






Preface to the First Edition

In our view, it is virtually impossible to adequately
understand or study physiology without consider-
ation of anatomy. While the fundamental focus of this
text is physiology, we have strived to include suffi-
cient system, organ, tissue, and cellular anatomy for
students to better appreciate the integration of both
topics. In short, to appreciate that structure and func-
tion are intimately interconnected.

The goal of this book is to provide foundations
for undergraduate students in agricultural and bio-
logical sciences to be successful in upper-level spe-
cialty courses such as nutrition, reproduction, lactation,
growth biology, biotechnology, and the like. We also
anticipate that this text will provide new graduate
students with a readily understandable source for
review of basic principles.

We would like to thank our wives (Cathy Akers, 37
years and counting; Dr. Cindy Denbow) for their love,
support, and understanding through these long hours
of figure making, writing, and editing. We would also
like to thank our graduate students, colleagues, and
students in our classes for the inspiration, a helping
hand, and lots of questions. We would like to espe-
cially thank Ms. Sara Robinson for preparing several
drawings and Drs. Ray Nebel, Frank Robinson, and
Frank Gwazdauskas for photographs used in the
reproduction chapter.

R. Michael Akers
D. Michael Denbow
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This book is accompanied by a companion website:
www.wiley.com/go/akers/anatomy

The website includes:

* Review questions

* Powerpoints of all figures from the book for downloading
* Powerpoints of all tables from the book for downloading
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Although there are many good anatomy and physiol-
ogy texts that focus on humans, there is a paucity of
such options for animals. Since animals have distinct
physiological and anatomical differences relative to
humans, a human-focused text does not do the study
of animals justice. Animals walk on four legs, whereas
humans walk on two. Ruminant animals have adapta-
tions to their digestive system that make them unique
from humans. The respiratory system of birds differs
from that of humans, thus making birds able to fly at
high altitudes. The focus of this text will be to empha-
size the anatomy and physiology of animals to appre-
ciate their unique physiological systems.

Anatomy and physiology

Anatomy (derived from the Greek words meaning “to
cut open”) is the study of the morphology, or struc-

Anatomical Nomenclature
Directional and Positional Terms
Body Planes
Body Cavities and Membranes

O 0 o @

ture, of organisms. Thus, strictly speaking, anatomy
deals with form rather than function. It can be divided
into macroscopic (gross) or microscopic anatomy.
Macroscopic anatomy deals with structure that can be
seen with the naked eye, whereas microscopic anatomy
deals with structure that can only be seen with the aid
of a microscope. It is also important to appreciate that
it is also much more than simply looking at smears of
cells or stained tissue sections. Use of immunocyto-
chemistry, fluorescence-labeled markers, multispec-
tral cameras and sophisticated imaging software, and
so on is revolutionizing our understanding of cell and
tissue biology. Figure 1.1 provides an example of the
ability to localize specific proteins within various cells
of the mammary gland.

Macroscopic anatomy can be approached in differ-
ent ways. Regional anatomy, as the name implies,
deals with all the structures, such as nerves, bones,
muscles, and blood vessels, in a defined region such

Anatomy and Physiology of Domestic Animals, Second Edition. R. Michael Akers and D. Michael Denbow.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.
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4 Anatomy and physiology of domestic animals

Fig. 1.1. Photomicrograph of a developing mammary duct. Taken
from a Holstein calf, this tissue section was stained with specific
antibodies and fluorescent tags to detect cell nuclei (blue),
cytokeratin 18 (red, a marker specific for epithelial cells), CD10
(green, a marker of myoepithelial cells), and Ki67 (yellow, a protein
produced in nuclei of cells that are about to divide). The tissue
section is from a study to evaluate the effects of the ovary on
ontogeny of myoepithelial cells in the bovine mammary gland.
Image is courtesy of Dr. Steve Ellis, Clemson University.

as the head or hip. Systemic anatomy entails the study
of a given organ system such as the muscular or skel-
etal system. It also involves the study of organ systems
that are groups of organs that work together for a
specific function, such as the digestive or urinary
system. Surface anatomy considers markings that are
visible from the outside. These may include knowl-
edge of the muscles, such as sternocleidomastoid
muscle, as a landmark to find another structure, such
as the carotid artery.

Microscopic anatomy includes cytology and histol-
ogy. Cytology is the study of the structure of indi-
vidual cells that constitute the smallest units of life, at
least in the sense of animal physiology. Histology is
the study of tissues. Tissues are a collection of special-
ized cells and their products that perform a specific
function. Tissues combine to form organs such as the
heart, liver, and brain, and will be explained in greater
detail in Chapter 4.

Developmental anatomy is the study of the changes
in structure that occur throughout life. Embryology is
a subdivision of developmental anatomy that traces
the developmental changes prior to birth. Many sys-
tems of the body are not completely developed at
birth, hence the need to continue to follow their devel-
opment after parturition. Specific to farm mammals,
understanding and management of the postnatal devel-
opment of the mammary gland and reproductive
system are essential for the success of dairies, cow/
calf operations, flocks of sheep and goats, piggeries,
and so on.

Physiology is the study of the function of living
systems. While various systems will be presented
separately throughout this book, it must be recog-
nized that all systems work together to maintain the
normal functioning of an animal. Therefore, the car-
diovascular system does not work in isolation from
the respiratory or nervous system, but instead they
work in unison to coordinate the distribution of
oxygen and removal of carbon dioxide throughout the
body. As in anatomy, there are levels of complexity.

Cellular physiology is the study of how cells work.
This includes the study of events at the chemical, mo-
lecular, and genetic levels. Organ physiology includes
the study of specific organs, that is, cardiac or ovarian.
Systems physiology includes the study of the func-
tions of specific systems such as the cardiovascular,
respiratory, or reproductive systems.

As you study anatomy and physiology, it will
become apparent that structure and function have
evolved to complement each other. The complemen-
tarity of structure and function is an essential concept.
At multiple levels, a return to this fundamental idea
will hasten your grasp of what sometimes seems to be
an overwhelming amount of information and detail.
But ultimately, the point is for you to understand how
an animal works and to understand limitations. This
relationship between form and function is evident
beginning at the cellular level. For example, the epi-
thelial cells that line the internal surface of the small
intestine have so-called tight junctions that act to
restrict the movement of materials into the body from
the gastrointestinal tract, whereas the epithelial linings
(endothelial cells) of capillaries have modified junc-
tions. The linings of capillaries must be sufficiently
porous to allow solutes to move readily in either direc-
tion across the capillary wall to nourish the tissue and
remove waste products.

As another example, there are structural differences
between birds and mammals that allow flight. Birds
contain pneumatic bones, that is, bones that are hollow,
which are connected to the respiratory system. These
bones include the skull, humerus, clavicle, keel,
sacrum, and lumbar vertebrae. In addition, the lumbar
and sacral vertebrae are fused as an adaptation for
flight. This provides yet another example of comple-
mentary structure and function.

Levels of organization

The animal body has a complex organization ex-
tending from the most microscopic levels up to the
macroscopic (Fig. 1.2). Beginning with the smallest
microscopic units of stability, the levels of organiza-
tion are as follows:
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Fig. 1.2. Levels of organization. (1) Atoms interact to form
molecules, which combine to form complex chemicals. (2)
Chemicals combine to form cells that can display specific
functions depending on the proteins expressed. (3) Cells having a
common function combine to form tissue. (4) Tissues combine to
perform a common function. (5) Organs can work together for a
common function. (6) All the organ systems combine to produce
a living animal.

® Chemical level. Atoms are the smallest units of
matter that have properties of an element. They
combine with covalent bonds to form molecules
such as molecular oxygen (O,), glucose (CcH:,0),
or methane (CH,). The properties of various
chemicals have a major influence on physiology.
For example, at a low pH, a chemical may not be
ionized and can thus cross a cellular membrane
whereas above a certain pH, the same molecule
may become ionized and thus unable to cross a
lipid bilayer.

® Cellular level. As the smallest unit of life, cells
have various sizes, shapes, and properties that
allow them to carry out specialized functions.
Some cells have cilium that allow them to move
materials across their surfaces (i.e., the epithelial
lining the bronchioles or cells lining the oviduct),
whereas other cells are adapted to store lipids,
produce collagen, or contract when stimulated.

® Tissue level. A tissue is a group of cells having a
common structure and function. The four types of
tissue include muscle, epithelia, nervous, and
connective tissue.

® Organ level. Two or more tissues working for a
given function form an organ. All four tissue
types combine to form skin, the largest organ
of the body, or the cochlea in the ear, the smallest
organ of the body.

® Organ system level. Organs can work together
for a common function. For example, the alimen-
tary canal works with the liver, gallbladder, and

pancreas to form part of the digestive system. The
pancreas also functions as part of the endocrine
system because of the pancreatic islets that
produce insulin and glucagon. The organ systems
include the integumentary, skeletal, muscular,
nervous, endocrine, respiratory, digestive, lym-
phatic, urinary, and reproductive systems (Fig. 1.3).

® Organismal level. The organismal level, or the
whole animal, includes all of the organ systems
that work together to maintain homeostasis.

Homeostasis

The 19th-century French physiologist Claude Bernard
(1965) coined the term milieu interieur, which referred
to the relatively constant internal environment, that is,
extracellular fluid, in which cells live. Walter Cannon
(1932), a 20th-century American physiologist, later
coined the term homeostasis, meaning “unchanging”
internal environment. While the concept of homeo-
stasis is fundamental to understanding physiology,
the term is better understood as a relatively steady
state that is maintained within an animal despite a
wide range of environmental conditions. In this way,
various internal conditions, such as plasma glucose,
electrolyte concentrations, or body temperature, are
maintained within narrow limits through homeostatic
mechanisms.

Homeostasis is maintained at all levels of life. Indi-
vidual cells, for example, control their internal envi-
ronment via selectively permeable membranes. These
membranes will allow selective movement across the
membrane based on such factors as pH, size, or
whether there is a specific transport system for that
compound. Whole animals maintain their internal
environment by a host of behavioral and physiological
mechanisms. A behavioral method of regulation may
include moving from a sunny area to a shady area to
decrease body temperature, whereas a physiological
method may involve an increase in sweating or
panting to accomplish the same goal.

Homeostatic regulatory mechanisms

Elaborate regulatory mechanisms exist to maintain
homeostasis. Homeostasis is maintained by the actions
of the nervous and endocrine systems that communi-
cate changes in the internal and external environment.
The two systems work in conjunction to make rela-
tively rapid or slow changes, respectively. The nervous
system responds to immediate, short-term needs, as
seen in a reflex arc in which an animal withdraws its
foot after stepping on a sharp object. In contrast, the
endocrine system generally elicits responses that last

Chapter 1
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a. Integumentary system: Forms
the external covering of the body
providing protection, preventing
desiccation, supplying sensory

information about the environment

and synthesizing vitamin D.

b. Skeletal system: Functions in
support, protection, and movement.
Also important in blood cell formation

and mineral storage.

¢. Muscular system: Functions in
movement, maintains posture, and
generates heat.

d. Nervous system: Through its
functions of sensory input,
integration, and motor output, it
quickly helps the animal interact
with the internal and external
environment.

e. Endocrine system: Collectively,
all the endocrine-secreting cells;
these produce hormones that

. Cardiovascular system: Includes

blood vessels and the heart, which
function to carry nutrients and

g. Lymphatic system: Returns
excess interstitial fluid to the
blood and contains phagocytic

h. Respiratory system: Provides
oxygen and eliminates CO,.

help maintain the internal waste throughout the body.

environment.

cells involved in immunity.

i. Digestive system: Assimilation, j- Urinary system: Eliminates

k. Reproductive system: Functions

breakdown, and absorption of
nutrients. Provides important
immunological barrier against

nitrogenous wastes, maintains
fluid and electrolyte balance,
and has an endocrine function.

to produce offspring.

external environment.

Fig. 1.3. Organ systems. The body consists of 11 major organ systems that are shown above along with examples of their components.

hours or days such as the release of insulin in response
to a rise in blood glucose levels.

When regulation occurs at either the cellular, tissue,
organ, or organ system level, it is termed autoreg-
ulation. For example, the presence of tryptophan in
the small intestine will cause the local release of cho-
lecystokinin (CCK) that will cause the pancreas to
secrete enzymes. Extrinsic regulation, on the other

hand, involves the coordinated action of both the ner-
vous and endocrine systems. Such regulation occurs,
for example, during prolonged stress where there is
release of norepinephrine, epinephrine, and cortico-
steroids from the paired adrenal glands. This results
in an increase in blood pressure and a change in blood
flow such that there is an increase to the skeletal
muscle and a decrease to the digestive tract.
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(3) Output signal is
sent to the effector.

Control center
processes stimulus

(4) The response causes
an increase or

information. decrease in the

variable.
Response
o)
(%b (1) Stimulus produces o]
(X an increase or 8
decrease in 8
variable. 8

d,
<)

Fig. 1.4. Feedback systems. (1) A stimulus causes a change in a
variable (i.e., plasma glucose, blood pressure, and heart rate).

(2) A receptor senses the change in the variable and sends that
information to the control center. (3) The control center compares
the level of the variable to a set point and then initiates appropriate
responses to change the variable. (4) The actions of the effectors
bring about a change in the variable.

The factor being regulated is the variable. The regu-
latory mechanisms involve a receptor, a control center,
and an effector. The receptor is a neuron that senses
a change in the environment, called a stimulus. In
response to the stimulus, the receptor carries an affer-
ent (away) signal to the control center. The control
center has a set point around which the variable is
maintained. When the input signal is outside of the
range of the set point, an appropriate response is elic-
ited to correct the variable. An efferent (toward) signal
is then sent to the effector. The effector induces a
change in the controlled variable to bring it back to the
set point (Fig. 1.4).

Feedback systems

Homeostatic regulatory mechanisms consist of either
negative or positive feedback systems. Negative feed-
back systems are far more common than positive feed-
back systems.

Negative feedback system

In negative feedback systems, the control system initi-
ates changes that counteract the stimulus (Fig. 1.5).
This either reduces or eliminates the stimulus, thereby
reestablishing the variable near its set point to main-
tain homeostasis. Using body temperature regulation

N
&l

3. Body temperature

@)
;41
returns to normal |2 —— ‘Normal
5 range
range. s
. 1. Exposure to
B Time sun causes
an increase
in body
= temperature.

39 7 } 5 Normal
range
37 =

Time

2. Activation of heat Time
loss mechanisms by

the control center.

Al
=

(©)

hin

@
[

[ormal
range

[
4

Body temperature

5

Fig. 1.5. Negative feedback systems. (1) A stimulus causes a
change in a variable, in this example, an increase in body
temperature. (2) Information regarding the increase in body
temperature is carried to the control center, which activates
appropriate heat loss mechanisms to decrease body temperature
toward the set point. (3) As a result of the heat loss mechanisms,
body temperature is returned to the set-point value, and
homeostasis is maintained.

as an example, every animal has a set point for body
temperature, with the control center residing in the
hypothalamus, a region of the brain. When the body
temperature of an animal rises, possibly due to expo-
sure to the sun, the warmth receptors located in the
skin and hypothalamus sense a rise in temperature
and send a signal to the hypothalamus. The hypo-
thalamus compares these signals to the set point and
then activates heat loss mechanisms (effector) such as
sweating and vasodilation. Sweating results in evapo-
rative cooling, while vasodilation increases the blood
flow to the skin where heat is lost to the environment
through radiation, conduction, and convection. The
effector response results in a decrease in temperature
back toward the set point.

While the negative feedback system acts to correct
changes from the set point, it is also common for the
set point to change under various conditions periodi-
cally throughout the day. When an animal gets a fever,
the set point for body temperature increases. This
results in the activation of heat production pathways,
including shivering and vasoconstriction (Fig. 1.6).
When the set point returns to normal, the animal acti-
vates heat loss mechanisms.

Positive feedback system
In response to a stimulus, the animal elicits regulatory

mechanisms that augment or exaggerate the effect.
This creates a regulatory cycle in which the response

Chapter 1
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Fig. 1.6. Alterations in the homeostatic set points. The set

point for a variable can change. For example, the development

of a fever involves a change in the body temperature set point.

(1) The control center responds to an increase in the set point for
body temperature caused by a pyrogen (i.e., something that causes
a fever) and activates heat production pathways. (2) After being
raised to the elevated set point, body temperature is maintained at
this new level. (3) The set point decreases either because the
animal fights off the cause of the fever or has been given an
antipyretic, so the set point decreases to the original value. The
control center now detects that body temperature is elevated, and
it activates heat loss mechanisms. (4) Body temperature is returned
to normal.

causes an augmentation of the stimulus, which fur-
ther increases the response. While positive feedback
systems are rare, there are situations where they prove
beneficial. In the case of blood clotting, an injured
blood vessel secretes factors that attract platelets to
that site. These platelets secrete factors that attract
more platelets, and thus a positive cascade begins to
occur. While this is beneficial in preventing the loss of
blood, if left unchecked, the clotting process would
continue until all the blood in the body was clotted,
resulting in death.

Childbirth is another classic example of a positive
feedback system. Near the time of parturition, oxyto-
cin is produced by the fetus, which, along with pros-
taglandins, initiates uterine contractions. The uterine
contractions cause the hypothalamus of the mother to
release more oxytocin, causing greater uterine contrac-
tions. Thus, a positive feedback loop is initiated.

Anatomical nomenclature

As with any field of science, anatomy has its own
language. It is necessary to know this language to
describe structures and events in a precise and accu-
rate manner. When trying to describe the location of

the femur, simply saying that it is “in the back leg
and located before the tibia and fibula” will not
suffice.

Directional and positional terms

Anatomical terms are used to describe an animal that
is in its normal anatomical position. In the case of
humans, who are biped (i.e., walk on two legs), this
means standing with the arms hanging by the side and
the palms rotated forward. For animals that are quad-
ruped (i.e.,, walk on four legs), anatomical position
entails standing on all four limbs.

Positional and directional terms are presented in
Table 1.1. The use of such terms allows for more preci-
sion while using fewer words to describe body struc-
tures. For example, one might say, “The knee is located
on the front leg approximately halfway between the
trunk and the hoof.” With directional and positional
terms, one can say, “The knee is located distal to the
humerus and proximal to the radius and ulna, in the
middle of the front leg.”

These terms can have different meanings when
referring to humans as opposed to animals. While
dorsal and posterior mean toward the back or spinal
column in humans, dorsal means toward the spinal
cord in a quadruped, while posterior means toward
the tail.

Body planes

When talking about anatomical locations, it is neces-
sary to take into account the three-dimensional nature
of an animal. The body can be sectioned, or cut, in all
three planes. Knowing which plane one is observing
when looking at a cross section gives knowledge of
the location of various structures. Looking at anatomi-
cal planes has become common in the many television
crime and medical mystery shows that show images
from various magnetic resonance imaging (MRI)
scans. Using the horse as an example, the terms are
further depicted in Figure 1.7.

A sagittal plane divides the body into right and left
parts along the longitudinal axis (Table 1.2; Fig. 1.7).
If the plane is exactly along the midline of the longi-
tudinal axis, it is said to be a median, or midsagittal,
plane. Any sagittal plane other than the midsagittal is
said to be a parasagittal (para = near) plane.

A frontal (dorsal) plane runs longitudinally and
passes through the body parallel to its dorsal surface
and at a right angle to the median plane. In other
words, it divides an animal into a dorsal and ventral
portion and runs parallel to the ground. In humans,
such a plane runs perpendicular to the ground.
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Table 1.1. Directional and positional terms.
Term Meaning Example
Dorsal Toward the back; also, below the proximal ends of the carpus and The vertebral column is dorsal to the sternum.
tarsus, dorsal means toward the head (i.e., dorsal replaces cranial)
Ventral Toward the belly The udder is ventral to the tail.
Cranial Toward the head The neck is cranial to the tail.
Caudal Toward the tail The tail is caudal to the head.
Rostral Part of the head closer to the nose The beak is rostral to the ear.
Proximal Near the trunk or origin of the limb The elbow is proximal to the ankle.
Distal Farther from the trunk The ankle is distal to the elbow.
Palmar Below the proximal ends of the carpus, palmar replaces caudal The dewclaws are on the palmar surface of the
forelimb.
Plantar Below the proximal ends of the tarsus, planar replaces caudal The dewclaws of the hind limb are on the plantar
surface of the foot.
Medial Toward the longitudinal axis (midline) The sternum is medial to the limbs.
Lateral Away from the longitudinal axis The scapula lies lateral to the spine.
Superficial Nearer the body surface The skin is superficial to the ribs.
Deep Farther from the body surface The heart is deep to the ribs.
Axial and Restricted to the digits, these terms indicate position relative to the ~ The lateral edge of the hoof is abaxial to the
abaxial longitudinal axis of the limb; axial and abaxial are closer and phalanges.
further to the longitudinal axis, respectively
Table 1.2. Body planes. brain and spinal cord and contains the cranial cavity
] ] T within the skull, and the vertebral, or spinal, cavity
Orientation Plane Description . - .
of Plane that is found within the vertebral column. The brain
and the spinal cord are continuous; therefore, the
Perpendicular ~ Transverse Divides the body into cranial and vertebral cavities are also continuous.
to long axis cranial and caudal parts; When looking down the longitudinal axis, the trunk
also crosses an organ or of the animal can be divided into three cavities. The
limb at a right angle to its . o .
long axis thoracic cavity is surrounded by the ribs and muscles
el g Cides body | | of the chest. It can be further subdivided into the pleu-
Parallel to Median Divides body into equa ral cavities, each of which houses a lung, and the medi-
long axis (midsagittal)  right and left halves R X . ;
_ T _ astinum, which is located medially between the lungs
Sagittal Divides body into unequal and contains the pericardial cavity. The mediastinum
right and left halves
also houses the esophagus and trachea.
Frontal Longitudinal plane passing The abdominopelvic cavity is separated from the
(dorsal) through the body parallel to

dorsal surface and at right
angles to the median plane

A transverse plane runs perpendicular to the long
axis of the structure. A transverse plane can divide an
animal into a cranial and caudal half, or it can divide
a limb into a proximal and distal section.

Body cavities and membranes

A median view of an animal will reveal two cavities,
the dorsal and ventral. The dorsal cavity protects the

thoracic cavity by the diaphragm. The abdominopel-
vic cavity has two components: the abdominal cavity
that contains, among others, the stomach, intestines,
spleen, and liver, as well as the more caudal pelvic
cavity. The pelvic cavity is surrounded by the bones
of the pelvis, and contains the bladder, part of the
reproductive organs, and rectum.

The walls of the ventral body cavities, as well as the
surface of the visceral organs, are covered by a thin,
double-layer membrane called the serosa, or serous
membrane. The portion of the serosa lining the body
cavity is called the parietal (parie = wall) serosa, while
the portion lining the organ is the visceral serosa.

The best way to visualize the relationship between
the two layers of the serosa is to imagine pushing your
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—
=
0
©,
(o]
<
@)

10  Anatomy and physiology of domestic animals

Median plane
» (midsagittal)

Sagittal plane aps

Fig. 1.7.

Planes of the body. The three major planes (frontal,
transverse, and sagittal) are shown.

fist into an inflated balloon. The layer of the balloon
closest to your fist would be equivalent to the visceral
serosa, while that part of the balloon on the outside
would represent the parietal serosa. The two serosal
membranes each secrete serosal fluid into the space
between the two layers. This fluid acts as a lubricant
to reduce the friction between the parietal and visceral
serosa as they slide across one another. This is impor-
tant when one considers how often the heart beats or
the lungs inflate, during which time the visceral and
parietal serosa slide across one another.

The serosa membranes have specific names depend-
ing on their locations. When found surrounding the
heart, itis called the pericardium (peri=around +kardia,
heart). Therefore, the parietal pericardium lines the
pericardial cavity, while the visceral pericardium
adheres to the heart. The pleura adheres to the lungs
and lines the thoracic cavity, whereas the peritoneum
lines the abdominopelvic cavity and adheres to the
visceral organs.

bsj . . i
X Review questions and answers are available
3 online.
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Cells: A common denominator

All of the physiological systems, for example, diges-
tive, respiratory, or cardiovascular, depend on the
actions and activities of cells. Groups of cells and their
products coalesce to create the four basic tissue types
(epithelial, neural, muscular, and connective tissues).
Attributes of these tissues will be discussed in detail
in Chapter 4. Combinations of these tissues produce
organs. Functionally related organs are arranged into
physiological systems. To illustrate, the digestive sys-
tem includes the mouth and oral cavity, esophagus,
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stomach, small intestine and large intestine, and related
accessory organs (liver, pancreas, gall bladder). This
tube-within-a-tube organization allows for acquisition
of food, physical mastication, chemical digestion, and
ultimately, absorption of nutrients across the lining of
the gastrointestinal (GI) tract into the bloodstream.
The mature GI tract has elements of each of the four
major tissue types.

The internal lining, the mucosa (an example of epi-
thelial tissue), is composed of a layer of specialized
epithelial cells called enterocytes. The enterocytes rest
upon a thin layer of extracellular proteins, the basement

Anatomy and Physiology of Domestic Animals, Second Edition. R. Michael Akers and D. Michael Denbow.
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12 Anatomy and physiology of domestic animals

membrane. The mucosal layer also includes other spe-
cialized connective tissue elements, including the
structurally important proteins collagen and elastin,
as well as protein-carbohydrate hybrid molecules
called proteoglycans. The mucosa also has a popula-
tion of scattered smooth muscle cells, the muscularis
mucosa, and a distinctive connective tissue called the
lamina propria. The submucosa appears between the
enterocytes and the next major tissue layer, the mus-
cularis. This region provides a passageway for capil-
laries and lymphatic vessels. Exocrine glands, which
produce secretions destined for the lumen of the GI tract,
also reside in this location. Closer to the outer circum-
ference of the tract, there are two closely aligned, dense
layers of smooth muscle cells called the muscularis
externa. The innermost layer of smooth muscle cells
are arranged around the circumference of the GI tract,
while the outer layer is oriented along the longitudinal
axis of the GI tract. The coordinated contraction and
relaxation of these two smooth muscle cell layers provide
for mixing and movement of gut contents. A thin layer
of epithelial cells called the serosa covers the outside
of the GI tract that is adjacent to the internal body cavity.
The serosa is continuous with the mesentery, which
provides a means for entrance of veins, arteries, and
nerve fibers into the muscularis externa and submucosa
and for general support via attachment to ligaments.

Despite the complexity of tissue and cell types in
the GI tract, and requirement of multiple cell and
tissue types for maximum efficiency, the essential
function of the GI tract depends on the actions of the
enterocytes. Consequently, understanding physiologi-
cal systems and principles ultimately should begin
with an appreciation of cellular physiology and func-
tion. A common theme that we will emphasize
repeatedly is that structure and function go together.
This idea will become apparent at multiple levels of
organization—molecular, cellular, organ, and system.
Our story begins with a discussion of the cell.

Once past the primordial stem cell stage of the
embryo, cells acquire varying degrees of structural
and functional differentiation. Differentiation of cells
equips them for their particular function. For many
years, the dogma was that once cells became differen-
tiated, it was impossible to reprogram them cell so that
these cells or their daughters could be induced to
follow a different path. Under usual circumstances,
this likely is true; however, it is also evident that
advances in cell and molecular biology have called
this dogma into question. For example, development
of the cloned sheep Dolly in 1996 was achieved using
cultured fibroblasts. Other examples of animals cloned
from fully differentiated cells have been recently
reported. It is now known that virtually all tissues
harbor populations of undifferentiated cells that serve
as stem cells capable of being induced to proliferate

Box 2.1 Practical anatomy and physiology

There is a lot in the news lately about stem cells.
Much of this involves efforts to produce replace-
ment tissues or organs or combat ravages of cancer
and other diseases. What about general physiol-
ogy? Are there examples? The answer is yes. One
of the most elegant demonstrations for the exis-
tence of stem cells is for the mammary gland. Using
genetically similar mice, researchers first prepared
recipient mice which had their rudimentary
mammary epithelium surgically removed before
puberty. This resulted in animals with an intact
mammary fat pad (so-called cleared mammary
gland), that is, no remaining mammary parenchy-
mal tissue. Using cell separation and isolation tech-
niques, scientists recreated the entire epithelial
(parenchymal) portion of the mammary gland and
induced milk synthesis following the injection of a
single stem cell into a cleared mammary fat pad
(Kordon and Smith, 1998; Bussard and Smith, 2011).

Other animal scientists are working to identify
and manipulate stem cells in domestic animals to
improve meat and milk production.

and thereby create new lineages of cells that can
repopulate those tissues. Box 2.1 provides some exam-
ples of mammary stem cells.

These examples serve to emphasize an unexpected
plasticity of tissues and cells. It may be possible in the
future to bioengineer replacements for damaged or
diseased organs or tissues as more is learned about the
rules governing cell growth and differentiation.

Water: The universal solvent

Because mammals are composed largely of water
(~70%), cellular biochemistry is governed by interac-
tions of physiologically important molecules and
water of the cell cytoplasm, the water surrounding the
cells (interstitial fluid), or the aqueous environment of
various cellular organelles. We all appreciate, at least
in a general sense, that water is essential to our sur-
vival. But remembering some of the physicochemical
attributes of water emphasizes its physiological rele-
vance. Water is an excellent solvent for many but not
all physiologically important molecules. Blood plasma,
which is about 90% water, transports a myriad of dis-
solved nutrients (e.g., glucose, amino acids), minerals
(e.g., Na, Cl, and K), and gases (e.g., O,, CO,). Intra-
and intercellular water is similarly filled with solutes.
The urinary system maintains body water reserves to
ensure that blood pressure and volume are adequate
and that proper osmolality is maintained.
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. Oxygen (negative charge)

é Hydrogen (positive charge)
Attraction forces

Fig. 2.1. Hydrogen bonds and water.

Water is touted as the biological universal solvent—
but why? The answer lies in its abundance and struc-
tural properties of the water molecule. The chemical
formula for water (H,O) is well known, but Figure 2.1
illustrates that water has a distinct dipole moment.
This means that there is unequal sharing of electrons
between the oxygen and hydrogen atoms of the mol-
ecule so that the molecule is polarized. The oxygen
atom, because of its greater capacity to attract elec-
trons, has a slight negative charge. The hydrogen atoms
therefore have a slight positive charge. This polarity
causes the water molecules to arrange themselves so
that they form hydrogen bonds (opposite charges
attract). Hydrogen bonds, while weak compared with
covalent chemical bonds, are very important physio-
logically because of their abundance. They also are
important in attractions between many macromole-
cules. For example, the two strands of intact DNA are
held together by hydrogen bonds between base pairs.

Because of its dipole moment, there is a net negative
charge associated with the oxygen atoms of the water
molecule. This charge separation allows water mole-
cules to organize to form attractant bonds with other
water molecules. This property explains many of the
attributes of water as the so-called universal solvent
and the ability of other polar molecules to readily dis-
solve in water.

This attribute explains the commonsense example of
oils not dissolving in water. Most common oils or lipids
are composed of hydrocarbon chains that exhibit equal
sharing of electrons between atoms and therefore are
of little or no polarity. Such nonpolar molecules cannot
associate with water and are described as hydrophobic
(water-fearing molecules). Polar molecules, in con-
trast, readily associate with water and are described as
a hydrophilic (water-loving molecules). Interestingly,
many cellular and tissue macromolecules have both
hydrophobic and hydrophilic regions. For example,
the three-dimensional shape of a protein in the cell is
determined by physicochemical forces that act to
shelter groupings of hydrophobic amino acids away

from water while at the same time allowing hydro-
philic amino acids” hydrogen bonding interactions
with water. This fundamental property of water means
that it can form highly oriented layers or shells around
charged areas of large macromolecules, for example,
nucleic acids, proteins, or proteoglycans, and thereby
impact structure, organization, and function. Biochem-
ists can take advantage of these properties to isolated
macromolecules from homogenates of tissues or cells.
For example, if the shielding of protein or nucleic acid
charges by water isreduced by adding a water-miscible
solvent that reduces hydrogen bonding, protein—
protein or nucleic acid interactions are enhanced, and
precipitation of the macromolecules occurs. This is
often achieved by the addition of ethanol or acetone.

Other physiologically important properties of water
include specific heat, thermal conductance, and sur-
face properties. Briefly, water can absorb substantial
amounts of heat energy without a drastic change in
temperature. Alternatively, a significant amount of
heat energy can be lost without a dramatic effect on
temperature. This temperature buffering is impor-
tant since most biochemical processes are tempera-
ture sensitive. Evolutionarily, the greater success of
warm-blooded mammals compared with cold-blooded
animals reflects the appearance of physiological mech-
anisms to maintain body temperature, and therefore
water temperature. Since the water content of animal
tissues is so high, the total capacity to store heat energy
is correspondingly high. Energy needed to vaporize
water is also relatively high. Think of how quickly you
feel the cool effect of an alcohol swab on your skin
compared with a simple water-moistened swab. This
property can be viewed as both an advantage and a
disadvantage, depending on the physiological circum-
stances. In hot environments or with excessive work,
thermoregulation depends on sweating or panting in
many animals to reduce the thermal load. Too much
loss and there is dehydration. New visitors to hot, dry
desert environments must be admonished to drink
often to make up for unrecognized insensible water
losses. Many animals have adapted specialized physi-
ological mechanisms and behaviors to minimize
insensible water loss and to maximize efficient use of
water. As another example, seal pups reared in polar
seas (in many respects a “desert” environment with
regard to water availability) depend on water derived
from the metabolism of high-fat milk to supply much
of their water requirement. Consider the impact of
water on accumulation of milk in the mammary gland,
blood in the cardiovascular system, or perhaps urine
production. There are also numerous moist surfaces
on many organs. The surface properties of water also
affect fluid movement and the capacity of tissue sur-
faces to interact. This phenomenon is evident in the
meniscus characteristic of a test tube filled with water.

Chapter 2
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Another commonsense example is the appearance of
beads of rainwater on the surface of a waxed car; the
wax is very hydrophobic so the molecules of water in
the droplet are much more attracted to one another
than the nonpolar wax. The spherical shape is a reflec-
tion of the physics of attractions between the mole-
cules and the fact that the sphere is the optimal shape
to minimize forces. Surface tension describes these
forces and is expressed in force per length or newtons
(N) per meter. Pure water has a surface tension of
7N/m, but dilute detergent reduces this to about
4N/m. Surface properties of water play a critical
role in many physiological processes. Surface-acting
amphipathic molecules reduce surface tension. These
molecules have distinct polar and nonpolar domains.
When placed onto a moist surface environment, the
molecules disrupt association between water mole-
cules and at liquid-vapor interfaces limit water-to-
water connections and thus the strength of the surface
tension. For example, the capacity of the lung alveoli
to expand in the newborn requires that the surfaces of
the epithelial cells lining the internal surface of the
alveolar air sacs be coated with a surfactant. This mini-
mizes the attraction of the surfaces and therefore
allows expansion. In fact, the surface tension of lung
extracts can be as low as 0.5N/m. Specialized alveolar
cells (Type Il cells) scattered among the normal epithe-
lial cells secrete surfactant. Production is stimulated
by the secretion of glucocorticoids (steroid hormones
produced in the adrenal gland), near the time of par-
turition. Animals that are born prematurely often have
respiratory problems because of failed surfactant
production.

Cellular organelles

Structures found inside cells are called organelles.
Examples include the nucleus, mitochondria, and
ribosomes. Most organelles are membrane covered.
Other organelles, secretory vesicles and lysosomes, for
example, are unique because of their membrane-
bound contents. Thus, understanding membranes is
important to understanding physiology. We begin
with lipids and especially phospholipids. Lipids are a
very heterogeneous group of molecules, but common
attributes include (1) being practically nonsoluble in
water but (2) being soluble in nonpolar organic sol-
vents such as ether, ethanol, or chloroform. Lipids
include fats, oils, waxes, and related compounds.
Figure 2.2 shows the general structure of molecules
necessary to produce common fats called triacylglyc-
erols or triglycerides.

Neutral fats are esters composed of two building
blocks—glycerol and one of any number of different
fatty acids. Glycerol is a 3-carbon alcohol that is most
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Fig. 2.2. Triglyceride synthesis and structure.

Table 2.1.  Common saturated fatty acids.

Fatty Acid ~ Formula Attributes

Acetic CH;COCOH Major end product of rumen
fermentation, energy source
for ATP production

Propionic  C,H;COOH End product of rumen
fermentation, major precursor
for gluconeogenesis

Butyric C;H,COOH Major end product rumen
fermentation

Caproic CsH;;COOH Minor end product rumen
fermentation

Caprylic C,H;sCOOH Small amounts in many fats

Palmitic C;5H5;,COOH Common in all animal and
plant fats

Stearic C,,H;5COOH Common in all animal and

plant fats

often derived from the catabolism of the common
hexose sugar glucose. Fatty acid molecules are linear
hydrocarbon chains with a carboxylic acid moiety at
one end. This residue or group is the most reactive or
functional part of the molecule. Fatty acids vary in
length, but the glycerol backbone of the triglyceride is
constant. Fatty acids also vary with respect to the
number of double bonds between carbon atoms. Those
with no double bonds are called saturated fatty acids,
those with a single double bond are monosaturated,
and those with more than one are polysaturated fatty
acids. The degree of saturation and length of the fatty
acids affect their properties. For example, the shorter
chain members <6 carbons are water soluble and vola-
tile, but longer fatty acids are neither soluble nor vola-
tile. Table 2.1 gives a listing of some of the common
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saturated fatty acids, structural formulae, and common
features. Common names of many of the fatty acids
are widely used, but systemic names make deduction
of structure easier. To illustrate, palmitic acid is the
common name for the 16-carbon fatty acid hexadeca-
noic acid. This indicates the carboxylic acid of hexa-
decane (hexa meaning 6 and deca meaning 10, and ane
indicating an alkane). This fatty acid is also written as
Ci40, which means there are 16 carbons and 0 double
bonds. Formally, triglycerides are called tri-acyl
esters and are created from the alcohol glycerol and
any of a number of particular fatty acids. The reac-
tion involves a dehydration synthesis reaction (water
is liberated, e.g., remember the earlier comment
about seal pups getting water from milk fat catabo-
lism) between a carbon of the glycerol and the carbox-
ylic acid residue of each of the fatty acid chains to
create the ester linkage illustrated generally by this
equation:

@) @)

Il I
R—C—OH + HO —R —» R—C—O—R
Carboxylic Acid Alcohol Ester

Fluid mosaic model

Glycerol linked with three fatty acids creates a triglyc-
eride, two fatty acids a diglyceride, and a single fatty
acid a monoglyceride. Only a few naturally occurring
triglycerides have the same fatty acid in all three ester
positions. Most are mixed acylglycerols. Phospholip-
ids demonstrated by the general formula shown in
Figure 2.3 also contain a phosphoric acid residue. The
alcohol moiety in many of the phospholipids is also
glycerol, but for others, for example, the sphingophos-
pholipids, the alcohol is sphingosine. Phospholipids
are often drawn in the form of a ball to represent the
polar head of the molecule and two trailing tails to
represent the nonpolar hydrocarbon chains of the fatty
acids. Along with associated proteins and some other
lipids, the capacity of the phospholipids to sponta-
neously form bilayers is essential to understanding
the formation of all of the cellular membranes. The
now-classic organization of the plasma membrane is
described as a fluid mosaic model. This consists of a
mosaic of globular proteins suspended in a sea of
phospholipids. Membranes are organized with the
polar heads of two layers of phospholipids oriented
either toward the aqueous environment of the inter-
stitial fluid or toward the aqueous environment of the
cytoplasm. The hydrophilic hydrocarbon chains of the
fatty acids interact so that the membrane has a trilami-
nar appearance—phospholipid heads on either side
with fatty acid tails in the center. This organization
is apparent in well-preserved tissues, embedded in
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Fig. 2.3. Panel A illustrates the structure of a typical phospholipid.
Similarity to triglyceride structure is apparent. Panel B gives a
common shorthand version of the phospholipid structure that is
often used to demonstrate the arrangement of phospholipids to
create the bilayer organization of cellular membranes. Panel C
shows the organization of both phospholipids and proteins within a
typical membrane. The polar phospholipid heads are oriented
toward aqueous environments and the hydrophobic, hydrocarbon
tails with each other in the center of the bilayer. Various
membrane-associated proteins (indicated by the dark blue
structures) orient either with the hydrophobic center of the bilayer
or with the more hydrophilic outer region of the membrane,
depending on the nature of the protein.

plastic resins thinly sectioned (~900nm) and prepared
for examination in an electron microscope. This is
sometimes likened to a peanut butter sandwich, with
the peanut butter as the tails and the two slices of
bread as the phospholipid heads. This fundamental
structure is true for all cellular membranes, but there
are differences in the specific composition, for example,
the Golgi membranes versus the plasma membrane.
Proteins associated with the membranes are oriented
within either the outer or inner membrane leaflets.
Other proteins completely span the membrane. What-
ever their specific arrangement, these proteins are
called integral membrane proteins. Those that span
the membrane are positioned so that fewer polar
amino acids occur within the central hydrocarbon tails
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of the fatty acid chains, with polar amino acids located
with the polar heads or aqueous surfaces of the mem-
brane. Examples of complex plasma membrane pro-
teins include receptors for hormones or growth factors
(GFs) and those required for transport of metabolites
and nutrients.

Cellular membranes are fluid, dynamic, and active
structures. Membrane components are also inter-
changeable between many cellular components. For
example, in the mammary gland of a lactating
mammal, milk components are packaged into secre-
tory vesicles within the Golgi apparatus. These
product-containing vesicles progressively make their
way to the apical surface of the cell where their con-
tents are released into the storage spaces of the
mammary gland by the process of exocytosis. The
membrane surrounding the vesicles becomes part of
the plasma membrane. Furthermore, lipid droplets
synthesized in the cells progressively enlarge and also
migrate to the apical surface of the cells for secretion.
However, in this case, the droplets literally begin to
protrude from the cells and become surrounded by the
plasma membrane. This continues until droplets pinch
off with the former plasma membrane now encapsu-
lating the droplet. The membrane is now referred to
as the milk fat globule membrane, but its origin was
the plasma membrane of the cell. Figure 2.4 illus-
trates the organelles and secretion activity of such a
mammary epithelial cell. Similar events occur in many
other secretory cells, for example, pancreas, liver, sali-
vary gland, and pituitary gland.

Microscopy techniques

Beginning with invention of the light microscope in
the 1600s and progressive improvements in cell pres-
ervation, techniques to embed tissue in materials for
sectioning, and staining to identify specific cellular
components, much has been learned regarding cell
structure and function. However, even simple smears
of dislodged isolated cells can be very useful in physi-
ological or clinical situations. The Pap smear is rou-
tinely used in women'’s health to monitor the cells of
the cervix. The morphology of the cells is classified to
determine if any of the cells appear to have precancer-
ous attributes, for example, altered nuclear morphol-
ogy or staining characteristics. Another example is the
blood smear, that is, a small sample of blood is spread
and dried on a microscope slide and then stained.
Such smears are cover-slipped, and a differential count
is performed. In this procedure, the slide is scanned in
a standard pattern and the first 100 white blood cells
encountered are identified (lymphocyte, neutrophils,
etc.) and tabulated. This information is used to produce
a distribution profile of the types of leucocytes in the

o

Cap .

Fig. 2.4. Diagram to illustrate major pathways for cellular
synthesis and secretion. Milk precursors in capillaries (Cap) are
transported across the endothelial cells and basal lamina (BL) to the
interalveolar connective tissue. Nutrients pass across the alveolar
BL and/or myoepithelium (My), the basal plasma membrane (PM),
and into the cytoplasm. Milk proteins are synthesized in the rough
endoplasmic reticulum (RER), enter the RER lumena, and are
transported to the Golgi (GA) for processing and packaging. In
typical exocytosis, the secretory vesicles (SV) with casein micelles
(CM) and lactose leave the Golgi, translocate to the apical PM, and
release contents of the vesicle (SV1). Alternatively, vesicles can fuse
to form chains for secretion (SV2) or fuse with release of double
membrane-bound micelles (SV3). Milk lipid is synthesized in the
region of the RER and as droplets grow, they also translocate to the
apical PM. These droplets are enveloped by PM and protrude from
the cell (LD1), and are pinched off from the cell into the lumen
(LD2) and into the lumen (LD3). It is also possible that SV can fuse
around lipid droplets, with other droplets, and with the apical PM
in groups (LD4). Lipid droplets might also be released via coalesced
secretion vacuoles (Vac). Other features include mitochondria (M),
nucleus (N), nucleolus (Nu), microtubules (Mt), microfilaments (Mf),
coated vesicles (C), and tight junctions (J). Diagram modified from
Nickerson and Akers (1984).

sample. For example, the horse averages about 55%
neutrophils, 35% lymphocytes, 5% monocytes, 3%
eosinophils, and 1% or fewer basophils. Changes in
these proportions can reflect various diseases. What
would be your prediction about a classmate with
mononucleosis or a cat with leukemia?

In dairy animals, mastitis (inflammation of the
mammary gland) status is routinely evaluated by
the presence and number of leukocytes in the milk.
The technology used is based on a well-characterized
relationship between cell number and the amount of
a specific dye that binds to DNA. As the cell number
increases in the milk sample, the amount of dye binding
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Table 2.2. Relationship between MSCC, DHI cell counts score,
and milk production in dairy cows.

MSCC DHI Score Milk Yield Milk Yield
(kg/d) 305d (kg)

12,500 0 29.2 8906
25,000 1 28.6 8723
50,000 2 28.0 8540
100,000 3 27.4 8357
200,000 4 26.9 8205
400,000 5 26.2 7991
800,000 6 25.4 7747
1,600,000 7 24.6 7503
3,200,000 8 23.6 7198
6,400,000 9 22.5 6863

Adapted from Jones et al. (1984).

increases proportionally. Although these assays are
now automated, a milk smear is used to calibrate these
machines. Table 2.2 illustrates the relationship between
milk somatic cell count and milk production.

In some experimental situations, it is useful to know
the stage of the estrus cycle. For many laboratory
animals, it is problematic to collect a sufficient number
of repetitive blood samples to measure reproductive
hormones (estrogen, progesterone, follicle-stimulating
hormone, luteinizing hormone) for this purpose.
However, daily vaginal smears can be used to evalu-
ate the stage of the estrus cycle. The number of corni-
fied epithelial cells and leukocytes varies according to
the stage of the estrus cycle so that changes in these
cellular profiles can be used to determine the stage of
the estrus cycle.

Although information obtained from smears of
various cells is useful, the technique is limited since
most cells are part of tissues. More importantly, the
organization and differentiation of the various cell
types and their products is fundamental to under-
standing the physiology of a tissue or organ. For this
evaluation, it is necessary to infiltrate the tissue and
cells with a medium that is sufficiently solid to allow
sections thin enough for light to penetrate to be pre-
pared. The most common embedding medium is par-
affin wax. Since tissues and cells are largely water
based, fresh tissues are first preserved or fixed in an
aqueous solution containing chemicals that cross-link
major cell structures and macromolecules. These
include formalin, formaldehyde, glutaraldehyde, and
others. After a period of fixation, the tissues are dehy-
drated by transferring the tissue through a series of
increasing concentration of ethanol, then into xylene,
a mixture of xylene and paraffin, and finally, pure
paraffin. This gradual process allows the water to first
be replaced by ethanol, then the ethanol by xylene,
and the xylene by paraffin. The tissue blocks are sub-

merged in additional paraffin in a mold and allowed
to harden. This can be imagined by thinking of the
string in the center of a candle as being the processed
tissue. If the candle is carefully sliced in cross section,
a piece of string would be in the center of each slice,
representing the fixed embedded tissue. The slicing of
the tissue blocks needs to be relatively precise and
uniform. Embedded blocks of tissue are sliced in a
machine called a microtome. The machine uses a thin
steel blade, much like a razor blade, and the sections,
which are cut one at a time, usually come off in a
ribbon. The sections are floated on a water bath and
then transferred to a microscope slide. Once the sec-
tions are dried, the slides are generally dipped in
xylene and processed back to aqueous environment to
allow the sections to be stained. The staining allows
structures to be seen in a standard bright field micro-
scope. H&E, or hematoxylin and eosin, are very
common stains. This technique makes the cell nuclei
dark blue, the cytoplasm various shades of blue to
pink, and extracellular components pink to red. Most
histological slides used in physiological classes are
H&E stained. Many other stains have been developed
for specific uses, and examples are given in various
sections of the text. One especially exciting recent
innovation in tissue staining is the use of specific anti-
bodies to localize proteins within particular cells or
even within particular cellular organelles. Figure 2.5
shows tissue blocks, molds, and processed sections for
tissue embedded in paraffin.

Despite the widespread use of paraffin-embedded
tissue sections and the rich experimental and patho-
logical history of this technique, there are serious
limitations. One of these is that tissue sections thinner
than about 5 cannot be easily prepared. A reason-
able approximation of an epithelial cell is about
10 x 10 x 10 um. This means that for the study of intra-
cellular organelles, the sections are thick so that it
becomes difficult to distinguish these structures. These
limitations lead to the development of plastic resins
that could be used for embedding cells and tissues.
With subsequent development of specialized micro-
tones designed to use pieces of fractured glass or even
diamond knives, it became possible to section fixed
tissues embedded in plastic very thin indeed. In fact,
for light microscopic study, sections of 0.5-1 p in thick-
ness can be easily prepared. To distinguish sections
from the paraffin blocks from those in plastic, they are
often called semithin sections.

Perhaps, more importantly, these breakthroughs
allowed even thinner sections to be examined using
the electron microscope. While a detailed consider-
ation of the electron microscope is beyond the scope
of our text, some analogy with the readily understood
light microscope is useful. The standard compound
microscope is essentially a two-part magnifying system
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C
Fig. 2.5.

Preparation of tissues for microscopic examination. Panel A shows tissues that have been embedded in paraffin (upper) or in plastic

(lower) for preparation of sections for light microscopy. The tissue in the paraffin block is visible as a faint yellow mass (arrow) in the center.
The width of the block is about the size of a U.S. quarter. The tissue in the lower plastic block is not visible but occupies a position near the
center of the block. Panel B shows a view of a typical microtome for preparation of paraffin-embedded tissues. Panel C shows a paraffin-
embedded tissue block mounted in the microtome. With each up and down motion of the microtome, the block of tissue moves past a
stationary knife so that a ribbon of serial sections (typically ~5pum thick) is cut. The ribbon of sections is transferred to a water bath (panel D)
and ultimately floated onto a microscope slide. The sections are allowed to dry, then the paraffin is removed, the sections hydrated, stained,
and subsequently cover-slipped for examination. Processing of tissue embedded in plastic resins follows a similar procedure, but thinner
sections (~0.5um) can be prepared for light microscopy, and with the proper microtome, sections thin enough for electron microscopy can be

prepared.

in which the specimen is first magnified by the lens in
the objective barrel and secondly by the lens of the
eyepiece or ocular. The total magnification is the
product of the magnification of the objective lens used
and that of the eyepiece. For example, using a 20x
objective lens with a typical 10x eyepiece produces an
image that is 200-fold greater than the original. The
specimen is placed on a stage below the objective lens.
Light is then directed from a light source, through an
aperture, then a substage condenser, and through the
specimen. Light rays from the specimen pass through

the objective lens and are focused for view through
the eyepieces. This is accomplished mechanically by
raising or lowering the position of the objective lens
relative to the specimen. Resolution is the degree of
separation that can be seen between adjacent points in
a specimen—in other words, the degree of detail. The
smaller the distance that can be distinguished between
two points, the greater the detail in the image. With
the unaided eye, points appear as independent struc-
tures only if a distance of 0.2mm or 200 um separates
them, but with a good microscope, points as close as
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0.25um can be distinguished. Ultimately, resolution of
the bright field microscope is limited by the wave-
length of light and sample preparation. The maximum
useful magnification of the light microscope is about
1,400-fold. Images can be reproduced to larger sizes in
the printing process, but this does not increase true
resolution.

In the electron microscope, a beam of electrons
replaces the beam of light. The sample (now only
about 900nm in thickness) is positioned on a copper
grid, and the grid is inserted into a sealed chamber
and placed under vacuum. A beam of electrons passes
through the sample. To increase the electron density
of the sample, the tissue is treated with heavy metals
(usually lead citrate or uranyl acetate) that bind with
macromolecules in the sample and improve sample
resolution. The electron beam penetrates the tissue
located in the open spaces of the grid, and the image
produced is brought into focus by altering the voltage
applied to a series of electromagnets located on either
side of the column which houses the electron beam.
The image is viewed first on a phosphorescent screen,
and the image is saved by positioning and exposing
film. The film is developed, and images of the speci-
men are prepared by making photographic prints
from the film. The process as described is called trans-
mission electron microscopy. A similar process called
scanning electron microscopy relies on images pro-
duced by coating surfaces often with a thin layer of
gold. Detailed images of intracellular structure became
possible only with electron microscopy; several exam-
ples are included along with descriptions of cell
organelles. Figure 2.6 shows a block of tissue prepared
for study in an electron microscope, one of the small
copper grids, and an example of an exposed, devel-
oped photographic plate.

Organelles of the cytoplasm

While many complete texts are devoted to aspects of
cell and molecular biology, a basic appreciation of cell
structure is important in understanding cellular phys-
iology and ultimately tissue, organ, and systems-level
physiology. It is imperative to appreciate that essen-
tially all organelles are found in all cells. However, the
total number and arrangement of these organelles
vary markedly from cell type to cell type. Numbers
can also change dramatically within a given cell type
depending on the activity of the cell. This is often
described as the degree of differentiation of the cell.
For example, mammary alveolar epithelial cells taken
from a nonlactating pregnant animal have a very dif-
ferent complement of cellular organelles than cells col-
lected during lactation. Thisis a reflection of differences
in activity between these stages of development.

Fig. 2.6. Comparisons between tissue preparation for light
microscopy and transmission electron microscopy. The upper row
shows samples prepared for paraffin, plastic, and electron
microscopy. The holder in the center of the upper row is designed
to hold a series of small copper grids (just below the coin to the
right) that have very small ribbons of plastic embedded tissue. The
tissue fragment is first embedded in a bullet-shaped mold that is
filled with plastic resin. Once the plastic is polymerized, the mold
is removed, and the hardened plastic with the tissue, now located
at the end of the bullet, is sectioned. The ribbon of sections is then
floated onto the copper grid. As can be appreciated from the scale
offered by the coin, these ribbons must be maneuvered via a
dissecting microscope attached to the microtome. The middle row
shows a slide with a ribbon of unstained tissue compared with
deparaffinized, stained tissue. The plate to the right of the middle
row is an exposed, developed film plate (negative) from the
electron microscope. The lower portion of the figure shows a part
of a glossy print made from this negative (the tissue is from the
pituitary gland).

Certainly, biochemical differentiation of the secre-
tory cells is required for onset of milk secretion.
However, the cells must also acquire the structural
machinery needed to synthesize, package, and secrete
milk constituents. When alveolar cells first appear
during mid-gestation, they exhibit few of the organ-
elles needed for copious milk biosynthesis or secre-
tion. The cells are characterized by a sparse cytoplasm
with few polyribosomes, some clusters of free ribo-
somes, limited rough endoplasmic reticulum (ER),
rudimentary Golgi usually in close apposition to the
nucleus, some isolated mitochondria, and widely dis-
persed vesicles. Individual cells often contain large
lipid droplets (especially during later stages of gesta-
tion) that along with irregularly shaped nuclei account
for much of the cellular area. Electron microscopic
studies solidified the dramatic structural changes in
the alveolar secretory cells at the onset of lactation.
These differences are illustrated in Figure 2.7 and
Figure 2.8. Also, it is important to appreciate that
similar changes in cell differentiation occur in many
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Fig. 2.7. Cellular differentiation examples. Shown are companion
light (upper) and transmission electron microscopic (lower) images
of bovine mammary tissue of a nonlactating cow in late gestation.
Note the relatively large proportion of cell area occupied by the
nuclei of the cells, relative lack of cellular organelles, absence of
cellular polarity, and minimal evidence of secretion. These cells are
minimally active, so there is a correspondingly minimal
complement of cellular organelles.

epithelial cells, that is, various glands, intestines, and
pancreas; the mammary gland makes a convenient
and dramatic example.

Mitochondria

Called the powerhouses of the cell, mitochondria
provide most of the ATP necessary for energy-
requiring reactions. Two membranes enclose the gen-
erally elongated, thin, hot dog-shaped mitochondria.
The outer membrane smoothly encapsulates the
organelle, but the inner membrane is thrown into mul-
tiple folds that form partitions called cristae. Surfaces
of the cristae are studded with embedded enzymes
that interact with the internal gel-like matrix of the
mitochondria. Although details are discussed in sub-
sequent chapters, as energy-yielding nutrients are

Fig. 2.8. Examples of light and transmission electron microscopic
images of lactating bovine mammary tissue. The cells typically have
rounded, basally displaced nuclei, scattered fat droplets, and
evidence of secretions (panel A). Note the lacy appearance of the
apical ends of these well-differentiated, polarized cells.
Conformation that the lacy appearance indicates the presence of
abundant secretory vesicles is evident in the EM view of portions of
two secretory cells in panel B. Panel A is unpublished, and panel B
is adapted from Nickerson and Akers (1984).

metabolized, intermediate products from the diges-
tive process, for example, glucose, amino acids, fatty
acids, are converted into compounds that enter the
mitochondria. These compounds are catabolized to
carbon dioxide and water by the action of the mito-
chondrial enzymes, and a portion of the bond energy
is captured and used to attach phosphate groups to
ADP to generate ATP. This is called aerobic respiration
because it requires oxygen. Essentially, the need for
oxygen is explained by the fact that it is required for
production of adequate amounts of ATP.
Mitochondria are very complex organelles. They
have their own DNA (derived incidentally from the
mother) and RNA. As energy demand increases, mito-
chondria increase the density of cristae or undergo
fission to create new mitochondria. Active cells such
as those in muscle, pancreas, or the lactating mammary
gland may have hundreds of mitochondria, but inac-
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Fig. 2.9.

Panel A shows a diagrammatic representation of prototypical mitochondria. The structure is clearly bounded by a double

membrane with the inner membrane thrown into distinct folds or cristae. Panel B shows a group of mitochondria (arrows) in the basal region
of a bovine kidney cell, and panel C illustrates a high-resolution image of mitochondria from the bovine ovary.

tive cells (nonlactating mammary gland) or quiescent
lymphocytes, for example, have only a few. In living
cells, the mitochondria can also change shape. Regard-
less of its particular morphology, the emergence of
mitochondria was a major evolutionary event. Figure 2.9
illustrates typical mitochondria. It is widely believed
that mitochondria arose from bacteria that invaded
the ancestors of plant and animal cells.

Ribosomes

These small, dark-staining organelles are composed of
proteins and a class of RNA called ribosomal RNA.
Each of the ribosomes has two subunits identified
based on size as 18 and 28s RNA. Ribosomes can
appear singly as free structures in the cytoplasm or
sometimes arranged along coiled loops of mRNA
called polyribosomes. Alternatively, especially in cells
that are synthesizing abundant amounts of protein for
secretion, ribosomes are often attached to membranes
to create rough endoplasmic reticulum (RER). As sub-

sequently discussed, the ribosomes are the sites of
protein synthesis. Because of the relationship between
ER and the Golgi apparatus (Fig. 2.10), ribosomes of
the RER allow for newly manufactured proteins to be
packaged in secretory vesicles for secretion from the
cell. Free ribosomes in the cytoplasm function to syn-
thesize proteins destined to act within the cell.

Endoplasmic reticulum and Golgi apparatus

The endoplasmic reticulum (ER) is an interconnected
network within the cytoplasm of the cell. It is a system
of interconnecting membrane tubes or sheets that
enclose fluid-filled spaces that appear in two varia-
tions: smooth or rough ER. It is also continuous with
the nuclear membrane. Protein synthesis depends on
three forms of RNA. These are (1) transfer RNA
(tRNA), (2) ribosomal RNA (rRNA), and (3) messen-
ger RNA (mRNA). When the mature mRNA reaches
the cytoplasm, it binds to a small ribosomal subunit
by base pairing to rRNA. The tRNA transfers amino
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Fig. 2.10. Relationships between RER, Golgi, and secretory vesicles. Panel A shows the arrangement between ribosomes (red dots) on RER
and movement of newly manufactured proteins into the cisternal space of the RER and then to the Golgi for packaging and appearance of
secretory vesicles. Panel B shows a transmission electron microscopic view of RER, and panel C shows an array of Golgi membranes. Panel D
shows secretory vesicles from epithelial cells in a mammary gland of a lactating animal. The dark, black granules are the casein micelles.
Since lactose is also produced in the Golgi and packaged for secretion along with specific milk proteins, the vesicles appear swollen. This is
because lactose cannot pass across the vesicle membrane so water is drawn osmotically into the vesicle. For other protein-synthesizing and
secreting cells, the secretory vesicles more often appear densely compacted, with the vesicle membrane directly adjacent to the product.
Panel E shows secretory vesicles and Golgi area from bovine anterior pituitary cells. Notice the close apposition of the membrane surrounding

the secretory granules.

acids to the ribosome. There are approximately 20 dif-
ferent types of tRNA, each capable of binding a spe-
cific amino acid. The linkage process is controlled by
a synthetase enzyme whose action depends on the
cleavage of ATP to form the peptide bonds between
amino acids of the growing peptide chain. Once its
amino acid is loaded, the tRNA migrates to the ribo-
some, where it moves the amino acid into position,
based on the codons of the mRNA strand. The amino

acid is bound to one end of the tRNA (the tail), but the
other end of the molecule (the head) has a three-
nucleotide base sequence (anticodon), which is com-
plementary to the codon of the mRNA. For a given
strand of mRNA, multiple ribosomes can become
attached, and as the ribosomes move along the mol-
ecule, many chains of new protein can be made simul-
taneously. In fact, it is not uncommon to find
polyribosomes in the cytoplasm. These are repre-
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sented in transmission electron microscopic views of
active cells by chains or coils of ribosomes seemingly
organized in the cytoplasm.

However, proteins destined for secretion from the
cell are synthesized by ribosomes attached to the
endoplasmic reticulum. The mRNA for these proteins
codes aninitial short peptide sequence (signal peptide),
which directs the growing peptide chains into the cis-
ternal space of the endoplasmic reticulum. Because
this space is continuous with the Golgi apparatus, pro-
teins destined for secretion are vectored into Golgi for
packaging into secretory vesicles and secretion from
the cell by exocytosis. After synthesis in the RER, mod-
ifications to secretory proteins may also occur in the
Golgi apparatus. These posttranslational modifica-
tions can markedly affect the structure of the protein.
Common modifications include the addition of sugar
or phosphate groups. Other components can also be
added to developing secretory vesicles in the Golgi.
For example, in the mammary gland, the milk sugar
lactose is synthesized within the Golgi apparatus by
the action of galactosyl-transferase and o-lactalbumin.

Lysosomes and peroxisomes

Peroxisomes are intracellular vesicles containing a
mixture of enzymes, namely, oxidases and catalases.
Oxidases depend on the presence of oxygen to detox-
ify various noxious substances, for example, alcohols
and aldehydes. They also convert toxic-free radicals
into hydrogen peroxide for neutralization by catalase.
Free radicals are very reactive substances known to
alter the structure and function of a variety of regu-
latory molecules. Thus, the peroxisomes are essential
to limit the free radical accumulation. Peroxisomes
are abundant in liver and kidney cells, two organs
recognized for their capacity to detoxify harmful
substances.

Lysosomes also contain hydrolytic enzymes that are
capable of digesting many cellular proteins. Known as
suicide bags or sacs, inappropriate release of the con-
tents of these organelles could destroy the cell. In fact,
rupture of activated lysosomes is believed to be
involved in some aspects of programmed cell death or
apoptosis. Lysosomes are present in all cell types, but
they are especially plentiful in neutrophils, macro-
phages, and other leucocytes. The acid hydrolases
within the lysosomes function best in an acidic envi-
ronment. Consequently, the lysosomal membrane con-
tains hydrogen transport proteins that sequester
hydrogen ions from the cytoplasm to maintain a low
pH. Many cells are capable of capturing materials
from near the cell surface by endocytosis. Vesicles pro-
duced in this manner can then fuse with lysosomes.
Captured molecules can be digested by the acid
hydrolyses and released into the cytoplasm for use by

the cell or for excretion. This digestion process is espe-
cially important in macrophages and neutrophils since
these cells actively engulf potentially harmful bacteria
and other toxins. Destruction of these agents by the
lysosomes is protective, and in the case of processed
foreign proteins, fragments of the digested proteins
are presented to other cells of the immune system to
allow development of specific immunity. Lysosomes
are also critical in the recycling of worn-out or non-
functional organelles as well as a variety of metabolic
actions, for example, release of thyroid hormones from
storage.

Microfilaments, microtubules, and intermediate
filaments

It was originally assumed that the cytoplasm of the
cell was essentially a water-filled space with multiple
dissolved substances. However, appropriate fixation
and embedment techniques for electron microscopes
led to the realization that the cytoplasm contains an
elaborate array of structures that make up the cyto-
skeleton of the cell. This does not mean that cells are
rigid, but microtubules, microfilaments, and interme-
diate filaments of the cytoskeleton provide an unex-
pected structure and organization to the cell cytoplasm.
Some of these organelles are for communication
between the cell surface and interior, for transport of
vesicles to be secreted, for cell division, or for cell
adhesion.

Microtubules are the largest of these organelles and
as the name suggests are hollow tubes composed of o
and B subunits of the globular protein tubulin. They
are slender with an outside diameter of 25nm. When
cut in cross section they appear as small circles with
13 subunits of tubulin around the circumference. Its
cylindrical structure develops as heterodimers of
tubulin pack around a central core, which appears as
a space in electron micrographs. At 37°C, purified
tubulin polymerizes into microtubules in vitro in the
presence of Mg and GTP. Several antimitotic cancer
drugs (colchicine and it relatives) act by interfering
with tubulin polymerization. Another antimitotic
drug, taxol, stabilizes microtubules and arrests cells
in mitosis. These effects demonstrate the critical role
of microtubules in cell division. Polymerization of
tubulin to form microtubules occurs initially in a
region near the nucleus called the centrosome. This
has been demonstrated most clearly in cultured cells
first treated with colchicine to disrupt the microtu-
bules. After various periods of time, groups of cells
were fixed, and the microtubules were stained by
using fluorescent-tagged antibodies against tubulin.
When the drug is removed, new microtubules can be
seen growing out from the centrosome to create a star-
like structure called an aster. The microtubules then
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elongate toward the outer regions of the cell to rees-
tablish the microtubule network.

It is also known that disruption of microtubules
dramatically impairs cellular secretion. For example,
intramammary infusion of colchicine into the lactating
mammary gland virtually stops milk secretion, but
once the treatment is ended, milk secretion rapidly
returns to normal. This demonstrates the requirement
for microtubules for trafficking and exocytosis of
secretory vesicles. An increase in the relative abun-
dance of microtubules in mammary epithelial cells
corresponds with increased milk secretion following
parturition or increased secretory activity in other epi-
thelial cells. Two families of microtubule-dependent
motor proteins, kinesins and dyneins, are involved in
organelle transport in the cytoplasm, in mitosis, and
in movement of vesicles of neurotransmitter from sites
of synthesis in the cell body to sites of release at the
ends of axon terminals. Table 2.3 provides an example
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of changes in microtubule number and orientation
related to cell function, and Figure 2.11 shows the
appearance of microtubules in the mammary cells of
a lactating cow.

Table 2.3.  Microtubules in mammary cells.

Nonlactating Lactating
Location
Apical 4.6+0.9 174+ 2.1
Basal 0.9+0.2 3.7+0.8
Orientation
Apical-basal 4.2 +0.8 (50.3%) 18.9 £ 2.1 (65.6%)

Lateral-lateral 4.1 £ 0.6 (49.7%) 9.9 £ 1.5 (34.4%)

Average number of microtubules in the apical or basal cytoplasm
observed in an apical to basal or lateral to lateral orientation with
respect to the plasma membrane in mammary epithelial cells of non-
lactating and lactating cows. Adapted from Nickerson et al. (1982).

Actin subunits

Microtubules and microfilaments. Panel A illustrates the organization of a microtubule and its development from dimers of a- and

B-tubulin. Panel B shows a transmission electron microscopic view of the apical region of an epithelial cell from the mammary gland of a
lactating cow. The arrows indicate microtubules that have been cut longitudinally. Panel C shows the helical organization of monomers of
actin arranged to create microfilaments. Panel D shows bundles (arrows) of microfilaments in secretory epithelial cells.
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Microfilaments are the smaller, thin components of
the cytoskeleton composed of the protein actin. In
many cells, actin accounts for 5% or more of the total
protein in the cell. Actin can exist as a monomer or,
similar to the tubulin of microtubules, can polymerize
to form thin thread-like structures (~7 nm in thickness)
called filamentous actin. In most cells, about half of
the actin is present in the monomeric conformation
because it is bound to the regulatory protein thymo-
sin. Rapid changes in rates of polymerization—
depolymerization produce changes in the cell surface
that produce lamellipodia (essentially cell projections)
and ultimately cell movement and migration. Specific
arrangements of microfilaments within the cytoplasm
can be induced by the activation of cell surface recep-
tors. This is important for the action of highly mobile
phagocytic cells of the immune system. Bundles of
microfilaments are also found near cell surfaces and
are highly ordered within the microvilli of absorptive
epithelial cell layers. In this way bundles of actin fila-
ments provide structural integrity for the microvilli.
This is functionally significant because the adaptation
of having the microvilli on the surface of an intestinal
epithelial cell, for example, markedly increases the
surface area available for absorption. A single intesti-
nal enterocytes has several thousand microvilli. Actin
filaments do not act independently, rather a variety of
actin-binding proteins control rates of filament forma-
tion and creation of the specific types of filament
groupings. For example, cross-linked microfilaments
can form loose gels or rigid bundles to anchor plasma
membranes.

Intermediate filaments are less labile than micro-
filaments or microtubules and are more elemental
members of the cytoskeleton. The protein structure of
these filaments can vary between cell types, but the
proteins are bound together something like a braided,
woven rope. These filaments are called neurofilaments
in nerve cells and keratin filaments in many epithelial
cells. Regardless, they provide additional support for
the cell. They are especially important in the creation
of desmosomes. Desmosomes are a type of anchoring
junction that serves to hold adjacent epithelial cells
together. In these regions, the plasma membranes of
the neighboring cells do not touch, but linker proteins
(cadherins) extend outward from the desmosomal
plaque of each cell. On the cytoplasmic side of the
plaque in each cell, intermediate fibers extend into the
cytoplasm of the cell to provide interactions with other
cytoskeletal elements and additional support. Types
of cell junctions will be considered in other chapters.

Centrioles

These structures are composed of a short cylindrical
arrangement of microtubules. They occur as a pair

near the center of the centrosome. The centrosome acts
as an organizing center for building microtubules and
serves as the spindle pole during mitosis. The two
centrioles are oriented at right angles to each other in
an L-shaped pattern. The centrosome duplicates and
divides into two equal parts during the interphase
period of cell division so that each half contains a
duplicated centriole pair. The daughter centrosomes
migrate to either side of the nucleus at the start of
mitosis to form the two poles of the mitotic spindle.
The granular appearance of the cytoplasm in the
region surrounding the centrioles is believed to result
from a complex of proteins and fibers involved in the
movement and duplication of the centrioles. Each cen-
triole resembles a pinwheel made of each of nine trip-
lets of microtubules arranged to form a hollow tube.
They also form the basal structures of cilia and flagella
and are usually called basal bodies based on the
original interpretation that they were different from
centrioles. It is now known that the structures are
related. However, whereas the centriole has the pattern
of nine microtubule triplets, the basal bodies have an
arrangement of nine pairs of microtubules oriented
around a single pair of microtubules in the center.
Although each of the central microtubules is complete,
the outer doublets are fused so that the pair shares a
common layer. This 9 + 2 organization is characteristic
of most if not all types of cilia and flagella. The bending
of the central core of the structure, which is called
the axoneme, produces the movement of the cilia or
flagella.

Figure 2.12 illustrates a cross section through the tail
of a bovine sperm cell. The arrangement of doublets
of microtubules around a central pair of microtubules
is apparent. The diagram shows that the microtubules
are linked with molecules of the protein nexin to form
the circular array. The doublets are decorated with
inner and outer arms composed of the protein dynein
and anchorage proteins that position the outer dou-
blets around the central core. In sperm cells, the asym-
metric arrangement of filaments around the outside of
the axoneme allows the movement of the tail to follow
a figure-eight pattern of motion characteristic of
bovine sperm cell motility.

Nuclear structure

With the exception of mitochondrial DNA, the major-
ity of the DNA in eukaryotic cells is confined to the
nucleus. Comparable to the double membrane of the
mitochondria, the nucleus is delimited by a double
membrane called the nuclear envelope. Unlike mito-
chondria, these membranes are interspersed with
nuclear pores. A complex of proteins populates these
areas and acts to control passage of molecules into and
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Fig. 2.12. Centrioles and cellular movement. Panel A shows a
cross section through the tail of a bovine sperm cell. Panel B gives
a diagrammatic representation of the molecular and associated
proteins.

out of the nucleus. This is important since the DNA or
genes must be transcribed to generate molecules of
messenger RNA. Newly synthesized mRNA mole-
cules are processed and transferred to the cytoplasm
for translation by the ribosomes to create the myriad
of proteins needed by the cell. The presence of the
nucleus in eukaryotic cells allows processing related
to DNA synthesis and gene activation to be localized
away from other activities in the cytoplasm. This
likely serves to minimize possible disruption of these
critical gene-related activities. In short, the eukaryotic
cells have evolved with the creation of numerous
membrane-bound organelles that allow for segrega-
tion of many specific, divergent, biochemical reac-
tions. This is believed to increase metabolic and
biochemical efficiency of eukaryotic compared with
prokaryotic cells.

The nucleus houses all of the chromosomes and
therefore the genes. Fortunately for most cells, only a

Fig. 2.13. The nucleus of epithelial cell is shown. Regions of
condensed chromatin (CC) and extended chromatin (EC) are
indicated along with nuclear pores (NP) and the nucleolus (NC).

fraction of the total DNA is being actively utilized at
any given moment. For example, although all cells
would contain the gene’s copies for making the milk
proteins or for synthesizing lactose, these genes would
only be activated in the epithelial cells of the lactating
mammary gland. Many other genes are activated only
at a particular developmental period or in response to
very specific stimuli. Consequently, much of the DNA
is tightly compacted in the nucleus.

Most cells have a single nucleus, but there are excep-
tions. Skeletal muscle cells, bone osteoclasts, cardiac
cells, and some liver cells are multinucleated. This is
usually associated with cells that have a larger-than-
normal cytoplasmic volume. With the exception of
mature red blood cells of mammals, all cells are nucle-
ated, and even these cells have the nucleus until late
in their developmental sequence. Of course, without
the nucleus and the genes necessary for protein syn-
thesis, these cells cannot replace proteins that are pro-
gressively degraded by normal functioning. Although
itis expected that the appearance of the nucleus would
change dramatically during cell division, even in non-
dividing cells (so-called interphase or G, phase of the
cell cycle), there are distinct differences between cell
types. These differences can be useful to identify some
cell types. For example, plasma cells have a distinct
pattern of condensed chromatin around the periphery
of the nucleus resembling a clock face. Neutrophils
have elongated, lobed nuclei that make the appear-
ance of these cells unique.

Figure 2.13 shows an electron microscopy section
through the nucleus of an epithelial cell. During most
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of the life of the cells, the DNA is in a complex with
strongly basic proteins called histones, some nonhis-
tone proteins, and a small amount of RNA. This com-
bination of proteins and DNA is called chromatin.
While the double helix structure of DNA is widely
familiar, the degree of order or compaction of the
DNA within the chromatin matrix varies. Compaction
is extreme in cells that are preparing for the final
stages of mitosis as the chromatin appears as distinct
pairs of chromosomes. However, even in cells in G,
degrees of chromatic condensation can be seen. Dark-
staining areas indicate regions containing condensed,
presumably inactive, chromatin. Lighter areas contain
more active, extended chromatin. Clumps of con-
densed chromatin often appear around the periphery
of the nucleus (peripheral chromatin) along with scat-
tered islands of condensed chromatin throughout the
nuclear space. The interphase nucleus also has a
protein network called the nuclear matrix. Much of
this material appears as a thin, interwoven layer (the
nuclear lamina) that adheres to the internal surface of
the nuclear envelope. This provides support and
anchorage for the nuclear pores. An extension of the
nuclear lamina radiates into the interior of the nucleus.
This layer also interacts with a similar lamina that
surrounds the nucleolus. Together they regulate
nuclear shape, reinforce the inner membrane of the
nuclear envelope, secure the location of nuclear pores,
and anchor condensed chromatin to the nuclear enve-
lope. This organization is maintained except during
mitosis. It is accepted that maintenance of the nuclear
matrix is essential for routine gene transcription.

Nucleoli

The nucleoli (little nucleus) are dark-staining, gener-
ally oval bodies located within the nucleus (see Fig.
2.13). They are not membrane-bound and are sites for
ribosome synthesis and assembly. The size and number
of nucleoli vary between cells. Cells that are very
actively synthesizing and secreting large amounts of
protein are more likely to have a large nucleolus and/
or multiple structures. The nucleoli are closely linked
to segments of chromatin (nucleolar organizer regions)
that contain the genes that code for synthesis of rRNA.
As the rRNA is synthesized, proteins previously made
in the cytoplasm are combined in the nucleus to create
one of the two subunits of the ribosomes. These sub-
units are transported out of the nucleus into the cyto-
plasm where they are combined to make mature
ribosomes. The primary rRNA transcript has a sedi-
mentation coefficient of 45S (Svedberg units) that cor-
responds to 13,000 nucleic acid base pairs. From this
precursor molecule, a 285 (5,000 base pair) rRNA
molecule is created and combined into the larger
(60S) ribosomal subunit. A smaller 18S (2,000 base
pair) rRNA moiety is also generated. It is incorporated

into the smaller (40S) ribosomal subunit. Two addi-
tional smaller rRNA molecules are also synthesized
and incorporated in the larger ribosomal subunit in its
final mature state. The four primary rRNA molecules
needed to manufacture the complete ribosome are all
formed from the same primary transcript. This ensures
that all of the pieces necessary for ribosome synthesis
will be available when the process is initiated.

Chromatin structure

DNA and its associated proteins, the chromatin, are
organized into a complex structure with varying
degrees of condensation. In its most available, open
state, the DNA strands are unwound as transcription
occurs. At other times, the fundamental basic struc-
tural units of chromatin are the nucleosomes. These
highly repetitive units are made of clusters or cores of
eight histone proteins oriented in repeating fashion
along the DNA strand. If the DNA strand is envi-
sioned as a ribbon, the histone clusters can be imag-
ined as large Velcro-covered beads attached to the
ribbon. Now imagine the ribbon with attached beads
being wound into a repeating coil. This highly ordered
structure allows a physical mechanism for the very
long linear arrays of DNA to be compacted inside the
nucleus but at the same time maintain critical orderli-
ness. In addition to the physical aspects, the histones
are also important regulators of gene expression. For
example, changes in the methylation or phosphoryla-
tion of the histones bound to the DNA modify their
capacity to sequester or bind the DNA. If the histones
in a particular nucleosome become dissociated with
the DNA, this would increase the opportunity for the
DNA in that region to be available for transcription.
Responses of some target cells to hormone stimulation
are known to cause the synthesis of new proteins. Cor-
responding with this, many of these hormones also
alter rates of methylation of nuclear proteins. This
suggests that gene activation must ultimately depend
on regulatory molecules that modify interactions
between the histones and other nuclear proteins that
function to control chromatin structure. The organiza-
tion is illustrated in Figure 2.14.

Cell growth and differentiation

While a definition of growth might seem to have a
commonsense answer, characterizing growth is not
simple. The question is what do we mean when we
say growth? The simple answer might be—it got
bigger. However, it is important to understand that
changes in mass can occur for a variety of reasons. For
example, under some circumstances, it is possible to
accumulate fluids in the interstitial spaces between
cells so that edema occurs. This can occur in female
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Double-
stranded DNA

Nucleosome
subunits

Fig. 2.14. DNA and histone relationships. DNA-binding proteins
as well as the histones and nonhistones form complexes
(nucleosome subunits) that allow the coiling of DNA into compact
particles that make up chromatin. This can be envisioned first by
the formation of subunits to create the core particle followed by the
coiling of DNA around the structure. This produces a structure
described as beads on a string. Further packing and condensation
leads to a higher order of structure and remarkably organized
packaging of DNA.

Table 2.4. Mammary parenchymal growth in heifers and ewes.

humans as the stages of the menstrual cycle wax and
wane. Another example is the mammary edema that
frequently occurs as cows or goats approach parturi-
tion or the facial edema that can occur as a side effect
of steroid treatments. But these increases in size would
not be considered growth. In most instances, growth
depends on an increase in cell number. This is called
hyperplasia. It is also possible for cells to increase in
size; this is called hypertrophy. Both of these processes
are involved in growth. It is also possible to increase
the noncellular constituents between cells (extracel-
lular proteins and complex carbohydrates) and affect
an increase in tissue mass. This can be considered
growth as well. This suggests that really understand-
ing growth requires an understanding of the specific
types of cells that might be dividing to affect an
increase in tissue or organ mass as well as products
that these various cells might be synthesizing.

In many cases, it is possible to obtain a more detailed
view of growth by measuring specific tissue compo-
nents. For example, at any given moment, only a small
fraction of the total cells in a tissue or organ are actively
synthesizing DNA in preparation for cell division. For
a brief period just before the cell divides, it will have
duplicated its chromosomes so that it will have twice
(2n) the normal complement of DNA. However, since
this typically is occurring in only a small fraction of
cells, measuring the total tissue content of DNA is an
effective, quantitative way to determine changes in
growth. After all, an increase in the DNA content of a
tissue or organ can usually only be explained by an
increase in cell number. Realization in the early 1960s
that the DNA content of cells is essentially constant
(with the exception of the generally small proportion
of cells that are undergoing DNA synthesis in prepara-
tion for cell division at a given moment) ushered in a
host of studies to estimate number based on total DNA
content. Techniques to accurately and easily measure
DNA have evolved so that assay of DNA is now a
primary means used to determine if growth is due to
an increase in hyperplasia. Data in Table 2.4 illustrate
the dramatic changes in mammary growth from birth

Measure Stage of Development

Prepuberty Postpuberty Mid Gest Late Gest Lactation
Heifers
DNA (g) 1.1 2.6 16.3 39.3 38.8
Wt. (g) 495 957 5110 8560 16,350
Ewes
DNA(g) 0.02 0.09 1.3 3.3 2.6
Wt. (g) 15 78 557 1057 1340

Data adapted from Sejrsen et al. (1982, 1986), Keys et al. (1989), Smith et al. (1989), and McFadden et al. (1990).
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to lactation in Holstein heifers and crossbred ewes.
Measured as trimmed udder weight or parenchymal
DNA, mammary growth is greatest during gestation.
However, relative lack of change in DNA from late
gestation into lactation compared with trimmed udder
weight suggests that DNA is a better measure of cell
growth, since increased weight may be accumulated
secretions. This method is especially valuable when
combined with careful dissection of the mammary
gland to distinguish the parenchymal portion (regarded
as the functional tissue of an organ) from the stromal
tissue of the mammary gland. Even with careful dis-
section of the mammary gland to remove apparent
connective tissue, there are clearly nonglandular cel-
lular elements, that is, blood vessels, lymphatic vessels,
nerves, fibroblasts, adipocytes, and white blood cells,
which contribute to the DNA content of the paren-
chymal tissue compartment. This illustrates the diffi-
culty of accurately and precisely estimating growth at
the tissue level. Regardless, classic studies in a vari-
ety of lactating species give direct evidence that the
number of mammary epithelial cells is proportional to
milk production. Indeed, the correlation between total
parenchymal DNA and milk production averages
about 0.85.

A more acute, dynamic means to evaluate cell pro-
liferation utilizes either radioactively tagged thymidine
(anucleotide base that is unique to DNA) or the analog
bromodeoxyuridine (BrdU), which incorporates into
growing DNA strands like thymidine does. In these
cases, animals to be tested are injected with the test
substances, or in vitro experiments with cells or tissue
incubated in culture are exposed to radiolabeled thy-
midine or BrdU. After an appropriate period of time,
tissues are removed and the quantity of material incor-
porated is measured. The greater the rate of incorpora-
tion (or the proportion of cell nuclei that are labeled),
the greater the growth rate, since only cells in the S
phase (period of DNA synthesis prior to cell division)
of the cell cycle accumulate these compounds. Figure
2.15 provides an example of changes in mammary
tissue cell growth induced by the treatment of heifers
with bovine growth hormone (bST) and shows that
the effect is primarily in the epithelial cells of the
mammary gland. However, other components may
also be excellent measures of growth. For example, an
increase in muscle tissue would be an evidently desir-
able attribute for a lamb producer. Quantification of
such an effect might be better confirmed by measuring
total muscle protein rather than DNA.

Clearly, the question of growth is complex, but
understanding and regulating rates and types of tissue
growth are key elements of many aspects of animal
agriculture. For example, lamb or beef producers are
concerned with getting their animals to market weight
at an appropriate body composition as rapidly and

3H-thymidine (%)

Before After

B

Fig. 2.15. Proliferation and cell growth. Panel A shows
proliferation of bovine mammary epithelial cells indicated by the
percentage of epithelial cell nuclei incorporating tritiated thymidine
in prepubertal heifers before or after a 1-week treatment with bovine
growth hormone. Panel B shows a histological section of mammary
tissue from a heifer that was injected with BrdU 2 hours prior to
tissue collection. Cells that have incorporated BrdU (indicating
these cells were in the S phase of the cell cycle) have been detected
by immunocytochemistry using a specific antibody. Several cells
that were synthesizing DNA are indicated by the presence of dark
granules over the cell nucleus. Panel A is adapted from Berry et al.
(2003). Panel B is courtesy of Dr. Steve Ellis, Clemson University.

cheaply as possible. However, at a whole-body level,
the integration of multiple organ systems ultimately
explains the rate of growth and tissue composition of
individual animals. It is also apparent that growth of
all but the simplest life forms is irregular. All tissues
do not grow the same rate or at the same times for
that matter. Commonly observed changes in stature,
degrees of fatness, or morphology (secondary sex
characteristics, for example) are familiar when we con-
sider aging. The evident differences in rates and pat-
terns of growth among different tissues or organs are
the essence of development.
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Table 2.5. Effect of colchicine on structural differentiation of mammary alveolar cells.
Milk Yield (kg)' Light Microscopy’ Electron Microscopy’
i % Undiff % Inter % Full % RER % Golgi
‘%* Control 60 7 12 81 18 25
5 Treated 17 49 46 6 7 9

'Milk yield is given as kilogram produced per udder half during week three postpartum.

“Light microscopy data are the percentage of epithelial cells classified as undifferentiated, intermedi-
ately differentiated, or fully differentiated.

*Electron microscopy data is the percent of cellular area occupied by rough endoplasmic reticulum or
Golgi membranes and vacuoles.

Data adapted from Nickerson and Akers (1983) and Akers and Nickerson (1983).

For many tissues, not only must new cells be created,
but these cells must acquire the capacity to carry out
specific functions. The changing growth and develop-
ment of the mammary gland or uterus during the
reproductive cycle provides excellent examples of cel-
lular differentiation. Analysis of mammary tissue at
the light microscopy level, especially if the tissue is
embedded in a plastic resin (compared with more tra-
ditional paraffin), allows an estimation of the propor-
tion of alveolar epithelial cells, which fall into various
classes of structural differentiation. Table 2.5 gives
data to illustrate how evaluation of cell differentiation
can be physiologically relevant. In this experiment the
effect of arresting cell growth and cell differentiation
was studied. Two diagonal mammary glands of each
of two pregnant Holstein heifers were infused with
colchicine every second day from 1 week prior to par-
turition until calving. Twice-daily milking began at
calving, and the drug treatment was discontinued.
Data for mammary biopsies obtained on day 21 of
lactation are given. Clearly, measures of mammary
epithelial cell structural differentiation correlate well
with function. In this experiment, treatment with col-
chicine during the period just before calving prevented
the normal structural differentiation of the epithelial
cells. This in turn markedly impaired the functioning
of the mammary gland despite the fact that drug treat-
ment was discontinued immediately after calving. The
point of this is to illustrate how changes in cell dif-
ferentiation are closely related to cell function.

Stages of the cell cycle

The cell cycle is a description of the events the cell
undergoes from the time of its initial creation until it
divides. However, there is a great deal of variation
between cell types as to how quickly they progress
through the cell cycle. Some cells divide very rapidly
indeed. For example, once stem cells of the immune

system are activated, clones of lymphocyte cells can
be generated in a matter of days. Other cells—for
example, neurons—are believed to almost never divide.
Although early cytologists thought that cells that were
not in the mitotic phase of development were inactive
because of the absence of marked visual changes, this
is not true. Cells without apparent mitotic figures or
morphological changes were said to be in a resting or
interphase period. It is now appreciated that these
interphase cells carry out the normal functioning of
tissues, for example, secretion of pancreatic enzymes
or excretion activity of the kidney. The only “rest” at
this time is from activities directly leading to cell
division. As a general rule, once cells acquire their
terminal functional activity, for example, many glan-
dular epithelial cells, they effectively cease dividing
and are referred to G cells. These cells are progres-
sively degraded and lost but are replaced by the
daughters of undifferentiated cells within the tissue.
Dogma suggests that G, represents a terminal state so
these cells cannot be induced to return to a path
leading to cell division; however, control of cell growth
is an active area of research.

For cells that are not terminally differentiated, the
interphase period encompasses three subperiods.
After the initial division to create the cell, it enters G;.
During this time, the cells are metabolically active,
rapidly synthesizing necessary proteins and creating
new cellular organelles. However, the time that the
cell spends in G, can vary from a few hours in rapidly
growing tissues to periods of weeks or even years.
Once signals are produced to continue toward cell
division, the cell enters the S or DNA synthesis phase.
As G, ends the centrioles begin to replicate. During
the S phase, the cell DNA is replicated so that the cell
produces new histones and chromatin so that it has
two complete copies of each of the chromosomes. As
indicated in our discussion of growth, incubating cells
with radioactivity tagged thymidine and measuring
the rate or degree of incorporation provides a valuable
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tool to study cell growth. This is because appreciable
amounts of thymidine are only incorporated into cells
that have entered the S phase of the cell cycle. Once
duplication is completed, the cell enters G,. This is
generally the shortest of the interphase periods, lasting
only a matter of minutes. During this time the cells
complete synthesis of enzymes and other proteins
required for chromosomal migration, and the active
process of mitosis is the last stage of the cell cycle.
Figure 2.16 illustrates the sequence of stages in the cell
cycle as well as changes in cellular DNA content
during the cell cycle.
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Fig. 2.16. Cell cycle analysis. A typical cell cycle is divided into
four phases. Following division, the cell enters a phase called G,
(G = gap). In most cases, the cell undergoes hyperplasia at this
time, and when appropriately signaled it passes into S phase for
replication of the DNA. Notice the cell illustrated increases in size
as it progressed through the cell cycle. Once synthesis is
completed, the cell enters G,, which allows for completion of the
final steps before the cell begins mitosis (M) and the creation of two
daughter cells. Many cells can also enter a somewhat quiescent
phase (Go) during which time the cell carries out usual functions
but remains in a nondividing state.

Stages of mitosis

The pattern of cell division is virtually identical among
all cell types. The process begins at the end of G, as
chromosome condensation becomes apparent and ends
with cytokinesis, the physical separation of daughter
cells into two independent cells. Simply stated, mitosis
is a coordinated series of events that allows the dupli-
cated DNA produced during the S phase of the cell
cycle to be divided between two identical daughter
cells. Once begun, mitosis typically lasts less than 1
hour. For this reason, in histological sections of most
tissues, it is relatively rare to observe mitotic figures.
Exceptions are in samples of very rapidly growing
tissues, for example, tumors or perhaps the crypts
of the small intestine. On the other hand, if rapidly
growing tissues are treated with colchicine or some
other microtubule-disrupting agent, the number of
dividing cells will become more apparent since the
cells become arrested in various stages of the mitosis.
This has been especially useful for the study of cells
grown in culture.

It is reasonable to ask how cells in different phases
of the cell cycle can be identified and if the durations
of phases are different for different cell types. Because
cells require a period of time for growth, even the cells
in rapidly developing tissues require several hours to
complete the cell cycle. For many mature tissues, a
cycle time of 16-24 hours is typical. An extreme
example of short duration occurs in early embryonic
cell growth. Because the cells spend little time in G, or
G,, cell hypertrophy does not occur, and the time
spent in a combination of S and then M phase may be
only a matter of 60 minutes or less. The rate of prolif-
eration in these cells can approach rates usually only
observed for bacterial cells. This process serves to
essentially subdivide the fertilized oocyte into many
smaller cells. As for tracking cells in phases of the
cycle, those in S phase can be identified by supplying
them with labeled molecules of thymidine (some DNA
repair occurs even in nondividing cells). The label is
often radioactive, in the form of °H-thymidine, or
chemical, in the form of BrdU, a synthetic analog of
thymidine (see Fig. 2.15). Figure 2.17 outlines the
events and stages associated with mitosis.

From microscopic study, the passage from the last
period of interphase (G,) into prophase is gradual.
Chromatin, which is relatively diffuse, begins to con-
dense into recognizable chromosomes. In the prior S
phase, the chromosomes were duplicated. In this new
configuration, each chromosome is made up of two
identical arms or threads called chromatids. Each
chromatid pair is held together by a small, dense
structure called a centromere. Newly duplicated cen-
trioles separate in the cell to become polarized at
opposite ends of the cell to create the spindle poles.
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create the spindle poles.
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Key events
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» Cell elongates, as poles get arrive at poles, and kinetochore
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Key events
* Cytoplasm divides by
cleavage as the middle of the
membrane is drawn inward.

* Nuclear envelope is now
completed, and the
chromosomes expand so that
normal chromatin structures
reappear.
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Fig. 2.17. Stages of mitosis. Mitosis is typically divided into five phases: (A) prophase, (B) metaphase, (C) anaphase, (D) telophase, and
(E) cytokinesis. These involve first the condensation of chromatin into chromosomes, formation of spindle pole, division and migration of
daughter chromatids, and finally, cleavage to create daughter cells. Panel F in this figure shows a dividing mammary cell caught in anaphase.
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This occurs as the nucleolus disappears and the
nuclear matrix and envelope disassemble. As the
chromosomes condense and become visually appar-
ent, each of the polarized centrioles becomes a focal
point for the creation of a new assembly of micro-
tubules. This growth of microtubules mimics a star-
burst pattern and is aptly called aster formation. These
events occur during early prophase. Late in prophase,
elongating microtubules attach to protein-DNA com-
plexes (kinetochores) in the region of the centromere
of each chromatid pair. The kinetochore microtubules
are critical for the role they play in subsequent separa-
tion and migration of chromosome pairs. Other micro-
tubules create the mitotic spindle to maintain the polar
orientation of the centrioles. Metaphase is the next
well-defined event in mitosis. It is characterized by the
appearance of the chromosomes aligned along the
center or equator of the spindle. The organization of
chromosomes in a plane between the poles is called
the metaphase plate creation and is one of the more
distinct, readily recognizable phases of mitosis.

Sudden separation of the sister kinetochores identi-
fies the start of anaphase. Within minutes, each of one
chromatid pair (now called a chromosome) is pulled
to one of the spindle poles. The arrival of all of the
daughter chromosomes at each pole and dissolution
of the kinetochore microtubules marks the beginning
of telophase. Remaining polar microtubules elongate,
a new nuclear envelope coalesces around each polar-
ized cluster of chromosomes, and the compacted,
dense chromatin expands and nucleoli reappear. The
final stage of mitosis, cytokinesis, is characterized by
the appearance of a cleavage furrow between the cells.
This narrows, and finally, the remaining elements of
the mitotic spindle are broken, and two independent
cells are created.

Regulators of cell division

It is difficult to study the details of cell division and
especially regulation in intact tissues or whole an-
imals. Thus, much of the detailed understanding has
come from cell culture experiments. When normal
mammalian cells are maintained in culture, they
usually can only be propagated for about 50 cell divi-
sions. After this, the cells enter a senescence period
and eventually die. Despite the obvious limitations,
the study of culture cells has been scientifically in-
valuable.

Mammalian cells were first cultured in clotted blood,
and for many years, efforts to routinely grow cells in
culture failed, despite efforts to supply well-recognized
nutrients. Cells could be maintained only if serum
was included with the nutrients. In the absence of
serum, cells would typically stop growing and become

arrested in Gy. It is now known that serum supplies
critical GFs, and even now, for routine growth of cells,
fetal bovine serum is often added to cell cultures.
Platelet-derived growth factor (PDGF) was one of
the first GFs discovered. Like many GFs, its existence
was hypothesized from effects observed with cells
in culture. Specifically, it was found that fibroblasts
would proliferate in culture if serum were added but
not with addition of plasma. Since serum is the liquid
that remains after the blood clots, this suggested that
the clotting process liberates a soluble agent from the
blood cells or platelets that are contained within the
clot. Subsequent experiments showed that extracts
prepared from isolated platelets were also able to
stimulate growth of fibroblasts. These observations
eventually lead to the isolation, purification, and iden-
tification of PDGE. In a physiological sense, it is easy
to visualize a role for PDGF in wound healing. With
clot formation following an injury, liberation of PDGF
at the site acts to stimulate the proliferation of fibro-
blasts in and around vessel walls. Since fibroblasts
synthesize and secrete collagens, their role in healing
and scar tissue formation is obvious. More than 50
proteins are now known to function as GFs. However,
it is important to appreciate that not all cells respond
to this entire myriad of possible stimulators. Only
those cells that express receptor proteins for a given
GF are capable of responding. However, it is also pos-
sible to crudely divide GFs into those that affect a
broad spectrum of cells, for example, insulin-like
growth factor one (IGF-I), from those that impact only
a specific population of cells, for example, erythropoi-
etin, which causes proliferation of red blood cell pro-
genitor cells. We will discuss some of these specific
GFs in subsequent chapters.

Regardless of external agents that act to initiate cell
division, this must involve the activation of specific
genes that control DNA synthesis. Cell-cycle control
relies on two classes of proteins. The first, cyclin-
dependent protein kinases (Cdk), cause phosphoryla-
tion of selected enzymes. As we will see in our study
of cell metabolism, a general feature of many regula-
tory proteins is that either adding or deleting phos-
phate groups dramatically alters function. The second
class of proteins, the cyclins, bind to the Cdk proteins
and thereby regulate their enzymatic activity. Cyclins
get their name from the fact that they undergo a cycle
of synthesis and degradation with each cell division.
This means that the periodic assembly, activation, and
disassembly of cyclin-Cdk complexes are critical ele-
ments in cell proliferation. As with most cellular activ-
ities, understanding the details of gene expression is
central to understanding cellular function; for cyclins,
it is easy to visualize the significance of synthesizing
these proteins at just the ideal moment during the cell
cycle. Conversely, inappropriate synthesis or failure of
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disassembly is likely important when cell growth
becomes uncontrolled, that is, in tumor formation.

Macromolecules and cellular physiology

Although we have considered some aspects of lipid
structure, especially related to membrane structure,
it is apparent that normal cellular function depends
on a myriad of biochemical reactions and macro-
molecules. At first glance, the number of biologically
relevant molecules in cells seems overwhelming.
However, some relatively simple combinations of
atoms—methyl (-CHj), hydroxyl (-OH), carboxyl
(-COOH), and amino (-NHj;) groups—appear repeat-
edly in biologically important molecules. Second,
repeating combinations of relatively simple com-
pounds create most of the large complex macromole-
cules. Most of the organic molecules in cells are derived
from four major groupings of molecules. These are
simple sugars or carbohydrates, amino acids, fatty
acids, and nucleotides.

Major phases of metabolism can be subdivided in a
variety of ways, but a simplistic view would consider
activities that build new cellular components (anabo-
lism) compared with those that break down various
cellular elements (catabolism). Interestingly, both pro-
cesses are occurring simultaneously. For example,
catabolism of various nutrient compounds by diges-
tive tract tissues provides the structural building
blocks for other tissues to grow or synthesize and
secrete products (anabolism). Other nutrients are
catabolized to provide elements needed for energy
production (usually ATP). We begin our study of cel-
lular physiology by first considering major classes of
macromolecules. However, our discussion is no sub-
stitute for related classes in chemistry and biochemis-
try. Our goal is to provide an overview to aid your
understanding of physiological processes.

Proteins

In the absence of disease or trauma, most cellular
proteins are synthesized from free amino acids or
peptides absorbed from the bloodstream. The cell
membrane (and associated carrier proteins) regulates
the uptake of these molecules from the interstitial
fluids. Understanding of amino acid transporters is an
area of active research, but many features are common
between tissues. Some of these transporters show an
ion dependence (e.g., Na', CI", and K") or use an H'*-
gradient to drive transport. The Na'-dependent system
A transporters for neutral amino acids are believed
to regulate the accumulation of neutral amino acids
within the cells when compared with plasma concen-

trations. There is much interest in regulation of amino
acid uptake to better understand factors limiting milk
and meat protein synthesis. From an animal produc-
tion viewpoint, much of the value of animal products
resides in their protein content, for example, meat,
milk, and eggs.

While the significance of proteins as important
building blocks in anabolism is easily appreciated,
the enzymes that are vital for cell function are also
proteins. Like most biologically critical macromole-
cules, linking together subunit monomers—the amino
acids—in this case allows a large variety of proteins
to be generated. Individual amino acids share the
common structure illustrated in Figure 2.18. The R
(or residual group) is attached to the o-carbon and is
unique for each amino acid. For the simplest, the
amino acid glycine, the R is a hydrogen atom. Indi-
vidual amino acids are bound together by a dehydra-
tion synthesis reaction (so named because water is
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Fig. 2.18. Structure of amino acids. Panel A shows the general

structure of an amino acid. Formation of a dipeptide is illustrated in
panel B. Two amino acids (A and B) are linked by the formation of
a peptide bond between the carboxylic acid moiety of one amino
acid and the amine group of the other amino acid. In this process a
molecule of water is produced. The reverse reaction, hydrolysis,
requires the addition of water to cleave the peptide bond.
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liberated in the process). Newly created covalent
bonds between amino acids are called peptide bonds
(Fig. 2.18).

There are 20 common amino acids. Some are con-
sidered essential amino acids because they must be
supplied in the diet. Others can be created by interme-
diary metabolism. However, specific amino acids con-
sidered essential vary between species, especially in
ruminants compared with nonruminant species. This
is because the bacteria and protozoa of the ruminant
can generate amino acids not initially available in the
diet fed to the animals. As illustrated in Figure 2.18,
all amino acids have two functional (or reactive)
groups: an amine (-NH,) and a carboxylic acid residue
(-CHOOH). Differences in the number and arrange-
ment of atoms in the R group give each of the amino
acids its unique chemical attributes. For example, if
the side group is a simple string of hydrocarbons
(leucine, for example), this region of the amino acid
will be very hydrophobic, much like fatty acid tails of
a phospholipid. Other side groups, for example, the
inclusion of an additional amine group (lysine, for
example), would make the amino acid very hydro-
philic and more basic. The various amino acids can be
categorized based on the properties that the R groups
give to the molecule. These are acidic, basic, uncharged
polar, or nonpolar attributes. In addition to the
common names, the amino acids are also denoted by
simple abbreviations or a single letter code. Other
important amino acids or their derivatives, for
example, ornithine, 5-hydroxytrytophan, L-dopa, and
thyroxine, are found in the body, but these molecules
do not typically occur in proteins. Interconversions

Table 2.6. Characteristics of common amino acids.

between some of the amino acids, as well as between
amino acids and intermediates of carbohydrate metab-
olism associated with Krebs cycle reactions also occur
as part of normal cellular activity. Transamination
reactions allow the conversion of selected amino acids
into their corresponding keto acid and the simultane-
ous conversion of another keto acid into an amino
acid. Oxidative deamination of amino acids occurs
primarily in the liver. This initially leads to the genera-
tion of ammonia, which is highly toxic to cells. Fortu-
nately, most ammonia is rapidly converted into urea,
which can then be excreted. Some of the properties of
the amino acids are given in Table 2.6. These proper-
ties explain much of the physicochemical properties
of proteins.

Proteins are long chains of amino acids linked by
peptide bonds. Two amino acids create a dipeptide,
three a tripeptide, and so forth. By definition, 10 or
more linked amino acids are called polypeptides, and
those with greater than about 50 amino acids are
simply called proteins. Since each of the amino acids
have unique properties because of variation in the R
groups, the sequence of amino acids produces poly-
peptide and protein chains with correspondingly varied
and complex properties. With the availability of 20
different amino acids, the variation of possible struc-
tures and therefore functional properties is very large.
This is analogous to the huge number of words that
can be created with the 26 letters of the alphabet.

Structurally, proteins are described at four levels of
organization. The linear sequence of amino acids in a
protein is called the primary structure of the protein.
This can be thought of like beads on a string. However,

Name Abbreviation Single Letter R Group Class

Alanine Ala A Nonpolar side chains
Arginine Arg R Basic side chains
Asparagine Asn N Uncharged polar side chains
Aspartic Asp D Acidic side chains

Cysteine Cys C Nonpolar side chains
Glycine Gly G Nonpolar side chains
Glutamic acid Glu E Acidic side chains
Glutamine Gin Q Uncharged polar

Histidine His H Basic side chains

Isoleucine lleu I Nonpolar side chains
Leucine Leu L Nonpolar side chains

Lysine Lys K Basic side chains
Methionine Met M Nonpolar side chains
Phenylalanine Phe F Nonpolar side chains
Proline Pro P Nonpolar side chains

Serine Ser S Uncharged polar side chains
Theronine Thr T Uncharged polar side chains
Tryptophan Trp w Nonpolar side chains
Tyrosine Tyr Y Uncharged polar side chains
Valine Val \% Nonpolar side chains
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proteins in solution do not simply exist as a long
strand. Instead, variations in the properties of the R
groups allow interactions between the protein and
other molecules in the local environment as well as
interactions between other amino acids of the same
protein chain. This twisting and bending produces a
more complex secondary structure. One of the more
common results is the formation of coils that can be
imagined like a coiled telephone cord. Portions of a
protein organized in this way are called o helix seg-
ments or regions. The o helix configuration is stabi-
lized by hydrogen bonds that occur between NH and
CO groups of amino acids of the primary chain that
are spaced about 4 amino acids apart along the series.
To reinforce the significance of the primary sequence,
this interaction can only occur if the particular side
groups of the amino acids allow hydrogen bonds
to form. The o helix formation only occurs within
a single protein chain. In contrast, the formation of
B-pleated secondary structure can occur via interac-
tions with amino acids within the same protein or by
interactions between independent proteins. In this
secondary structure arrangement, the amino acids are
oriented side by side to produce a layer somewhat like
a pleated ribbon. A given protein can exhibit both o
helix and B-pleated sheet structure in different regions
of the protein. A further or tertiary structure occurs
when o-helical or B-pleated regions of a protein twist
or fold upon one another to create globular-like struc-
ture. To maintain this complex array, both hydrogen
bonds and covalent bonds are required. When two or
more independent protein chains interact to produce
larger aggregates, the proteins are said to have quater-
nary structure. Examples include the four chains that
create functional hemoglobin or the 12 proteins that
create the enzyme fatty acid synthetase.

As the discussion suggests, the three-dimensional
structure of a protein is critically important in allow-
ing the protein to carry out its function. Since much of
the secondary, tertiary, or quaternary structure depends
on interactions between amino acids and the creation
of hydrogen and/or ionic bonds, it is easy to see that
changes in the local environment of the protein can
markedly impact function. For example, changes in
pH or aqueous conditions can markedly alter interac-
tions that depend on ionic or hydrogen bonds. These
changes in protein structure are called denaturation.
Depending on the degree of insult and the particular
protein involved, when conditions return to normal,
the protein can return to its appropriate, functional
state. As an example of irreversible denaturation, con-
sider what happens to the jelly-like albumin of the egg
when it is heated or it mixed with a bit of vinegar to
make a sauce.

Proteins can also be divided into fibrous or globular
classifications. Fibrous proteins are usually elongated

and are relatively insoluble. Examples include struc-
tural proteins found in the connective tissues of blood
vessels, in subcutaneous regions, surrounding muscles
or other glandular structures, and in tendons and liga-
ments. The most abundant of these is collagen, which
is made by fibroblasts located throughout the body.
Collagen begins with the synthesis of a monomeric
form, helical tropocollagen. These precursor mole-
cules are modified and packaged side by side to yield
strong, rope-like structures. Other types of collagen
occur in the basement membrane just underneath epi-
thelial cells. In fact, collagens are the most abundant
proteins in the body. Other examples of fibrous pro-
teins include other connective tissue proteins, elastic,
keratin, and the contractile proteins of muscle cells,
actin and myosin.

Globular proteins, by contrast, are generally very
soluble, compact, and spherical. These proteins are
reactive and are therefore more fragile than the fibrous
proteins. Since their functionality depends on their
three-dimensional shapes and high degree of struc-
tural organization, disruption or denaturation effec-
tively destroys function. Enzymes, antibodies, and
protein hormones are examples of globular proteins.
Adequate functioning of globular proteins depends
on the maintenance of active site(s) of the protein. The
consequence of denaturation of such a globular protein
is illustrated in Figure 2.19.

Classic autoradiographic studies, which traced the
movement of radiolabeled amino acids through the
secretory cells, established that the site of protein syn-
thesis was the RER. For example, after rats were
injected with [’H]-leucine or tissue explants were incu-
bated with radiolabeled leucine, the percentage of
label in the RER subsequently fell with a following
peak in labeling of the Golgi region of the secretory
cells. Within 30 minutes of exposure, label began to
decrease in the Golgi but increase in the alveolar
lumen. These simple but convincing studies demon-
strated that after synthesis in the RER, proteins are
rapidly transported to the Golgi for packaging into
secretory vesicles and subsequent exocytosis.

Steps for protein synthesis are essentially the same
for all cells, although final packaging and fate of new
synthesized proteins varies between cells and tissue
types. Aside from directing its own replication, DNA
also directs protein synthesis by its capacity to gener-
ate mRNA. Each gene is composed of a segment of
DNA, which carries the chemical instructions for syn-
thesis of one polypeptide chain in its arrangement of
nucleotide bases (adenine, thymine, cytosine, and
guanine). Each sequence of three bases—the triplet
code—directs the joining of a specific amino acid in
the mature mRNA molecule. Although one-half of the
double-stranded DNA serves as template for synthesis
of the mRNA (transcription), not all of the nucleotides
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Fig. 2.19. Protein structure and function. Protein interactions and
significance of secondary and tertiary structure is illustrated.
Functional binding between a hormone receptor and the binding
hormone or ligand requires that the ligand achieve the correct
shape and orientation so that the amino acids that make the
binding site match the active site of the receptor. This is illustrated
by the correspondence between the two proteins (panel A). When
the ligand protein becomes denatured, these critical amino acids
lose their alignment so that the hormone can no longer bind to the
receptor and function is lost (panel B). Similar protein interactions
are required in biochemical reactions, for example, substrates
binding to active sites of enzymes, neurotransmitters binding to
their receptors, antibodies binding to antigens, or molecules binding
to protein transporters in the cell membrane.

in the gene appear in the final mRNA blueprint. The
genes of higher organisms contain exons, the amino-
acid specifying sequences, separated by introns. These
noncoding introns range from 60,000 to 100,000 nucle-
otides in length. Transcription of a particular gene
depends on the binding of a transcription factor to a
site on the DNA adjacent to the start sequence for the
gene. This region is the promoter. The transcription
factor mediates the binding of the enzyme RNA poly-
merase. This enzyme acts to open the DNA helix, and
the DNA segment coding for the protein is uncoiled.

Only one strand of the DNA, the sense strand, serves
as the template for the creation of a complementary
mRNA. However, before the mRNA can direct protein
synthesis, the noncoding introns are enzymatically
removed before the newly made mRNA exits the
nucleus for translation. Single-stranded RNA also
differs from double-stranded DNA in having the sugar
ribose instead of deoxyribose and the base uracil
instead of thymine. This feature provides a ready
means to access the ability of cells for proliferation or
synthesizing of proteins by measuring the incorpora-
tion of radiolabeled thymidine or uracil, respectively.

While it is beyond the scope of this book, elegant
molecular studies have confirmed that the specific
proteins for secretion are synthesized by membrane-
associated ribosomes and that the newly made pro-
teins have short sequences of amino acids that serve
as signals to allow binding and vectoring of the na-
scent protein into the cisternal spaces of the RER. The
signal peptide is ultimately cleaved as the protein pro-
gresses to the Golgi apparatus for possible posttrans-
lational modification, that is, enzymatic addition of
sugar residues or phosphate groups. The proteins are
ultimately released from the Golgi as secretory vesi-
cles. From here they migrate to the apical membrane
of the cell where they are released by exocytosis (see
Fig. 2.4). Thus, mechanisms of protein synthesis are
essentially the same in all cell types. However, total
protein synthesis and the degree to which proteins are
manufactured for secretion vary markedly from cell
type to cell type.

Carbohydrates

As with proteins, carbohydrates are utilized as both
structural components in cells and as precursor mol-
ecules for energy production. The primary dietary
carbohydrates are polysaccharides, disaccharides,
and monosaccharides. Carbohydrates are classified
according to size and relative solubility. For example,
monosaccharides are more soluble than the larger
polysaccharides. In both plants and animals, poly-
meric forms of carbohydrates are stored as relatively
insoluble granules, that is, starch in plants and glyco-
gen in animal cells. Common monosaccharides include
those with 3, 4, 5, 6, or 7 carbons; these are trioses,
tetroses, pentoses, hexoses, and heptoses, respectively.
Derivatives of trioses are generated when the enzymes
of the glycolysis biochemical pathway break down the
common hexose sugar glucose. These molecules are
used by the cells for various catabolic and anabolic
activities. For example, trioses are used to produce
glycerol needed to create the backbone for the attach-
ment of fatty acids in triglycerides (see Fig. 2.2).
Understanding this biochemical pathway is critical to
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gaining an appreciation of cellular energy production.
Pentose sugars (ribose and deoxyribose) are key com-
ponents of nucleotides, nucleic acids, and several
coenzymes. The hexose monosaccharide, glucose,
plays an especially critical role in intermediary metab-
olism, particularly as an energy source. For the hexose
sugars, glucose, galactose, and fructose are especially
important. These monosaccharides serve as the mono-
mers of building blocks for generation of more complex
carbohydrates needed by the cells. Many glycopro-
teins (proteins with attached sugar residues) appear
on cell surfaces. Other complex polysaccharides are
secreted into the connective tissues, for example, the
glycosaminoglycans, where they serve important roles
in maintenance of tissue structure and hydration.

Carbohydrates contain carbon, hydrogen, and oxy-
gen, with the hydrogen and oxygen occurring in a 2:1
ratio as in water. This explains the word carbohydrate,
that is, hydrated carbon. Structurally, these simple
sugars can be represented as chains, but more often, a
cyclic ring structure is preferred. Figure 2.20 illustrates
the formulae and structures of some of these common
simple sugars. Compounds that have the same struc-
tural formulae but have different spatial arrangement
of their atoms are called stereoisomers. The presence
of carbon atoms attached to four different atoms or
groups, known as an asymmetric carbon, allows for
the formation of isomers. The number of possibilities
depends on the total number of asymmetric carbons
in the molecule (n) and is determined by the expres-
sion 2". Glucose with its 4 asymmetric carbons has 16
possible spatial isomers. Furthermore, the orientation
of the H and OH groups around the carbon adjacent
to the terminal primary alcohol residue (OH group)
determines whether the sugar is a D- or L-isomer.
Nearly allmonosaccharides inmammals are b-isomers.

Whether they are created via dehydration synthesis
or as a consequence of digestion from larger polysac-
charides, disaccharides are physiologically impor-
tant. One of the most common is lactose or milk sugar.
It is produced by linking glucose and galactose. For
most mammals, lactose supplies much of the energy
needed by the suckling neonate as well as the mono-
meric building blocks needed for rapid tissue devel-
opment. Maltose, which derives from two glucose
molecules, is a common cleavage product generated
by the hydrolysis of starch. Table sugar, sucrose, is a
combination of glucose and fructose. As the name
suggests, 6-carbon fructose is a common fruit sugar. It
also is a component in reproductive tract secretions.
Figure 2.21 illustrates the structures of some of these
common disaccharides.

Whether a plant starch or glycogen, both are poly-
mers of glucose and are the essential sources of the
glucose that is used throughout the body in monogas-
tric species. Although glucose is also essential for
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Fig. 2.20. Structure of sugars. Panel A provides line structures for
two structural isomers of the common hexose monosaccharide,
glucose (arrows). Panel B gives the cyclic structure for o-D-glucose.
The arrangement and numbering of carbons in a pentose sugar
appears in panel C. Panel D shows the difference between ribose
and deoxyribose, the sugar residues present in RNA and DNA,
respectively.

ruminants, fed starches are fermented by rumen
microorganisms so that little, if any, glucose is avail-
able for absorption across the small intestine. For these
animals, the primary fermentation products—acetate,
butyrate, and propionate—supply the precursors for
fatty acid synthesis and energy production. In particu-
lar, portal blood supplied to the liver from the small
intestine allows for the conversion of most of the
absorbed propionate to glucose for use by the cells.
This is called gluconeogenesis. It is important in all
animals at times but is especially critical in ruminants
since glucose from the diet for absorption across the
small intestine is nearly nonexistent.

Dietary starches are first attacked for hydrolysis by
o-amylase in the saliva. This initial breakdown is sup-
pressed by the reduced pH of the stomach; that is,
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Fig. 2.21. Structure of disaccharides. Panel A shows the
combining of galactose and glucose to produce the disaccharide
lactose or milk sugar. Panel B depicts the creation of the
disaccharide sucrose from the combination of glucose and fructose.
Maltose, a disaccharide composed of two molecules of glucose,
follows a similar pattern.

1:6 o Linkage

Fig. 2.22. Structure of glycogen. A simple example of the structure
of a portion of glycogen is illustrated. Repeating glucose monomers
are linked together to form large branched chain polymers. These
relatively insoluble molecules serve as ideal storage products and
appear in liver and muscle cells as dense granules. Cleavage of the
1:4a. linkages that produce the linear chains and the 1:6a linkages
that make branches depend on two different enzymes when
glycogen is hydrolyzed for use by the cell.

o-amylase pH optima is near neutrality. However,
hydrolysis of starches increases again as starch reaches
the small intestine and additional amylases from the
pancreas and small intestine appear. Glucose is stored
primarily in liver and muscle cells in the form of gly-
cogen. This reserve of glycogen can then be mobilized
to supply glucose when needed. When ATP is plenti-
ful and stocks of glycogen are sufficient, additional
energy reserves produced by the conversion of glu-
cose to acetate and ultimately fatty acids are stored
as triglycerides in adipocytes. Figure 2.22 illustrates
the structure of glycogen. Subsequent chapters will
describe the biochemical reactions and pathways
involved in catabolism of glycogen and other carbohy-
drates to supply the energy needs and building blocks
for synthesis of important macromolecules.

Lipids

Although we have discussed triglycerides and phos-
pholipids related to membrane formation, other lipids
are also important. Some are messenger molecules.
Details of the endocrine system and other aspects of
cell signaling will be considered in subsequent chap-
ters, but some appreciation of these special lipids is
warranted. Steroids are structurally very different
from triglycerides. They are derived from the parent
molecule cholesterol. Despite its “bad press,” choles-
terol is nonetheless essential. In addition to serving as
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the parent molecule for steroid hormone production,
it is also a vital element in membranes, where it acts to
increase membrane fluidity. It is also essential for the
production of vitamin D and production of bile salts.

Unlike the hydrocarbon chain of the fatty acids, cho-
lesterol is composed of a series of interlocking rings
with a side chain. Specifically, the four interlocking A,
B, C, and D rings of the cholesterol core contain the
cyclopentanohydrophenanthrene nucleus that occurs
repeatedly in all of the steroid hormones. For example,
two structural types of steroid hormones are made in
the cortex of the adrenal gland: those that have a
2-carbon side chain attached at position 17 of the D
ring for a total of 21 carbons, the Cy; steroids, and those
that have a keto or hydroxyl group at position 17 for
a total of 19 carbons, the C,, steroids. Most C, steroids
have a keto group at position 17 and are often simply
called 17-ketosteroids. The C,4 steroid hormones have
androgenic or testosterone-like effects or actions. The
C,; steroids of the adrenal gland are either mineralo-
corticoids or glucocorticoids. The mineralocorticoids
have primary effects on sodium and potassium excre-
tion. The major hormone in this class is aldosterone.
The glucocorticoids, as you might guess from the
name, have primary effects related to glucose and car-
bohydrate metabolism. Examples of specific steroids
in this class are cortisol and corticosterone. Other sex
steroids, for example, estrogen and progesterone, will
be discussed in subsequent chapters. A major point of
our discussion at this point is to appreciate the fact
that despite the seemingly small differences in struc-
ture between, for example, estrogen and testosterone,
these two steroid hormones have markedly different
effects. This is directly related to the specificity of
hormone receptors that are expressed in various target
cells. That is, estrogen molecules bind very poorly
to androgen receptors, and, conversely, testosterone
binds very poorly to the estrogen receptor.

The eicosanoids are a diverse family of lipids gener-
ated from a 20-carbon fatty acid called arachidonic
acid. Arachidonic acid is plentiful in the plasma mem-
brane of the cell. The four major groups of eicosanoids
include prostaglandins, prostacyclins, thromboxanes,
and leukotrienes. A commercial preparation of prosta-
glandin F,o, lutalyse (dinoprost tromethamine), is
familiar to many dairy and beef producers because it
is used in a management scheme to synchronize estrus
in cattle. The product acts to cause early dissolution
of the corpus luteum on the ovary. Various eicosanoids
are important in the control of blood pressure, GI tract
motility, vasoconstriction, and blood flow.

Since the major lipids in plasma do not circulate
freely in the aqueous environment of the blood, fatty
acids and other important lipids are transported
bound to carrier molecules. Free fatty acids are bound
to albumin (a major protein produced by the liver).

Most of the cholesterol, triglycerides, and phospholip-
ids appear in a complex with lipoproteins for trans-
port. There are five families of lipoproteins that vary
with respect to the ratio of protein to lipid in the
complex. They can be distinguished based on the posi-
tion they migrate to following high-speed centrifuga-
tion. Those with greater lipid contents (less density)
orient closer to the top of the centrifuge tube, and
those with less lipid orient further toward the bottom
of the tube. This is somewhat like the cream rising to
the top of a container of nonhomogenized milk. This
explains the description of the lipoproteins as very
low- (VLDL), intermediate- (IDL), low- (LDL), or
high- (HDL) density lipoproteins. The other class
includes the chylomicra that are produced in the intes-
tinal villi and are critical in initial packaging and
transport of digested triglycerides. Lipoproteins are
topics in the popular press because of their involve-
ment with lipid and cholesterol transport in the blood
and relationships with health. For this purpose,
usually only the major classes, HDLs and LDLs, are
distinguished. The amounts and ratios of these in the
blood are important diagnostic tools related to cardio-
vascular health in humans and animals. Cells can take
up cholesterol and other lipids from the blood. Most
of the cholesterol is associated with LDLs. When cells
need cholesterol to make new membranes or other
purposes, they synthesize transmembrane receptors
for the LDL proteins. These receptor proteins migrate
within the membrane until they become localized in
clathrin-coated pits. These are areas of the cell mem-
brane that are destined for endocytosis. LDLs that
bind to the receptors are subsequently taken into the
cells as part of an internalized vesicle. These coated
vesicles are processed by interactions with lysosomes
to release the cholesterol for use by the cell. Interest-
ingly, more than 25 different receptors are processed
via this clathrin-coated pit pathway. In the case of
cholesterol, if the LDL receptor-mediated uptake of
cholesterol is blocked, this leads to excess accumula-
tion of cholesterol-laden LDL in the blood, and this
excess cholesterol is believed to contribute to produc-
tion of atherosclerotic plaques and consequently car-
diovascular disease. The study of families with strong
genetic links to cardiovascular disease initially led to
discovery of this relationship. One of the mechanisms
responsible for increased disease was a mutation that
prevented normal expression of the LDL receptor.
Structures of some of selected lipids are illustrated in
Figure 2.23.

Nucleic acids

Understanding DNA or RNA requires an appreciation
of the molecules that compose these macromolecules.
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Fig. 2.23. Structure of specialized lipids. Structures of some of the
specialized lipid molecules are illustrated. Cholesterol and the
steroid hormones and their relatives have the
cyclopentanohydrophenanthrene nucleus with four hydrocarbon
rings in common (upper panel). Additions of side chains to the 17
carbon, methyl, or hydroxyl groups, or addition of double bonds in
the A ring lead to production of cholesterol, estradiol, testosterone,
and other steroids. The relatively linear hydrocarbon chain of the
20-carbon arachidonic acid becomes folded and modified to yield
various prostaglandins, thromboxanes, or leukotrienes.

These nucleic acids are produced from combinations
of nucleotides, but nucleotides are in turn a combina-
tion of three elements: (1) a phosphate group, (2) a
pentose sugar (either ribose or deoxyribose), and (3) a
nitrogen-containing base (either a purine or a pyrimi-
dine). There are three types of pyrimidines: cytosine
(C), thymine (T), and uracil (U). The two types of
purine are adenine (A) and guanine (G). Thymine is
unique to DNA, and uracil is unique to RNA.
Variation between DNA strands, or in other words
between different genes, depends on the particular
sequence of nitrogenous bases that occur. A combina-
tion of either deoxyribose or ribose and one of the
bases is called a nucleoside. Include the phosphate
group (sugar + base + phosphate) and you have a
nucleotide. The phosphate groups are joined to the
hydroxyl group on the Cs carbon of the sugar residue.
Moreover, as you will see related to ATP production,
it is not uncommon to find mono-, di- or triphosphates
attached to many nucleotides. To illustrate, a combina-
tion of the purine adenine + deoxyribose + one phos-
phate makes adenosine monophosphate or AMP. The
same base and sugar with two phosphates makes ADP
or adenosine diphosphate. If a third phosphate is
added, adenosine triphosphate or ATP is generated.
Single strands of DNA or strands of RNA are pro-
duced when a phosphate group from one nucleotide
(attached to the Cs carbon of the pentose sugar) links

with the hydroxyl group located on the C; carbon of
the pentose sugar of another nucleotide. Thus, the
nucleic acid chain grows in a 3’ to 5" direction. This
means that along the course of a growing nucleotide
chain, the nitrogenous bases are not directly linked
with other bases in the same chain. For DNA, this
arrangement allows for complementary base pairing
occurring between adjacent chains. This is the essence
of creation of double-stranded DNA. The DNA mol-
ecule is most easily imagined like a ladder. The outside
supports of the ladder are represented by the cova-
lently linked pentose sugars and phosphate groups of
the nucleotides. Complementary bonding between
bases creates the rungs of the ladder. Now if the ladder
is imagined as being twisted like a spiral staircase, this
gives a reasonable approximation of the DNA.

However, it is important to remember that while
linkages between sugars within a chain are main-
tained by strong covalent bonds, the interactions
between nitrogenous bases between two DNA chains
depends on simple hydrogen bonding, similar to the
interactions between adjacent water molecules (see
Fig. 2.1). These hydrogen bonds, while not strong indi-
vidually, are critical because of their abundance; this
also allows the double-stranded DNA to readily unzip
as required for gene transcription. Once this is accom-
plished, the strands can then readily rejoin. Interac-
tions between bases allows for bonding between
adenine and thymine, cytosine and guanine. These
linkages, A + T and C + G, are called complementary
bonds or complementary bases. However, the stands
are oriented so that one is oriented in a 5 to 3" direc-
tion and the other 3’ to 5" (the numbering is based on
the orientation of phosphate groups linking the 3 or 5
carbons of the pentose sugar). In single-stranded RNA
molecules, the bases are A, G, C, and U (replaces the
T found in DNA). The pentose sugar is ribose instead
of deoxyribose. Examples of nucleic acid structures
and components are illustrated in Figure 2.24 and
Figure 2.25.

Cellular biochemistry

The cell theory, namely the idea that cells only arise
from other cells, was first proposed in the late 1800s.
This now seems elementary, but in the 1600s, Robert
Hooke based it on initial observations of plant samples,
which showed that tissues were composed of cells.
This was followed by studies by the German scientists
Schleiden and Schwann, who insisted that all living
things were composed of cells. This idea flew in the
face of the notion of spontaneous generation, which
suggested that organisms arose from debris or other
inert nonliving materials. Four ideas inherent in cell
theory are as follows:
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Fig. 2.24. Structures of nitrogenous bases found in DNA and RNA.
Structures of the parent nitrogenous bases, purine (A) and
pyrimidine (B), and specific bases occurring in DNA and RNA are
illustrated.

A

@

1. The cell is the fundamental structural and func-
tional unit of living organisms.

2. The function of organisms depends on activities
of cells both individually and collectively.

3. The biochemistry of cells is dictated by the subcel-
lular organelles present in the cell.

4. Propagation of life is based on cellular activity.

Despite the relevance of the cell in physiology,
chemistry, physics, and biochemistry are at the center
of all catabolism and anabolism. In other words, it is
reasonable to think of the cell as the core-organizing
element that allows for control and coordination of the
myriad of chemical and physical reactions that consti-
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Fig. 2.25. Structure of a single strand of DNA. Bases shown are

adenine, thymine, and guanine (A). The repeating pattern with the
backbone of deoxyribose and phosphate groups is apparent with a
variable sequence of nitrogenous bases (B).
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tute life and living. Understanding physiology requires
an appreciation of these other scientific disciplines. Be
advised that our discussions of specific chemical reac-
tions, biochemical events, or physical properties are
no substitute for specific classes in physics, chemistry,
or biochemistry. However, we do believe that a sincere,
thoughtful study of physiology provides an opportu-
nity to integrate the fundamentals gained from the
study of these disciplines. What could be more inter-
esting than learning how our bodies and those of our
animals function?

Chemical bonds

Cellular activity is tied to the creation of complex mac-
romolecules, which requires combining other simpler
molecules and creation of new bonds, and catabolic
activity to break the bonds in nutrient molecules to
supply the building blocks for these new creations.
Some of the energy derived from breaking chemical
bonds is also captured for future use by the cells.
Enzymes catalyze nearly all cellular chemistry. As you
learned in general chemistry, attractive forces main-
tain orientations between atoms in molecules to
produce chemical bonds. Three major types of bonds
are (1) hydrogen bonds, (2) ionic bonds, and (3) cova-
lent bonds. In addition, Van der Waals forces, similar
to hydrogen bonds, are important in maintenance of
the structure of complex biological molecules where
charge differentials aid maintenance of structural rela-
tionships. We have already discussed hydrogen bonds
in our description of how water behaves (see Fig. 2.1).
Hydrogen bonds are produced when a hydrogen atom
is covalently bound to an electronegative atom. The
most common examples are oxygen and nitrogen.
When these groups are positioned close to other
strongly electronegative atoms, this produces a kind
of tug of war as the two electronegative atoms “fight”
for dominion of the hydrogen atom. These reactions
create attraction forces that link or bridge the mole-
cules. Hydrogen bonds are particularly important as
intramolecular forces that act to mold the three-
dimensional shape of many macromolecules. Much of
the folding of proteins that defines their tertiary struc-
ture depends on hydrogen bonds. Another example is
the interaction between complementary strands of the
DNA molecule. Despite the relative weakness of indi-
vidual hydrogen bonds, they are collectively critical
for normal cellular functioning.

Ionic bonds are produced when the transfer of elec-
trons from one atom to another generates attractive
forces between atoms. This happens because the usual
balance between + and — charges is lost and ions are
formed. The atom that accepts electrons acquires a net
negative charge and is called an anion. The electron

donor, now called a cation, has a net positive charge.
Atoms with opposite charges attract. This is the basis
of the ionic bond. A commonly used example of ionic
bonds is table salt or sodium chloride. As you may
recall from general chemistry, sodium has an atomic
number of 11 and therefore has only one electron in
its third or outer valence shell. To achieve stability, the
atom would have to acquire an additional seven elec-
trons (the third orbit around the nucleus can accept
eight electrons). Stabilizing this outer orbit is more
likely to happen by shedding the single electron so
that the second orbit (filled) becomes the valance shell
around the nucleus of the atom. Chlorine has an
atomic number of 17. The outer valance shell needs
only one electron to fill its valance orbit. When it
accepts an electron, stability is increased, but the atom
acquires a net negative charge and becomes an anion.
As you would suspect, ionic bonds are common
between atoms with one or two valance electrons
(metallic elements, sodium, calcium, and potassium,
for example) and elements with seven valance elec-
trons (chlorine, fluorine, and iodine). The majority of
ionic compounds exist as salts. When dry, they form
highly organized crystals as a consequence of their
ionic bonds. In aqueous environments, salts dissociate
to produce ions. Many more common ions (Ca*, Na*,
K*, CI") are critical to normal cellular physiology
because of their roles in regulation of activity of many
enzymes (Ca™) and significance in maintenance of
polarity across cell membranes. Calcium, which is the
most abundant essential mineral in the body, is espe-
cially important. It not only is critical for the activation
of various cytoplasmic kinases, it is essential for
muscle function, and in a more stable form
(hydroxyapatite—Ca;o(PO.)s(OH,)), it is a fundamen-
tal part of the inorganic, extracellular structure of
bone. This likely is the reason why shed antlers or
skeletal remains of animals are not found in rural
areas. Other animals, especially rodents, use these
materials to supply their mineral needs.

About one-third of basal energy (ATP hydrolysis) is
used to maintain an ionic gradient across the plasma
membranes through the activity of Na-K ATPase
protein transporters in the plasma membrane. Specifi-
cally, these proteins move Na" and K" against their
concentration gradients (energy requiring) so that
concentrations of intracellular Na are about 10-fold
lower inside than outside the cell (~15 vs. 150mEq/L)
with the opposite for K ions (~14 vs. 140mEq/L).
Since these ions passively move down their concentra-
tion gradients, the ATPase pumps must be constantly
active, somewhat like the bilge pumps of a boat that
act to constantly remove water that leaks or splashes
into the boat. The transporter couples sodium and
potassium transport so that each action of the protein
ejects 3Na* out of the cell and carries 2K" ions into the
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cell. Coupled with the fact that the membrane is
slightly more permeable to K" than Na*under basal
conditions, the action of the ATPase protein maintains
the ionic and electrical gradient across the cell mem-
brane. These actions combined with the accumulation
of cellular proteins cause the production of an electri-
cal gradient across most cells of about —-40mV (inside
relative to outside). Many cells, especially nerve cells,
take advantage of changes in ion concentrations or
polarity for cell signaling. The activities of chemical
and voltage-regulated gates for sodium and potas-
sium (transporter proteins) are altered to explain the
abrupt changes in membrane potential that occurs
during nerve transmissions.

Aside from transferring electrons, atoms can also be
stabilized by the sharing of electrons between nuclei.
In these cases, the valence orbits of the sharing atoms
are also shared so that stability of both atoms is
achieved. This is the essence of covalent bonds. If a
single pair of electrons is shared, this creates a single
covalent bond. For illustrative purposes, this is usually
shown as a single line connecting two atoms. In other
cases, atoms can share two or three electron pairs; this
produces double or triple covalent bonds that are
illustrated by double or triple lines between atoms, as
(0=0) in O, gas or (N=N) in N, gas (see Fig. 2.18).
Some atoms are considered relatively reactive and
others relatively inert. As Figure 2.26 shows, a look at
the atomic structure of some example atoms explains
the reason for these differences.

Carbon is an especially abundant cellular atom. It
has four electrons in its outer or valence orbit, but
stability is achieved when the orbit is filled to capacity
(eight electrons). This means that there are numerous
possibilities of sharing electrons to achieve stability.
One possibility is to create sharing of four electrons
from four distinct neighbors. This would be the case
in the creation of methane gas (CH,). Since hydrogen
needs either to lose an electron or gain another to
complete its outer valence orbital, sharing between the
single carbon atom and four hydrogen atoms satisfies
both atoms. Numerous examples of covalent bonds
involving carbon atoms are shown in the structures of
neutral lipids (essentially hydrocarbon chains), carbo-
hydrates, and proteins (see Fig. 2.2, Fig. 2.18, and Fig.
2.20). By convention in drawings, carbon atoms are
not explicitly shown but are understood to be posi-
tioned at line intersections. A simple example of
double bonds is the sharing of electrons between a
carbon atom and two oxygen atoms. In carbon dioxide
(CO, or O=C=0), sharing of electrons is equal between
the atoms. Because of this, there is no separation of
charge, so this covalent bond is also called a nonpolar
covalent bond. Nonpolar covalent bonds are common.
For example, consider the fatty acid tails of the phos-
pholipids in cellular membranes (see Fig. 2.3). Our

Neon
(10p*, 10n°, 10e-)

@ - @)

Fig. 2.26. Examples of chemically reactive and inert atoms. The
red balls depict electrons in orbit around the nucleus of each atom.
Helium and neon with completely filled valence orbits have little
incentive to interact with neighboring molecules. In contrast,
oxygen, carbon, and hydrogen need a change in the number of
valence electrons to complete their outer shell of electrons and
maximize stability.

prior discussion of water (see Fig. 2.1) illustrates an
example of a polar covalent bond. In these instances,
like spoiled children, one or more atoms of the bond
unit have a greater capacity to attract the shared elec-
trons. Since the electrons spend more of their time in
orbit near the stronger partner, these covalent bonds
produce a separation of charge. In other words, on
average, there is a separation of charge: one area of the
new molecule has a net negative charge (shared
electron(s) more often in this region) and a net positive
charge (shared electrons more often “playing next
door”). As a general rule, small atoms with six or
seven valence electrons (oxygen, nitrogen, chlorine)
are better able to attract electrons so are they are
described as being strongly electronegative. These
atoms favor “hogging” shared electrons to complete
their valence orbital shells. Atoms with only one or
two valence electrons are more likely to relinquish
control of shared electrons and are called electroposi-
tive atoms. Examples of these include hydrogen,
potassium, and sodium. If you ponder the difference
between polar and nonpolar covalent bonds, it should
be easy to imagine why molecules with an abundance
of polar covalent bonds easily dissolve in (associate
with) water. Conversely, molecules with few or any
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polar covalent bonds—lipids, for example—have little
capacity to interact with the abundant polar water
molecules in our cells and bodies.

Chemical reactions

It is apparent that living processes depend on an
almost bewildering array of chemical reactions. Mol-
ecules in our food or in the rations of our animals are
destroyed (chemical bonds are broken) to supply inter-
mediate molecules for building blocks, for example,
consider hydrolysis of plant starches to supply glucose
for production of glycogen in liver cells. Some of the
glucose is oxidized to produce ATP needed to supply
cellular energy. DNA and RNA are synthesized as our
cells flourish and grow. How do we organize and
make sense of all of these reactions? Fortunately,
despite the number of individual molecules involved,
patterns begin to evolve. For example, the breaking
down of bonds between the glucose and fructose in
the disaccharide sucrose or of the peptide bonds
between alanine and lysine in a protein molecule are
both hydrolysis reactions. Chemical reactions occur
when chemical bonds are created between atoms,
when chemical bonds between atoms are broken, or
when chemical bonds are rearranged. A common illus-
tration is to denote the reactions in simple symbolic
expressions as chemical equations. For example, the
combination of a carbon and oxygen to create carbon
dioxide could be written in the following manner:

20+ C — CO,.
(reactants) (product)

This is an example of a synthesis reaction that re-
quires the formation of new chemical bonds. This
could be generally indicated by the following expres-
sion: A+ B — AB. Simplistically, such reactions explain
the anabolic side of metabolism. Figure 2.18 shows an
example of a synthesis reaction between two amino
acids to create a dipeptide. The opposite of this is a
decomposition reaction. These are often hydrolysis
reactions because of the addition of water to complete
the reaction. The expression AB — A + B gives a
generic example of such a reaction. Specific examples
would include the cleavage of glucose monomers
from glycogen, the cleavage of peptides from a dietary
protein by enzymes in the intestinal lumen, or the
initial reactions of beta-oxidation—the process that
acts to catabolize two carbons at a time from fatty acid
chains. These are all examples of catabolic reactions.
Another type of reaction is the exchange reaction.
As the name suggests, in this situation, a functional
group is moved from a donating molecule to a receiv-
ing molecule. This is indicated by these expressions
AB+C — AC+Bor AB+CD — AD + CB. Such reac-

tions are common. For example, the nucleotides ATP
or GTP are frequent donors of a phosphate group to
another molecule. A very large family of enzymes
called kinases catalyzes these phosphorylation reac-
tions. As we will see in our discussion of cell signaling,
many important regulatory enzymes are themselves
controlled by their phosphorylation state. Some of
these proteins are activated when a phosphate group
is added and others are inhibited. Other examples
also abound. For example, the first step in the catab-
olism of glucose in the biochemical pathway, gly-
colysis, involves the introduction of phosphate to
produce glucose-6-phosphate catalyzed by the enzyme
hexose kinase. Other exchange reactions transfer amino
groups to allow generation of nonessential amino acids.
For example, the enzyme alanine-pyruvate transami-
nase functions to promote the transfer of amino groups
from most amino acids to generate alanine by adding
the amino group to pyruvate.

A final class of reactions to consider is the oxidation—
reduction reactions. These reactions are central to
catabolism of nutrients to manufacture ATP. Failure of
these reactions, as occurs in the absence of oxygen,
results in death. The essence of the reactions is the
exchange of electrons between reactants. The molecule
or atom that loses the electron (electron donor) is char-
acterized as having become oxidized. The reactant
that accepts the electron is said to become reduced.
Many of these reactions involve the transfer of hydro-
gen (which of course includes the electron). These
reactions will be considered in greater detail in our
discussion of aerobic respiration.

Significance of enzymes

It is difficult to overstate the importance of enzymes
in cellular metabolism. Without the presence of
enzymes to catalyze the myriad of biochemical reac-
tions required for anabolic and catabolic activities, life
would cease. All enzymes are globular proteins that
act as promoters of various but specific chemical reac-
tions. Reactants must be present in the cell, but rates
of reaction for virtually all biologically relevant pro-
cesses are nonexistent if the required enzymes are
absent or defective. As catalysts, enzymes accelerate
reaction rates but do not become altered in the process.
The enzyme can be thought of as a kind of biochemical
matchmaker. Binding sites for substrates allow for
close association of the substrates, a lowering of acti-
vation energy, and an enhanced opportunity that the
reaction will take place. Because of the critical nature
of the substrate-binding sites on the enzyme, even
small changes in conditions can perturb the arrange-
ment of amino acids around the binding site, render-
ing the enzyme ineffective (see Fig. 2.19). Because of

Chapter 2




o~
=
<]
2
o
]
=
)

46 Anatomy and physiology of domestic animals

the unique nature of the binding site, enzymes are
highly specific. For example, the enzyme hexose
kinase, which adds a phosphate group to glucose, has
no capacity to add a phosphate group to fructose,
despite the fact that both molecules are similar hexose
sugars.

Some enzymes are functional just as they are syn-
thesized, that is, the protein alone. Other enzymes
require the presence of a particular ion (often a trace
mineral, e.g., Mg, Co, Cu, Mn) in their environment.
These ions are thought to maintain the active-binding
site of the enzyme in the appropriate conformation for
reactants to be able to bind. These aids to enzyme
function are called cofactors. Still other enzymes
operate in combination with organic molecules called
coenzymes that are essential for the enzyme to carry
out its function. Coenzymes assist some groups of
enzymes by acting as carriers of various specific func-
tional groups or of electrons (hydrogen atoms). Many
coenzymes are derived from vitamins, which explains
the need for these substances to be present in the diet.
For example, the B vitamins riboflavin (B,) and niacin
give rise to flavin adenine dinucleotide (FAD) and
nicotinamide adenine dinucleotide (NAD), respec-
tively. These cofactors become reduced as a conse-
quence of carbohydrate catabolism. When membrane
bond enzymes in the mitochondria subsequently
oxidize them, a portion of the energy associated with
these electron transfers is utilized to drive the synthe-
sis of ATP. Finally, some enzymes are composed of
more than one protein. Some enzymes are first synthe-
sized as pro- or precursor enzymes that only become
active when they reach the area where they are to be
used. For example, digestive enzymes synthesized by
pancreatic cells are secreted into ducts where the
enzymes are mixed with alkaline secretions and
dumped into the lumen of the small intestine. The
enzymes only become functional when they enter the
lumen of the intestine. This is an important safety
mechanism. Since these enzymes are capable of hydro-
lyzing a wide array of cellular proteins, inappropriate
activation of the enzymes at the time of synthesis and
secretion could cause degradation of your own pan-
creatic tissue. This is clearly undesirable.

Most enzymes are named based on the reactions
they catalyze or the substrates upon which they act.
For example, enzymes that cleave starch molecules are
called amylases, those that cleave proteins are called
proteases, and lipases break down lipids. Others are
designated as dehydrogenases because they act to
remove hydrogen atoms or decarboxylases for removal
of carboxyl groups. Unfortunately, there are often
multiple names applied to the same enzymes, and
traditional names remain in usage. For example, the
small intestine enzyme chymotrypsin is described as
a hydrolase but more specifically as a proteinase and

Table 2.7. Enzyme classifications.

Enzyme Class Action Example

Oxidoreductases ~ Oxidation— Lactate
reduction dehydrogenase
reactions
(electron-
hydrogen transfer)

Transferases Transfer of groups ~ Hexose-6-
(other than phosphotransferase
hydrogen between  (hexose kinase)
substrates)

Hydrolyases Cleaves ester, Amylase
peptide, and other
types of bonds

Lyases Removes groups Aldolase
leaving behind
double bonds

Isomerases Interconversions Phosphohexose
of optical or isomerase
geometric isomers

Ligases New bonds to link  Glutamine
together two synthase

substrates

further a serine proteinase because this defines the
catalytic mechanism by which the enzyme cleaves
proteins. The International Union of Biochemistry
promotes a very systematic nomenclature for the
naming of enzymes. However, in much of the physi-
ological literature, common and general names for
enzymes abound. Table 2.7 provides a six-level clas-
sification of enzymes along with examples.

Three steps occur in enzyme action. Step one is
binding of substrates to the active site of the enzyme
(formation of the enzyme-substrate complex). This
binding induces a conformation change in the protein
that allows rearrangement of the substrates and for-
mation of the product (step two). The third step is
release of the products from the enzyme. This happens
because the newly created product no longer has a
shape that is compatible with the active site of the
enzyme. Enzymes function by reducing activation
energy. Some chemical reactions can be promoted in
the test tube by heating the reactants. This increases
kinetic and thermal energy and makes collisions
between substrates more frequent, thereby reducing
the required activation energy. Lower activation
energy in this manner in cells is not feasible. For
example, one of the consequences of a high fever is
the degradation of some proteins. By specific mecha-
nisms that are poorly understood, binding of a
substrate(s) to its specific enzyme lowers activation
energy. The significance is profound. Compared with
noncatalyzed conditions, rates of reaction are increased
a million- or more fold. Just as remarkable, once the
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Fig. 2.27.

Significance of activation energy. Panel A demonstrates the effect of lowering activation energy on the chemical reactions.

Enzyme-catalyzed reactions are markedly enhanced. In panel B, the mechanism of enzyme action is depicted. Each enzyme is highly specific;
only substrates capable of binding to the active sites will be affected. In step 1, the enzyme-substrate complex is formed. In step 2, internal
rearrangements occur, and substrates are covalently linked. In step 3, the new product is released, and the enzyme is free for another round

of activity.

product is released, the enzyme is free to repeat the
process thousands of times. Indeed, some cellular
enzymes remain in the cell for extended periods before
they must be replaced. Figure 2.27 illustrates the idea
of lowered activation energy and mechanisms of
enzyme action.

Extracellular environment and cell function

Animal cells are continually bathed in extracellular
liquid called interstitial fluid that is mostly derived
from blood. In many ways, it is similar to blood plasma
but contains few, if any, blood cells (some wandering

leucocytes are sometimes present), and blood clotting
factors are absent. Other electrolytes, nutrients, and
water are abundant. The movement of these com-
pounds into and out of cells is controlled by both
passive and active mechanisms. Health of the cells
depends on the fact that the plasma membrane is
semipermeable and selective. This means that some
substances are allowed to pass across the membrane
but others are not. As you might guess, nutrients are
readily captured, waste products are secreted, and
many potentially harmful substances are excluded.
The purpose of this section is to characterize some
fundamental properties related to cellular transport
and maintenance of the cellular environment within
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appropriate boundaries. As noted previously, mainte-
nance of normal concentrations of nutrients and ions
in body fluids is an important part of homeostasis.

Osmosis

The diffusion of solvent—water, for example—through
a selective or semipermeable membrane is called
osmosis. Water transport occurs when there is a dif-
ference in the relative concentration of water mole-
cules across the membrane. If both sides of a
water-permeable membrane are exposed to distilled
water, there is no net move of water molecules. Just as
many molecules would randomly move in either
direction across the barrier. On the other hand, if a
substance (solute) were dissolved in the water on one
side of the membrane but not the other, the relative
number of water molecules per unit volume would be
decreased on the side of the membrane with the
solute. If the membrane were impermeable to the dis-
solved substance, but permeable to the water, then
water molecules would begin to leave the area with
the higher concentration of water molecules and pass
across to the opposite side. Movement of solvent in
this manner is called osmosis. Figure 2.28 illustrates
the effects of membrane permeability on diffusion and
osmosis. In the open system illustrated in the figure,
differences in osmolality drive the movement of water
molecules until hydrostatic pressure becomes suffi-
ciently high to resist the further movement. Move-
ment of water molecules to a region of greater solute
concentration can be prevented by applying pressure.
The pressure required to prevent migration of sol-
vent molecules is the effective osmotic pressure of the
solution.

If we consider the cytoplasm of the cell (or the
aqueous environments of many cellular organelles),
there are multiple opportunities for varying concen-
trations of solutes and corresponding differences in
osmolarity across these membranes as well as between
the cytoplasm and the outside interstitial fluid. Since
these membrane-bound compartments are permeable
to water, osmosis has dramatic effects. For these
reasons, it is important that the osmolarity of intersti-
tial fluids and, consequently, blood, be maintained
within relatively narrow boundaries. Changes in the
osmolarity of the solutions bathing cells can cause
cells to either shrink or swell. The capacity of a solu-
tion to affect the tone or shape of cells by modifying
the internal water volume of the cell is called tonicity.
A typical value for blood plasma or interstitial fluid is
about 300mOsm/L. Cells exposed to solutions with
the same osmolarity or tonicity as blood plasma will
retain their normal shape. Such solutions are described
as isotonic. Examples include 0.9% saline (NaCl) or a

Simple diffusion

Time

| Osmosis |

=== A== —

Fig. 2.28. Diffusion and osmosis. The upper panels illustrate the
process of simple diffusion. At the beginning (A), two sides of a
u-tube are separated by a membrane that is permeable to the solute
(red particles) in the left arm of the tube. Over time (B), the solute
molecules diffuse down their concentration gradient to areas of
lower concentration. With sufficient time, the solute molecules
become equally dispersed throughout the entire solution. The lower
panels demonstrate osmosis. Two sides of the u-tube are separated
by a semipermeable membrane that is permeable to the solvent
(indicated by the green coloring) but not the solute (red) molecules
(Q). Since the right side of the tube has a greater concentration of
solvent molecules, they move from the right side through the
membrane. Migration continues until the hydrostatic pressure
equals the osmotic pressure (D). Note the difference in the

levels of liquid (arrows) after the experiment has continued for a
period of time.

5% glucose solution. These solutions are routinely
used for preparation of intravenous treatments
because the solutions have no impact on normal cell
volume. Solutions with a greater effective osmotic
pressure than blood are hypertonic and those with
lesser effective osmotic pressures are hypotonic. Cells
that are placed in a hypertonic solution lose water and
shrink or crenate. Cells that are placed in dilute (hypo-
tonic) solutions swell. As an extreme example, if cells
are placed in distilled water, there are no dissolved
substances, so water molecules enter the cells until the
cells rupture. Figure 2.29 illustrates the responses of
red blood cells incubated in isotonic, hypertonic, or
hypotonic solutions.
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Fig. 2.29.

Significance of tonicity. The consequence of placing red blood cells in solutions with differing tonicity values is illustrated. In

panel A, cells are in an isotonic solution. Since the relative number of water molecules is the same inside and outside the cell, there is no net
movement of water molecules and no change in cell volume. In panel B, cells are placed in a hypotonic solution. Here the number of water
molecules outside is much greater than on the inside, so water enters and rapidly swells the cells. In fact, if the solution is sufficiently
hypotonic, the cells will rupture. This is shown on the left. These are remnants of red blood cell membranes. Panel C shows the effect of
suspending cells in a hypertonic solution. Since the relative numbers of water molecules are greater inside, the cells lose water and they
shrink. This is called crenation and is characterized by the spikes of cell membrane shown on the left.

Osmotic pressure (P) is related to temperature and
volume, similar to the pressure of a gas as described
in the following equation:

_ nRT
-

In this expression, 7 is the number of particles, R is the
gas constant, T is the absolute temperature, and V is
the volume. In usual physiological circumstances, R,
T, and V are essentially constants. This means that
the primary factor affecting osmotic pressure is the
number of particles or solute molecules per unit of
solvent. With ideal solutions, the osmotic pressure can

P

be easily predicted. For example, if the solute under
consideration ionizes completely, each molecule or
particle is osmotically active. For example, 1mol of
NaCl per liter of water (58 g) would yield a 20sm or
2000mOsm solution. This is because NaCl dissociates
completely so that each Na and Cl ion exerts an
osmotic effect. By contrast, 1 mol of glucose (180g) per
liter would produce a solution with an osmotic pres-
sure of only 10sm or 1000mOsm. For solutes that do
not ionize, the molarity and osmolarity of the solution
are the same. However, it is important to consider if
the solute under consideration is penetrating or non-
penetrating relative to the cell membrane. If cells are
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exposed to a 300mOsm solution of a penetrating
solute, the solute will enter the cells, the relative water
concentration outside the cell increases proportionally,
and water then enters the cells. The solution effec-
tively becomes more hypotonic over time. In addition,
biological fluids are not ideal solutions. Interactions
between molecules or partial dissolution of ionizing
substances means that simply knowing the concentra-
tions of various substances in blood, lymph, or urine,
for example, cannot be used to accurately calculate
osmolarity. Fortunately, it is possible to measure
osmolarity by indirect means. The temperature at
which a fluid freezes is directly related to the osmolar-
ity of the solution. Thus, the effective osmotic pressure
of even complex solutions can be determined by mea-
suring freezing point depression.

Transport mechanisms

Passage of molecules into and out of cells and across
organelle membranes occurs by either active or passive
transport. For passive mechanisms, there is no direct
energy expenditure by the cell. Active mechanisms, in
contrast, require metabolic energy. Table 2.8 provides
a listing of the membrane transport processes.

As illustrated in Figure 2.28, simple diffusion is the
tendency for molecules to disperse evenly throughout
a solution. Substances that are small, nonpolar, and

Table 2.8.  Summary of transport processes used by cells.

lipid soluble readily pass across cell membranes.
Examples are oxygen and carbon dioxide. Since
oxygen concentrations are virtually always higher in
the blood and interstitial fluid than in the cytoplasm,
oxygen continually diffuses into cells. Similarly, carbon
dioxide is nearly always higher inside the cells, as a
consequence of metabolic activity, so carbon dioxide
is continually diffusing out of the cells. Most water-
soluble molecules cannot simply diffuse through the
cell membrane. This is because these polar molecules
cannot “dissolve” in the fatty acid tails of the phos-
pholipids of the lipid bilayer. However, if the sub-
stance is small enough, it can pass through the plasma
membrane by passing through water-filled pores.
Integral membrane proteins that span the entire width
of the cell membrane create these pores. This means
that substances sufficiently small and polar can essen-
tially diffuse across the membrane by interacting with
the water associated with these membrane-spanning
proteins. Some of the pores are always available but
others can be regulated. For example, in the cells of
the kidney tubules, specifically the collecting ducts,
permeability of the cells to water uptake by osmosis
is variable. This reflects changes in the conformation
of these pore-forming proteins. When antidiuretic
hormone (ADH) concentrations are elevated, the pores
are widely available so that much of the water in
kidney filtrate is recovered. When secretion of ADH is
inhibited, more of the pore-forming proteins acquire a
conformation that impairs water movement so urine

Transport Type Energy Source Description

Example

Passive
Simple diffusion Kinetic energy

Facilitated diffusion Kinetic energy

Movement of molecules down a concentration gradient

Like simple but molecule bound to a carrier

Transfer of oxygen, some ions

Transfer of glucose into cells

Osmosis Kinetic energy ~ Basically simple diffusion of water via semipermeable Water transport
membrane

Filtration Hydrostatic Movement of water and solutes through a Transfer of water and solutes

pressure semipermeable membrane by a pressure gradient from capillaries

Active

Active Transport ATP Move a solute against a concentration gradient

Exocytosis ATP Secretion of cellular products via fusion of membrane- Secretion of milk proteins and
bound secretory vesicles lactose

Phagocytosis ATP So-called cell eating ameboid-like engulfing of Removal of foreign debris or

extracellular materials by pseudopodia

Bulk-phase endocytosis ~ ATP

So-called cell drinking, involves the appearance of

dead cells by macrophages

Occurs essentially in all cells

depression of the plasma membrane and progressive
incorporation of fluid-filled vesicles

Receptor-mediated ATP
endocytosis

Ligand binding to surface receptors causes clustering of
bound receptors in clathrin-coated pits which are then
taken into cells for processing by lysosomes

Uptake of cholesterol and
iron; downregulation of
protein hormone receptors
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Box 2.2 Practical anatomy and physiology

The plasma membrane is a barrier to the extracel-
lular space. It was long believed that water simply
passed across cell membranes by diffusion. However,
realization that water transport varied dramatically
in different membranes, for example, proximal
tubular cells versus cells of the ascending loop of
Henle in the kidney, lead to the discovery of pro-
teins called aquaporins (AQPs). These membrane-
spanning proteins are especially abundant in cells
such as those in the kidney nephron and are believed
to be long sought-after “water channels or pores”
hypothesized in the past.

The first of these proteins was identified in 1992
(Benga, 2012). There are now 13 different members
of this family of proteins in humans, as well as
many analogous proteins in plants, yeast, bacteria,
and amphibians. Skowronski (2010) reported the
expression of AQPs 1, 5, and 9 in the pig uterus
during the estrous cycle and early pregnancy, thus
suggesting that changes in AQPs are involved in
changing the uterine environment to support
reproduction.

production increases, and the urine that is produced
is more dilute (Box 2.2).

Many important nutrient molecules, glucose, and
certain amino acids are too polar to dissolve in the
lipid bilayer for diffusion and too large to pass into
the cells by passage through the plasma membrane
pores or channels. These substances nonetheless pass
into the cell by diffusion because they can interact
with carrier proteins located in the plasma membrane.
Precise mechanisms for this transport process are not
well understood. But it is generally believed that
binding of the substance to be transported causes a
conformational change in the protein carrier that acts
(1) to shield the molecule from interactions with the
lipid bilayer and (2) to simultaneously move the mol-
ecule across the membrane. With the change in con-
formation, the carrier protein no longer can bind the
molecule so it is released to the inside of the cell. This
type of transport is called facilitated diffusion because
substances transported still must pass down their con-
centration gradients but presence of the carrier pro-
teins is required to mediate the transport. Unlike with
simple diffusion, there are limitations. First, the carrier
proteins themselves are typically highly specific. For
example, carrier proteins that facilitate the diffusion
of glucose would not be expected to also transport
ribose. Secondly, the process can be saturated. This
is essentially the reason why diabetic animals have
glucose in their urine. Under normal conditions, a

combination of facilitated diffusion and active trans-
port is capable of removing and recovering all of the
glucose molecules that appear in the kidney filtrate.
However, concentrations of glucose in the blood and
consequently the urinary filtrate of an animal with
diabetes can be many times higher than normal. Since
the number of transport proteins in the membrane of
the kidney tubule cells is limited and the rate of trans-
port is finite, not all of the glucose can be removed
before the fluid passes out of the nephron and into the
renal pelvis. This is an example of saturation. Simply
stated, when all of the binding sites are occupied, the
rate of transport is maximized. This rate of transfer,
called the V,., is unique for each class or type of
carrier protein. The capacity of the carrier to function
is also affected by the relative ability of the binding
site on the carrier protein to attract and hold the mol-
ecule for transport. This attraction is described as
affinity. Carrier proteins with high affinity for their
transport partner are able to sequester, bind, and
transport their partner molecules even when concen-
trations are very low. Estimating the Ky or binding
constant for this interaction provides a quantitative
measure of affinity. The Ky is the molar concentration
at which half of the carrier proteins are occupied. The
lower this value, the greater the affinity. Interestingly,
similar aspects apply related to the binding of hor-
mones to their specific receptors.

Carrier proteins may also be affected somewhat like
enzymes. Competitive inhibitors are able to block
binding of the ligand (molecule to be transported).
These inhibitor molecules essentially compete for the
same binding site. In some cases the competing mol-
ecule is transported, but in other cases it is not. Some
inhibitors can bind to regions other than the ligand-
binding site of the carrier protein and induce a change
in conformation that then makes the usual binding site
incapable of interacting with the transport molecule.
These effects are similar to the actions that serve to
modulate enzyme activity. Carrier proteins that facili-
tate the transport of a single molecule or class (single
binding reaction) across the membrane are called uni-
porters or uniport transporter proteins. Their V., and
Ky values determine the rate of reaction for these car-
riers. Other transporters are more complicated because
the transfer of one solute depends on the simultane-
ous binding and transport of another molecule. If the
molecules to be transported both move in the same
direction, the carrier is called a symport (something
like a symbiotic relationship), but if the molecules
move in opposite directions, the carrier is called an
antiport. Clearly, the kinetics that affect the actions of
symport and antiport carriers are more complex than
for simple uniport carriers. As an example, consider
the uptake of glucose. Most animal cells have uniport
carriers that take up glucose from the extracellular
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fluids where its concentrations are usually higher than
in the cytoplasm. This is passive transfer that depends
on facilitated diffusion. However, intestinal and kid-
ney cells continue to take up glucose even when con-
centrations are low. These cells actively sequester
glucose across their membranes via a symport carrier
linked with the diffusion of Na into the cell. In other
words, the movement of Na down its concentration
gradient allows for the coupled transport of glucose
into the cell. While cellular energy is not directly
needed, maintenance of an effective concentration
gradient for Na does require energy. Figure 2.30
illustrates differences between simple diffusion and
carrier-mediated diffusion as well as theoretical mod-
els of three types of carrier proteins.

Filtration is the physical process whereby water and
solutes are forced through a membrane or a capillary
wall by simple hydrostatic pressure. Despite the non-
selective nature of this type of transport, it is critical
for many physiological functions. Creation of urinary
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filtrate or movement of fluids across capillary beds
throughout the body demonstrates physiological fil-
tration. Filtration is considered a passive process, but
itis obvious that pressure in the cardiovascular system
depends on continued cardiac activity and muscle
tone of arteries.

Hydrolysis of ATP and release of chemical bond
energy that fuels transport of substances across mem-
branes is active transport. Mechanisms are variable
but fall into two broad groups. The first, like facilitated
diffusion, depends on specific membrane carrier pro-
teins. The second is the formation and uptake of ves-
icles. Carrier-mediated transport is specific but, unlike
diffusion processes, moves molecules against their
concentration gradients. In primary active transport,
ATP is used to phosphorylate the carrier protein.
Binding of the phosphate group to the protein alters
its conformation. This causes the transport molecule
to be shuttled across the cell membrane and released.
One of the best studied of these carriers is the sodium-

| Uniport carrier protein |

| Symport carrier protein |
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Fig. 2.30. Carrier protein-mediated transport properties. In panel A, the kinetics of simple diffusion compared with carrier-mediated transport
are shown. For simple diffusion, the rate is directly proportional to the concentration of the transported molecule. Carrier-mediated transport
shows a maximal rate (V,,,,) regardless of further increase in concentration. The concentration at 1/2 V,,,. is an estimate of the binding affinity
(Kw). Panel B illustrates the action of a uniport carrier protein. Step 1 shows binding of the transport molecule to the protein, followed by a
change in carrier conformation (2), and then release (3) of the molecule to the inside of the cell. Symport carriers follow a similar pattern
except that solute molecules (red and green symbols) bind and are transferred simultaneously in the same direction. In antiport carriers,
transport of one molecule depends on the simultaneous binding and transfer of another molecule in the opposite direction.
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Fig. 2.31. Action of ATPase pumps. In step 1, Na ions from the
cytoplasm bind to three sites on the protein. In step 2, complete
loading stimulates the hydrolysis of ATP and phosphorylation of the
protein. Phosphorylation causes a conformation shift and unloading
of Na ions to the outside of the cell (step 3). Unloading of Na exposes
two K binding sites available to K ions from the extracellular space
(step 4). Complete loading of K ions (step 5) triggers release of the
phosphate group and release of K ions to the inside of the cell (step
6). Once K ions are released, the protein returns to the conformation
as in step 1 and is ready for loading of Na ions once again.

potassium ATPase pump. The carrier in this instance
is a membrane-bound enzyme that cleaves ATP and
functions to maintain steep gradients for Na (~10-fold
higher outside) and K (~10-fold higher inside) relative
to the plasma membrane. These ion gradients are
essentially for normal signaling in nerve cells and ini-
tiation of muscle contractions. Another example of
active transport is closely linked with muscle activity.
When muscle contraction occurs, the cytoplasm of the
cell is flooded with calcium. To regulate contraction
events, calcium ions are pumped uphill back into
storage inside the sarcoplasmic reticulum or back out
of the cell in some situations. The working of the
sodium-potassium ATPase pump is illustrated in
Figure 2.31.

In addition to its relevance maintaining Na and K
gradients and osmotic balance, the sodium-potassium
ATPase pump is also responsible for transport of a
number of important molecules. This is called second-
ary active transport. With greater concentrations
outside the cell and the fact that the inside of the cell
has a net negative charge, there is a continuous elec-
trochemical gradient that promotes the diffusion of
Na ions back into the cell. This is a bit like filling a
pond behind a dam. Open a sluice and water pours
out. The energy of the water flow can be used to spin
a turbine to produce electricity or, as in the 1800s, to
turn grinding wheels to produce corn meal or flour.
The cell can take advantage of energy from this down-
hill diffusion of Na by linking it with the uptake of
other important molecules. For example, recovery of

Sodium- [ Na+-glucose
potassium gd"{s symport
pump f?gf? transporter
Fig. 2.32. The sodium-potassium ATPase pump and sodium-

glucose symport. As detailed in Figure 2.31, the Na-K pump
maintains a gradient so that concentrations of Na are higher outside
the cell. As Na ions diffuse down their electrochemical gradient,
the inside of the cell also has a net negative charge, and movement
of Na is linked with the simultaneous transfer of glucose into the
cell (transporter on the right). With respect to glucose uptake, this is
sometimes called secondary active transport, since ATP is not directly
required for action of the glucose-Na* symport, but it is needed to
create and maintain the Na* gradient across the cell membrane.

glucose and some amino acids against their concentra-
tion gradients can be achieved in this manner. This is
illustrated in Figure 2.32. Ion gradients are critical for
the actions of many different membrane transport
systems. Some of these are similar to the symport for
glucose. For example, other specific symport carriers
also linked with the electrochemical gradient for Na+
cotransport uptake of some amino acids and other
sugars. lon gradients are also important in the opera-
tion of the antiport carrier that operates in the mem-
brane of cells in the gastric pits in the stomach to
regulate the pH of gastric juices by secretion of HCL.
In addition to the transport involving specific mem-
brane carrier proteins, substantial numbers of mole-
cules associated with the cell surface or molecules
simply positioned near the surface can be moved into
the cells by either pinocytosis (engulfment of fluids) or
endocytosis (engulfment of particles). Both of these
processes require energy. Control of endocytosis is
complex and poorly understood. In some cases, the
process is receptor mediated. That is, the binding of a
specific ligand to proteins on the cell surface initiates
a cascade that leads to endocytosis of the receptor and
associated ligand. This process often begins in areas of
the membrane containing called clathrin-coated pits.
These endocytosed receptor proteins can be processed
in at least three different ways, depending on the par-
ticular receptor-ligand combination and cellular con-
ditions. Multiple vesicles are believed to fuse to create
a larger membrane structure called an endosome, from
which smaller vesicles bleb or bud. A common fate is
for receptors to be either recycled to the same region
of membrane (recycling), moved to another area of

o~
T
Q
i)
Q.
<
<=
)




o~
=
3,
iy
Q.
IS
=
@)

54  Anatomy and physiology of domestic animals

membrane (transcytosis), or shuttled to lysosomes for
destruction. As for pinocytosis, it is generally believed
that essentially all cells continually ingest bits of their
plasma membrane along with fluids via the continu-
ous generation of these very small vesicles.
Specialized blood-related cells, especially neutro-
phils and macrophages, actively undergo phagocyto-
sis. This process is familiar from our images of ameba
surrounding food particles. In similar fashion, these
leukocytic cells send pseudopods around cell debris
or bacterial cells and engulf the material. The ingested
material is captured in a membrane-bound body

Apical surface

ot

®

Degradation

Bulk-phase
endocytosis

* Molecules in the
fluid phase and
randomly captured
into vesicles.

Receptor-mediated
endocytosis

* Molecules specifically bound
to surface receptors are
clustered, entrained by coated
pits, and captured into
endocytotic vesicles.

Fig. 2.33.

called a phagosome. Most often, this is followed by
fusion with lysosomes to degrade the material. Inter-
estingly, in some cases, protein fragments from the
degraded material, especially in the case of foreign
substances, are returned to the cell surface so that
other leucocytes can detect it. Macrophages that carry
out this activity are called antigen-presenting cells.
This process allows other immune cells to generate
memory cells and initiate the production of antibodies
against the foreign invader. Figure 2.33 illustrates
types of endocytosis and the trafficking associated
with endocytosis.

Cell surface

Processing of vesicles derived from receptor-mediated endocytosis. Processing of vesicles derived from receptor-mediated endocytosis is

illustrated in panel A. Once vesicles enter the cell they fuse to produce the endosome. Vesicles that bleb from the endosome are subjected to
one of three fates. Many of the receptor proteins are returned to the plasma membrane to be reused at the original site (recycling) or in a
different location of the plasma membrane (transcytosis). Other vesicles along their proteins (receptors and/or ligands) are degraded by lysosomal
enzymes following fusion. Panel B illustrates a specialized type of endocytosis (phagocytosis) that is employed by certain white blood cells.
Macrophages, for example, identify cellular debris or perhaps bacterial cells for engulfment. Cytoplasmic extensions called pseudopods extend
and surround the targeted particle (1). The material is engulfed and captured in a vesicle called a phagosome (2). Fusion between the phagosome and
lysosomes (3) lead to destruction of the captured material (4). The next two panels (C and D) illustrate differences between pinocytosis and
receptor-mediated endocytosis. Pinocytosis is more random since the cell has no control over specific molecules that can be secured.
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Chapter summary

While the definition of “living” has been stretched to
include viruses and perhaps prions, for animal phys-
iology, the cell is the fundamental unit of life. Com-
binations of cells create tissues, groups of tissues lead
to organs, and groups of organs lead to physiological
systems. Four principles are derived from cell theory:

® The cell is the primary structural and functional
unit of living organisms.

® Function of organisms depends on activities of
cells.

® Cell biochemistry is dictated by cellular or-
ganelles.

® Propagation of life depends on cellular activity.

Cells and organelles

The combinations of structures within cells allow for
specific functions linked to particular cell types, but
common features of nearly all cells include the cell
membrane, mitochondria, nucleus, nucleolus, Golgi,
ribosomes, rough endoplasmic reticulum, microtu-
bules, microfilaments, and inclusions (lysosomes,
peroxisomes, secretory vesicles). The plasma mem-
brane as well as membranes surrounding many
internal organelles are highly structured, with an
inner and outer leaflet of highly polar “heads” of
phospholipids and internal leaflet consisting on the
nonpolar tails of the phospholipids. In addition, inte-
gral membrane proteins are incorporated in either
the inner or outer phospholipid leaflets or are
arranged so they span the entire membrane. Many
of these proteins function as receptors for hormones
and GFs or are involved in signaling related to
immune function. This membrane structure is fre-
quently described as a fluid mosaic model. Centri-
oles are a specialized arrangement of cellular proteins
and microtubules that appear in cilia and flagella.
They are also critical in cell division as they organize
and direct movement and separation of the chromo-
somes when the cell divides during mitosis.

Macromolecules and cell function

It should be no surprise that cell and physiological
function depends on multiple interactions to catabo-
lize various nutrient macromolecules (lipids, pro-
teins, and carbohydrates) to supply the materials to

synthesize ATP or to synthesize cellular organelles.
Most cellular proteins are created from the uptake of
amino acids or peptides absorbed from the blood-
stream. Basic amino acid structure is centered on the
o-carbon, an amino group, and a carboxy group. The
remaining side group attached to the carbon varies
to create the individual amino acids. For example, if
this residual or R group is a hydrogen atom, this
yields the simple amino acid glycine. There are 20
common amino acids.

Simple monomeric sugars include the 6-carbon
hexoses such as glucose, galactose, or the 5-carbon
ribose. Disaccharides are familiar as lactose or sucrose.
In polymeric forms, glucose creates glycogen, which
is important as a storage molecule to supply glucose
to maintain blood glucose concentrations between
meals.

In addition to the phospholipids critical for mem-
branes, other lipids, for example, cholesterol, provide
the backbone for synthesis of a myriad of steroid
hormones. Lipid stored to generate ATP comes from
triglycerides, which are composed of a 3-carbon
glycerol molecule with three attached fatty acids.

Nucleic acids are necessary in synthesized DNA
and RNA as well as a number of coenzymes neces-
sary for ATP production. The two-ringed base purine
gives rise to adenine and guanine, while single-ring
pyrimidine is utilized to produce thymine, cytosine,
and uracil.

Making and breaking of molecular bonds is at the
center of cellular biochemistry. Covalent bonds are
critically important, but the presence of hydrogen
bonding is extremely important in maintenance of
the structural integrity of DNA and higher-level
structures of proteins. Chemical reactions in cells are
dependent on the actions of enzymes, which allow
reactions that would rarely, if ever, happen spontane-
ously. All enzymes are cellular proteins, and the
actions of many require the presence of cofactors or
coenzymes.

Movement of critical nutrients across cell mem-
branes often depends on the presence of specific
transport proteins located within the membrane.
Carriers that move materials against their concentra-
tion gradients require energy expenditure usually
either directly or indirectly in the form of ATP
hydrolysis. Three broad classes of transporters are
recognized: uniport, symport, and antiport. Materi-
als can also enter cells via bulk phase endocytosis,
receptor-mediated endocytosis, or, in special cases,
phagocytosis.
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While our focus is physiology, as we have already seen,
understanding physiological function requires an
appreciation of various aspects of chemistry, biochem-
istry, physics, and other disciplines. The purpose of this
chapter is to introduce you to some of the basics of how
cells carry out essential steps to obtain the energy
needed for various activities and to generate the build-
ing blocks required for growth and development.
Please appreciate that in many respects our discussions
are rudimentary. However, this foundation will give
you the tools and concepts to understand the roles and
actions of each physiological system, and to excel in
advanced courses in nutrition, reproduction, lactation,
or other biological and animal-oriented courses.

Metabolism and energetic definitions
We have all heard the expressions, “there are no free

rides” or “no free lunches.” This is certainly true when
it comes to living our lives but is also a physiological
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truth. For example, acquiring the energy to maintain
the ionic gradients we discussed in Chapter 2 depends
on the hydrolysis of one of the phosphate bonds of
adenosine triphosphate (ATP). The question becomes,
“where did the energy needed to produce the ATP in
the first place come from?” This is the crux of the
problem; some molecules are catabolized so that oth-
ers can be created. Simply put, living systems are in a
constant thermodynamic battle. As the second law of
thermodynamics indicates, the natural tendency is
toward equilibrium with dispersion of energy and
increasing disorder, or in thermodynamic terms, in-
creased entropy. Living systems, cells, tissues, organs,
systems, and organisms are characterized by just the
opposite. The degree of complexity and organization
in living systems is antithetical to this law. Unlike most
of the nonliving universe, open biological systems are
able to exchange matter and energy with their sur-
roundings. This allows living systems, while they are
alive, to move away from the dispersion and energy
equilibrium that the second law of thermodynamics
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dictates. The first law of thermodynamics is familiar
as the maxim that energy can neither be created nor
destroyed. More formally, it is expressed in this way:
the total energy of a system plus its surroundings re-
mains constant. Thus, the exquisite organization and
complexity that characterize living systems are at the
expense of free energy from the environment; that is,
energy that can be harnessed to do work. Thus, living
systems are analogous to an oasis in the desert. The
oasis, often short-lived in a geological sense, provides
a place for relief for the weary traveler. Living sys-
tems represent transient conditions during which time
nonequilibrium conditions related to energy-matter
circumstances exist.

A fundamental postulate of theoretical biology is that
life processes can be explained in terms of chemistry
and physics—in other words, in terms of matter and
energy. Building on this idea, it can be reasoned that life
processes are represented by the myriad of chemical
(enzymatic and nonenzymatic) and physical reactions
that occur within cells and tissues—in other words, me-
tabolism. The yin and yang of metabolism are anabolism
and catabolism. Our discussion begins with catabolism.

The phrase “intermediary metabolism” is often
used in nutrition and biochemistry texts. This refers to
the many steps of reaction between the initiation of a
biochemical process and its completion. For example,
the complete oxidation of the critical nutrient glucose
begins with uptake of the glucose into the cell and
entry of the molecule into a sequence of reactions
called glycolysis. This is an example of a biochemical
pathway. The steps in the pathway detail the reactions
that are required to convert this 6-carbon hexose sugar
into two 3-carbon molecules of pyruvate. This process
is also called anaerobic respiration. The various mol-
ecules that are temporarily produced in the 10 steps
of glycolysis are called intermediates. Other biochemi-
cal pathways would generate their own specific family
of intermediate molecules. Consequently, intermedi-
ary metabolism refers to the creation and existence of
the hundreds of molecules that are fabricated as
various molecules progress toward their final bio-
chemical destination. Finally, although we typically
describe important biochemical pathways singly, it
needs to be emphasized that a host of biochemical
reactions or pathways are occurring simultaneously.
Intermediates from one pathway often also supply
materials that can be used in other pathways. For
example, one of the intermediate steps in glycolysis
produces triose phosphate. This molecule can supply
the carbon atoms to make pyruvate or alternatively be
shuttled out of the glycolysis pathway to produce
glycerol that is needed in the anabolic pathway to
make triglycerides. A key idea is that regulation and
control of the rates of activity of these various, often
competing biochemical pathways is critical. Resources
must be used effectively and efficiently.

Given the importance of energy in fueling the bio-
chemical reactions in cells, it is fitting that we consider
some definitions. What do we mean by energy? Are
all forms of energy equally valuable from a physiolog-
ical viewpoint? We often say that the diets we supply
to our animals give them the energy they need for
productive functions—for example, to allow draft
horses to pull wagons, thoroughbreds to race, or cows
to produce milk. Our animals do not consume energy
directly, but rather it is the digestion of foodstuffs that
liberates the nutrient molecules that can then be oxi-
dized in a controlled, deliberate fashion to provide
energy needs. In physics, energy is described as the
capacity to do work. In biological systems, energy is
sometimes expressed as heat units or calories. A calorie
(cal) is the amount of energy needed to increase the
temperature of 1g of water 1 degree at a pressure of
latm. Other related terms are the kilocalorie (1000
calories) or the megacalorie (Mcal = 1,000,000 cal) often
used in descriptions of the energy content of animals
feeds. Other measures of energy are also frequently
used. For example, 1] is the work done by a force of
1N working over a distance of 1m (m* x kg X sec™).
Other measures of energy can be derived as well
(1cal = 4.187] or 0.004 British thermal units [BTU]).

It is also clear that not all of the bond or chemical
energy that is available in food molecules can be cap-
tured for use by tissues or cells. If a known quantity
of a food material or nutrient is completely combusted
or oxidized in the presence of oxygen and the heat
generated measured, this provides an estimate of the
gross or potential energy of the substance. This process
is called calorimetry. This technique is valuable
because it provides a measure of the potential energy
available in a particular nutrient or other substance.
However, as another old expression says, “it takes
money to make money”; there are biochemical costs
involved in acquiring the energy that is potentially
available in various nutrients. Just as there are over-
head costs in running a business or a university for
that matter, there are physiological costs that must be
paid to capture the energy available in nutrients. For
example, consider feeding your horse a carrot and the
steps needed to capture the energy in the starch. For
processing there is mastication and swallowing, trans-
port to the small intestine, secretion of gastric and
intestinal enzymes, and transport of digested glucose
molecules across the epithelial cells. All of these
events can be thought of as overhead or maintenance
costs associated with the physiological processing of
the carrot.

Thus, the amount of energy present in the diet does
not equal energy that is ultimately available to the
animal. Animal science nutritionists often conduct
feeding trials to evaluate the practical value of differ-
ent feedstuffs. These feedstuffs are often complex mix-
tures. Consider total mixed rations that are often fed
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to dairy cows with various combinations of forages
and concentrates. In such studies, great care must be
taken to account for measurement errors, for example,
spilled feed and variation in the efficiency of digestion
and ingestion. Particularly for complex rations, the
gross energy content of the diet gives only a broad
indication of how valuable the diet is to the animal.
What happens if one of the components in the diet
cannot be digested? What if there are interactions so
that the breakdown of one dietary component affects
the microorganism population of the GI tract so that
normally effective nutrients are lost? Even under the
best conditions, especially for animals fed fibrous
feeds, a part of the feed is not digested and contributes
to the energy content of the feces. The difference
between the gross energy content of the diet and the
portion of the energy that is available to the animal is
called digestible energy. Various rations can then be
compared based on their digestibility energy, often
expressed as a fraction or percentage of the gross
energy. From measurements made over the course of
several days and sometimes weeks, average daily
energy consumption minus the energy content of the
feces and urine is called the apparent digestible energy.
It is called apparent because some generally small

portion of fecal energy comes from sloughed intestinal
epithelial cells, bacteria cells, and substances that have
been excreted by way of the feces.

For nutrients that are ultimately absorbed, the
energy content still does not match energy that ulti-
mately becomes available to the animal. However, the
fraction that is represented by digested and absorbed
nutrients is called metabolizable energy. This is the
fraction of total or gross energy fed that is directly
available to the tissues and cells to be processed. This
energy can be used for maintenance, for heat genera-
tion (sometimes considered a waste product), or for
more recognizable practical productive functions, that
is, muscle growth, egg production, or milk produc-
tion. Metabolizable energy is less than digestible
energy, typically about 80%, because of other losses in
addition to the fecal losses. This fraction would be
lower still if the heat that is generated is considered a
waste product. The additional losses include materials
that are lost in urine as well as gaseous product from
gut fermentation that are expelled. These products are
especially plentiful in herbivores and particularly
ruminants. The fraction of energy that is ultimately
used for physiological activities is called net energy.
Figure 3.1 illustrates the processing of dietary energy.

Ingested energy

Apparent digested

energy

Metabolizable

Lactation
Growth
Maintenance
Work

Fig. 3.1.
ultimately available to cells and tissues is substantially reduced.

energy

Egg production

Net Wool growth
energy

Processing of feedstuff energy. Compared with the total estimate of gross energy in consumed feeds, the amount of energy
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It is common to characterize energy that is needed
for basal or resting life activities in animals as the
energy of maintenance. These energy costs do not
reflect energy that is needed for productive work in a
production agriculture sense—for example, work
done by a draft horse or racehorse or energy recovered
from products such as meat, milk, or eggs. These are
critical physiological functions, action of the Na-K
ATPase pump, cardiac function, and so forth. As
Figure 3.1 illustrates, there are additional energy costs
associated with acquiring feed and assimilating nutri-
ents themselves. Ideally, maintenance activities are
stated as the energy costs of preserving an adult
animal under resting or sedentary circumstances, in
the absence of weight gain or loss, in thermoneutral
conditions. In practical terms, this ideal status is rarely
obtained, but it does give a framework to understand
the meaning of maintenance energy costs. In humans,
the term basal metabolic rate may be more familiar
and is determined for subjects in a quiet, thermoneu-
tral environment, about 12 hours after a meal.

Basal energy needs are determined indirectly by
measuring oxygen consumption under these condi-
tions. This is effective because the amounts of oxygen
needed to completely oxidize fats, proteins, or carbo-
hydrates are known. If CO, production is simultane-
ously measured, the respiratory quotient can be
calculated (moles of CO, exhaled divided by the moles
of O, consumed). These data can then be used to esti-
mate the nature of the nutrients (protein, carbohy-
drate, or fat) being oxidized for energy production.
The alternative to indirect calorimetry is to measure
heat production along with completed collection of
gases and other wastes. This is clearly a difficult and
expensive undertaking with large domestic animals.
However, Table 3.1 shows an example of calorimetry
data from a study by Tyrrell et al. (1988) designed to
determine in part if the metabolic rate of dairy cows
treated with bovine somatotropin (bST) was increased
compared with controls. Briefly, nine cows received
bST (51.5IU/day) or a daily control injection in a
single reversal experimental design, which utilized
14-day treatment periods. With increased milk pro-
duction after bST (22% increase), cows already in a
negative tissue nitrogen balance (—21g/day) tended to
become more negative during the bST treatment
period (-34g/day). Energy and nitrogen balances
were measured in open-circuit respiration chambers.
As predicted from increased milk production, there
was a corresponding greater heat energy loss and
increased milk energy secretion after bST treatment.
Tissue energy balance was —1.1Mcal/day during the
control treatment period. Increased use of energy
reserves with bST treatment decreased tissue energy
balance to —9.8 Mcal/day. These researchers concluded
that much of the effect of bST to increase milk produc-

Table 3.1. Effect of bovine somatotropin (bST) in lactating dairy
cows on milk production and energy metabolism parameters.

Variable Treatment
Control bST
Milk yield (kg/day) 26.0 £ 0.5 31.8+0.5'
O, consumption (L/day) 5345 + 58 8723 + 58!
CO, production (L/day) 5391 £ 58 5454 £ 58
% Intake
Fecal energy 33.9+£0.5 35205
Digestible energy 66.0 + 0.5 64.8 £ 0.5
Gaseous energy 5.3 £0.1 5.8 £0.5'
Urinary energy 3.2+0.05 3.3£0.05
Heat energy 34.6 £0.7 37.6+0.7'
Retained energy 22.9+0.9 18.1 £ 0.9
Milk energy 242+0.9 31.7£0.9'
Tissue energy -1.6+1.6 -13.7 £ 1.6

'Indicates a statistically significant difference between treatments
P<0.5.
Data are adapted from Tyrrell et al. (1988).

tion in dairy cows is related to increased use of tissue
reserves and altered partitioning of nutrients rather
than dramatic effects on digestibility of nutrients or
apparent changes in maintenance requirements of the
animals. Simply, the increases observed would have
been expected with the degree of increased milk pro-
duction, regardless of the specific reason for increased
production.

Production of ATP

For essentially all physiological activities, the most
useful and available form of energy comes from ATP.
When the terminal phosphate group is cleaved to
produce adenosine diphosphate (ADP), each mole of
ATP yields 7400cal. There are other similar high-
energy-yielding molecules but most are similar to
ATP, for example, GTP or creatine phosphate. Indeed,
the formation of creatine phosphate (which acts as a
storage form of energy in muscle cells because of its
capacity to regenerate ATP from ADP) gains this
capacity only when ATP is produced in excess of
immediate demand as in the following reaction:

ATP + Creatine <> ADP + Creatine phosphate.

This means that production of ATP is vital. The struc-
ture of ATP is shown in Figure 3.2. Mitochondria are
critical because the final stages of oxidation of several
coenzymes occur within these organelles. When the
reduced coenzymes are oxidized, a portion of the
energy produced is utilized to drive the synthesis of
ATP from ADP as shown below:



Fundamental biochemical pathways and processes in cellular physiology 61

ADP + Phosphate + Energy — ATP
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Fig. 3.2. Structure of adenosine triphosphate (ATP) is presented. It

is the most important labile energy carrier in the body. Hydrolysis
of the terminal phosphate bond yields an exceptionally high level
of free or (available) energy. The nitrogenous group should be
familiar as adenine, linkage with the ribose produces adenosine,
and addition of a single phosphate moiety gives adenosine
monophosphate or AMP and two adenosine diphosphate or ADP.

ADP + Phosphate + Energy — ATP.

As you might guess, since many different feedstuffs
can be used to produce energy, a host of nutrient mol-
ecules under the appropriate circumstances can be
modified to enter the biochemical pathway for ATP
production. Although some ATP can be generated in
the absence of oxygen through substrate-level phos-
phorylation (essentially the regeneration of ATP from
ADP as with creatine phosphate), production rates are
minor compared with oxidative phosphorylation. In a
nutshell, this explains the critical need for oxygen.
Within the mitochondria, where reduced coenzymes
are oxidized, oxygen serves as the final acceptor of
electrons in this cascade of reactions. Without oxygen
available, the electron transport chain fails, and the
energy normally available to drive phosphorylation of
ADP to regeneration ATP also fails. Needs for continu-
ous supplies of ATP are so acute that unless oxygen is
quickly returned, death occurs in a matter of minutes.
To understand the pathways for ATP generation, we
will focus first on the catabolism of carbohydrates and
specifically on the catabolism of glucose. Once we
have this core of information, we will then discuss
how other nutrients can be diverted for use as fuels to
drive ATP generation.

Glycolysis

We begin our quest to understand energy production
with glucose because it is typically the most common
nutrient used for acute energy production. The initial
processing of glucose molecules begins in the cyto-
plasm of the cell. Once inside the cell, 6-carbon glucose
is converted in a series of reactions into two 3-carbon
molecules of pyruvate. The 10 linked reactions respon-

Table 3.2. Common terms associated with the metabolism of
carbohydrates.

Term Definition

Glycolysis Anaerobic oxidation of a molecule of

glucose via 10 enzymatic reactions to
produce two molecules of pyruvate.
The reactions occur in the cytoplasm.

Glycogenolysis The breakdown of glycogen to
produce glucose for utilization in the

glycolysis catabolic pathway.

Glycogenesis Synthesis of glycogen from glucose.

Gluconeogenesis The formation of glucose from
noncarbohydrate substrates. Important
in times of stress, makes glucose
available from nonessential amino
acids. Critical in ruminants due to

fermentation of dietary carbohydrates.

sible for this conversion are collectively called glycoly-
sis, the Embden-Meyerhof pathway, or anaerobic
respiration. It is typical to describe carbohydrate
catabolism beginning with glucose, but you should
remember that polymers of glucose (glycogen in
animal cells) can be cleaved to provide the glucose
monomers to enter the glycolysis pathway. Thus, the
cell may well contain stores of glycogen that can be
cleaved to supply glucose aside from the uptake of
glucose across the plasma membrane. Table 3.2 pro-
vides a list of some often confusing, similar-sounding
terms that have to do with carbohydrate metabolism.
It may be useful for you to periodically refer to this
table as you study this important topic. Figure 3.3
provides an outline of each of the steps in glycolysis.
We have purposefully not given all of the chemical
structural detail showing changes in carbons and
functional groups as glucose is modified through gly-
colysis. If this is needed, it is available in any introduc-
tory biochemistry book. Our goal is for you to
appreciate the highlights, the overall chemical events,
and most importantly, the physiological relevance.
Although each of the reactions of glycolysis is enzyme-
mediated, we have focused on two glycolysis reac-
tions and their associated enzymes along with one
other reaction that is not strictly part of glycolysis.
These are (1) the conversion of glucose to glucose-6-
phosphate (step 1 of glycolysis, catalyzed by hexoki-
nase), (2) the conversion of fructose-6-phosphate into
fructose 1,6-diphosphate (step 3, catalyzed by phos-
phofructokinase [PFK]), and (3) the conversion of
pyruvate into lactate (catalyzed by lactate dehydroge-
nase). Some specific reactions and molecules associ-
ated with glycolysis are provided in Figure 3.4. At this
point, it is worth remembering the significance of gly-
colysis. This pathway allows the conversion of the
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Fig. 3.3.

nutrient glucose into molecules that can then be
shuttled into the mitochondria for use in the process
of oxidative phosphorylation. However, as we indi-
cated earlier, oxidative phosphorylation (simply the
production of ATP linked to a series of oxidation-
reduction reactions) requires oxygen. In addition to
preparing molecules for entrance into the mitochon-
dria, a small amount of ATP is produced during the
glycolysis reactions. In contrast with mitochondrial
activity, this occurs via substrate-level phosphoryla-
tion. As you will see, the amount of ATP made in this
manner is very small compared with that which occurs
with the complete catabolism of the glucose (glycoly-
sis reactions + mitochondrial activity), but it is none-
theless essential. This is because production of ATP via
glycolysis alone can occur in the absence of oxygen.
For this reason, it is called anaerobic respiration.

Let us outline the steps of glycolysis. Typically,
glucose is captured by the action of membrane trans-
porters and passed into the cytoplasm. At this junc-
ture, a phosphate group is added to the sixth carbon
of the glucose. This then produces glucose-6-phos-
phate. Somewhat ironically, even though the glycoly-
sis ultimately leads to energy production, in the first
step of glycolysis, ATP is actually used. This is because
the phosphate group added to the glucose is donated

Chemical steps and intermediates in glycolysis are illustrated.

from ATP asillustrated in Figure 3.4. In step 2, glucose-
6-phosphate is converted into another hexose sugar by
the action of the enzyme phosphohexose isomerase,
that is, fructose-6-phosphate. Step 3 again utilizes
another molecule of ATP as the enzyme PFK catalyzes
the addition of another phosphate group to produce
fructose 1,6-diphosphate. Step 4 is a cleavage reaction
catalyzed by the enzyme aldolase, which produces
two 3-carbon molecules. These are dihydroxyacetone
phosphate and glyceraldehyde 3-phosphate. In step 5,
the enzyme phosphotriose isomerase converts dihy-
droxyacetone into a second molecule of glyceralde-
hyde 3-phospate. There are now two identical
molecules to continue through glycolysis so that prod-
ucts made from this point are doubled. Step 6 depends
on the enzyme glyceraldehyde 3-phosphate dehydro-
genase. As we will discuss in more detail relative to
mitochondrial activity, this enzyme depends on the
oxidized form of the coenzyme nicotinamide adenine
dinucleotide or NAD". During this reaction the NAD"
becomes reduced (NADH), and inorganic phosphate
is added to the substrate to produce 1,3-bisphosphate
glycerate. The first direct production of ATP occurs in
step 7 as a phosphate group is cleaved, and the energy
is utilized to simultaneously add a phosphate group
to ADP. This is an example of substrate phosphorylation
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Selected reactions of glycolysis. Panel A shows the action of the hexokinase. This enzyme adds a phosphate group (red circle) to

carbon 6 of glucose. This effectively traps the glucose inside the cell since it can no longer bind to membrane transporters. Panel B shows
phosphorylation of fructose 6-phosphate by the enzyme phosphofructokinase (PFK). PFK is a critical regulatory enzyme of glycolysis because
its activity is modulated by the ATP/ADP ratio in the cytoplasm. A high ratio inhibits and a low ratio stimulates the enzyme. These first two
reactions can be thought of as energy requiring activation phases of glycolysis. Panels C and D illustrate two reactions that produce ATP by
substrate phosphorylation. Remember, two molecules of each substrate are produced when fructose 1,6-diphosphate is cleaved (steps 4 and 5
of glycolysis) so a total of four molecules of ATP are produced. When the ATP debt is paid for use of ATP in the first two reactions, the net
gain is +2 ATP under anaerobic conditions. If the reduced NADH (two molecules) produced in step 6 of glycolysis can be oxidized in the
mitochondria (aerobic conditions), an additional six ATP are generated as a consequence of glycolysis.

to produce a molecule of ATP, and the reaction is cata-
lyzed by phosphoglycerate kinase. Step 8 depends on
phosphoglycerate mutase to induce a rearrangement
of the 3-phosphoglycerate made previously to yield
2-phosphoglycerate. Step 9 is the conversion of the
2-phosphoglycerate into phosphoenolpyruvate cata-
lyzed by enolase. Step 10 is another ATP-making event

as the enzyme pyruvate kinase acts to transfer a phos-
phate from phosphoenolpyruvate to ADP as pyruvate
is also created. At this point, the pyruvate is at a cross-
roads. The redox state of the tissue determines which
of two alternative paths will be followed. If oxygen is
available, the pyruvate is shuttled into the mitochon-
dria as subsequently described. If, however, oxygen is
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64 Anatomy and physiology of domestic animals

limited, that is, there are anaerobic conditions, pyru-
vate is reduced by the action of lactate dehydrogenase,
and the coenzyme NADH becomes oxidized again.
This is a critical process under these conditions. You
may recall that step 6 of glycolysis requires the oxi-
dized form of this coenzyme (NAD"). Although only
a small amount of ATP is derived directly from gly-
colysis, even this would be lost were it not for the
action of lactate dehydrogenase. As an aside, there are
also several isozymes of lactate dehydrogenase that
are important clinically. For example, the unique
structure of the LDH from heart muscle can be detected
in blood serum in animals (or people) that have suf-
fered cardiac injury (Fig. 3.5). Table 3.3 summarizes
ATP production that is associated with glycolysis.

The Cori cycle

Most carbohydrates in the diet can be readily con-
verted into glucose, galactose, or fructose when digested.

Action of lactate
dehydrogenase

o (0]
Il Il
c-0 c-0

I
c|:=o \ HO-C-H

| NADH NAD |
CH3 CH3

(keto form)

Fig. 3.5. The action of lactate dehydrogenase (LDH) is illustrated.
After an initial spontaneous rearrangement of pyruvate from the
enol form to the keto isomer, LDH catalyzes the conversion of
pyruvate to lactate. Most important in anaerobic conditions, this is
linked with the simultaneous oxidation of reduced NADH. This
newly produced NAD is essential for glycolysis to continue under
these conditions. This is because NAD" is required for step 6 of

glycolysis.

Table 3.3.  Summary of ATP production in glycolysis.

These molecules are absorbed into the portal vein that
drains the intestinal tract for use by the liver and other
tissues. There are various other compounds that are
considered glucogenic. These are molecules that can
readily be converted into glucose to be processed via
glycolysis for subsequent ATP production or for use
in other biochemical pathways. For example, propio-
nate that is derived from fermentation of dietary
carbohydrates in ruminant animals is an essential
substrate to allow ruminants to synthesize the glu-
cose they need. These glucogenic compounds can be
divided into two groups: (1) those that are essentially
direct conversions into glucose without a significant
amount of recycling, for example, propionate and
certain amino acids, and (2) products of partial metab-
olism of glucose in particular tissues that are then
transported to the liver or kidney for generation of
glucose, for example, lactate. In all animals, there are
times when oxygen is locally limited so that anaerobic
respiration is favored and lactic acid accumulates. For
example, the accumulation of lactic acid occurs in
active muscle tissue and produces the sensation of
muscle fatigue. In addition, since erythrocytes lack
mitochondria, they rely on glycolysis for all of their
ATP needs and consequently continually produce
lactic acid regardless of oxygen availability. Most of
the lactic acid from muscle or erythrocytes diffuses
into the bloodstream. Fortunately, it is transported to
the liver and, to a lesser extent, the kidney where it
can be converted into glucose. At this point, it can be
stored as hepatic or renal cell glycogen or released back
into the bloodstream for use by muscle or other tissues
(see Fig. 3.10). Cycling of lactic acid from muscle (or
other tissues) to liver and the return of glucose is called
the Cori cycle and is outlined in Figure 3.6.

The Krebs cycle

Let us now trace the fate of pyruvate that is produced
at the end of glycolysis under aerobic conditions.
Remember our goal here is to understand how the
catabolism of glucose and other carbohydrates is used
to generate the ATP that is essential to cells and tissues.

Reaction

Glyceraldehyde 3-P dehydrogenase

Phosphoglycerate kinase

Pyruvate kinase

Subtract ATP used by hexokinase and phosphofructokinase
Summary

ATP Production Type Number per Mole of Glucose
Creation of reduced NADH (2) 6
Substrate-level phosphorylation 2
Substrate-level phosphorylation 2
-2

Net gain 8 (aerobic)
Net gain 2 (anaerobic)
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Fig. 3.6. The Cori cycle. In active muscle (e.g., with anaerobic
conditions) the conversion of pyruvate into acetyl-CoA and
processing via the TCA cycle is blocked (red X). This leads to
lactate or lactic acid production. The lactate diffuses out of the
muscle tissue into blood where the liver and kidney can convert
lactate into glucose-6-phosphate for storage as glycogen or
conversion to glucose-1-phosphate then glucose. Muscle or other
tissues in the body can then use this regenerated glucose.

Once this foundation is established, we will then be
able to understand how other nutrients can also be
used for energy production. The next major biochemi-
cal pathway for this processing is called the citric acid
or Krebs cycle. These reactions occur inside the mito-
chondria, so before pyruvate can be modified, it has
to pass across the mitochondrial membrane.

This occurs via the action of a specific membrane
transporter. The pyruvate is then quickly oxidatively
decarboxylated (removal of CO,) to produce acetyl-
coenzyme A (acetyl-CoA). This reaction is catalyzed
by the action of the multienzyme complex pyruvate
dehydrogenase. The product, acetyl-CoA plays an
especially central role in energy metabolism. This
overall reaction involves two coenzymes:

Pyruvate + NAD" + CoA
— Acetyl-CoA + NADH + CO..

The oxidized-reduced NAD" and NADH are familiar
from the action of glyceraldehyde 3-phosphate dehy-
drogenase or lactate dehydrogenase and reactions of
glycolysis. Now a description of CoA is in order. CoA
is a complex molecule derived from pantothenic acid
(common in meats and grains), thioethanolamine, and
ATP. The essential feature is that CoA acts as a carrier
of acyl groups. Specifically, the thiol group of the thio-
ethanolamine residue of the molecule functions in this
manner in a variety of reactions involved in fatty acid
oxidation and fatty acid synthesis and acetylation
reactions. The molecule is also important in oxidative
decarboxylation reactions as with pyruvate. Acommon

convention is to abbreviate the structure of the reduced
form of the molecule as CoA-SH, which designates the
reactive SH group of the molecule. The acetyl group
that is now part of acetyl-CoA is derived from the
catabolism of pyruvate (two carbons remaining after
decarboxylation of pyruvate). As we will see, acetyl-
CoA is at the confluence of a variety of major meta-
bolic pathways. Almost all of the many specific
carbohydrates and fats that are catabolized for energy
production are utilized to generate acetyl-CoA. In
addition, a number of the nonessential amino acids
from degraded proteins also are cannibalized to gen-
erate acetyl-CoA. As a special case in ruminants, one
of the major products from fermentation of dietary
carbohydrates is acetate, which is readily converted to
acetyl-CoA for subsequent processing through the
mitochondria.

Back to our story: at this point, the two carbons of
the acetyl group of acetyl-CoA and the 4-carbon mol-
ecule oxaloacetate condense to create the 6-carbon
compound citrate. This is the first step of the Krebs
cycle as outlined in Figure 3.7. There are two critical
physiological points to the Krebs cycle reactions. The
first is that some ATP is produced directly via
substrate-level phosphorylation of ADP similar to that
which occurs in glycolysis. The second and most
important is that with each turn of the cycle, reduced
forms of the coenzymes NAD and flavin adenine
dinucleotide (FAD) are produced. When enzymes of
the electron transport chain, also located in the mito-
chondria, subsequently oxidize these molecules, this
yields the energy for synthesis of the vast majority of
ATP that can be created from overall catabolism of
glucose. We have provided only a skeleton outline
showing the names of the intermediates of the Krebs
cycle reactions and locations of specific events.
Remember that each molecule of glucose generates
two molecules of pyruvate so there are two turns of
the cycle for each glucose molecule.

As was the case with glycolysis, the coupled
oxidation-reduction reactions are a critical part of the
processing. The combination NAD" and NADH ap-
pears again along with FAD and FADH. The enzymes
that catalyze these oxidation reactions by removal of
hydrogen atoms are dehydrogenases, for example,
lactate dehydrogenase whose action is illustrated in
Figure 3.9. For these reactions to take place, the enzymes
require the assistance of coenzymes that act to hold
or carry these hydrogen atoms. It can be a source of
confusion, but transfer of the hydrogen atom, with
its lack of a neutron but paired electron and proton,
is effectively viewed as an electron transfer. Thus,
oxidation-reduction reactions defined by either elec-
tron acceptance or electron donation are often linked
with movement of the hydrogen atom. This explains
the abbreviations related to FAD versus FADH, or
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Fig. 3.7. Outline of the Krebs cycle reactions. Since each glucose
molecule yields two pyruvate molecules (in the presence of
oxygen), this allows two turns of the cycle. With each turn, two
carbons are removed from the citric acid (six carbons) by
decarboxylation reactions; this leads to the production of the
4-carbon intermediate oxaloacetic acid. Oxaloacetic acid initiates
the cycle as it condenses with acetyl-CoA (two carbons) to produce
citric acid. Although the pyruvate that entered the mitochondria
had three carbons, remember that two carbons were lost as CO, to
generate acetyl-CoA. Although not “officially” part of the Krebs
cycle, at the time of decarboxylation of the pyruvate, NAD" is
simultaneously reduced. Four additional oxidations by the removal
of hydrogen atoms occur during the cycle. This yields four
molecules of reduced coenzymes (three NADH + H* and one
FADH,). One ATP molecule is made with each turn of the cycle
due to the initial creation of GTP, which then provides the
phosphate group to make ATP from ADP. As in glycolysis, this is
another example of substrate-level phosphorylation.

GT
A

NAD" versus NADH + H* in the Krebs cycle reactions
outlined in Figure 3.7. Figure 3.8 gives an example of
this type of reaction.

At this point you are probably wondering just
how much ATP is generated from glucose catabolism
and when this actually occurs. As we have seen, each
turn of the Krebs cycle only generates two molecules
of ATP via substrate-level phosphorylation. The key
depends on a cluster of interrelated membrane-bound
enzymes that make up the electron transport chain.
The activity of these enzymes also accounts for essen-
tially all of our need for oxygen. As the electron chain
enzymes function, the hydrogen atoms (electrons) that
are removed as various intermediates of glycolysis
and Krebs cycle are oxidized and are progressively

Oxidation [-2H]

COOH / > COOH
—>H-_C-H \ C-H
| FAD FADH, I
—"H-Cc-H (oxidized)  (reduced) C-H
|
COOH T T COOH

Fig. 3.8. Reduction of FAD. Coupled reduction of FAD in
conjunction with the conversion of succinic acid to fumaric acid as
occurs in the Krebs cycle is shown. Arrows indicate the fate of
hydrogen atoms (electrons).

passed along until they are combined with oxygen.
Oxygen is the final electron acceptor in the chain so
that water is formed. The reduced forms of both
NADH and FADH, that were generated in the Krebs
cycle become oxidized again as their hydrogen is
donated to the electron chain enzymes. Energy that is
produced as electrons passes ultimately to oxygen and
is indirectly used to power the attachment of inorganic
phosphate groups to ADP to create ATP. The enzyme
responsible for this final step is ATP synthase, whose
activity is linked to the movement of hydrogen atoms
down a concentration gradient across the membrane
of the mitochondria. Some of the energy from the
action of the electron transport chain acts to transport
hydrogen ions out of the mitochondrial matrix space.
The resulting electrochemical gradient drives hydro-
gen ions back across the membrane in conjunction
with ATP synthase leading to ATP generation. Because
of the need for oxygen as the final electron acceptor in
the electron transport chain, the production of ATP in
this manner is called oxidative phosphorylation.

Interestingly, the position along the electron trans-
port chain at which FADH, or NADH + H" donate
their electrons differs. Because of this, the amount of
energy that is produced is greater for NADH com-
pared with FADH,. Specifically, each pair of hydrogen
atoms from NADH + H' supplies energy for the cre-
ation of three ATP, but the two hydrogen atoms from
FADH, yield only two ATP. Most of the proteins of the
electron transport chain are closely linked clusters
within the inner mitochondrial membrane along with
more mobile proteins (coenzyme Q and cytochrome
C) that act as carriers between complexes. Figure 3.9
illustrates the release of energy associated with oxida-
tion of NADH or FADH, in the electron transport
chain, and Table 3.4 summarizes ATP production from
completed catabolism of glucose.

Under ideal conditions, the complete oxidation of
one glucose molecule to CO, and water yields 36-38
ATP. Alternative figures come from uncertainty about
the energy yield of reduced NAD" that is produced
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Fig. 3.9. Electron transport chain and reduced coenzymes. Each
linked protein oscillates between reduced and oxidized states. As
an upper protein is reduced, its capacity to hold the electron is
lowered, and the next protein in the cascade captures the electron.
This continues until the oxygen atom at the end of the cascade
captures the electron. The overall reduction in energy for electrons
passed from NADH to oxygen is 53 kcal/mol, but the energy is
captured stepwise. Since electrons from FADH, enter the chain further
down, less energy is available so fewer ATP molecules are created.

Table 3.4. Summary of ATP production from the Krebs cycle and
electron transport chain reactions.

Reaction ATP Production Number
Type per Mole
of Glucose
Pyruvate to acetyl-CoA Creation of 6
reduced NADH (2)
Isocitrate to Creation of 6
o-ketoglutaric acid reduced NADH (2)
o-Ketoglutaric acid to Creation of 6
succinyl CoA reduced NADH (2)
Succinic acid to Creation of 4
fumaric acid reduced FADH, (2)
Malic acid to Creation of 6
oxaloacetic acid reduced NADH (2)
Succinyl CoA to Substrate 2
succinic acid phosphorylation
GTP and then ADP
to ATP
Total from Krebs and 30
electron transport chain
Total from glycolysis 8
Grand total 38

from glycolysis. For these molecules to be utilized,
they must be passed across the mitochondrial mem-
braneby active transport. An estimate of this “expense”
is that the net ATP gain from reduced NAD" derived
from the cytoplasm is only two ATP per molecule
instead of the usual three ATP for those created inside
the organelle. Since two of these molecules are pro-
duced in the cytoplasm during glycolysis, the total
yield is reduced to 36 ATP per molecule of glucose.
Regardless, when oxygen is available, energy capture
from the biological oxidation of glucose is highly effi-
cient. If a mole of glucose is completely combusted, as
in a calorimeter, it yields 686kcal. Energy obtained in
the creation of high-energy ATP bonds equals 262 kcal
for an efficiency of 38% [262/686 x 100]. This is mark-
edly more efficient than most machines. Energy not
captured in the formation of ATP is liberated as heat.

Intermediary metabolism: processing
and pathways

Now that we have an appreciation for the processing
of glucose to make ATP, we will explore some of the
alternatives for storing glucose for situations when it
is not immediately required for ATP generation, as
well as pathways involved in mobilizing carbohy-
drate reserves. Similarly, we will also consider path-
ways that allow other important nutrients, that is,
proteins and lipids, to be processed for ATP produc-
tion. As we shall see, the glycolysis, Krebs cycle, and
electron transport chain are central to the capacity to
catabolize many different nutrients.

Glycogenesis, gluconeogenesis,
and glycolysis

While much of the available glucose is used to produce
ATP, when energy demands are reduced, ATP produc-
tion also declines. Cells have little capacity to “store”
ATP; in fact, as ATP concentrations in cytoplasm rise,
this produces allosteric inhibition of the regulatory
enzyme PFK. So what happens to excess glucose?
Fortunately, this rise in ATP stimulates reaction path-
ways that act to convert excess glucose molecules into
glycogen and into fat. Animals have much more
capacity to store fat than to store glycogen, but glyco-
gen stores are nonetheless critical, especially for acute
energy demands. We will consider fatty acid synthesis
(lipogenesis) and catabolism (lipolysis) in a subse-
quent section.

When glycolysis is inhibited but glucose is avail-
able, this initiates glycogenesis (glyco = sugar + genesis
= origin). Like the case with glycolysis, the first step
depends on the uptake of glucose and conversion to
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glucose 6-phosphate by the ubiquitous enzyme hexo-
kinase. However, instead of progressing through the
glycolysis pathway, the glucose 6-phosphate is con-
verted to its isomer glucose 1-phosphate by the action
of glucose 6-phosphomutase. Interestingly, the ability
of this enzyme to bind glucose to its active site is sub-
stantially less than for hexokinase. In other words, its
binding site has much less affinity for glucose. This
means that when concentrations of glucose are low
(likely also associated with a need for energy), then
the hexokinase reaction pathway is favored because of
the higher-affinity binding site. Of course, high con-
centrations of ATP also allosterically inhibit PFK. As
glucose concentration increases, the law of mass action
promotes the activity of the mutase enzyme, thus
favoring the path toward glycogen synthesis. The
enzyme glycogen synthase catalyzes the attachment of
glucose-1-phosphate molecules to growing glycogen
chains (see Figure 2.22).

As energy demands increase, stored glycogen mol-
ecules can be hydrolyzed to provide glucose for use
by the cells. This process is called glycogenolysis
and is catalyzed by the enzyme glycogen phosphory-
lase. This regenerates glucose-1-phosphate, which can
then be converted to glucose-6-phosphate and pro-
cessed for glycolysis. In most tissues (muscle cells,
for example), the glucose-6-phosphate is effectively
trapped in the cells since it cannot interact with mem-
brane carrier proteins. This means that for most cells,
glycogenolysis can supply energy for specific cells
with stored glycogen only. However, liver cells along
with some intestinal and kidney cells express the
enzyme glucose-6-phosphatase, which catalyzes the
removal of the phosphate group. In these cells, when
intracellular concentrations of glucose are increased,
some of the glucose can pass back out of cells and into
the bloodstream. The capacity of the liver to utilize
some of its glycogen stores to replenish blood glucose
is critical for homeostasis. Pathways associated with
glycogenesis and glycogenolysis are illustrated in
Figure 3.10.

Describing gluconeogenesis completes our discus-
sion of glucose metabolism. As we have seen, glucose
and its intermediates from glycolysis and Krebs cycle
are essential. Maintenance of blood glucose concentra-
tions within relatively narrow boundaries is vital to
the homeostasis and health of our livestock and pets.
However, in some situations (especially acute for
ruminants), either rations do not supply sufficient car-
bohydrate or situations of high demand or depleted
glucose reserves occur. Fortunately, there is a kind of
metabolic backup system. Gluconeogenesis effectively
protects the body, and especially the nervous system,
which has an absolute requirement for glucose, from
hypoglycemia. Fortunately, many nonessential amino
acids and some other intermediates can be converted
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Fig. 3.10. Glycogenolysis and glycogenesis. Biochemical pathways
for glycogenesis (red arrows) and glycogenolysis (black arrows) are
illustrated. When glucose is abundant, some of the excess is
converted into glycogen. When demand for ATP subsequently
increases, glycogen is cleaved to provide glucose-6-phosphate for
ATP generation. The conversion of glucose-6-phosphate to glucose
that can then leave the cell occurs only in some cell types but is
especially important in liver cells. Because of the mass of the liver
and capacity to store glycogen, hepatocytes can be called upon to
maintain blood glucose concentrations.
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into glucose. This conversion is acutely driven by
increases in stress-related hormones (epinephrine and
glucocorticoids) and over longer periods by increased
secretion of growth hormone and triiodothyronine.
These topics will be covered in greater detail when we
consider endocrinology (Box 3.1).

Before we leave carbohydrate metabolism, it is
worth considering one of the major pathways that is
an offshoot of glycolysis. It is called the hexose mono-
phosphate shunt or pentose phosphate pathway. Its
major functions are to provide NADPH (similar to
NADH), which is needed for many reactions, particu-
larly fatty acid synthesis, and to supply ribose, which
is essential for DNA and RNA synthesis. This sequence
of reactions begins with glucose-6-phosphate, which
is converted by the enzyme glucose-6-phosphate
dehydrogenase into 6-phosphogluconate with the
simultaneous conversion of NADP" (oxidized) into
NADPH (reduced). The next step catalyzed by the
enzyme 6-phosphogluconate dehydrogenase pro-
duces another molecule of NADPH, frees CO,, and
yields a molecule of the pentose sugar ribulose
5-phosphate. This provides a direct precursor for
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Box 3.1 Biochemical pathways and “real life”

Are you thinking, “Is the study of all this biochem-
istry and all of these pathways really relevant to the
feeding and care of my animals? Do producers or
industry professionals use this information?”

In the dairy industry, concern with the transition
period in cows is a topic of intense interest to pro-
ducers, veterinarians, dairy scientists, and others.
The transition period refers to the time from late
pregnancy into calving and early lactation. For
mature animals, this period is when the majority of
mastitis, reproduction issues, and metabolic dis-
eases occur. The same is true for beef, sheep, and
pig farmers. The physiological changes and adjust-
ments required for successful birth and lactation
put tremendous pressure and stress on new mothers.

Chronic metabolic diseases linked to transition
animals directly impact energy production, lipid
mobilization, absorption of nutrients, neural regu-
lation of feeding behavior, and intake. Mulligan
and Doherty (2008) review the various production
diseases of the transition cow, and Contreras and
Sordillo (2011) discuss the negative impacts of lipid
mobilization on inflammatory responses and func-
tions of leukocytes in transition cows.

Phosphoenolpyruvate carboxykinase (PEPCK)
and pyruvate carboxylase (PC) are rate-limiting
enzymes that are necessary for hepatic gluconeo-
genesis and of course de novo synthesis of glucose
essential in ruminants. White et al. (2012) reported
that selection of cows for increased production
alters the expression of these important liver enzymes.

Bionaz and Loor (2012) have described a systems
biology approach to understand how gene expres-
sion changes are coordinated between the liver,
adipose tissue, and the mammary gland during
transition as well as in response to various feeding
levels. It is evident that entire classes of related
genes (pathways) differentially change in these
three tissues to support predominant physiological
functions.

Interest in biochemical pathways and ultimately
the genes that code for the synthesis of the enzymes
that drive the pathways, the role of microRNAs,
and the transcription factors that regulate gene
expression has never been greater.

ribose or deoxyribose synthesis. One way to appreci-
ate the significance of these reactions is to consider
how dramatically the activities of selected enzymes
change with physiological conditions. For example,
Table 3.5 shows the activity of several metabolically
important enzymes in mammary tissue from cows just

Table 3.5. Activities of several enzymes involved in NADPH
production and fatty acid synthesis in mammary tissue of cows 2
weeks before and 2 weeks after calving.

Enzyme Prepartum Postpartum
Glucose-6-phosphate 7.8£2.8 12.1 £3.1

dehydrogenase

6-Phosphogluconate 16.0+5.3 39.5+£53

dehydrogenase

NADP-isocitrate 98 £ 24 338 £ 100
dehydrogenase

Acetyl-CoA carboxylase 0.1 £0.07 7.3%£09

Fatty acid synthase 0.7 £ 0.1 10.5£1.8

The first two enzymes are part of the pentose phosphate shunt
pathway and are involved in generation of the NADPH required for
fatty acid synthesis. Isocitrate dehydrogenase, one of the Krebs cycle
enzymes, is also involved in NADPH production in ruminants. Acetyl-
CoA carboxylase catalyzes reactions between acetyl-CoA and CO, to
form malonyl-CoA, also required for fatty acid synthesis. As the name
suggests, fatty acid synthase is directly involved in condensation of
malonyl-CoA with acetyl-CoA for addition of two carbons at a time
to growing fatty acid chains. Data are adapted from Akers et al. (1981).

Table 3.6. Data for rates of acetate and glucose use for energy
production (CO,) and for fatty acid synthesis by bovine mammary
tissue slices before and after calving.

Activity Prepartum Postpartum
Acetate incorporation into 358 £ 137 2428 £ 265
fatty acids

CO, production from acetate 168 £ 113 455 £ 127
CO, production from glucose 22 £14 92+ 18

Rates of fatty acid synthesis or CO, production were calculated from
rates of incorporated measures for radiolabeled [2-'*C]-acetate or
radiolabeled [U-"*C]-glucose and are expressed as nanomoles of sub-
strate converted into product per hour per 100 mg of tissue. Data are
adapted from Akers et al. (1981).

before and after parturition. Remember, this is a time
of dramatic changes in the synthetic activity of the
mammary gland as lactation is initiated. The corre-
sponding needs for energy and precursors for milk
component biosynthesis are also elevated. Similarly,
Table 3.6 shows metabolic flux data for bovine
mammary tissue slices during the same period. Spe-
cifically, rates of oxidation of acetate and glucose as
well as use of these substrates for milk component
biosynthesis are shown. Do the changes in enzyme
activities and metabolism reflect your reasoning of
what the physiological status of the mammary tissue
would be at these times? Remember this is just one
selected example; during periods of rapid growth,
work, and so on, many tissues exhibit dramatic
changes in tissue and cell activity.
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Lipogenesis and lipolysis

Although storage of glucose in the form of glycogen
is critical, for longer-term energy needs, lipids seques-
tered in the adipocytes of adipose tissue supply the
bulk of the fuel necessary for ATP synthesis. Depend-
ing on immediate needs, a variable amount of the
carbohydrate of the diet is also converted into triglyc-
erides before ultimately being catabolized. For many
tissues, presentation of the fatty acids removed from
storage provides the major carbon source for energy
generation. As the principal form of energy storage in
the body, triglycerides have distinct advantages over
both proteins and carbohydrates. The first is that the
caloric value ~38.9Kk]/g of a triglyceride is more than
twice that of either glucose or protein. Second, storage
in adipocytes is dense, compact, and occurs with
much less water. Third, the catabolism of fatty acids
provides metabolic water when oxidized, a distinct
advantage to animals living in dry environments. The
formation of triglycerides is called lipogenesis, and
the breakdown of triglycerides is called lipolysis. Let
us consider how fatty acids are catabolized for energy
production.

Whether they are derived from the diet or from
storage, fatty acids are broken down into acetyl-CoA
which, as we saw with glucose oxidation, enters the
Krebs cycle for subsequent processing. Fatty acid oxi-
dation first requires activation of the fatty acid. This
reaction occurs both inside the mitochondria and in
the cytoplasm. If it occurs in the cytoplasm, activated
fatty acids cross the membrane in a process that
requires carnitine. Carnitine is a lysine derivative that
markedly stimulates the oxidation of fats. The subse-
quent cleavage of the fatty acids takes place inside the
mitochondria as two carbon units (essentially acetic
acid or acetate molecules) are produced and fused
with CoA to produce acetyl-CoA molecules. These
acetyl-CoA molecules transit the Krebs cycle to
produce a small amount of ATP by substrate-level
oxidation but, more importantly, reduced coenzymes
(NADH + H and FADH,) as illustrated in Figure 3.7.
This process is called beta-oxidation because the
carbon atom in the third or beta position of the fatty

acid chain is oxidized with each cleavage step. This
reaction sequence is illustrated in Figure 3.11. Table 3.7
summarizes the total ATP produced from the oxida-
tion of a common fatty acid, 18-carbon oleic acid.
Although the most common fatty acids from stored
triglycerides are typically longer than six carbons,
even the oxidation of the 6-carbon fatty acid caproic
acid is more efficient(44 vs. 38 ATP) than the oxidation
of glucose (also six carbons). Fatty acids are activated
via hydrolysis of ATP coupled with CoA. If first acti-
vated in the cytoplasm, the fatty acid is passed into
the mitochondria by carnitine for further processing.
With each cleavage cycle, this generates one molecule

o

1

CoA-SH "\ < ATP
o

ADP

1
_ R—CH,— CH,—C ~ S — CoA

Acetyl-CoA

Fig. 3.11. Overview of B-oxidation. Fatty acids are activated via
hydrolysis of ATP coupled with coenzyme A. If first activated in the
cytoplasm, the fatty acid is passed into the mitochondria by
carnitine (CAR) for further processing. With each cleavage cycle,
this generates one molecule of reduced NAD, one of reduced FAD,
and finally, cleavage of the 2-carbon end group to produce
acetyl-CoA. This process repeats until the final four carbons of the
fatty acid chain are cleaved to make two additional molecules of
acetyl-CoA.

Table 3.7.  Summary of ATP production from B-oxidation of the 16-carbon oleic acid.

Reaction ATP Production Type Number ATP Created
One cleavage cycle to produce acetyl-CoA  Creation of reduced NADH (1) and reduced FADH, 5
Each acetyl-CoA through the Krebs cycle Creation of reduced NADH (3), reduced FADH2 (1), and ATP (1) 12
Total from cleavage reactions (8) 40
Total from processing acetyl-CoA (8) 96
Minus ATP for activation -1
Grand total 135
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of reduced NAD, one of reduced FAD, and, finally,
cleavage of the 2-carbon end group to produce acetyl-
CoA. This process repeats until the final four carbons
of the fatty acid chain are cleaved to make two addi-
tional molecules of acetyl-CoA. In this manner, long-
chain fatty acids are degraded completely into these
2-carbon acetyl-CoA units. The B-oxidation pathway
oxidizes fatty acids with an odd number of carbon
atoms until 3-carbon (propionyl CoA) residue remains.
This compound is converted into succinyl-CoA, a
constituent of the Krebs cycle. Of course the capacity
for storing fat as an energy substrate is very large,
given the capacity of animals to deplete and replenish
adipocytes.

As a dramatic example of utilization of body fat
reserves, consider the capacity of high-producing
dairy cows to mobilize fatty acids to supply the energy
needed for milk production. Paradoxically, just at the
time when the cow needs the most nutrients, there is
routinely a decline in voluntary dry matter intake
(VDMI) in the periparturient period. This decline
begins in late lactation and continues into early lacta-
tion. For modern dairy operations, management of
these transition cows is critically important. Most
health problems of both a metabolic and infectious
nature occur in early lactation. The typical decline in
VDMI coincides with marked changes in reproductive
status, body fat status, and the dramatic metabolic
adjustments necessary to support energy, protein, and
mineral demands of milk secretion. Just on the basis
of energy needs the changes are staggering. It is esti-
mated that fetal development demands on day 250 of
gestation (~3 weeks before calving) average 2.3Mcal/
day. The requirement for the lactating cow producing
30kg of milk per day is estimated at 26Mcal/day.
Eating behavior and intake result from multiple inter-
actions between neural inputs associated with the
feed, feed presentation, management, metabolic con-
ditions, and endocrine signals are poorly understood
but especially so in ruminants. Dramatic changes in
VDMI occur both within and between lactations in
dairy cows. Pregnant dairy heifers, for example, begin
to progressively reduce their VDMI beginning several
weeks before calving approximately 0.17kg/week
until 3 weeks before calving. For primiparous and
multiparous cows given diets of constant composi-
tion, milk yield typically peaks at about 6 weeks post-
partum, but maximum intake is not achieved until
8-22 weeks postpartum. Indeed, the demands of lacta-
tion require that the high-producing cow mobilizes
body tissues through much of the first one-third to
one-half of lactation so that the animals are in a pro-
longed period of negative energy balance. Difference
in the rate of intake recovery postpartum depends on
the diet fed in early lactation as well as the degree of
fatness or body condition score (BCS) at the time of

calving. The normal feeding behavior is also markedly
impacted by both clinical and subclinical infections, so
that appetite and performance is reduced in sick
animals.

As championed in a review by Bauman and Currie
(1980) and emphasized by Ingvartsen and Andersen
(2000), the onset of lactation in high-producing dairy
cows requires a coordinated physiologically mediated
reallocation ofbiochemical resources—homeorrhesis—
to allow high milk production while maintaining
homeostasis. Because of the premium placed on
glucose to supply precursors for lactose synthesis and
the general energy requirements of the udder, changes
in circulating nonesterified fatty acids (NEFA) and
glucose are especially dramatic at calving. Concentra-
tions of NEFA immediately at postpartum are dra-
matically increased while glucose in the blood is
reduced (Figure 3.12). This reflects the mammary
demand for glucose and the corresponding stimula-
tion of lipolysis and the use of lipids as an energy
source.

Table 3.8 provides a partial listing of metabolic
adjustments that accompany the onset of lactation. It
is important to appreciate that similar changes occur
in all lactating mammals. We have used the dairy
cow as an example because the effects are especially
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Fig. 3.12. Plasma glucose and nonesterified fatty acids. Changes

in plasma glucose and nonesterified fatty acids (NEFA) in heifers in
the period before and after calving are shown. Data are adapted
from Ingvartsen and Andersen (2000).
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Table 3.8. Summary of major metabolic adjustments associated
with the onset of lactation in high-producing dairy cow.

Table 3.9. Changes in volume of adipocytes from ewes between
late pregnancy and mid-lactation.

Physiological ~ Biochemical Tissue Affected

Process Adjustment

Milk synthesis T Synthesis Mammary gland
T Blood flow

T Nutrient uptake

Lipid T Lipolysis Adipose tissue

metabolism  Lipogenesis

Glucose T Gluconeogenesis Other body tissues
metabolism 1 Glucose utilization

Protein T Proteolysis Muscle and other
metabolism tissues

Mineral T Absorption Gl tract and bone
metabolism T Mobilization

Intake T Food consumption  Nervous system
Digestion T Food consumption Gl tract and liver

T Blood flow

Data are adapted from Bauman and Currie (1980) and Ingvartsen and
Andersen (2000).
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Fig. 3.13. Fat mobilization in lactating cows. The estimation of the

amount of fat mobilized per day to meet the demands of lactation
in a high-producing dairy cow is illustrated. The cows in this study
averaged 9534 kg of milk over a 305-day lactation. Adapted from
Bauman and Currie (1980).

dramatic because of the selection for increased milk
production. The increase in milk yield during early
lactation precedes increases in appetite, so that the
animals are in a negative energy balance and thus
there is dramatic lipid mobilization over the first 12-16
weeks of lactation. It is estimated that the body fat
needed to meet the demand is equivalent to more than
50% of the milk fat yield during this period. These
animals typically mobilize 50-60kg of fat, ~10% of
body weight and likely 50% of body fat reserves.
Figure 3.13 illustrates the mobilization of lipids to

Average Adipocyte Volume (pl)

Offspring Late Peak Mid
Pregnancy Lactation Lactation

1 Lamb 423 476

2 Lambs 478 £ 31 293 £33 215 £ 28

3 Lambs 286 + 63 199 + 53

Data adapted from Vernon and Flint (1984).

supply the demands of lactation in a high-yielding
dairy cow. Similar responses occur in other lactating
mammals. For example, Table 3.9 shows changes in
mean adipocyte volume in sheep between late preg-
nancy and mid-lactation related to the number of
suckling lambs. Clearly, increased demand has a dra-
matic impact on adipose tissue metabolism.

Let us now consider how fats are liberated from
storage and the processing required for making fatty
acids from the triglycerides available. Signals are
required to stimulate the breakdown of triglycerides
from storage in the adipocytes. Both the nervous and
endocrine systems are involved. As a reminder, bio-
logically important lipids fall into two broad classes:
(1) structural lipids, for example, phospholipids, and
(2) neutral fat, for example, triglycerides stored as an
energy reserve. Blood plasma averages about 300mg
of lipid per 100mL of blood. About 50% is typically
phospholipid, 30% triglycerides, and 20% cholesterol,
and there is a variety of other lipids. Included in this
fraction are the nonesterified or free fatty acids (FFAs).
These molecules have a rapid turnover and are the
main form in which fatty acids are transferred from
storage in adipocytes for oxidation in other cells. Inter-
estingly, oxidation of fatty acids in the adipocytes of
white adipose tissue is very limited. If you consider
the structure of these cells, this is easy to explain. The
cytoplasmic compartment of the cells is limited to a
small crescent containing the nucleus, a bit of rough
endoplasmic reticulum (RER), and a few mitochon-
dria. The bulk of the cell area is the stored lipid droplet.
With a minimal number of mitochondria, -oxidation
of fatty acids is limited. In contrast, a specialized type
of adipose tissue, brown adipose tissue, has an abun-
dant blood supply and numerous mitochondria. This
type of adipose tissue contains adipocytes with many
small lipid droplets. This tissue is vital for thermogen-
esis in many newborn animals as these cells oxidize
large amounts of lipid and generate heat that is essen-
tial to the neonatal homeostasis. However, the white
adipose tissue reserves are critical for maintenance of
homeostasis or to meet energy demands in particular
physiological circumstances. Figure 3.14 provides an
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Fig. 3.14. Overview of lipogenesis and lipolysis. Overall aspects
of lipogenesis and lipolysis in a ruminant adipocyte are illustrated.
Included are (1) de novo fatty acid synthesis, (2) uptake of
preformed fatty acids from blood, (3) fatty acid esterification, and
(4) lipolysis. For nonruminant species, uptake of acetate (red arrow)
would be of minor importance. In these animals, glucose would act
to supply the carbon skeleton for both glycerol and growing fatty
acid chains. Adapted from Bauman and Davis (1974).

overview of lipid synthesis and mobilization specif-
ically oriented to ruminant adipose tissue and the
significance of acetate availability. For monogastric
species, little acetate appears in the blood so glucose
is the predominant substrate for lipid synthesis.
Given the need to carefully control the release of
fatty acids to supply critical energy needs, especially
at times when the diet may be limited or demands are
increased, it is not surprising that multiple regulators
are involved. The neurotransmitter norepinephrine,
locally released by nerves supplying adipose tissue, in
conjunction with glucagon and epinephrine released
into the circulation, are major stimulators of lipolysis.
As we will see in our discussion of the fight or flight
reactions that occur with stimulation of the sympa-
thetic division of the autonomic nervous system,
making energy available in emergency or stress situa-
tions is critical. This means that the very rapid response
that occurs with nervous system stimulation is rein-
forced by more prolonged secretion of the hormones
epinephrine and glucagon. An excellent example of an
even more prolonged adjustment to promote lipid
mobilization occurs at the onset of lactation in many
mammals (see Fig. 3.13). It is now known that geneti-
cally superior dairy cows, for example, have an
enhanced capacity to respond to the energy demands
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Fig. 3.15.  Changes in GH and insulin in lactating cows (Herbein

et al. (1988); Koprowski and Tucker (1973)).

of lactation with a greater-than-average capacity to
mobilize nutrients from body stores. It is hypothesized
that this is in part due to enhanced secretion of growth
hormone (GH) in these animals. Logically, changes in
average circulating concentrations of GH and insulin
(which promotes lipogenesis) are reversed during the
course of lactation in dairy cows. During early lacta-
tion, when the animals are in a net negative energy
balance, concentrations of insulin are suppressed and
those of GH are enhanced. As the animals begin to
consume more feed and milk production declines,
after the peak of lactation, the situation is reversed.
GH concentrations decline (less need for nutrient
mobilization from storage), but insulin concentrations
increase (to store excess nutrients). This is illustrated
in Figure 3.15.

Not only are there adjustments in the secretion of
hormones that affect lipid tissue metabolism, there are
also modifications in the activity of the tissue itself.
For example, sensitivity of the tissue to the effects of
epinephrine or norepinephrine also changes as cows
enter lactation. Adipose tissue becomes more sen-
sitive to these catecholamines, and rates of fatty acid
re-esterification (related to storage) drop precip-
itously. These responses are produced by changes in
the number of hormone receptors expressed by the
target adipocytes as well as alterations in the signaling
pathways within the cells. As illustrated in Chapter
12 (Endocrine System), there are very complex, yet
elegant interactions between the nervous system,
endocrine system, and cellular biochemistry to main-
tain homeostasis and to prepare for specific physiolog-
ical events. The data illustrated in Figure 3.16 show
very clearly some of the adjustments in adipose tissue
physiology that enable pregnant animals to prepare
for the metabolic demands of lactation. In this experi-
ment, adipose tissue was collected by biopsy at varying
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Fig. 3.16. Adipose tissue metabolism. Rate of glycerol release
from adipose tissue explants incubated with or without
norepinephrine and the proportion of fatty acids re-esterified (a
measure of synthesis) in the absence of norepinephrine is
illustrated. Notice that there is an increasing rate of stimulated
lipolysis that begins before the actual onset of milking. Data are
adapted from Metz and Van Den Burgh (1977).

times before and after calving. The tissues were minced
and incubated in the absence (control) or the presence
of norepinephrine. The rate of release of glycerol (a
measure of the rate of lipolysis) was determined.
Addition of norepinephrine markedly stimulated
lipolysis, but tissues collected immediately after
calving were more responsive. Furthermore, the rate
of fatty acid synthesis (re-esterification) began to
decrease before calving and was marked inhibited
after the onset of milk secretion. These metabolic
adjustments in adipose tissue begin to occur before the
actual onset of milk secretion after calving and the first
milking. This suggests that changes in neural and
endocrine signaling pathways act to anticipate subse-
quent needs. As an example, the supply of fatty acids
to various tissues is regulated by two lipases: (1) lipo-
protein lipase that resides on the surface of the endo-
thelial cells to cleave triglycerides from circulating
chylomicra and (2) hormone-sensitive lipase that
exists inside the adipocytes. Hormones that increase
intracellular concentrations of the cyclic AMP (cAMP),
a second messenger molecule, in adipocytes increase
lipolysis. This is because high concentrations of cAMP
activate an intracellular kinase that converts the
hormone-sensitive lipase from an inactive to an active
conformation. Since this reaction is initiated by the
binding of norepinephrine or epinephrine to B;-
adrenergic receptors on the surface of adipocytes,
changes in receptor number or the concentration of
their ligands in the fluid surrounding the cells impacts
the rate of lipolysis. The relationship between receptor
binding and lipolysis is illustrated in Figure 3.17.
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Fig. 3.17. Adipose tissue signaling. The association between
binding of norepinephrine to the B1-adrenergic receptor on the
surface of an adipocyte and activation of an intracellular lipase is
illustrated. The binding reaction promotes the activation of the
enzyme adenylate cyclase, which converts ATP to cyclic AMP
(cAMP). Increased concentrations of cCAMP activate a protein kinase
by adding a phosphate group to the inactive lipase enzyme,
changing its conformation, thereby allowing the lipase to actively
catalyze the cleavage of triglycerides into free fatty acids (FFAs) and
glycerol. This internal lipase is called hormone sensitive because of
the ability of catecholamines and other hormones to induce the
appearance of intracellular cAMP and therefore increase the rate of
lipolysis.

Before we leave the topic of lipolysis, we should
mention one of the more common disorders related to
lipid metabolism, namely, ketosis. It is likely the most
common metabolic disorder of lactating cows but can
be a problem in many animals. Ketosis can be simply
defined as the accumulation of excess concentrations
of acetoacetic acid (AAA), B-hydroxybutyric acid
(BHBA), and decarboxylation products acetone and
isopropanol in various body fluids. In many tissues,
acetyl-CoAmolecules can condense to form acetoacetyl-
CoA. The liver (unlike most tissues) expresses a deac-
ylase enzyme that cleaves this to form AAA. This
material is converted to BHBA and acetone that dif-
fuses into the bloodstream. These compounds are
called ketone bodies. Since these compounds are
catabolized slowly, continuing production can eventu-
ally lead to metabolic acidosis, a condition that can be
severe and even fatal. The fundamental problem is an
impairment of the entrance of acetyl-CoA into the
citric acid cycle because of the relative lack of oxalo-
acetic acid. This leads to increased concentrations of
acetyl-CoA and ketone formation or ketogenesis.
Three conditions that lead to low intracellular glucose
supplies are starvation, diabetes mellitus, and feeding
of a high-fat, low-carbohydrate diet (in monogastric
species). In the case of diabetes, uptake of glucose by
the cells is impaired so signals are generated to supply
energy demands by oxidizing fatty acids. This only
exacerbates the problem and leads to even more accu-
mulation of ketone bodies. When most of the energy
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is supplied by fat (high-fat, low-carbohydrate diet),
there is a carbohydrate deficiency because there is no
major route for converting fats to carbohydrates. Liver
cells are also to likely become engorged with fat (fatty
liver syndrome), which impairs cellular functioning.
(Box 3.2)

Box 3.2 The fat debate

Does understanding fat synthesis, lipid accretion,
or capacity for lipid mobilization have relevance in
animal agriculture or the pet industry?

The popular press has repeatedly reported on the
scourge of childhood obesity.

Ironic isn’t it, the desire for an appropriately
marbled steak versus the desire for lean chicken or
pork or altered lipid content of eggs.

As you have learned, unneeded deposition of
lipid in adipocytes is energetically wasteful and is
practically an economic loss unless producers are
paid on the basis of fat content of animals or animal
products.

Metabolic impairments that are influenced by
feeding management can lead to fatty liver syn-
drome in dairy cows and associated increased risk
of disease and poor milk production.

Dodson et al. (2010) discussed issues related to
adipocyte physiology, animal production concerns,
and how meat animals can serve as experimental
models to solve human-specific problems. Zhao
et al. (2010) describe differences in the proteins ex-
pressed (proteomic analysis) in adipose tissue of
beef cattle crosses in the hope of discovering
markers to identify animals with genetic differ-
ences in fat deposition. Annexin 1, a protein that
binds to cell membranes in a calcium-dependent
manner, was significantly lower in animals with
reduced fat deposition irrespective of the breed
combination. This is likely to lead to studies to
determine how annexin 1 is involved in adipogen-
esis by using adipocytes in cell culture. In addition,
they found that glycerol-3-phosphate dehydroge-
nase, malic enzyme 1, and isocitrate dehydroge-
nase were more abundant in samples from cattle
with great fat deposition. Glycerol-3-phosphate de-
hydrogenase is involved in triglyceride synthesis,
while the other two enzymes regulate glycerol deg-
radation and oxidative decarboxylation of malate to
create pyruvate, respectively.

The bottom line is that understanding biochem-
istry, metabolic pathways, and the related phys-
iology is key to the development of tools to
improve animal efficiency, increase yield of desir-
able animal products, and maintain animal health
and well-being.

So what are some of the conditions that promote
this chain of events? It is most likely to occur in dairy
cows in early lactation (between 2 and 6 weeks post-
partum). Symptoms can include decreased appetite,
lethargy, decreased milk production, reduced body
weight, and an acetone-like odor of milk or exhaled
air. However, the disorder can be either subclinical or
clinical. With clinical ketosis, the need for treatment
and losses in milk production become readily appar-
ent, but subclinical ketosis is much more problematic.
In the absence of overt testing, these cows are often
described as “not doing as well as expected.” Kronfeld
(1982) distinguished four classifications of ketosis:

® Primary underfeeding ketosis. This is essentially
a result of poor management, that is, failure to
offer enough acceptable feed to the cow.

® Secondary underfeeding ketosis. The cow’s VDMI
is reduced by disease.

® Ketogenic ketosis. The cow is consuming a diet
with elements that promote production of ketones.

® Spontaneous ketosis. The cow is consuming an
adequately balanced diet, but ketosis occurs none-
theless.

Whatever the cause, lactation ketosis is a worldwide
problem and is seemingly most prominent in high-
producing herds. However, incidence, especially of
subclinical ketosis, can vary substantially between
herds irrespective of average milk production. This
suggests that its etiology is complex. Some common
features are that ketotic cows are usually in a negative
energy balance and that frequency of clinical ketosis
is often greatest at about the time of peak milk produc-
tion postpartum. Two reliable biochemical changes are
a reduction in blood glucose and increased concentra-
tions of ketones in blood, urine, and milk. This has led
to renewed interest in development of reliable screen-
ing methods to detect subclinical ketosis via monitor-
ing of ketones, especially in milk samples. Animals
destined to develop ketosis seemingly fail to main-
tain blood glucose concentrations so that the energy
demands begin to be met by inappropriate overmobi-
lization of adipose stores. Increased catabolism of the
fat leads to elevations in blood lipids and transport of
fatty acids into the liver in greater quantities than the
liver can metabolize. Acute treatments typically involve
glucose infusions or injections to provide alternative
energy substrates and/or treatment with glucocorti-
coids to stimulate the cow’s own capacity for gluco-
neogenesis. The reasons why some animals seemingly
readily adapt to make the metabolic adjustments
required for onset of lactation and high milk produc-
tion are unknown. It is interesting, however, that geneti-
cally superior animals (with respect tomilk production)
often secrete more GH and that one of the salient prop-
erties of GH is to promote mobilization of nutrients.
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Paradoxically, excessively overfeeding cows during
the dry period, which would logically allow the accu-
mulation of adipose tissue stores for use in lactation,
actually impairs the capacity of the cow to mobilize
tissue nutrients in early lactation. Most nutritionists
recommend that cows be moderately fed during late
lactation and that concentrated feeding be increased
only just before calving and then into early lactation.
Prevention of ketosis is focused on management of
feeding practices in the dry period and in early lacta-
tion. Since overfeeding and excessive weight gain in
the dry period adversely affect the capacity of the cow
to mobilize nutrients, attention to dry cow manage-
ment is essential. Because of the economic problems
associated with ketosis and the subtle nature of sub-
clinical cases, there has been increased attention
directed toward development of easy-to-use cow-side
tests. Blood concentrations of BHBA greater than
1200 umol /L can be used to classify normal from sub-
clinically ketotic cows.

Let us now consider some of the events associated
with conditions when energy supplies are plentiful
and excess nutrient resources are being used to
“restock” adipose tissue. The fatty acids in the triglyc-
erides of the adipocytes can be derived by de novo
synthesis (within in the tissue) or can be “deposited”
following digestion and absorption of dietary lipids.
For the preformed dietary fats, this requires first the
action of lipases in the GI tract and absorption of liber-
ated fatty acids into the intestinal cells. As these
dietary fats are hydrolyzed and emulsified by the
actions of bile salts and phospholipids, particles called
micelles are formed. These aggregates have the polar
portion of the bile salts to the outside and the nonpolar
cholesterol-like portion interacting with the fatty
acids, monoglycerides, and cholesterol oriented to the
center of the sphere. The cells absorb the micelles and
process their contents. Fatty acids of 12 carbons or less
can pass into the bloodstream to be transported as free
(nonesterified) fatty acids. The larger fatty acids are
re-esterified to triglycerides and along with choles-
terol become coated with a layer of lipoprotein and
phospholipids to generate chylomicra, which leave
the intestinal cells and enter the lymphatic drainage.
Once they appear in blood circulation, the chylomicra
can be utilized to supply the fatty acids for regenerat-
ing adipose tissue fat. In monogastric species, after a
fat-rich meal, so many of these particles can appear in
the blood that the plasma can have a milky appear-
ance (lipemia). The chylomicra are removed by the
action of the enzyme lipoprotein lipase, which is
sequestered on the surface of the endothelial cells
of capillaries. When activated, the enzyme catalyzes
the hydrolysis of triglycerides, making fatty acids
and glycerol available to the surrounding tissues. In
adipose tissue, the fatty acids and glycerol are absorbed

by the cells and re-esterified to form much of the
neutral fat stored in the cells.

The direct synthesis of fatty acids is called de novo
synthesis. Since nutrients other than fats can be con-
sumed or fed in excess, there are alternative methods
of fat synthesis, which allow storage of carbohydrates
and proteins as energy sources in the form of neutral
fat. One of the more common fatty acids is palmitate
(Cig0). The overall reaction to produce palmitate is
illustrated in the following equation:

Acetyl-CoA +7 malonyl-CoA +14 NADPH +H")
— Palmitate +7 CO, +14 NADHP+
+8 CoA-SH+6 H,O.

Let us consider the source for these ingredients. First,
our discussion of carbohydrate metabolism provides
a ready explanation for the source of the acetate to
make acetyl-CoA, that is, the oxidation of glucose or
other sugars. The malonyl-CoA can be produced from
acetate or butyrate. The coenzyme NADPH is gener-
ated from the pentose phosphate shunt or in rumi-
nants by isocitrate dehydrogenase in the cytoplasm. A
number of amino acids can be catabolized to produce
intermediates of glycolysis or Krebs cycle that can be
used to make acetate. Ruminants exhibit extensive fer-
mentation of dietary carbohydrates and produce large
amounts of the volatile fatty acids: BHBA, acetate, and
propionate. Some of this acetate is directly used for
ATP production or shunted to fatty acid synthesis.
Similarly, butyrate is readily used in fatty acid synthe-
sis. Thus, availability of acetate is a key to fatty acid
synthesis. Because ruminants depend on gluconeo-
genesis to maintain blood glucose concentrations,
they have evolved mechanisms to minimize the use of
glucose for direct synthesis of fatty acids, a glucose-
sparing effect. In fact, in the case of lactating cows, the
demand for glucose is even greater with the need for
lactose synthesis by the mammary gland. Whereas in
nonruminants glucose oxidation leading to pyruvate
oxidation in the mitochondria produces citrate that
can pass into the cytoplasm to be used to make acetyl-
CoA for fatty acid synthesis, this is minimal in rumi-
nants. There are many details concerning fatty acid
synthesis, that is, control over the degree of desatura-
tion and chain length, that are beyond the scope of our
text, but a rudimentary description of the process is in
order. Figure 3.18 and Figure 3.19 illustrate differences
in fatty acid synthesis pathways in ruminant and
nonruminants.

In cows and other ruminants, the precursors for de
novo fatty acid synthesis are acetate and BHBA. BHBA
appears in the first four carbons of the majority of fatty
acids made in the cells or the molecule is cleaved into
2-carbon units to be used as acetyl-CoA. Acetate yields
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Fig. 3.18.
depicted. Adapted from Bauman and Davis (1974).

the carbon for the shorter fatty acids (C4-C14) and
some C16 fatty acids. The NADPH comes from the
catabolism of glucose via the pentose phosphate shunt
or the oxidation of isocitrate to o-ketoglutaric acid in
the Krebs cycle. The malonyl-CoA pathway, which
sequentially adds two carbon units to the growing
fatty acid chain, is the major synthesis pathway in the
ruminant mammary gland and occurs in the cyto-
plasm. The first step depends on the regulatory
enzyme acetyl-CoA carboxylase and involves the
addition of carbon from CO; to acetyl-CoA and hydro-
lysis of ATP to form malonyl-CoA. The second step is
catalyzed by the enzyme fatty acid synthase. This
complex enzyme controls growth of the growing fatty
acid chain two carbons at a time. In most fat-
synthesizing tissues, fatty acid synthase produces
mostly palmitic acid. However, the presence of the
enzyme thioesterase Il in mammary tissue induces the
synthesis of more medium-chain fatty acids and fewer
long-chain fatty acids. Thus, differences between fatty
acid synthesis in ruminants and nonruminants pri-
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Fatty acid synthesis in ruminant tissue. Biochemical pathways related to fatty acid synthesis in the ruminant mammary gland are

marily concern the sources of the acetyl-CoA needed
in the initial step and the generation of the necessary
NADPH.

In nonruminants, the acetyl-CoA for fatty acid syn-
thesis comes from the decarboxylation of pyruvate in
the mitochondria but not directly. Since acetyl-CoA
does not easily pass across the mitochondrial mem-
brane, citrate derived from the combination of acetyl-
CoA and oxaloacetate diffuses from the mitochondria
and enters the cytoplasm. The citrate is broken down
by ATP-citrate lyase to give acetyl-CoA and oxaloac-
etate. The acetyl-CoA provides the carbon skeleton for
fatty acid synthesis, and the oxaloacetate enters the
malate transhydrogenation cycle, which yields pyru-
vate and NADPH. The pyruvate subsequently enters
the mitochondria.

In ruminants, acetate and BHBA from the blood
provide most of the carbon needed for fatty acid syn-
thesis. In mammary cells, for example, glucose is
largely spared from being used as a carbon source for
fatty acid synthesis because of the near absence of the
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depicted. Adapted from Bauman and Davis (1974).

citrate lyase enzyme in the cytoplasm of the cell. The
citrate that does leave the mitochondria is either con-
verted to isocitrate and then to a-ketoglutarate gener-
ating NADPH in the process, or it passes into the
Golgi and is secreted into milk. Cow’s milk is higher
in citrate than nonruminants and concentrations of
citrate increase with the final stages of lactogenesis.
This abrupt increase in citrate concentrations of
mammary secretions can be used as a marker for lac-
togenesis and parturition.

Interconversions and catabolism of proteins

Just as there are multiple paths by which substrates
can be supplied for fatty acid synthesis, there are also
interconversions that are possible to allow nonessen-
tial amino acids to be used for ATP production.
However, before amino acids can be used, they must
be deaminated; that is, the NH, has to be removed.
This remaining carbon skeleton can then be converted
into pyruvate or one of the other intermediates of the
Krebs cycle as shown in Figure 3.20. A key to these

Fatty acid synthesis in nonruminant tissue. Biochemical pathways for fatty acid synthesis in a nonruminant mammary gland are
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Fig. 3.20. Amino acids and the Krebs cycle. Interconversions of
carbon skeletons of common amino acids to intermediates
associated with the Krebs cycle are illustrated.
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reactions is glutamic acid, a common nonessential
amino acid. Many amino acids are modified when
their amine group is passed to o-ketoglutaric acid
(one of the Krebs cycle intermediates). This produces
glutamic acid from the former o-ketoglutaric acid,
and the remaining carbon skeleton from the amino
acid is converted into a keto acid (there is now an
oxygen atom in place of the original amine group).
This is a transamination reaction, literally the transfer
of an amine group of an amino acid. The liver absorbs
the glutamic acid, and the amine group is removed as
ammonia (NHj;). This is called oxidative deamination.
This reproduces the o-ketoglutaric acid, freeing it to
be recycled in another round of transamination reac-
tions. Because ammonia is toxic in mammals, it is
usually quickly carboxylated to produce urea and
water. The urea diffuses into the bloodstream, and
after filtering in the kidney, large quantities of urea
are excreted in urine. Thus, urea is derived from the
catabolism of amino acids. The capacity of liver glu-
tamic acid to shuttle amine groups from various
amino acids for excretion as urea (urea cycle) is criti-
cal to animal well-being. Some organisms (fishes)
actually excrete free ammonia. These species are
called ammonotelic. Other animals (birds and amphib-
ians) excrete uric acid and are referred to as uricotelic
species, and those that excrete urea are referred to as
ureotelic species. Thus, ammonia is typically removed
from the body after being converted into less toxic
urea, often in the liver. Blood urea is cleared by urinary
excretion. However, in ruminants, substantial urea
also is excreted into saliva. Once the urea reaches
the rumen, microorganisms can hydrolyze it and use
the free NH; for protein synthesis. Much of this micro-
bial protein ultimately passes to the small intestine
where it is absorbed. Thus, some of the absorbed
proteins contain amine groups that were originally
waste products. Figure 3.21 illustrates reactions asso-
ciated with the catabolism of amine groups from
amino acids.

As we have seen, glycolysis and Krebs cycle reac-
tions explain not only how glucose and other carbo-
hydrates are oxidized to supply ATP, but also how
both proteins and fats must be catabolized to enter this
pathway for ATP production. Figure 3.22 provides an
overview to emphasize the critical role that produc-
tion of acetyl-CoA has in schemes to produce the
energy and provide the building blocks that are
needed to meet physiological demands.

Structure and function of DNA and RNA

As we have now learned, essentially all of the bio-
chemical reactions to produce energy or build cellular

a-Amino acid a-Keto acid
a-Ketoglutarate L-Glutamate

Oxidative
deamination

\/ o
[l
Urea H,N—C — NH,

Fig. 3.21. Amino acid nitrogen metabolism. A general overview of
nitrogen flow in amino acid metabolism is shown. Transamination
reactions provide a mechanism to catabolize a variety of amino
acids by transfer of the amine group to pyruvate (alanine
transaminase, i.e., alanine is produced from pyruvate in the transfer)
or transfer of the amino acid amine group to a-ketoglutarate
catalyzed by the enzyme glutamate transferase; that is, glutamate is
produced by the transfer. The ability to generate glutamate is
especially important because it is the only amino acid in most
mammals that readily undergoes oxidative deamination. This
provides a mechanism to excrete the amine group in the form of
ammonia, which is typically converted to the less toxic urea.
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components depend on enzymes. Other proteins are
critical components of various cellular organelles. This
means it is nearly impossible to overestimate the
importance of proteins. It follows then that the cre-
ation and activation of proteins must be carefully
orchestrated so that the suitable enzymes are available
when required and the proteins for organelle genera-
tion are present. In many respects, cellular functioning
follows the now-popular business concept of on-time
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delivery. This ultimately goes back to regulation of
gene expression and controls that affect transcription
and translation (Chapter 2). Although we have consid-
ered some of the basics of RNA and DNA structure,
we will now review protein synthesis in a bit more
detail. It is reasonable to think of cells as miniature
protein factories and that the particular combination
and number of proteins fashioned determine the func-
tional attributes of the cell. For example, although all
cells have common components, it is logical to predict
that the complement of proteins needed for adequate
functioning of a fibroblast would be very different
from the complement of proteins made by a secretory
epithelial cell from the pancreas.

Protein synthesis

DNA not only provides the template to direct its own
replication, it also provides the blueprint for the syn-
thesis of proteins by its ability to direct the formation
of mRNA. As you should recall, this process is called
transcription. Figure 3.23 gives an overview of infor-
mation transfer from DNA to RNA to proteins for a
eukaryotic cell. An important aspect for eukaryotic
cells compared with prokaryotic cells is the fact that
the genes of higher organisms are interrupted by DNA
sequences that do not code for the ultimate protein
product. DNA sequences that do correspond with the
protein are called exons and those that make the inter-
vening sequences are called introns. A single gene
may contain 50 or more introns. Moreover, these
introns range from as few as 60 to more than 100,000
nucleotides. This means that the initial RNA strand
must be processed to remove the introns before it can
be used to accurately direct protein synthesis. One of
the great puzzles of cell biology is to understand
the physiological significance of the introns. On the
surface it seems wasteful for the cell to spend the bio-
chemical resources to synthesize introns initially and
then to recreate segments of the mRNA molecule that
must be removed and discarded.

Proteins are chains of amino acids. Genes can be
viewed as the segment of DNA that provides the
directions for construction. There are also a few genes
that direct the creation of specialized variants of RNA,
but certainly, most genes direct protein synthesis. The
nucleotide bases A, T, C, and G make up the founda-
tion of the code for these assembly instructions. A
sequence of three bases or triplet specifies a particular
amino acid. For example, the sequence AAA indicates
the amino acid lysine. This means that the sequence
of triplets in the mature processed mRNA that leaves
the nucleus (see Fig. 3.23) spells out the exact sequence
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of amino acids for a particular protein. These triplet
sequences are the genetic code.

So what are the mechanics of protein synthesis? This
requires the combined activities of three types of RNA
molecules: mRNA, rRNA (ribosomal), and tRNA
(transfer RNA). The ribosomes are the cellular organ-
elles that are the focus of actual protein synthesis.
These organelles are composed of subunits derived
from RNA and protein molecules and are fabricated
by the nucleolus inside the nucleus of the cell. To use
an automobile analogy, rRNA can be thought of as the
factory that houses and organizes the needed compo-
nents. Processed mRNA provides the blueprint for
protein assembly. It could be thought of as the assem-
bly line that is organized along the factory floor. The
tRNA can be thought of as the forklifts and cranes that
bring the components (in our case amino acids) needed
to make the car (protein in our case). Of course with
cars, the components are welded or bolted together by
workers or workers driving machinery. In our analogy,
as we have seen with other biochemical processes, the
bolting or welding of the amino acids (peptide bond
formation) requires energy supplied by ATP hydrolysis
and is accomplished by enzyme activity. To summa-
rize, polypeptide synthesis requires two fundamental
steps: (1) transcription, during which time the DNA
“information” is encoded into mRNA, and (2) transla-
tion, the process by which the “information” in mRNA
is decoded and is used to manufacture the proteins.
This process is outlined in Figure 3.24.

Let us begin with detailing transcription. The first
stepinvolves the unwinding or unraveling of a segment
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Fig. 3.24. Information transfer from DNA to RNA. Processed
mRNA is utilized to direct the fabrication of the growing protein
chain via transfer RNA and their attached amino acids which
have complementary binding (anticodon) to the codons of the
mRNA.

of DNA that is destined for use. The cytoplasm contains
specialized molecules (some of which are mediators of
hormone action, by the way) called transcription
factors. These molecules have the capacity to bind to
regions near the beginning or “start” sequence of a
gene. This region, which is not part of the final mRNA
product, is called the gene promoter. In simplistic
terms, activation of this region sets in motion or pro-
motes the subsequent transcription of a particular
gene. A great deal of cellular activity is determined by
the complex of particular transcription factors that are
unleashed in a cell at a given moment and which pro-
moter regions are available to be acted upon.

The transcription factor acts to mediate the binding
and initiation of the enzyme RNA polymerase. RNA
polymerase allows opening of the double-stranded
DNA. One strand then serves as the template to
produce the complementary mRNA molecule (sense
strand). For example, if the triplet sequence were
AGC, the corresponding mRNA would be UCG. You
might recall that RNA differs from DNA in that it is
single-stranded, contains ribose instead of deoxyri-
bose, and the base uracil (U) substitutes for thymine
(T). This explains the U instead of T in the newly
created RNA triplet. The strand of DNA that is not
used as a template is called the antisense strand. Each
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Fig. 3.25. Transfer RNA. Transfer RNA transports amino acids
(alanine and glutamic acid) in this example, to the ribosome for
interaction with the mRNA. The triplet codon of the mRNA stand
corresponds with complementary binding of the anticodon of the
tRNA. Following binding of adjacent amino acids, the enzyme
aminoacyl-tRNA synthetase catalyzes the formation of peptide
bonds. As the mRNA passes through the ribosome complex, the
protein chain continues to elongate until a stop codon is reached
and the nascent protein chain is released.

triplet of the DNA corresponds with a three-base
sequence of the mRNA called a codon. Since there are
four different nucleotides in RNA or DNA, there are
4% or 64 possible codons. Three of these (UAA, UAG,
and UGA) serve as stop signals and AUG, which
codes for the amino acid methionine, serves as a start
signal. Since there are only 20 common amino acids,
some amino acids are coded by more than one triplet
sequence.

Once the mature or processed mRNA (introns
removed) reaches the cytoplasm, it joins the smaller of
the ribosomal subunits. At this point the tRNA comes
into action. The tRNA binds its amino acid and trans-
ports it to the ribosome. There are approximately 20
different tRNA variants, which correspond with each
of the different amino acids. Not only must the tRNA
recognize its particular amino acid (by possessing a
unique binding site), it must also recognize the triplet
codon of the mRNA molecule. These tRNA molecules
have a complex wire hanger-like conformation that
allows simultaneous recognition of the mRNA codon
by complementary base pairing (anticodon) along
with orientation of the attached amino acid into posi-
tion to allow the enzyme aminoacyl-tRNA synthetase
to catalyze formation of peptide bonds between adja-
cent amino acids attached to the mRNA (see Fig. 3.25).
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This is accomplished because of the elegant structure
that is produced by the combination of the large and
small ribosomal subunits attached to the mRNA mol-
ecule. There is a binding site for the mRNA and three
sites for binding of the tRNA molecules. The charged
tRNA (one that has its amino acid attached) binds to
the A (attachment) site. As the peptide bonds are
formed, there is a shift to the P site, which holds the
growing peptide chain. As newly charged tRNA mol-
ecules arrive at the ribosome, the old empty tRNA
shifts to the E (exit) site and is released to capture
another amino acid. As the mRNA codons are progres-
sively read, the mRNA passes through the ribosome as
the elongating amino acid chain appears. As the mRNA
emerges, other ribosomes can attach and begin the
process of translation. This means that many protein
molecules can be fabricated simultaneously. These
complexes are called polyribosomes. This is illustrated
in Figure 3.26. The mRNA strand continues to be read,
and the protein chain grows until its stop codon is
reached. At this point, the elongating protein chain and
the ribosomal subunits is freed from the ribosome.

Chapter summary

Just as we have all heard the expression, “it is all
about the money,” physiologically speaking, it is all
about thermodynamics and managing to convert
substrates into macromolecules and macromolecules
into cell structures. Cellular biochemistry concerns
the myriad of conversions and interactions necessary
to acquire building blocks and the energy to perform
critical anabolic and catabolic reactions. Only a
portion of the energy available from the breaking of
the chemical bonds in molecules from ingested feed
materials can be captured. Moreover, the balance of
energy captured, lost, and needed for maintenance
ultimately determines the net energy remaining to
provide for lactation, growth, work, egg production,
or hair growth in our animal systems.

Cellular energy revolves around ATP and the
ability of cells to utilize energy that becomes avail-
able with the breaking of the bonds that attach the
third phosphate group in the molecule. ATP is com-
posed of adenosine +ribose + three phosphate groups
coupled in sequence to carbon 5 of the ribose back-
bone. Removal of phosphate groups in succession
would lead from ATP to ADP to adenosine mono-
phosphate (AMP). Most cells utilize the catabolism
of the hexose sugar glucose to generate needed ATP.

The initial processing of glucose by the cell is
called glycolysis (translated as the breaking or lysis
of glucose). The steps in this biochemical pathway

Ribosome

Free peptide chain

Ribosomal subunits

Fig. 3.26. Development of polyribosomes. Each polyribosome
consists of a strand of mRNA that is being transcribed by multiple
ribosomes. As the mRNA moves through the ribosome, each codon
is sequentially read, and peptide bonds are formed between
adjacent amino acids. Ribosomes that have been attached longer
have the correspondingly longer peptide chains. This progression
(left to right) continues until the stop codon is reached when the
nascent peptide is released along with the ribosomal subunits.

take place in the cytoplasm of the cell because the
necessary enzymes are produced by the cell and are
maintained within the cytoplasm. Movement of
glucose into the cells requires a transporter or carrier.
Importantly, once in the cytoplasm, glucose is phos-
phorylated, that is, converted into glucose-6-phosphate
by the enzyme hexose kinase. This step is important
because the addition of the phosphate group pre-
vents the glucose from interacting with the mem-
brane carrier. Thus, the facilitated diffusion of additional
glucose into the cell is not impaired. A series of
enzyme-mediated reactions ultimately leads to the
generation of two molecules of the 3-carbon interme-
diate pyruvate for each glucose molecule that enters
the cycle. In the absence of oxygen, pyruvate is
converted to lactate. This is important because the
conversion to lactate via the enzyme lactate dehydro-
genase is coupled with the conversion of NADH to
NAD. NAD is necessary for continued operation of
glycolysis. There is a net gain of two ATP under
anaerobic conditions.

With the availability of oxygen, pyruvate from gly-
colysis enters the mitochondria to participate in the
Krebs cycle as it is decarboxylated to create acetyl-
CoA. With each turn of the Krebs cycle, multiple
molecules of reduced NAD and FAD are produced.
These coenzymes enter the electron chain in the
mitochondria where a series of coupled electron
transfers provide the power to generate ATP. The
final acceptor of electrons is oxygen. This ultimately
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explains why oxygen is essential. In the absence of
oxygen, the electron chain transfers grind to a halt.
In total, for each molecule of glucose through both
glycolysis and Krebs cycle, 38 ATP are generated.
The importance of these two pathways cannot be
overstated. Consequently, it is critical that the supply
of glucose (or molecules that can participate in the
Krebs cycle) is maintained. Glycogenesis refers to the
conversion of excess glucose into glycogen (animal
starch). Muscle and liver cells are primary sites for
storage of glycogen. Gluconeogenesis refers to the
conversion of other nutrients into glucose. These
processes are particularly critical in ruminants
because nearly all available dietary glucose is fer-
mented into volatile fatty acids (acetate, butyrate,
and propionate) by rumen bacteria. Fortunately, the
liver of ruminants is able to convert propionate into
glucose to supply tissues and functions (brain and
lactose production) that have absolute requirements
for glucose. For cows and other ruminants, acetate
from rumen fermentation can be utilized as an energy

bsy . . .
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Introduction

While the cell is considered a basic unit of life, complex
functions in multicellular animals require interaction
and cooperation between cells. With increased devel-
opment, specialized functions appear in subpopula-
tions of cells. Many of these activities are attributed to
types of tissues. For example, nervous or neural tissue
composed of neurons and supporting neuroglial cells
allows generation, transmission, and interpretation of
electrical signals. This is the hallmark of the nervous
system. Another tissue type, epithelium, is widely dis-
persed in animals and generally is involved in cover-
ing surfaces, that is, skin or peritoneum, in the
development and function of various glands, that is,
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mammary, pituitary, pancreas, and so forth. Muscle
tissue is readily recognizable because of its capacity to
generate motion and distinct appearance. It is worth
remembering, however, that there are three classes
of muscle tissue: skeletal or voluntary, cardiac, and
smooth muscle. The final tissue type, connective
tissue, is also very widely distributed and is usually
found as a component of the other tissue types. This
means that when you study preparations of various
tissues, although there will be emphasis on particular
cells (epithelial, muscle, or neural), various connec-
tive tissue elements are also present. Lastly, there are
also subclasses of connective tissues, that is, bone,
cartilage, and blood. Our purpose in this chapter is to
aid your activities in the laboratory, especially time
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spent looking at samples in the microscope, to rein-
force your other reading and attendance of lectures,
and to give you some rudimentary understanding of
histology.

Microscope general points

Remember that your text cannot substitute for self-
study. It will also become apparent that you simply
cannot randomly view a microscope slide labeled, for
example, simple epithelium, and immediate see an
image equivalent to what you would see as a text
example. Samples are chosen because there is a pre-
dominate tissue or cell type, but this does not exclude
others. Second, we have searched slides to find excel-
lent examples of the features we wish to illustrate.
Some areas of even professionally prepared slides
have artifacts,that is, wrinkles, folds, and areas of poor
staining. Consider yourself warned!

Although you will not likely spend lots of time at
the microscope, the image you see is no better than
your ability to handle the microscope and appropri-
ately adjust the light source and various condensers
and lenses to get the best, brightest image with ade-
quate resolution.Figure 4.1 (microscope parts and use)
and Figure 4.2 (microscope alignment) describe some
of the attributes of the typical brightfield microscope
and how you can get the most out of the time you

——E

A
Fig. 4.1.

spend in laboratories at the microscope. Keys to good
microscope use are listed as follows.

Examining Prepared Slides

® Ensure the stage is lowered.

® Place a low-power objective (4 or 10x) in position
for initial examination.

® Ensure the slide is clean and the cover-slipped
side is face up.

® Bring the specimen into proper focus and orient
yourself to the entire sample.

® C(lose the field diaphragm to ensure proper align-
ment (see Fig. 4.2).

® Switch to the magnification of choice; if the objec-
tives are parfocal on the revolving nosepiece, only
small adjustments should be necessary when
changed.

® Be careful not to smash the slide when focusing.

® Always lower the slide stage and place a low-power
objective lens in position when you are finished.

® Turn off the power to the light source.

® Use only approved lens paper to clean any lenses.

Terminology and definitions

In any field of study, there are terms and expressions
that are common and allow easy communication. You

1 Carefully place a slide on the stage (A).

2 Swing the 10x objective (B) in to position and
turn on the light source (C).

3 Open the substage condenser diaphragm
about 1 fourth (D).

4 Focus on the specimen (E).

5 Close the field diaphragm (F) to a small
aperture (panel B).

6 Move the substage condenser (G) up and
down until the edge of aperture is in sharp
focus.

7 Center the image of the field diaphragm with
centering screws (H).

8 Expand the image of the field diaphragm
aperture until the lighted area just fills the field
of view.

9 Adjust the substage condenser (D)
diaphragm for maximum resolution but do not
open and close to regulate brightness (use the
light source intensity).

Alignment steps

B

Microscope parts and use.The first step in getting the most out of your efforts is to make sure your microscope has the proper

illumination.The first step is to place a prepared slide on the microscope stage (A) and carefully rotate the 10x objective lens (B) into position
and then turn on the light source (C).You should then adjust the focus knob (E) to view the image.Further steps are outlined in the box
highlighted in panel B. The get the best image, illumination should be centered on the specimen and the beam of light should completely fill
the aperture of the objective lens. Examples of needed adjustment are detailed in Figure 4.2.
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edge, image image area
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centered

Fig. 4.2. Microscope alignment. In panel A, the field diaphragm (F

F) has been closed to create a small aperture; however, the image is not

centered in the field of view and the edge is not in focus. In panel B the edge has been focused by carefully raising or lowering the substage
condenser lens (G) until the image of the field of light is at its sharpest. The image has been centered by adjusting the two centering screws
(H). In panel C, the field diaphragm has been opened further to expose more of the image. Letters in parenthesis refer to the microscope parts

in Figure 4.1.

have already been introduced to some basic physiol-
ogy language in Chapter 1. As we begin to explore the
structure of tissues, it is important to appreciate some
of the specific language and terms that apply:

® Histology. Subspecialty of anatomy that deals
with the microscopic structure of tissues.

® Tissue. A group of similar cells and intercellular
materials specialized to carry out a specific activ-
ity. The four primary tissues are epithelial, muscle,
nervous, and connective tissue.

® Organ. A discrete portion of the body composed
of two or more tissue types dedicated to a particu-
lar function. For example, the heart is an organ of
the circulatory system.

® Cytology. Subspecialty of anatomy that deals with
the structure and functional differentiation of
individual cells either as isolated cells or as part
of a tissue.

® Pathology. Subspecialty of anatomy and physiol-
ogy that deals with changes in gross anatomy,
histology, or cytology associated with disease or
injury.

® Necropsy. Refers to the gross and/or microscopic
examination of organs, tissues, and cells after
death;most often associated with determinations
of the cause of death.

® Parenchyma. Refers to the functional portion of a
tissue or organ. For example, in the kidney, the
epithelial cells of the nephron are responsible for
the formation of urine and the recovery of impor-

tant nutrients filtered into the lumen of the
nephron. Thus, these epithelial cells make up the
critical functional structure of the kidney.

® Stroma. Refers to the support cells, that is, connec-
tive tissue, blood vessels, and nerves, that are
needed for the parenchymal tissue to carry out its
functions.

Although the task of learning the rudimentary histol-
ogy of various tissues and organs may seem daunting
at first, the job becomes easier when the information
is organized into more manageable blocks. For example,
any cell or cellular product can be classified into one
of four basic tissue types. Names and primary func-
tions are outlined as follows:

® Epithelium. Covering for protection, glandular
activity.

® Muscle. Movement, cardiovascular function, heat
production.

® Nervous. Signaling, control, integration of physi-
ological systems.

® Connective. Support, mineral storage, protection.

We will cover the basics of each of these tissues in this
chapter, but as we consider more of the physiology of
various organ systems in subsequent chapters, we will
often return to discuss structural attributes of cells or
tissues. This is because to a very large degree, struc-
ture and function go hand in hand. In other words,
the capacity of a tissue or organ to complete a specific
function is directly dependent on the arrangement
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Box 4.1 Tissue structure and histology: Is it
ancient history?

As you have been reading the descriptions of
tissues and cells and realized that many of the basic
techniques have been around since the 1900s, you
might be thinking, what is new in the study of
tissues and cells?

First, producers and animal scientists are very
interested in tools that might increase or improve
efficiency of production—meat, milk, eggs, and so
on. This often requires evaluations of tissues related
to cell growth and development. Often histology
and, increasingly, detection and quantitation of cel-
lular proteins (receptors, signaling molecules, and
cell products) are needed to evaluate the impacts
of treatments and animal management to under-
stand mechanisms. This detailed study often uses
specific antibodies linked with “secondary” anti-
bodies that contain molecules that can be induced
to fluoresce or enzymatically react so that the cel-
lular and tissue location of the protein that the spe-
cific (first antibody) recognizes can be detected and
the amount of the protein quantified. Similar tech-
niques can be used to detect and measure mRNA.

Second, domestic animals are being used as
models to evaluate methods and treatments to better
understand disease or injury mechanisms related
to human health needs. This often requires evalua-
tion of detailed responses of animal tissues and
cells to various treatments including changes in
tissue development, cell proliferation, and func-
tion. A recent review by Bartol et al. (2013) ele-
gantly reviews the “lactocrine signaling” hypothesis
whereby bioactive factors in mother’s milk act to
modify tissue development in the neonate, in this
case, development of the female reproductive tract
and associated expression of multiple signaling

and regulator proteins.

and organization of the cells within the tissue or organ
(Bacha and Bacha, 2012) (Box 4.1).

Epithelial tissue

As illustrated in Figure 4.3, epithelial cells are classi-
fied based on the shape of the cells. In addition, the
number of epithelial cells in the layer adds an addi-
tional element of classification (Fig. 4.4). A single layer
of squamous, cuboidal, or columnar cells is called
a simple epithelium. An alternative structure with
several layers of cells is called stratified. These stylized
images are oversimplified, but you should get the idea

o~
x_~
o~
Cuboidal
x_~
o~
Columnar
x_~

Fig. 4.3. Epithelial cell shape classifications. These stylized
illustrations show three-dimensional as well as surface views for
three common shapes of epithelial cells. The cell nucleus is
indicated by the black oval. Relatively flattened, thin cells are
squamous. The one cell thick row of cells that line the internal
surface of capillaries or the lung alveoli are examples of squamous
cells. Cuboidal cells, as the name suggests, are similar to a child’s
set of ABC toy blocks. The cells approximate cubes. Such cells
appear as part of the lining of many ducts in glandular tissues.
Columnar cells, by contrast, are more elongated and can be likened
to tiny skyscrapers. These cells appear on the surface of the lining
of the intestinal tract, among other places.

Stratified

Fig. 4.4. Epithelial cells classified by number of strata. This
classification is straightforward; a single layer of cells constitutes a
simple layer, but when there are multiple layers of cells, this is
called a stratified epithelium. The black lines represent various
extracellular matrix proteins that provide anchorage and support for
the layer of epithelial cells.



Tissue structure and organization 89

of how these cells are classified. One of the things that
will take some practice is to distinguish epithelial cells
from other cells present in tissues, for example, con-
nective tissue cells (fibroblasts, adipocytes). One key
is that the epithelial cells are often on a surface (even
if the surface is internal, the lining of a duct for secre-
tion onto the internal surfaces of body cavities). When
the stratified type occurs, the shape classification is
only considered for the single layer of cells on the
outer surface. For example, in the stylized example
given in Figure 4.4, the epithelium would be classified
as stratified cuboidal epithelium.

Notice that the outer layers of epithelial cells in
both examples in Figure 4.4are classified as cuboidal.
Second, the dark lines underneath the cells represent
the basement membrane that the epithelial cell layer
rests upon. This is an unfortunate term, in that the
basement membrane is not a true membrane in the
usual sense, but is a complex of extracellular proteins
(collagen, elastin, etc.), proteoglycans, and so forth,
that serve to support and anchor the epithelial layer.
These proteins may be apparent in some histological
preparations but not in others. This is depends on the
fixation process used to preserve the tissue and the
particular staining process (see Fig. 2.5). Since most
routine processing focuses on the cellular structure, do
not be alarmed if the basement membrane is not also
apparent.

Tissue sections prepared for the light microscope
are usually made from tissues that have been pre-
served in formalin, dehydrated in ethanol, and ulti-
mately infiltrated with paraffin wax, as discussed
briefly in Chapter 2. These tissue blocks are then
placed in a machine called a microtome that is used to
cut thin slices or sections that are then mounted on a
microscope slide and stained. This is how the majority
of tissues have been prepared since the late 1800s.
Although this is a routine process, the sections pre-
pared can be relatively thick, sometimes more than
one cell in thickness, so that you are sometimes looking
at parts of multiple cells. Just like problems with other
artifacts, wrinkles, tears, and so forth, thickness has to
be considered as you use the microscope or consider
illustrations. A further problem concerns learning to
recreate three dimensions from the flat images you
will be studying. Take a moment to consider the exam-
ples of what the cutting angle does to the image you
see in the microscope. Imagine a real organ with twist-
ing and turning epithelial ducts or blood vessels and
the possible variations. How would this equate to the
two-dimensional image of tissue on the microscope
slide? For many structures, you will need to consider,
has the specimen been cut longitudinally, in cross
section, or perhaps at some odd tangent? All of these
things impact the image that you see in the micro-
scope. Consider the illustrations in Figure 4.5 and
Figure 4.6.

Fig. 4.5. Drawing of glandular duct. You can easily imagine that
the structure illustrated in this drawing is essentially a large tube to
transport secretions that empty from several other small tubes. As
the cutaway area to the right suggests, the larger tube is lined by a
double layer of cells; the small cross section of one of the smaller
tubes (lower left) suggests it is lined by a simple layer of epithelial
cells. How would the image of the larger structure appear if it were
sectioned longitudinally? What if the structure was sectioned in a
perfect cross section compared with an oblique angle? What would
it look like? These are some of your concerns as you examine tissue
sections. You need to strive to imagine the tissue in three
dimensions.

Longitudinal
section
Cross section

Fig. 4.6. Diagram of tubular structure. These simple drawings are
an attempt to illustrate the appearance of an epithelial duct cut in
either longitudinal or cross section. The cross-section profile is
easier to imagine, but the longitudinal profile can easily seem like a
simple mass of cells.

When you are interpreting what is seen in a single
plane of section, it is important that you think about
what might have been present either above or below
a particular structure.

Can you now reexamine the tissue in Figure 4.7 and
imagine the organization and three-dimensional struc-
ture of the tissue from the microscopic image?

Epithelial tissue characteristics

Epithelial tissue or epithelium (the plural form is epi-
thelia)occurs as a sheet of cells to cover an organ
surface or to line a body cavity. In other cases, epithe-
lial tissue makes up the bulk of the cells in glandular
tissues. The covering type of epithelium is abundant
and widespread. These are the cells that make up the
skin, the internal surfaces of the cardiovascular system,
digestive tract, reproductive tract, and respiratory tract.
Epithelial tissue also covers internal body cavities. The
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Ml P

Fig. 4.7.

Examples of epithelial structures. The four images shown are actual mammary ducts. Panel A is a picture of a whole mammary

gland taken from a prepubertal mouse after the gland was defatted and stained. The picture was taken with a dissecting microscope, so the
ducts are intact and whole. Notice the elongated ducts with the bulbous endings (terminal end buds). Panel B is a section of mammary tissue
from the mammary gland of a prepubertal Holstein heifer. Panel C is an image of mammary tissue from a pregnant heifer, and panel D is of
mammary tissue taken from a lactating cow. Late in pregnancy, the mammary ducts begin to develop alveoli. The alveoli are spherical,
hollow structures lined by the epithelial cells that are responsible for the synthesis and secretion of milk (this is more evident from the drawing
in Fig. 4.8). The epithelial cells that line the internal surface of the alveoli are simple cuboidal. Around the outside of the alveoli, specialized
myoepithelial cells form a network around the circumference of the alveolus. These cells contract in response to oxytocin released from the
posterior pituitary at the time of milking. This reduces the volume of the alveolus to force accumulated milk into larger ducts and then the
nipple or teat. This is called milk ejection or milk letdown. Somewhat similar structures are found in lungs, pancreas, and thyroid gland.

functional cells of the accessory organs of the digestive
system, that is, the liver, pancreas, and gall bladder,
are mostly epithelial cells. Other glandular organs,
that is, pituitary, adrenal, thyroids, salivary, and so
forth, are also composed of epithelial cells. Epithelial
cells form boundaries between different regions of the
body. For example, the epidermis of the skin creates a
protective barrier between the inside and outside of
the body. The same is true for the epithelial cells that
line the internal surface of the respiratory or digestive
tract. Other specialized epithelial cells include repro-
ductive cells (ova and spermatozoa), rods and cones
of the retina, and the taste buds. This explains the
myriad of functions attributed to epithelial tissues: (1)
protection, (2) absorption, (3) secretion, (4) excretion,
(5) filtration, and (6) sensory reception.

Distinctive features also contrast epithelial tissues
from the other three tissue types. One of these is the
degree of cellularity of the epithelial tissues compared
with that of other tissues. Specifically, epithelial tissue

is composed of cells that are very tightly packed
together so that usually there is a minimum of space
between the cells. In fact, for the epithelial cells to suc-
cessfully complete their roles as protective barriers,
adjacent cells form specialized contacts. Epithelial
cells acting to absorb or secrete products are described
as being polarized. This is most easily visualized for
glandular secretory cells. The basal region of the cell
(closest to the basement membrane and capillaries)
can be thought of as the manufacturing site for the cell.
Products to be secreted are packaged and processed
in the Golgi apparatus for subsequent secretion from
the cells in the apical region of the cell (see Fig. 4.8).
In other cases, the apical end of the cell (near the free
surface) is acting to absorb nutrients or to move surface
secretions. For example, the cells of the intestinal tract
and kidney tubules have extensive microvilli. This
markedly increasesthe surface area to improve func-
tion. Other epithelial cells are even more specialized
with cilia—for example, cells lining the ova duct or
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Fig. 4.8. Alveolar drawing.The figure provides a representation of
the structure of mammary alveoli. As you can see, it takes
experience and practice to discern the three-dimensional structure
of tissues. One of the tissues for which this is very important is the
kidney. Once you develop an appreciation of the structure of the
kidney nephron, it will be much easier for you to understand and
appreciate the filtering, reabsorption, and excretion that occurs in
the urinary system. We will now consider the features of some of
the more common epithelial types.

the respiratory tract that function to propel substances
along their surfaces.

The epithelial cells, however, are not alone in carry-
ing out their activities. The cells are attached to a thin
supporting sheet or layer of nonliving material called
the basal lamina.This layer is composed of proteins
and glycoproteins that are produced by the epithelial
cells. In some regions, for example, Bowman's capsule
of the kidney tubules, the basal lamina is particularly
thick so that it acts as a filtration barrier to prevent the
movement of plasma proteins in the urinary filtrate.
Underneath the basal lamina, the reticular lamina
appears. This is an additional layer of more fibrous
proteins, for example, collagens and elastic that link
the epithelial cells with the connective tissue under-
neath. These two layers or lamina (basal + reticular)
are collectively called the basement membrane. It
defines the boundary between the epithelium and the
connective tissue or stromal. Interestingly, although
there are nerve fibers, that is, sensory nerves that pen-
etrate the epithelium of the skin or intestinal tract, the
epithelium is avascular. It does not contain blood
vessels. These appear in the loose, more open spaces
of the connective tissue. Thismeans that both the
nutrients that supply the epithelial cells and waste
products depend on diffusion to pass between the

Fig. 4.9. Cultured epithelial cells. These mammary cells have
formed a monolayer that is one cell thick. This is similar to the
sheet of simple squamous epithelial cells that would line the
surfaces of organs or surfaces of internal body cavities.

tightly packed epithelial cells and the capillaries
underneath. This likely explains why it is rare to find
epithelial tissue that contains more than a few strata
of living cells. A final property is the capacity of epi-
thelial cells for rapid growth and regeneration. For
example, notice how quickly skin abrasions heal. But
this may have a downside when you consider that
most cancers are carcinomas, that is, derived from
epithelial cells.

Simple epithelium

As you will likely experience in a laboratory setting
with a microscope and a set of slides or in multimedia
presentations, tissue samples contain multiple cell
types and, in the case of epithelial tissues, often more
than one type of epithelial cell. This means that while
the focus of a particular specimen maybe on a specific
cell or tissue, it does not mean this cell or tissue type
is exclusive. Our first example (Fig. 4.9) shows epithe-
lial cells growing on the surface of a cell culture dish.
These cells have proliferated and arranged themselves
into a pavement of cells one cell layer thick. If you
imagined these cells growing on a flexible sheet that
could be rolled into a tube, you would have a simple
recreation of a capillary. Regardless, in this view, you
are looking directly down onto the surface of the cells.
Each cell looks something like a fried egg, with the
nucleus the yolk of the egg. The cells are flattened and
closely packed together. They would be classified as
simple squamous. As another way to visualize simple
squamous cells, imagine the flattened floor tiles in a
kitchen as single squamous epithelial cells all linked
together to make the floor. The grout between the tiles
would represent the membrane junction complexes
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that anchor epithelial cells together and create func-
tional barriers between tissue compartments, that is,
the surface and the subflooring underneath. It is
typical to find simple squamous epithelium in areas
where absorption and filtration occur and a thin
barrier are desirable, for example, capillaries or lining
of alveoli of the lungs. Can you rationalize why simple
squamous cells would be a poor choice for the surface
of the body?

The image shown in Figure 4.10 is from the kidney
and is mostly parenchymal tissue. It shows a series of
cross-sectioned tubules from several nephrons. You
should remember that epithelial cells are often found
on free surfaces, even though some of the surfaces
may be very minute internal surfaces, that is, the
inside of small vessels or tubules. Some of these
tubules are lined by a single layer (simple) of squa-
mous epithelial cells, but others are lined by a single
layer of cuboidal epithelial cells. Can you find exam-
ples of each? Perhaps a hint is in order. For many of
the squamous epithelial cells, the cytoplasm is very
thin so that the most prominent feature of the cells is
the nucleus, which often seems to protrude into the
lumenal space of the tubule. Can you pick some of
these out of the image?

Figure 4.11 shows a portion of this tissue taken at a
higher magnification, 1,000x. This is accomplished by
the use of the 100x objective lens of the microscope
and the 10x eyepiece. This means that the magnifica-
tion reaching your eye is 1,000-fold. The camera used
to take the photographs also utilizes a 10x lens
mounted in position where the eyepieces would nor-

mally be located. There can also be additional magni-
fication associated with printing or viewing, but this
does not really increase true resolution. At this mag-
nification, the difference in the cellular appearance of
squamous and cuboidal epithelial cells should be
apparent in the lower portion of the image. Many of

Fig. 4.11. High-power image of kidney tissue. Figure 4.12 is taken
with a 20x objective and is an image of a tangential section
through a blood vessel, specifically a vein. You can see clusters of
red blood cells in the lumenal space of the vessel and you can also
distinguish a layer of simple squamous epithelial cells that line the
internal surface of the vessel. The center of this section shows the
lumen of a vein that has been cut at a tangent. Several red blood
cells are clustered near the upper center of the vessel lumen. The
cells that line the side of the lumen are endothelial cells.

Fig. 4.10. Kidney tissue. Multiple kidney tubules are cut in cross section. Some are thin-walled regions of the loop of Henle, lined by simple
squamous epithelial cells; others are sections of capillaries (arrows), also lined by simple squamous epithelial cells (called endothelial cells).
There are also a smaller number of cross sections through a portion of the nephron called the collecting duct. These are lined by simple

cuboidal epithelial cells (circle).
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the cuboidal cells have distinct pink staining around
their borders, and the nucleus when present is gener-
ally oval-shaped and positioned in the center of the
cells. Three of these cells are present near the center of
the image. For the low squamous cells surrounding
the lumen of a smaller duct (lower portion of the
slide), the cells have only a thin rim of cytoplasm, but
the nuclei are prominent and seem to protrude into
the lumen of the duct.

Figure 4.12 is taken with a 20x objective and is an
image of a tangential section of a blood vessel, spe-
cifically a vein. You can see clusters of red blood cells
(RBCs) in the lumenal space of the vessel. The cells
that line the side of the lumen are endothelial cells.
Notice the difference in the staining compared with
Figure 4.10. This means you need to learn structures
not based on color but on morphological charac-
teristics.

Figure 4.13 shows a similar section through an artery
at higher magnification. The box (yellow) in the figure
indicates a portion of the tunica intima or interna,
which is composed of simple squamous epithelial

Fig. 4.12. Section through blood vessel.

Fig. 4.13.

Section of artery wall.

cells (also called endothelial cells) and the layer just
under these cells, the tunica media, which has smooth
muscle cells in arteries. The yellow arrow points to the
nucleus of an endothelial cell and the red arrow to
another endothelial cell’s nucleus, which was synthe-
sizing DNA at the time the sample was taken. The
brown stain is due to the attachment of an antibody
that is specific for presence of bromodeoxyuridine
(BrdU) an analog of thymidine that is used to measure
DNA synthesis. You should recall the relevance of
these analogs in the study of cell proliferation from
your earlier reading.

Before we leave our discussion of simple epithe-
lium, as you have likely gathered from the figure
descriptions, some simple squamous epithelia have
specialized names. The term endothelium (meaning
inner covering) is used to describe the lubricating cell
covering for all vessels of the cardiovascular system
including the lymphatic vessels and the internal sur-
faces of the chambers of the heart. Capillaries specifi-
cally are made of endothelium. This structure promotes
rapid, easy movement of nutrients to the surrounding
cells as the corresponding uptake of waste products.
Similar simple squamous cells also make up the meso-
thelium (middle covering), the epithelium that makes
the serous membranes of the body. These are the
coverings of the internal organs and body cavities that
are well lubricated to allow organs toslide past one
another.

Figure 4.14 is an image from a tissue sample taken
from a section of the small intestine. A portion of
a villus is shown with a layer of simple columnar
epithelial cells covering the outer portion. The nuclei
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Fig. 4.14. Simple columnar epithelial cells from the intestine. This
tissue section is longitudinally cut through a villus in the intestine.

The epithelial cells appear as a uniform row of cells that cover the

surface. Notice the dark blue-purple nuclei, most of which appear

lined up in the basal region of individual epithelial cells.
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94 Anatomy and physiology of domestic animals

appear mostly in a row in the lower third of the cell.
Notice the cells are tall and narrow.

Although not apparent at lower magnification, the
apical ends of the cells have many microvilli, which
add capacity for absorption. This is also called the
brush border. If you look closely, you should notice
that the outer rim of the cells looks as if the cells have
been slightly colored. This is because the microvilli
clump slightly and trap proteins when the tissue is
preserved. These associated proteins and carbohy-
drates are called the glycocalyx. The accumulated
material and closely aligned microvilli allow staining
and explain the darker rim.

Can you distinguish individual epithelial cells?
Columnar cells are usually associated with absorption
and secretion and are found lining the intestinal tract
from the stomach to the rectum. This epithelium has
two modifications that greatly aid its functioning. The
first is the presence of the microvilli that markedly
increase absorptive surface, and the second is the pres-
ence of goblet cells. These unicellular glands produce
mucus that is secreted on the epithelial surface. This
increases lubrication and provides protection. These
specialized secretory cells also appear in the respira-
tory and reproductive tracts. Although the images
shown in Figure 4.14 and Figure 4.15 are excellent,
representative examples of the features of intestinal
tract epithelium, it is important to appreciate that not
all histological sections are of such quality. Also, as
indicated previously, the plane of section can make it
difficult to interpret a given tissue section.

The image in Figure 4.16 is also a section through
intestine. It is still possible to distinguish the presence
of villi and the appearance of the epithelium, but can
you detect some of the problems? First, the image is a

Fig. 4.15.
image, the outer layer of epithelial cells isclearly tall and slender
with the round nuclei oriented toward the basal ends of the cells.
There is a very evident brush border (outer thin layer of the cells)
that results from staining of the abundant microvilli and associated
proteins.

High-power view of the intestinal epithelium. In this

bit out of focus, and second, it is a bit too thick. This
makes it difficult to distinguish individual cells. The
villi have become pushed into one another during
processing, so it takes some effort to distinguish indi-
vidual structures. Finally, to the upper right and far
right of the section, there are some tears that have
altered the orientation of the tissue.

Many other artifacts also can occur. The point is that
section preparation is sometimes as much an art as a
science, so patience is needed as you study even pro-
fessionally prepared slides. Regardless, several villi
have been sectioned roughly along their longitudinal
axis. This simply illustrates what you can and will see
when you examine actual slides. Since you know what
you are looking for in columnar epithelial cells from
Figure 4.14 and Figure 4.15, you should still be able to
distinguish several villi covered by a layer of colum-
nar epithelial cells.

Figure 4.17 illustrates a similar section of the duo-
denum, but the sample is from a calf and the animal
was injected with BrdU2 hours before the tissue was
collected. Remember, this is the analog of DNA that
gets incorporated into cells that are in the S-phase of
the cell cycle. In this section, many of the villi are cut
at a tangent to the longitudinal axis, but you can see
that there are many brown-stained nuclei (indicating
the cells were synthesizing DNA, i.e., presence of
BrdU) in the lower regions of the villi. It is well known
that the cells that populate the villus proliferate in
lower crypts and are lost from the upper region of the
villi as they age. To maximize the opportunity to
detect labeled cell nuclei but to also be able to distin-
guish basic tissue structure, the sample was only
briefly counterstained in hematotoxylin but without
eosin. This gives the pale blue staining to the cells, but

Fig. 4.16. Small intestine tissue artifacts. This image of a section of
the intestine illustrates some of the problems that can be
encountered in the study of typical histological sections.
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Fig. 4.17. Section of duodenum from BrdU-injected calf. This
section of intestinal tissue is processed to show the presence of
BrdU-labeled cell nuclei. Several villi are closely aligned and some
are cut at a tangent, but it is apparent that the number of BrdU-
labeled cells (brown-stained nuclei and arrows) is markedly higher
in the crypts of the villi. The pale globules indicate the presence of
goblet cells. Image is courtesy of Dr. Anthony Capuco, USDA,
Beltsville, MD.

it is less distinct than in the H&E-stained sections of
intestinal tissue (Fig. 4.14 and Fig. 4.15).

Subsequent figures,Figure 4.18and Figure 4.19, give
examples of simple columnar epithelial cells from the
reproductive tract. The complex folding of the internal
surface is evident (Fig. 4.18), as is the regular arrange-
ment of epithelial and goblet cells (Fig. 4.19).

Figure 4.18 shows a tissue section from the anterior
(fornix) vagina of a cow taken during the follicular
phase of the estrus cycle. Notice the epithelium is on
the internal surface, and as the higher magnification
(40x objective) image (Fig. 4.19) shows, the epithelium
is also a simple columnar epithelium.

Stratified epithelium

To this point, we have considered examples of simple
epitheliawith squamous, cuboidal, or columnar cells.
Now let us consider stratified epithelium types. As
you should surmise, the stratified types are better able
to withstand physical trauma and wear and tear than

Fig. 4.18. Tissue from the anterior bovine vagina. This section
illustrates the general structure of the internal lining of a region of
the bovine reproductive tract. The surface is thrown into folds and
is covered by simple columnar epithelial cells. Notice the red-
stained, dense connective tissue surrounding the epithelium.

Fig. 4.19. Simple columnar epithelial cells. This section is a
higher-power (40x objective) image of the epithelium shown in
Figure 4.18. Note the layer of closely aligned epithelial cell nuclei
in Figure 4.20, which shows a low-power image of sectioned
cornea.

simple epithelial types but are much less efficient at
absorption. This means these cells are also poorly
adapted for secretion. When secretions are needed
along a stratified epithelial surface, this is usually
accomplished by the presence of exocrine glands that
are located inferior to the epithelial surface. Ducts that
radiate from the glandular cells to the surfaces provide
most needed secretions. However, most of the lubrica-
tion for these internal epithelial surfaces is provided
by goblet cells. As mucus accumulates in the cells,
they eventually rupture to release their contents.
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96 Anatomy and physiology of domestic animals

Remember that with stratified epithelia, the classi-
fication depends on the shape of the epithelial cells on
the outer surface, adjacent to the lumen or free surface.
The first image in this series (Fig. 4.20) is a section
through the cornea taken at very low magnification
(4x) objective. The outside of the cornea is covered by
a stratified squamous epithelium and the inside by a
simple squamous epithelium. The bulk of the corneal
structure (arrow) consists of collagen fibers arranged
in lamella that are parallel to each other as well as
scattered fibroblasts.

The outer stratified squamous epithelium of the
cornea is about five cells thick (Fig. 4.21). The basal

Cornea
(4% obj)

Fig. 4.20. Low-power image of sectioned cornea. At this

maghnification, no cellular detail is visible, but it is apparent the
outer cell layer is thicker than on the inside (stratified vs. simple
epithelial layers).

Cornea
(40x obj)

Fig. 4.21. Stratified squamous epithelium cornea. This higher-
magnification view of the outside of the cornea shows several
layers of epithelial cells. The outermost layers are higher flatted.
Within the body of the cornea there is the faintly stained nucleus of
a fibroblast (right).

cells appear as cubes or polyhedrons, but the cells are
progressively flattened as they migrate to the surface.
Since the outermost cell layer is flatted, the classifica-
tion is stratified squamous. Can you detect any of the
fibroblast nuclei in the underlying substantia propria
(the name given to the bulk of the corneal tissue)?
Figure 4.22 shows the epithelial layer on the inner
surface also at higher magnification. The cells are in a
single layer and they are highly flattened, so it is an
example of simple squamous epithelium. Other areas
where this epithelial type would appear ison the inter-
nal surface of the lung alveoli. What better way to
promote rapid diffusion of gases than with a single
layer of thin epithelial cells?

Figure 4.23 provides another very common example
of stratified squamous epithelium. The section is from
an internal body opening that is moist but requires
protection. Examples for this type of epithelium would
include the lip, mouth, posterior vagina, and anus.
The bracketed area indicates the epithelial portion of
the tissue; the lower portion of the slide is the connec-
tive tissue or stroma. Notice the multiple layers of cells
but the fact that the outermost layer of cells are flat-
tened (arrows), therefore the stratified squamous clas-
sification. In contrast to areas that are moist, the skin
also needs the protection provided by multiple layers
of cells, but excess loss of moisture can be a problem
for many animals. Figure 4.24 shows the beginnings
of the keratinization process. The number of cell layers
and classification is similar except that there is now a
layer of keratin (a cellular protein) and a layer of pro-
gressively dying cells. This keratin layer provides
protection. As a specific example, the keratin that is
produced in the teat opening of lactating cows is a
very important protection against mastitis. In exper-
iments in which the keratin has been artificially

Cornea
(40x inner)

Fig. 4.22.
magnification, only a single layer of highly flattened epithelial cells
is apparent on the internal corneal surface. As in the previous
figure, there is also a faintly stained fibroblast nucleus within the
lamellae of the cornea.

Simple squamous epithelium cornea. At higher
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Fig. 4.23. Nonkeratinized stratified squamous epithelium. This
tissue sample from just inside the bovine oral cavity shows the
hallmarks of stratification, that is, multiple layers of epithelial cells
(bracket area). The outermost layers of visible cells are highly
flattened (arrows), thus the squamous classification. The lower area
of tissue is connective tissue.

i N
Fig. 4.24. Keratinized stratified squamous epithelium. This tissue
sample from just inside the bovine reproductive tract shows the
beginnings of keratinization. The outer visible layer of cells is

highly flattened and more darkly stained. There are also strands of
keratin fibers near the surface of the tissue.

removed, incidence of mastitis is markedly increased.
The next image Figure 4.25 shows a more extreme
example of the protection that is provided by kerati-
nization in the skin. Here, dead and dying cells form
a very distinct outer layer that markedly increases
protection against abrasion. The layer is especially
increased in skin areas subjected to pressure. Figure
4.26 shows some of the cellular features of skin at
higher magnification. Here you can begin to see stain-

Fig. 4.25. Low-power section of skin. This low-power image
shows a section of skin from a region with high friction and
pressure. The outermost layer called the stratum corneum (brackets)
can account for 75% of the total epithelial thickness. It is composed
of keratin and thickened plasma membranes from multiple layers of
dead cells.

Fig. 4.26. High-power section of skin.In this higher magnification,
you can see some of the morphological characteristics that
distinguish other strata in the epithelium.For example, the dark-
stained boundary (upper arrow) at the lower edge of the stratum
corneum is called the stratum granulosum because of the presence
of the keratohyaline granules. The bulk of the cells are in the
stratum spinosum (brackets) and are bounded by the stratum basale
(lower arrows), which appear as lighter, staining cells occurring just
before the connective tissue in the dermis.

ing and morphological characteristics that allow the
epithelial cells in varying strata within the epithelium
to be distinguished. These will be described in more
detail in our discussion of the integumentary system.

Other types of stratified epithelium occur on the
internal surfaces of some of the larger tubular struc-
tures in the body, that is, trachea, reproductive tract, and
bladder. These will be considered in subsequent slides.
Stratified cuboidal epithelium is usually associated
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with various exocrine glands in which secretions
made by the secretory cells of the gland must be trans-
ported through ducts to be emptied. The cells, which
compose the walls of the ducts, generally do not
produce secretions themselves but provide a passage-
way for products to the site of secretion. Exceptions
include the ductal cells of the salivary gland and pan-
creas, which can act to modify secretions produced by
the acinar cells. Figure 4.27 illustrates a cross section
through a duct leading from a sweat gland. Note the
roughly double layer of epithelial cells. The tissue sur-
rounding the duct is mostly collagen fibrils and other
extracellular matrix materials, a few fibroblasts, and
blood vessel cells.

The cells in Figure 4.28 illustrate a type of epithe-
lium found in the trachea and areas of the reproduc-
tive tract. These are pseudostratified because although
the cells appear to be residing in multiple layers, in
reality, each of the epithelial cells is anchored to the
basement membrane. This may only be by a thin
projection of cytoplasm, but since all the cells are
attached,the layer only appears to be stratified. The
sample is from the oviduct of a cow. Clusters of cilia
are evident as tufts protruding from the apical ends of
the cells.

The drawing provided in Figure 4.29 illustrates the
arrangement of pseudostratified epithelial cells. Again,
the nuclei appear at various layers, but all are attached
to the basement membrane. It is also usual for this
epithelial type to have goblet cells and cilia. Another
example of pseudostratified columnar epithelium is

7

Fig. 4.27. Duct cross section. A portion of tissue from a sebaceous
gland is shown. The cross-sectioned duct shows an example of
stratified cuboidal epithelium. It is typical of the structure of various
ducts of exocrine glands.

shownin Figure 4.30. This sample is a cross section
through the epidymis of a bull. In this tissue, there is
a more complex surface specialization, called stereo-
cilia. These structures, similar to but more elaborate
than simple cilia, are evident as the elongated spikes
that protrude into the lumenal space of the tubule. The
center of the lumen is also filled with stored sperma-
tozoa, a highly specialized epithelial cell.

A final epithelia type (Fig. 4.31) we will consider is
transitional. This type appears in the lining of the
bladder and is unique because its appearance changes

Fig. 4.28. Pseudostratified columnar epithelium. This image is
from a section of the oviduct of a cow. Only one side of the
oviduct is shown with the surface epithelial projecting into the
lumen. The nuclei stained in dark blue-purple appear to be
aligned in multiple layers. However, all of the individual cells are
actually anchored in the region of the basement membrane.For
this reason, the cells are classified as pseudostratified (false
stratification). The shape of the cells is columnar.In addition, these
cells exhibit a surface specialization, the presence of cilia. Here
they were clumped into tufts when the tissue sample was
processed.

\/ Basement

membrane

Fig. 4.29. Drawing of a pseudostratified epithelium.
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Fig. 4.30. Pseudostratified epithelium bovine epidymis. These
epithelia have stereocilia that protrude from the apical cell surfaces
into the lumenal space. The movement of these stereocilia
maintains the flow of maturing sperm cells in the reproductive tract.
Compacted sperm cells appear as the dark cluster in the center of
the lumenal space.

Fig. 4.31.
epithelial layer changes related to the degree of stretch. As the
bladder or other areas of the urinary tract expand, the apparent
number of epithelial cell layers decreases until the pressure is
relieved.

Transitional epithelium bladder. The appearance of this

as the bladder expands and contracts. When relatively
empty, the epithelium is similar in appearance to non-
keratinized stratified squamous. As the bladder fills,
the expansion reduces the number of apparent cell
layers. In the nondistended state, the rounded sur-
faces of the epithelial cells seem to protrude into the
lumenal space.Notice the cross section of the vein and
artery just below the epithelium. The nuclei of the
larger circumference of the vein (upper) also provide
an excellent example of simple squamous epithelium.

Epithelial cell junctions

Along the adjoining borders of epithelial cells there
are specialized cell junctions. These are regions or sites
where some special contact between cells can be rec-
ognized. Three functional classes of junctional com-
plexes include (1) occluding junctions, (2) anchoring
junctions, and (3) communicating junctions. Some of
the communicating junctions, for example, the gap
junction, also appear in other cell types. However,
because of the importance of epithelial tissue to create
tissue compartments or barriers, it is important to
understand the role of cell junctions in this process. To
illustrate the idea of barriers, consider the differences
between milk and blood. It is clear that blood circu-
lates throughout the mammary gland within the capil-
laries just underneath the secretory epithelial cells of
the mammary alveolus (see Fig. 4.8). However, the
composition of blood or interstitial fluids and milk is
very different. The same can be said for the environ-
ment of the gut lumen versus the interstitial fluid of
the lacteals of the villi of the intestinal tract. How are
these differences developed and maintained? This is
where junctional complexes come into play.

In circumstances where it is necessary to maintain
a seal between epithelial cells, the lateral margins of
the cells become fused together along a system of
membrane ridges between adjacent cells. These ridges
extend completely around the perimeter of the cells to
create a sort of belt located near the apical ends of the
cells. These junctional complexes are called zonaoc-
cludens or tight junctions to indicate that they produce
an effective barrier. For example, during the latter
stages of mammary development in the pregnant
heifer, the approach of parturition signals both the
structural differentiation of the alveolar cells and mat-
uration of tight junctions between the cells. Increases
in circulating glucocorticoids along with declining
progesterone seem to be especially important. Once
this occurs, paracellulartransport (transport of compo-
nents between the cells) is dramatically reduced. This
creates an effective blood—milk barrier so that transfer
of serum components into milk or milk constituents
into blood is minimized. This does not mean that
transport cannot occur but that wholesale leakage is
prevented. The effectiveness of this barrier function is
readily apparent from study of secretions obtained
from animals with acute mastitis or experimental
treatments known to disrupt the tight junctions. One
of the effects of this disruption is the appearance of
serum proteins in milk, for example, albumin. Con-
versely, these situations also allow abrupt increases in
the appearance of lactose and o-lactalbumin (and
likely other milk components) into serum.

Adhering junctions are a second class of mem-
brane specializations that act to anchor epithelial cells
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together. These complexes also appear as bands or
belts that circumnavigate the perimeter of the cells
below the level of the tight junctions. In intestinal
epithelial cells, for example, these complexes are called
zona adherens. As you traverse along the lateral mem-
brane toward the basal end of the cell, a second type
of adhering junction, the desmosome or macula adhe-
rens, appears. Anchoring junctions are widely distrib-
uted and allow the epithelium to maintain structural
integrity by linking cells together and by linking cells
to the underlying extracellular matrix. These com-
plexes are plentiful in tissues that are subjected to
mechanical stress, for example, skin. The adherens
junctions are focal points where actin filaments attach
to the junctional proteins. In general terms, there are
two basic parts of these complexes. The intracellular
attachment proteins create a plaque or thickening on
the cytoplasmic side of the cell membrane and provide
sites for attachment of cytoskeleton proteins and for
transmembrane linker proteins. The transmembrane
linker proteins have cytoplasmic tails that attach to the
plaque structure, but the extracellular domains of the
proteins interact with the extracellular domains of
adjacent junction proteins or with other extracellular
matrix proteins,that is,hemidesmosomes. In the case
of the adhesion belts in epithelial sheets, the com-
plexes in companion cells are directly apposed. The
transmembrane linker protein is a member of a family
of Ca*-dependent proteins called cadherins. The
plaque or adhesion belt through the actions of several
linker proteins (catenin, vinculin, and others) binds
bundles of actin fibers that radiate into the cytoplasm
interacting with the cytoskeleton. It is thought that
changes in the orientation and contraction of these
bundles explain the folding of epithelial sheets to
create tubular structures during tissue development.
Desmosomes, unlike the bands of the zona adher-
ens, are limited to spots or patches of the membrane
between adjacent cells. They could be envisioned as
spot welds or small dollops of glue to help bind adja-
cent epithelial cells together. To carry this analogy a
bit further, the zona adherens could be thought of as
miniature packing straps that bind the epithelial cells.
Both the zona adherens and desmosomes are closely
associated with microfilaments within the cytoskele-
ton of two cells that are linked. A variant of the desmo-
some, the hemidesmosome, has the structure of only
half a desmosome. This complex serves to anchor the
epithelial cells to the underlying basement membrane.
For desmosomes, the transmembrane linker proteins
also belong to the cadherins family of proteins, but the
specific intracellular protein associated with the plaque
varies. In most cells, these are keratin filaments, but des-
min filaments fulfill the same function in cardiac cells.
A final type of structure is the gap junction. In this
instance, proteins aligned in neighboring cells essen-
tially create pores that pass from one cell to the other.

This can be imagined as small pipes passing between
two adjacent apartments. Gap junctions appear not
just in epithelial tissue but are prominent in cardiac
muscle, some types of smooth muscle cells, and between
cells of the nervous system. Gap junctions allow for
the direct passage of small molecules (typically less
than 300 MW) between cells. This is important for cell-
to-cell communication and rapid responses necessary
for nerve function and muscle contraction. We will
discuss the specific physiological events related to cell
junctions in subsequent chapters. A stylized view of
cellular junctions is provided in Figure 4.32. Figure
4.33 illustrates the structure of the gap junction.

Gap junctions are composed of transmembrane pro-
teins called connexins.When arranged to create acom-

woa
Apical surface | .-
ot =

-
o

Fig. 4.32. Cellular junctions. Tight junctions (1) serve to effectively
seal the apical from the basal surfaces of the epithelium. Notice
that apical or basal molecules penetrate between the cells only to
the region of the junction. Desmosomes (2) act to link cells together
something like spot welds, while hemidesmosomes anchor the cells
to extracellular matrix molecules. Adhesion belts are not illustrated
but would typically occur in the region just below the tight junctions.

} Membrane cell 1

Gap between cells

Membrane cell 2

Cell membrane

Gap jun
(connexon) ‘
Closed Open
Fig. 4.33.  Gap junction structure.
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plex, six connexin proteins align to form a pore or
channel called a connexon. As illustrated in the upper
panel, when connexons of two adjacent cells become
aligned, they create an aqueous pore that connects the
two cells. However, unlike tight junctions, the outer
leaflets of the adjacent cells are not fused. Gap junc-
tions can also alternate between open and closed
states. For example, a decrease in pH or an increase in
Ca* concentrations promotes closure. Thus, the func-
tion of gap junctions can be regulated.

Glandular epithelial types

Numerous glands serve multiple physiological func-
tions. The simplest classification of glands is based on
the number of cells. The single or unicellular gland
represented by mucus-secreting goblet cells is the
most rudimentary. Multicellular glands include two
subtypes: (1) exocrine and (2) endocrine glands. Exo-
crine glands are familiar examples,that is, salivary or
mammary glands, in which products or secretions
made by the epithelial cells are transported via a duct
to be emptied.Endocrine glands in contrast are duct-
less. Hormones produced from these secretory cells
are captured by capillaries surrounding the tissue and
transported to target tissues throughout the body. We
will consider the structure and function of endocrine
glands in subsequent chapters.

In addition to the structural organization of multi-
cellular exocrine glands, there are also differences in
the how secretions are released from the cells. For
example, early anatomists tried to define the origin of
the mammary gland by classifying the secretion mech-
anism for the secretory cells. To illustrate, sebaceous
glands exhibit a holocrine mode of secretion in which
cells are ruptured and sloughed to become a part of
the secretion. Sweat glands follow an apocrine mode
of secretion in which only portions of the cells are lost
so that individual cells are capable of periodic secre-
tion. Other glands follow a meocrine mode of secre-
tion in which products are secreted but the secretory
cells remain intact. Mammary cells follow both apo-
crine and meocrine modes of secretion. Specifically, as
lipid droplets form in the cytoplasm of the cells,these
droplets progressively enlarge, migrate to the apical
end of the cell, and protrude into the alveolar lumen
until the membrane-bound droplets pinch off to
become the butterfat of milk. Since the membrane sur-
rounding the lipid droplet is derived from the plasma
membrane of the cell, it is clear that a portion of the
cell is lost to become a part of the cellular secretion.
This is an example of an apocrine mode of secretion.
For secretion of specific milk proteins and lactose,
these products are packaged into secretory vesicles in
the Golgi apparatus. These vesicles both singly andin
chains fuse with the apical plasma membrane and

release their contents via exocytosis. Since only the
secretory vesicle contents are lost from the cell, this
mode of secretion is meocrine. In reality, the details for
secretion patterns of mammary cells were not settled
until mammary tissue from lactating mammals was
studied with transmission electron microscopy in the
early 1960s. Thus, attempts to determine the phylog-
eny of the mammary glands solely on the basis of
secretion pattern were futile. It seems likely that the
primitive mammary gland arose from a hybrid com-
bination of both types of glandular cells. Diagrams
showing holocrine, meocrine, and apocrine modes of
secretion are shown in Figure 4.34.

Epithelial glands follow several distinct patterns of
development based on the arrangement of cells within
the secreting unit of the gland. Simple glands have a
duct that opens onto a surface. Usually, cells that
create the duct opening or neck are nonsecretory and
serve as a passageway for products made deeper
within the gland. The shape of the gland mimics the
shape of tubes or rounded flasks called alveoli or acini.
Presence of a single glandular unit denotes a simple
gland. Depending on the shape of the secretory struc-
ture, the gland is classified as simple tubular or simple
alveolar. By contrast, compound glands are branched
with multiple secretory units opening into a duct.

Meocrine
secretion

Fig. 4.34. Mechanisms of cellular secretion. In holocrine
secretion, secretory products accumulate until the cell ruptures and
secretions are released. In the meocrine mode, membrane-bound
secretory vesicles move the cell margin, fuse with the plasma
membrane, and release the contents by exocytosis so that only the
contents of the vesicles are lost. In apocrine secretion,
accumulating droplets of product protrude from the plasma
membrane and are progressively lost as membrane-bound vesicles.
Since the membrane is directly derived from the plasma membrane,
a portion of the cell is lost in the secretion.
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Depending of the specifics of the secretory units,
glands are classified as compound tubular, alveolar,
or tubuloalveolar. Mammary glands, for example, are
compound alveolar glands. Various arrangements of
the cells within glands are illustrated in Figure 4.35.

™~

Nonsecretory
cells

Secretory
cells

Compound tubular | Compound alveolar |

Fig. 4.35. Glandular structures. Simple tubular or simple alveolar
glands (upper left and right) are essentially cellular pipes lined by
epithelial cells (illustrated by the darker green). Cells near the
opening that form the neck of the bottle-like structure are usually
nonsecreting cells. They create the passageway for products to be
secreted. Epithelial cells located deeper within the structure
produce and secrete the glandular secretions (illustrated by the dark
spots). Secretions are released in the lumen spaces of the glands
(lighter green) to make their way out of the gland. Differences in
the morphology of tubular versus alveolar glands indicate
differences in the shape (tubelike vs. flask-like) for the portion of
the gland thatcontains secretory cells. Compound glands simply
have multiple secreting units thatempty into common ducts. Can
you visualize the appearance of a compound tubuloalveolar gland?

The type of products they secrete also distinguishes
subclasses of exocrine glands. Mucous glands produce
a viscous glycoprotein mixture called mucus. Serous
glands produce a more watery or wheylike secretion
that contains enzymes. The exocrine portion of the
pancreas is an example. Some glands (parotid salivary
gland, for example) produce both types of secretions
because they contain a mixture of mucus and serous
cells. In typical H&E-stained sections, mucous secre-
tory units are very pale-staining compared with the
serous secretory units. The serous cells usually have
an intense basophilic staining of the basal areas of
the cells. This is because of the abundant amounts of
endoplasmic reticulum, as the cells are actively
producing proteins for secretion. The pale-staining
mucus-secreting cells typically have a flattened nucleus
with most of the area of the cells packed with vacu-
oles containing mucus. Examples are illustrated in
Figure 4.36.

Connective tissue

The term connective tissue is used in several contexts.
First, it is a general name for a diverse collection of
tissues with varying functions. This includes the con-
nective tissues proper, which will be outlined further,
as well several specialized tissues. Although connec-
tive tissue histology is extremely varied, there are
nonetheless generalities that can be made to compare
these tissues with others, for example, epithelial
tissues. One of the most apparent is that the relative
density of cells is much less than in epithelial tissue.
As the name implies, connective tissues serve to
support, unify, and “connect” other tissues to allow

Fig. 4.36. Serous and mucous glands.Panel Ashows an area of pancreatic tissue. These serous-type cells exhibit abundant red-staining
secretory granules in the apical regions of the cells (arrows) as well as densely basal cytoplasm (brackets). Panel Bshows a portion of salivary
gland; the pale cells are mucus-secreting cells and the surrounding darker-stained cells serous secretory units.
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the creation of more complex tissues and organs. The
“connecting” properties of connective tissues depend
on products (largely proteins and complex carbohy-
drates) synthesized and secreted by connective tissue
cells. Connective tissue cells (derived from the meso-
derm germinal layer) become surrounded by their
products so that they are “suspended” in a sea of their
own making. So in summary, connective tissue con-
sists of cells and extracellular fibers (protein polymers)
embedded in a matrix consisting of ground substance
and fluid. These fibers are divided into three types:
collagen, reticular, or elastic. If you imagine a gelatin
dessert with bits of string, scattered hair, and perhaps
some fine paper fibers, youwill have a reasonable
mental image of the extracellular matrix of many con-
nective tissues. Now in your imaginary connective
tissue, add a random suspension of small raisins to
represent connective tissue cells (primarily fibroblasts)
and you have an idea of the composition.

One final idea related to the cells that are present is
that some are considered fixed; they are always con-
stituents of the connective tissue in question, that is,
fibroblasts or osteoblasts in bone, for example. Other
cells called wandering cells, various blood-derived
cells, macrophages, neutrophils, plasma cells, and so
forth, may be present as well.

When tissues are fixed, embedded, and prepared for
histological examination, the material between cells
can sometimes appear as empty space, but this is far
from the truth. When more specialized stains are used,
many of these specialized products can be readily
visualized. Our purpose is to simply introduce you to
the idea of connective tissues and to provide some
examples of the many varieties of connective tissues
(Box 4.2).

Classification of connective tissue

It is not easy to formulate a classification of connec-
tive tissue that is completely adequate for all situa-
tions. However, some organization helps the learning
process by producing at least a general frame of ref-
erence. General connective tissues, called proper con-
nective tissues, are divided into loose, dense regular,
and dense irregular types. The primary distinction here
is with the arrangement and relative number of fibers
between the connective tissue cells. The loose con-
nective tissue contains aggregates of loosely arranged
fibers and a relatively large number of cells. Loose
connective tissues have many fibroblasts but many
other cells as well. A major site of loose connective
tissue is just below the various epithelial layers that
cover internal and external body surfaces. These are
sites where antigens and other foreign materials can
be present; it should not be surprising that many of

Box 4.2 Tissues, cells, and technology

Just as microchips and computer technology have
revolutionized communications, advances in digital
imaging, microscopy, and software for analysis of
images is also dramatically changing information
that can be obtained from the study of tissues and
cells. Many of you are likely aware of Western
blotting techniques that allow the detection and
quantitation of proteins that are first separated by
electrophoresis then transferred to membranes.
Proteins are then identified based on their molec-
ular weights as well as visual detection of enzyme-
linked or fluorescence-tagged antibodies. Not only
is it possible to identify the protein, but the amount
of the protein present in the sample is proportional
to the signal produced.

In a recent review, Ellis et al. (2012) describe such
techniques to evaluate changes in mammary de-
velopment (specifically ontogeny of myoepithelial
cells) and, perhaps more importantly, indicate the
growing importance of imaging in the animal and
biological sciences and the need for training of
new scientists to take advantage of these emerging
technologies.

the other cell types in loose connective tissue are the
“wandering” immune-related cells that migrate from
local capillaries.

Dense connective tissue has more abundant, thicker
tibers but not as many cells. The most abundant cell
type is usually the fibroblast, the cell responsible for
the synthesis and secretion of the proteins of the fibers.
Dense irregular connective tissue is found in the
protective capsules around organs and surrounding
developing glands. Dense regular connective tissue is
more specialized, in that the regular arrangement of
tibers is important in providing strength as in tendons
and ligaments. Other specialized connective tissues
that will be briefly described and illustrated include
cartilage, bone, adipose, and blood.

The first illustration in this section (Fig. 4.37) shows
a simple mesenteric spread. This image of fixed stained
tissue that anchors and protects the intestines demon-
strates many of the general features of connective
tissues, namely, the presence of extracellular fibers,
space between cells, and varying types of cells.

As might be expected, there is some gray area in
deciding the difference between loose and dense con-
nective tissues. How compacted must the material be
to be considered dense? The tissue just underneath
many epithelial surfaces, for example, the skin or
areas of the reproductive tract, is loose connective
tissue, but there is certainly variation. The immature
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Fig. 4.37. Mesentery spread. The mesentery, which serves to
anchor and support the loops of the digestive tract, is very thin.
Many of the very thin fibers (E) are elastin fibers, while the thicker
pink fibers are collagen (C). Some of the dark specks are nuclei of
fibroblasts (arrows).

Fig. 4.38.
pancreas illustrates the general features of the loose CT present
under the epithelial regions of many tissues. At the low
magnification of this image of H&E-stained tissue shows only the
amorphous pink of faintly stained collagen fibrils and scattered
fibroblast nuclei in the region adjacent to the glandular tissue.

Loose connective tissue (CT). This image from the

mammary gland provides good examples of this vari-
ation. The connective tissue immediately adjacent to
the ducts (intralobular) is less dense than the connec-
tive tissue some distance away from the developing
ducts (interlobular). Other organs also have abundant
areas of connective tissue. Figure 4.38 shows a section
from the pancreas. The epithelial tissue to the upper
left is part of the exocrine glandular tissue of the
organ. The pale pink tissue to the right is a region of
loose connective tissue that supports and anchors the
glandular structure. Notice that relatively little detail

Fig. 4.39.
illustrates an area of loose connective tissue from the bovine
mammary gland. Notice the similarity with the tissue from the
pancreas. However, this section also shows an area with a cluster
of adipocytes or adipose tissue, a specialized type of connective
tissue, in addition to the band of pinkish connective tissue in the
center of the image.

Loose connective tissue bovine mammary. This image

or apparent cells are apparent in this region. Collagen
fibrils and other extracellular matrix proteins and
ground substance occupy most of the space. The scat-
tered fibroblasts and other cells only become apparent
at higher magnification. Figure 4.39 illustrates an area
of similar loose connective tissue from the bovine
mammary gland.

At a higher magnification (Fig. 4.40), some of the
fibroblast nuclei become apparent and the swirls of
light pink-stained collagen fibrils and other more
amorphous proteins can be seen. Many of the fibro-
blasts are so closely aligned with the collage fibrils that
it is difficult to distinguish between cell cytoplasm
and the extracellular matrix. This is especially true
for paraffin-embedded tissues. However, the darkly
stained nuclei of various cells stand out in the prepara-
tion. The next example (Fig. 4.41) shows a sample of
dense and loose connective tissue in the same speci-
men. Another difference is the staining of the speci-
men. It has been stained with a dye called Sirius Red
and counterstained with another dye called Fast
Green. In this preparation, the collagen appears as
bright red, wavy fibers and the epithelium is stained
a faint bluish-green, but there is little detail for the
epithelium because there is no specific nuclear stain.

The higher-magnification image shown in Figure
4.42 also illustrates the difference between dense irreg-
ular and loose connective tissue. It is easy to see that
it is largely a matter of degree. The red collagen fibers
appear in both regions, but just underneath the epi-
thelial surface of a large epithelial duct (to the upper
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Fig. 4.40. Loose connective tissue detail. An example of loose
connective tissue for the mammary gland of a cow is shown at
higher magnification. Most of the darkly stained nuclei are from
fibroblasts. The pink, somewhat wavy pattern is largely from
collagen fibrils.

Fig. 4.41. Sirius Red-stained connective tissue. Examples of loose
(LC),compared with dense (DC), irregular are indicated. Cross
sections of epithelial ducts appear a faint pale bluish-green color.

left), the fibers are much more apparent. The very
pale blue structures embedded in this dense collagen
matrix are mostly the nuclei of fibroblasts.

As you might suspect, dense connective tissue is
especially strong because of the abundant fibers. A
subclass of dense connective tissue, dense regular con-

Fig. 4.42. Dense irregular connective tissue. Dense irregular
versus loose connective tissue is contrasted with loose connective
tissue in this image from the developing mammary gland of a heifer.

Fig. 4.43. Histology of a tendon. This section through a portion of
a tendon demonstrates the largely directional, parallel orientation of
the fibers from top to bottom. This corresponds with the direction
of greatest strength. Fibroblast nuclei (F) are very difficult to detect,
and their pale blue-stained nuclei seem to blend with the general
structure of the fibers. An approximate longitudinal cut through a
capillary (CAP) is also indicated.

nective tissue, is found in tendons and ligaments. This
tissue gets its name because of collagen and other fibers
that are uniformly arranged. This is easy to imagine
in a tendon or ligament where there is a need for great
tensile strength, usually along a particular axis. In fact,
injuries and tears to ligaments are especially common
when forces are applied perpendicular to the direction
in which the fibers are oriented. Figure 4.43 illustrates
a histological section through a portion of a tendon. The
staining is not specialized for detection of collagen or
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other fibers (H&E staining), so it is difficult to distin-
guish individual fibers or fibroblasts, but the general
regular orientation of the fibers is evident from top to
bottom in this image (Fig. 4.44).

The image in Figure 4.45 shows the result of immu-
nostaining for the presence of one of the subclasses of
collagen in the developing tissue. In this procedure,
an antibody specific for type IV collagen was incu-

Fig. 4.44.
large artery. In this specimen, the sample has been stained with a
special dye to emphasize elastic fibers. They appear as black wavy
lines (E) oriented around the circumference of the artery. Given the
need for many arteries to expand and recoil in response to changes
in blood pressure, it is easy to rationalize the function of these fibers.

Elastin fibers. This is a section through the wall of a
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Fig. 4.45. Collagen immunocytochemistry. This specimen is an

immunocytochemical preparation showing the expression of type
IV collagen in the developing mammary gland. The brown staining
(where antibodies against collagen type IV are located) indicates
the location of this protein. Notice that it is almost exclusively
located around blood vessel endothelial cells as part of the basal
lamina of these vessels.

bated with the tissue section, then the location of the
bound antibody detected by the use of a secondary
antibody linked with an enzyme. When the enzyme is
activated in the presence of an appropriate substrate,
a reaction product is deposited at the site(s) where the
antibody is bound. In this specimen, you can see that
type IV collagen is almost exclusively located around
the endothelial cells of blood vessels. The use of
immunocytochemistry provides a powerful tool to
study details of tissue development. If you compare
the very evident red stain for “total” collagen fibers in
Figure 4.41 and Figure 4.42 with the restricted expres-
sion of collagen type IV in Figure 4.46, you can see that
the distribution of type IV collagen is very concen-
trated or localized. In fact, type IV collagen is most
often expressed in the basal lamina. This explains its
abundance around the endothelial cells of the capillar-
ies, but its apparent absence around the developing
epithelial ducts in the tissue is surprising. It may be
that basal lamina associated with epithelium does not
fully mature until later in development. This is further
suggested by the image shown in Figure 4.46, which
shows staining for expression of type IV collagen in
the mammary tissue of a lactating cow. In this case,
the expression occurs around the blood vessels as well
as the secretory alveoli. This supports the idea that the
basal lamina is not fully developed until major ducts
and/or the alveoli are fully formed. Again, the point
here is showing how these histology techniques can
provide information about tissue growth, develop-
ment, and ultimately physiological function. Other
collagens include types I, II, and III. Type I is associ-
ated with connective tissues of skin, bone, tendon,
and ligaments. Type Il is predominantin cartilage and
type III infetal tissues and connective tissue capsules
around various organs.

Specialized connective tissues

Adipose tissue is a specialized connective tissue con-
sisting of fat-storing cells called adipocytes. There are
two types of adipose tissue, white (or unilocular) and
brown (or multilocular). In well-nourished animals
(or people), adipose tissue forms a nearly continuous
layer within the connective tissue underneath the
skin. It is called panniculus adiposus and is part of the
hypodermis. It is generally believed that adipocytes
are derived from the mesenchymal cells of the meso-
derm germinal layer. Unilocular adipocytes are often
large cells 100um or more in diameter. The size is a
reflection of the accumulation of a large lipid droplet
that occupies most of the cell area. This causes the
nucleus and most of the cytoplasm to be pushed to
one side of the cell, so that the cells are often described
as having a signet ring appearance when sectioned.
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Fig. 4.46. Type IV collagen. Immunostaining for type IV collagen in mammary tissue from a lactating cow is shown. In this functionally and
developmentally mature tissue, there is marked expression of type IV collagen in the area of the basal lamina (BL) immediately adjacent to the
epithelial cells of the alveoli as well as blood vessels (A). The figure insert (B) at higher magnification (oil immersion) makes the expression
around both regions evident. In the center of the figure, there is a cross section through a capillary with each three nuclei of endothelial cells
evident (BV and arrows). Other arrows (ME and arrows) indicate staining associated with the basal lamina of the mammary epithelial cells.

In most histological preparations, the lipid is lost
because of the lipid solvents (ethanol and xylene)
used to prepare the tissue for embedding in paraffin
or plastic. White adipose tissue is most abundant.
Brown or multilocular adipose tissue is less common
but is present in large amounts in hibernating animals.
In other animals, it is relatively more common in
newborn and young animals. Unlike much of the lipid
that is mobilized by lipolysis to produce ATP from
white adipose tissue, brown adipose tissue adipocytes
have mitochondria that have evolved to use most of
the mobilized lipid to produce heat energy rather than
ATP.This probably explains the importance of these
specialized cells in hibernating animals and in new-
borns where maintenance of body heat is so critical.

The following series of slides shows examples of
white adipose tissue. Figure 4.47 and Figure 4.48 illus-
trate the general structure adipose tissue at a relatively
low magnification. Both of these images are from
samples embedded in paraffin. As indicated in an
earlier section, samples prepared in this manner are
usually relatively thick (4-7um), so some details of
cellular structure are difficult to see. Figure 4.49 and
Figure 4.50 illustrate sections of white adipose from
samples embedded in plastic. The stains used are dif-
ferent (H&E vs.Azure II), but more importantly, plastic
embedded sections can routinely be cut at 1 um or less.
The difference in cellular detail between paraffin and
plastic embedding is striking but especially so with
actively secreting epithelial cells, that is, pancreas,
liver, mammary gland, and so forth.

Fig. 4.47. Low-power adipose. This is a low-magnification view
(10x objective with 10x eyepiece, i.e., 100-fold) of white adipose
tissue. The essential feature is the appearance of lots of seemingly
closely packed, circular structures, which are the profiles of
sectioned adipocytes. Remember, in the living tissue the spaces
would have been occupied by lipid droplets. The other prominent
features are several bands of connective tissue, which appear here
as pink bands (CT). At higher magnification (Fig. 4.48), the cellular
organization becomes more apparent.

Figure 4.51 shows the structure of small parts of the
four different adipocytes. This image also provides
some perspective on the size of these cells. The con-
nective tissue between the cells has cross sections of
two vessels with several RBCs. A reasonable estimate
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Fig. 4.48. Adipose tissue, paraffin, high magnification. Here,
cellular organization becomes more apparent. There is only a small
rim of cytoplasm and nuclei positioned at the periphery of the cells.

Fig. 4.49. Adipose tissue, low-power, osmium-stained. In this
case, some of the lipid was retained in the cells during processing
and the tissue was subsequently stained with osmium tetroxide.
This chemical has a very high affinity for lipid and causes the
appearance of a dense black product. Notice the darkly stained
adipocytes in the lower left of this tissue section.

for an RBC is 7um across its widest dimension, so the
adipocytes (A) in comparison are clearly many times
larger. The nucleus of one of the adipocytes is also
apparent compressed to one edge of the cell. Nuclei
for the other adipocytes do not appear in this image.

Although the structure of other specialized connec-
tive tissues will be discussed as we consider specific
systems, it is worth introducing bone and cartilage.
In the case of the long bones of the limbs, for example,
tibia andhumerus, they begin as cartilage models
(essentially miniature versions) in the fetus. As the

Fig. 4.50. Adipose tissue. Adipose tissue from a region of the

mammary gland is shown. The tissue was embedded in plastic,
sectioned at about 2 um in thickness, and stained with Azure II.
Cell profiles are distinct, but there is little cytoplasm.
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Fig. 4.51. Adipose tissue high magnification. In this section,
portions of four adipocytes (A) are visible. The large open spaces
contained stored lipid. The nucleus of one adipocyte (arrow)
appears at the rim of the cell. The upper left has cross-sectioned
profiles of a small artery and companion venule. A number of red
blood cells appear in the lumen of the artery.

animal develops, the cartilage is progressively replaced
by bone in a process called endochondral ossification.
Three cartilage types can be distinguished. These are,
in order of abundance, hyaline, fibrocartilage, and
elastic cartilage. Hyaline cartilage is grossly character-
ized by the presence of a shiny, milky, glass-like
homogenous matrix. It should be familiar to you as
the cartilage that appears at the end of a chicken leg
or the gristle you sometimes bite into at the edge of a
chicken breast. Cartilage very clearly illustrates the
idea that connective tissues have relatively few cells
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but lots of extracellular matrix components. However,
unlike many other connective tissues, which usually
have a ground substance with an abundance of col-
lagen fibrils, cartilage is also rich in three types of pro-
teoglycans. These complex polymeric molecules are
composed of a core protein with various attached gly-
cosaminoglycan (GAG) chains. The three-dimensional
shape of the molecule resembles a miniature bottle-
brush with the stem being the core protein and the
bristles the GAG chains. The GAGS include hyaluronic
acid, chondroitin sulfate, and keratin sulfate. These
sugar chains are highly charged (polar) so that carti-
lage is very highly hydrated. This aids the cushioning
associated with cartilage, but the sparseness of cells in
the mature tissue and relative lack of blood supply
also explains the difficulty of repair to injured carti-
lage. Figure 4.52 is an example of hyaline cartilage
from the trachea. In this instance, these C-shaped
rings of cartilage (with the opening of the C facing a
dorsal direction) provide the rigid support to hold the
entrance to the respiratory tract open. You may recog-
nize the upper right edge of the tissue as an epithelial
layer. Although you could not identify its characteris-
tics at this level of magnification, you might recall that
pseudostratified columnar epithelial cells cover the
respiratory tract above the level of the bronchioles.
The cartilage appears as two “islands” within the con-
nective tissue. As cartilage is created by chondroblasts,
the cells progressively mature into chondrocytes as
their own products trap the cells. These mature chon-
drocytes come to reside in spaces called lacunae.

The insert in Figure 4.52 shows a higher-power
image of hyaline cartilage; it appears as a largely avas-
cular field of matrix with scattered chondrocytes. The
chondrocytes produce this matrix so that in its fully
mature state, the cells are literally trapped. The spaces
immediately surrounding the cells are called lacunae.
This terminology also applies to bone, but the cells
within the spaces are called osteocytes. The outer cov-
ering of the cartilage is called the perichondrium and
can be divided into an outer, more protective, capsule-
like protective layer, and an inner region with more
cells that are chondrogenic; that is, these cells can
be induced to produce more active chondrocytes.
Although the matrix surrounding the cells appears
rather homogenous in typical H&E-stained sections,
the matrix contains collagenous fibrils, which add
strength. Often the chondrocytes appear very close
together; these are called isogenous cell clusters
because they arise from division from a single prede-
cessor cell. Growth in this manner, with subsequent
addition of more matrix material around the cells,
allows for interstitial growth of the cartilage or growth
within the substance of the cartilage. In contrast,
development of additional cartilage in the outer peri-
chondrium leads to growth at the surface called appo-
sitional growth. This later style of development
explains the continued lengthening of the long bones
prior to the time of epiphyseal plate closure at puberty.
At this time, there is cessation of the generation of
new cartilage needed for appositional growth and to
provide the ground substance and matrix necessary

Fig. 4.52.

Section of cartilage from the trachea. This low-power image shows the general features of the trachea. (A) The internal surface of

the trachea (upper right) is covered by epithelial cells (pseudostratified columnar epithelial cells), and just underneath, there are several
mucus-producing glands. Further into the tissue, portions of sectioned hyaline cartilage appear (arrows). The inset (B) shows a grouping of
chondrocytes in greater detail. The cell structure is barely visible, but the nuclei appear as distinct dots.
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for osteogenesis. Sections of the fetal mouse foot
provide an excellent tissue sample to study the struc-
ture of cartilage and developing bone.

In mature bone, for example, the humerus, two
types of osseous tissue can be distinguished. The outer
portion of the bone is called compact or dense bone,
and it has a very distinctive structure. At the micro-
scopic level, it is often viewed by preparing what are
called ground bone samples. Essentially preserved,
fixed samples are cut into very thin wafers and
mounted on slides. This allows an examination, pri-
marily of the matrix structure. The center or medul-
lary cavity, in addition to marrow components, is
composed of an interlacing, spiderweb-like compo-
nent of bone called spongy or cancellous bone. Both
types of bone have osteocytes and various other bone
cells (osteoblasts, osteoclasts), but the organization of
the matrix is much less regular. Figure 4.53 shows a
relatively low-power image of a sample of ground
bone to illustrate major features, while Figure 4.54
gives a higher magnification to show some of the
details of osteocytes and lacunae.

At higher magnification (Fig. 4.54), structures of an
individual Haversian system become apparent. The
dark areas are the spaces that in living bone would

Fig. 4.53. Compact bone low power. The structure of compact
bone can be imagined as a series of miniature trees where in the
center of the trunk is a canal called the Haversian canal (HC), and
the rings or lamellae (Lam) represent the concentric growth rings.
These Haversian systems, or osteons (circled area), generally align
themselves along the longitudinal axis of the long bones. Other
channels called Volkmann canals (Volk) pass perpendicular to
intersect the central Haversiancanal and link the central
passageways to provide for entrance of blood vessels and nerves. In
compact bone, the spaces between lamellae areoccupied by the
osteocytes, which come to be surrounded by the matrix they have
produced and secreted, much like chrondrocytes in cartilage. Small
fissures, called canaliculi, also radiate out from the lacunar spaces
that hold the mature osteocytes.

contain the osteocytes. Other apparent structures
are the canaliculi. Bone located between the circular
osteons is called interstitial bone.

Figure 4.55 shows an area of ossification in a devel-
oping bone that is destined to be spongy bone. The
irregular shape of the ossifying tissue and lack of orga-
nization with respect to the lamella is evident. The
area of ossification is stained pale blue; areas with
lacunae containing trapped osteocytes are scattered in
the matrix. Areas to the outside (stained red) are areas
of bone marrow.

Fig. 4.54. Haversian canal. This high-power image of compact
bone shows the ringlike lamellar structure surrounding the
Haversiancanal (HC). Each ring is a lamella. The dark areas are the
lacunae. These spaces contain the osteocytes. Radiating away from
the lacunae are small fissures called canaliculi (Can). These spaces
allow for diffusion of nutrients and waste products.

Fig. 4.55.

Ossification. This image illustrates the process of
ossification in a region of spongy bone. The center (blue-stained)
area contains cartilage cells undergoing ossification to become
osteocytes. The surrounding area will contain red bone marrow.
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A final type of connective tissue to consider is blood.
At first glance, it seems odd to think of blood as con-
nective tissue, but once you consider that it consists of
a matrix (plasma) with suspended cells, it matches our
prior definition of connective tissue. Of course, the
majority of cells are erythrocytes or RBCs, typically
4-5million/mm?®. The white blood cells (WBCs) or
leukocytes average 6,000-9,000/mm® and are divided
into two subclasses based on the presence or absence
of cellular granules,that is,granulocytes versusagran-
ulocytes. Agranulocytes include large and small lym-
phocytes (30-35% of the total white cells) and
monocytes (3—-7%). Granulocytes include neutrophils
(55-60%), eosinophils (2-5%), and basophils (0-1%).
Platelets, also called thrombocytes, are small struc-
tures that average 200,000-400,000/ mm?). Figure 4.56
shows a relatively low-power image of a blood smear
to provide some perspective. There are two neutro-
phils and one lymphocyte in the field. It is clear that
RBCs greatly outnumber WBCs. Figure 4.57, Figure
4.58, Figure 4.59, and Figure 4.60 show some of the
features of various leukocytes. Specifically, Figure 4.57
shows a lymphocyte; Figure 4.58 shows a monocyte
(these are the agranulocytes); Figure 4.59 has a neutro-
phil on the right and an eosinophil on the left; and
Figure 4.60 shows a basophil.

Muscle tissue

Epithelial, muscle, and nervous tissues are sometimes
called composite tissues. This simply means that
although the tissue primarily is composed of the cells
that give the tissue its name, there is also the incorpo-

Fig. 4.56. Blood smear. This low-power image shows a field of
pale-staining erythrocytes and several leukocytes (three neutrophils).

ration of at least some connective tissue. For muscle
tissue in particular, the connective tissue elements are
essential for functioning of the tissue. First, because of
the metabolic demands of the muscle tissue, availabil-
ity of nutrients and capacity to get rid of wastes is
critical. The connective tissue sheaths that surround
skeletal muscles and the connective tissue layers that
penetrate around even individual muscle cells (fibers)
provide passageways for capillaries. Second, the
various connective tissue sheaths from around the
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Fig. 4.57. Lymphocyte. Lymphocytes have a large nuclear to
cytoplasmic ratio; that is, typically only a thin rim of cytoplasm
may be evident.The nucleus is uniformly stained roughly ovoid in
shape, and cells are common in the circulation, ~25% of the total.

Fig. 4.58. Monocyte. Monocytes are characterized by the
presence of a kidney bean-shaped nucleus and under normal
conditions are relatively rare, ~2-8% of the total.
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.

Fig. 4.59. Basophil. Basophils have abundant darkly stained blue
or purple granules (with standard basic dyes), and the cells are
smaller than neutrophils or eosinophils. The nucleus is typically
lobed and numbers are usually very low, ~1-2% of the total.

Fig. 4.60. Eosinophil and neutrophil. The eosinophils that appear
to the left of the image gets its name from the dark staining of its
granules with the red acidic dye eosin. The nucleus is lobed but
relative rare, ~1-2% in the circulation. The neutrophil on the right
is commonly ~50% of the total and, unlike other granulocytes, the
granules stain poorly with either basic or acidic dyes, for example,
the neutral of the name. The nucleus has two to five lobes, a bit
like beads on a string. Neutrophils are also called
polymorphonuclear leucocytes (PMNs) because of this
characteristic.

outside of a muscle to bundles of muscle fibers to
individual muscle fibers (epimysium, perimysium,
and endomysium, respectively) means contractile ele-
ments are anchored together. This allows for unified,
smooth functioning of the muscle.

There are three types of muscle cells. First, the famil-
iar skeletal or voluntary muscle is named because its
contraction is linked with movement of the skeletal
system. A second, cardiac muscle, shares many fea-
tures with skeletal muscle including the presence of
striations. The third type, smooth muscle, is very
widely distributed and gets it is name because it does
not exhibit striations present in the other types. Like
epithelial tissue, muscle tissues are highly cellular but
in contrast are also highly vascularized. Muscle cells

Fig. 4.61.
connective tissue, the endomysium, wraps each skeletal muscle
fiber or cell. Bundles of muscle fibers called fascicles (outlined in
yellow) are wrapped by the perimysium and the entire muscle by
the epimysium that is continuous with the tendon that attaches
skeletal muscles to bone.

Cross section, skeletal muscle. A thin layer of

have elegantly constructed myofilaments, primarily
combinations of actin and myosin protein filaments
that allow for contract and tissue movement. Details of
muscle cell structure and the sliding filament model
for contraction will be described in a subsequent
chapter. Our purpose in this section is to introduce the
basics of muscle tissue histology.

Skeletal muscle

At a gross level, each skeletal muscle is a distinct unit
composed of several tissues. Of course the muscle
cells or fibers predominate, but adequate functioning
requires connective tissue sheaths, blood vessels, and
nerve fibers. One of the most unusual features of skel-
etal muscle cells is that they are multinucleated, large
elongated cells. Furthermore, the internal volume of
the cell is chiefly dedicated to the packaging of a
complex array of myofibrils. These individual myofi-
brils are composed of overlapping thin filaments,
primarily made of the protein actin, and the thick fila-
ments made of the protein myosin. These myofibrils,
like tightly packed wires in a telephone cable, are
arranged along the longitudinal axis of the individual
muscle cells. Let us consider organization of a common
muscle (the biceps) cut in cross section across the belly
or gaster of the muscle. Our examination would allow
us to distinguish the three connective tissue sheaths
as diagramed in Figure 4.61. In this diagram, the
smallest circular units (dark pink) within the yellow
background represent the individual muscle cells that
have been cut in cross section. The endomysium that
surrounds individual cells is indicated by the black
outline of each cell. The cells are grouped together in
fascicles, outlined in yellow, and the perimysium that
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anchors these muscle bundles by the black outline
around each. Groups of fascicles come together to
create the muscle, which is surrounded by the epi-
mysium. When skeletal muscle cells are sectioned
along their longitudinal axis, the highly organized
arrangement of the myofilaments is evident by dis-
tinct banding or striations. These alternating dark and
lightly stained regions reflect areas in which only thin
filaments, thick filaments, or both overlap. This explains
why skeletal and cardiac muscle is also referred to as
striated muscle. Some of the microscopic features of
skeletal muscle are outlined in subsequent figures as
well as the molecular organization of the contractile
filaments (Fig. 4.62).

{

Fig. 4.62. Cross section, skeletal muscle. The image at very low
magnification shows portions of several muscle bundles or fascicles;
profiles of individual muscle cells or fibers appear as the irregular
shapes within the muscle bundles.

At higher magnification,with cells cut in cross
section, you can distinguish profiles of individual cells
(Fig. 4.63) and in some preparations individual myo-
fibrils within the cells. It also becomes apparent that
there are multiple nuclei per cell and that they are
located at the peripheral edges of the cell. It is only
when cells are sectioned longitudinally that striations
are seen (Fig. 4.64). However, only at very high mag-
nification is it possible to decipher the detail of the
filaments responsible for the banding pattern of the
muscle sarcomere (Fig. 4.65). A diagrammatic repre-
sentation of the sarcomere is provided in Figure 4.66.
Mechanics of muscle contraction will be discussed in
a subsequent chapter.

Fig. 4.64. Skeletal muscle, longitudinal. This section from the
bovine tongue illustrates the peripheral location of nuclei (arrows)
and the pattern of striations characteristic of skeletal muscle.

A

Fig. 4.63.

Skeletal muscle, cross section, high. At progressively higher magnification, it is possible to see profiles of individual muscle cells

and the fact that many of the cells are multinucleated (arrows, A). Depending on the preparation, the myofibrils may also be discernible (B).

Chapter 4
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Fig. 4.65. Transmission electron microscope (EM) image, skeletal
muscle. This image shows portions of several sarcomeres. A single
sarcomere is bounded on either side by the Z-line, the site where
the thin filaments are anchored. The region bounded by the pale
band is called the I band of the sarcomere. Notice that the | band
at each end of the sarcomere also contains the | band for the
adjacent sarcomere. The darker band is the A band. Depending on
the degree of contraction, a lighter band (the H band) can be seen
in the center of the A band. In this particular sample, because the
muscle was contracted at the time it was prepared, the H band is
barely visible as the thin pale stripe in the center of the A band.
The darker stripe (M-line) is the location where the thick myosin
filaments are anchored.

At first glance, the striations of the muscle cell fibrils
seem to be repeating disks stacked along the length of
the cell. However, when examined in the electron
microscope (Fig. 4.65), the striations clearly appear
only in the myofibrils andnot within the cytoplasm of
the cell. The alternating dark and light bands are due
to the relative density in regions where there are only
thin or thick filaments. Furthermore, the pattern is
very highly ordered. This is because the fibers are
linked together into an organizing unit called a sarco-
mere. The sarcomeres are linked together, something
like train cars along the entire length of the myofila-
ments. The myofilaments are essentially repeating
groups of linked sarcomeres. The contraction process
is explained by the ability of the sarcomere to shorten
and then relax. Regulatory details will be discussed in
a subsequent chapter, but the fundamental process
involved is the movement of the thinner actin fila-
ments moving along the thicker myosin filaments. As
indicated by the diagram in Figure 4.66, as pairs of
thin filaments (attached at the Z-line) on either end of
the sarcomere move toward one another, the sarco-
mere shortens. Since the sarcomeres are linked and the
myofibrils are anchored and cells are bound to other
cells by the endomysium, this results in shortening of
entire bundles of muscle cells and, if stimulated suf-
ficiently, the entire muscle.

Fig. 4.66. Structure of sarcomere. A schematic view of sarcomere
shortening is shown to illustrate changing relationships between I,
A, and H bands as contraction occurs. The thick filaments are
outlined as green bundles with protruding myosin heads and the
thin filaments as simple black lines. Note that the A band stays
constant but that the H and | bands get smaller as the Z-lines and
ends of the thin filaments approach.

Cardiac muscle

Skeletal muscle and cardiac muscle are very similar.
Both have striations and essentially identical sarco-
mere structures. However, individual muscle cells
(fibers) are typically shorter and contain fewer nuclei
per cell, that is, they are often binucleated. There are
also some differences in the mechanics of contraction
regulation. In skeletal muscle, the calcium needed for
interaction between the actin and myosin comes from
storage within the muscle cells, the sarcoplasmic retic-
ulum. For cardiac cells, extracellular calcium plays a
more important role than in skeletal muscle. Also,
although it is possible to learn to change one’sheart
rate under special circumstances, cardiac contraction
is usually considered involuntary. Control of cardiac
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Fig. 4.67.
cardiac muscle cells cut in cross section. In profiles where the
nucleus is present, it is located toward the center of the cell, in
contrast to skeletal muscle. The lower panel (B) shows a
longitudinal section of cardiac muscle. Note the striations and, at
the arrows, branching of a cell. The dark bars (brackets) are
intercalated disks that join cells in series.

Cardiac muscle. The upper panel (A) shows a group of

rate and force of contraction is clearly important to
supply the oxygen and nutrients necessary for varying
levels of activity. It should be no surprise that regula-
tion involves close coordination between the nervous
and endocrine systems as discussed in our review of
cardiovascular physiology.

At a histological level, cardiac cells have striations
but also frequently are branched; nuclei are located
centrally within fibers; and groups of cells are linked
longitudinally by complexes of gap junctions within
regions called intercalated disks. These features allow
skeletal muscle fibers to be distinguished from cardiac
muscle fibers in histological sections as illustrated in
Figure 4.67.

Smooth muscle

Although it is common to describe all muscle cells as
fibers, it is easier to think of the large multinucleated
skeletal muscle cells or the cardiac cells linked by

intercalated disks as fibers in a commonsense view.
Smooth muscle cells by comparison are small, spindle-
shaped cells that taper on either end. Like the cardiac
cells, smooth muscle cells have a single, centrally
located nucleus. Despite their small size, groups of
smooth muscle cells are physiologically vital. These
cells are found in the walls of hollow viscera and in
the walls of all but the smallest blood vessels. In the
walls of many tubular visceral structures, the smooth
muscle cells appear in two distinct layers. For example,
in the muscularisexterna of the GI tract, there is an
outer layer of longitudinally oriented cells and an
inner layer that goes around the circumference of the
tract.Smooth muscle cells that are arranged in these
coordinating layers of cells are called single unit
smooth muscle and are the most common type. In
contrast, about 1% of the cells in smooth muscle act
rather independently and are called multiunit cells.
Both classes are involuntary. However, the single unit
smooth muscle is more likely to be impacted by the
secretion of various hormones than the multiunit cells
that depend primarily on neural input for contraction
to occur.

For example, within the muscularisexterna of the GI
tract, groups of smooth muscle cells act as pacemaker
cells for the tissue. When these cells spontaneously
depolarize, this induces rhythmic contractions that
pass through the tissue. The level of autonomic
nervous system activity or secretion of some hor-
mones (i.e., estrogen or progesterone influence on
uterine smooth muscle) can also alter the normal
pattern of spontaneous contractions that occur or the
strength of contractions.

As the name suggests, there are no apparent stri-
ations in smooth muscle cells. There are, however,
thin and thick myofilaments anchored to the cyto-
skeleton that allow shortening of the cells. Since the
cells are linked together (single unit cells), this allows
the coordinated contraction of the tissue layer. Multi-
unit cells are typically anchored to extracellular pro-
teins. Extracellular calcium concentrations also have
a greater impact on contraction of smooth muscle
cells than skeletal muscle cells because of the lack
of sarcoplasmic reticulum for intracellular storage
of calcium. Differences in the appearance of cross-
sectioned versus longitudinally sectioned smooth
muscle cells are illustrated in the diagrams shown in
Figure 4.68 and examples of smooth muscle tissue
from the small intestine shown in Figure 4.69 and
Figure 4.70.

Nervous tissue

Clearly, the functional cell in the sense of impulse
transmission is the neuron. Diagrammatic examples of

Chapter 4
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Longitudinal
smooth muscle

Cross-sectioned
smooth muscle

Fig. 4.68. Diagram of smooth muscle. The upper panel illustrates
the arrangement of smooth muscle cells in a longitudinal view. The
spindle-shaped cells with a single central nucleus make a tightly
compacted layer of closely adhering cells. The lower panel
illustrates the appearance of cellular profiles cut in cross section
(see dashed line). Since some of the cells would be cut near the
center, these profiles would be relatively large ovals with the nucleus
in the center. Other profiles would be smaller oval shapes because
of sections through the more narrowed tapered ends of the cells.

A
Fig. 4.69.

Fig. 4.70. Several motor endplates appear in this image. These
motor neuron endings release acetylcholine to initiate
depolarization and ultimately muscle contraction.

Smooth muscle cells, small intestine. Panel A shows inner and outer layers of smooth muscle tissue in the muscularisexterna of the

intestine. A small number of epithelial cells are visible to the extreme right of the image. The muscularisexterna (to the left of the figure) has
an inner circular smooth muscle layer that has been sectioned longitudinally and an outer layer of cells that are oriented lengthwise along the
intestinal tract. This cell layer has been cut in cross section. Panel B illustrates some of the cellular detail. Notice how the cells cut
longitudinally seem to “flow” together. It is difficult to distinguish individual cells.

various types of neurons are illustrated in Chapter 8.
However, it is important to appreciate that neural tissue
is more than simply collections of neurons. Figure 4.70
illustrates the interaction between the nervous system
and the skeletal muscle. This image shows several
motor nerve connections to skeletal muscle fibers.
Figure 4.71 shows a cluster of myelinated nerve fibers

that have been teased apart. The periodic pale areas
that transverse individual nerve fibers are areas
between Schwann cells (which create the myelin
sheaths) called the nodes of Ranvier. These are regions
where ion flow allows for rapid transmission (saluta-
tory) impulse transmission in myelinated compared
with nonmyelinated nerve fibers (see Chapter 8).
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Fig. 4.71. These teased myelinated nerve fibers demonstrate the
appearance of nodes of Ranvier (the pale areas that transverse
individual fibers). These spaces between regions where Schwann
cell growths to wrap the axons allow for saltatory nerve
conduction, which is more rapid in myelinated compared with
nonmyelinated nerve fibers.

Fig. 4.72. This image illustrates portions of three nerve bundles (upper
left, lower left, and lower center) cut in cross section. The analogy of
nerve fibers like bundles of telephone cables passing through a
conduit is apparent. Cross-sectioned blood vessels, adipocytes,
collagen fibers, and fibroblasts appear in the surrounding area.

Figure 4.72 shows a cross section through a nerve
bundle. The analogy of nerves being like multiple phone
lines bundled in a surrounding cable is apparent.

The health and functioning of neurons depends on
many supportive cells called neuroglia or sometimes
simply glia. Four types of neuroglia appear in the
central nervous system and two in the peripheral
nervous system. Some of these cells produce growth
factors and other agents that promote health and
tissue development, and others are responsible for-
manufacturing the myelin sheath that acts to insulate
many axons. The supporting cells of the CNS include

Fig. 4.73.
of several motor neuron neurons appears to the left of the section.
The dark spots are nuclei of smaller supporting cells.

Section of the spinal cord. A portion of the cell bodies

astrocytes, microglia, ependymal cells, and oligoden-
drocytes. Astrocytes are important in anchoring
neurons, and two of these cell types, Schwann cells in
the peripheral nervous and oligodendrocytes in the
central nervous system, produce the myelin sheath
that wraps many axons (see Fig. 4.71). The structure
of neurons related to the physics of conduction in
nerves will be discussed in subsequent chapters.
Figure 4.73 shows a spinal cord section to illustrate the
nerve bodies of several large motor neurons. Because
the axons do not necessarily appear on the same plane
as the body of the nerve cell, it is rare to see a relatively
thin two-dimensional tissue section that contains more
a part of the cell body and perhaps a bit of the begin-
ning (axon hillock)of the axon as it exits the cell body.

It is important to realize that this brief chapter is
meant to simply give you some of the basic histology
for each of the fundamental tissue types. We focused
a great deal of effort on epithelial tissue because epi-
thelial cells (of one organ or another) are responsible
for the synthesis and secretion of nutrients, signaling
molecules, enzymes, and so on; in other words, the
functional attributes of many vital organs. However,
it should be clear at this point that each of the basic
tissues must interact for physiological function and
homeostasis to be maintained. You should appreciate
that the microscopic study of tissues and cells pro-
vides an important adjunct to better understand phys-
iology. In short, as we indicated at the beginning,
structure and function are ultimately intertwined at
multiple levels. As you learn the attributes of various
organs and organ systems, consider the organization,
development, and differentiation of the cells within
the organ that make the physiology possible.

<t
¥
Q
2
Qy
IS
<
@)




<
bl
=
Q
S
1=
o

118 Anatomy and physiology of domestic animals

Chapter summary

Understanding tissue structure and organization
requires the ability to study a two-dimensional view
in a microscope or a photomicrograph, but imagine
how multicellular structures (ducts, tubes, layers,
etc.) are organized. Securing a quality image also
depends on preparation and staining of the tissues
or cells to be studied and appropriate alignment
and use of the microscope. Four basic tissue types
combine to produce organs: epithelium, muscle,
neural, and connective tissues.

Epithelial cells are classified based on the number
cells in the layer. A layer one cell thick is called
simple. If there are multiple layers of cells, it is called
stratified. Cells are also classified based on shape:
squamous, cuboidal, or columnar. When the tissue is
stratified, the outer layer of cells is used to determine
shape characteristics. Other specializations are also
used to distinguish types of epithelium,that is,the
presence of keratin or cilia, for example. Epithelial
cells are often the “functional” cells within an organ
or tissue and, in those cases, are referred to as the
tissue parenchyma. Epithelial tissues typically have
many cells that are very closely packed. Examples
include the islet cells of the pancreas that produce
insulin and glucagon, or the glandular and ductular
cells that synthesize and secrete digestive enzymes.
Epithelial cells also often create effective barriers
between regions or compartments, for example, the
barrier between the gut lumen and internal organs,
or the lung surface and the internal body. Specialized
structures between the cells (tight junctions, desmo-
somes, and gap junctions) act to control anchoring of
the epithelial cells, movement of molecules between
cells, and communication between cells. Epithelial
cells that are part of glands are arranged in several
different structures including simple tubular, simple
alveolar, compound tubular, or compound tubule-
alveolar. Products made in secretory cells are released
by meocrine, apocrine, or holocrine mechanisms.

Connective tissues have many fewer cells than
equivalent areas of epithelial tissues. A common cell
type is the fibroblast, but other cells (wandering
WBCs, macrophages, adipocytes, etc.) are frequent.
In the regions between cells, there are a variety of
extracellular elements that are produced primarily
by the fibroblasts. These include collagen, elastin,
reticular fibers, and proteoglycans. The density of
fibers and extracellular materials allows for classifi-
cation of connective tissues as loose or dense. In
more compact tissues (tendons or ligaments), fibers
are very densely arranged but are described as
regular or irregular. Adipose tissue is a specialized
connective tissue dedicated to the storage of triglyc-

erides. Bone and cartilage is unique. In these tissues,
the principal cells, osteocytes and chondrocytes,
respectively, have become essentially trapped in the
extracellular materials they have secreted. Cartilage
occurs in three variations: hyaline, fibrocartilage, and
elastic cartilage. Their properties are determined by
variations in proteoglycans and fibers (collagen vs.
elastin). Familiar as the white glistening cover at the
ends of long bones, hyaline cartilage is the most
abundant of the three types. Bone is particularly well
organized. In a long bone, the outer compact bone is
composed of circular layers of bone matrix arranged
in concentric circles that become evident if the tissue
is cut in cross section. Each of these structures is
called a Haversian system or osteon. In the center,
there is a canal thatprovides for passage of blood
vessels and nerves. The appearance is much like the
rings of a tree with the osteocytes residing in small
spaces at the boundaries between lamellae or layers.
In the center of the long bone, there are areas of ossi-
fication by also spaces filled by bone marrow. Lastly,
blood is also classified as connective tissue, that is,
cells surrounded by a matrix (the blood plasma).
Muscle tissue appears in three versions: skeletal,
cardiac, and smooth. All muscle cells are character-
ized by their ability to contract and thereby to elicit
movement and do work.However, the contractile ele-
ments are most evident in cross sections of skeletal or
cardiac muscle. In these views, alternating bands of
light and dark occur along the entire length of the
muscle cell. Groups of cells create bundles called
fascicles and groups of fascicles to create muscles.
The structure responsible for contraction, the sarco-
mere, becomes clearly evident in transmission elec-
tron microscope images. Individual sarcomeres are
bounded on either end at Z-lines where proteins that
make up the thin filaments (primarily filamentous
actin) are anchored. The center region of the sarco-
mere has the thick filaments (primarily myosin). Con-
traction involves the sliding of the thin filaments
over the thin filaments. Since all the sarcomeres are
arranged in sequence, as the individual sarcomeres
shorten, the entire muscle shortens. Cardiac muscle
cells also have sarcomeres, but muscle cells tend to be
branched and muscle fibers are much shorter than in
skeletal muscle. There are also specialized “connec-
tors” between ends of cells called intercalated disks.
In these areas, gap junctions are abundant. This
allows for much greater coordination between groups
of cardiac muscle cells. Finally, although calcium is
central to the initiation of contraction in both skeletal
and cardiac muscles, skeletal muscle depends on
release of calcium for storage within the sarcoplasmic
reticulum, whereas cardiac muscle contraction is
more greatly impacted by extracellular calcium con-
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centrations. Skeletal muscle is voluntary; that is,
it requires neural input to initiate contractions.
Cardiac muscle also depends on neural activity, but
there is an increased degree of inherent control, that
is, the pacemaker cells of the sinoatrial node.
Smooth muscle cells do not exhibit striations or
sarcomeres. The most abundant smooth muscle, so-
called single unit smooth muscle, occurs in areas
where there is a need of contraction of tubular vis-
ceral organs, that is, gut motility and uterine contrac-
tions. Histologically, the cells are closely aligned in
layers.In the muscularis of the intestine, there is an
inner layer of muscle cells that are oriented around
the circumference and an outer layer oriented along
the longitudinal axis of the GI tract. Certain cells
within these layers (pacemaker cells) are inherently
more sensitive to signals and/or simply spontane-
ously begin to contract. This response solicits neigh-
boring cells so that waves of contraction and
relaxation occur. Rates of the occurrence of these
waves of contraction can be modified by changes in
neural and hormonal stimulations. About 1% of
smooth muscle cells are classified as multiunit. Here
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Although we sometimes consider some of the agricul-
tural products derived from skin, for example, leather
and wool, we often fail to appreciate the physiological
relevance of skin. The skin and its derivates (sweat
and oil glands), hair (wool, fur), and nails (claws,
hoofs) constitute a complex mix of tissues that together
create the integumentary system. This organ system is
critical to the health and well-being of our animals and
in many cases provides important economic assets. It
is easy to appreciate that its primary function is pro-
tection. But it is more than a simple physical protective
covering. Without their skin, our animals would
quickly fall prey to environmental pathogens and
rapidly die from dehydration and heat loss. Our major
goal is to outline some of the physiological attributes
of the integumentary system that are essential for
homeostasis. The following list illustrates critical func-
tions of the integumentary system:

® physical protection: barrier against the outside
® prevention of dehydration

Nails, Claws, Hoofs, and Feathers 132
Horns 135
Feathers 135

Leather 136

Chapter Summary 136

® body temperature regulation

® sensory information via cutaneous receptors

® metabolic actions

® excretion of wastes.

The skin covers the entire exposed surface of the
body and is continuous with the mucous membranes
lining openings onto the body surface, for example,
the digestive, respiratory, and urogenital systems. We
will begin by considering the structure of the skin.

Overview of skin structure

As you can appreciate, the thickness of the skin varies
from region to region of the body. Consider our own
bodies and the toughness of the skin on the plantar
(sole) surface of our feet compared with the skin of our
faces. Now imagine how tough the skin of a horse or
cow must be to withstand the environmental and phys-
ical demands. This probably explains the durability of
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leather-covered furniture. However, no matter the
location or thickness, skin is composed of two distinct
tissue regions—epidermis and dermis. The epidermis
is the outer layer and is composed of multiple layers
of epithelial cells along with other specialized cells.
The underlying dermis is largely composed of connec-
tive tissue and provides for the passage of blood
vessels and nerves. The epidermis is also avascular.
This means that nutrients must diffuse from capillar-
ies located within the dermis to supply the epidermal
cells. The tissue that lies just under the dermis is the
hypodermis, often just called subcutaneous tissue.
This subcutaneous tissue is not strictly part of the skin,
but because the region primarily contains areolar con-
nective tissue and adipose tissue, it serves to cushion
and protect both the skin and underlying muscle and
organs. Aneedle and syringe is often generically called
a hypo or hypodermic syringe. Penetrating the skin
and releasing the material into the space just below
the dermis constitutes a hypodermic injection, hence
the name.

Epidermis

The epithelium of the epidermis is a keratinized strat-
ified squamous epithelium that consists of four cell
types and four to five distinct layers (depending on
location). The most common epidermal cell is the kera-
tinocyte. As their name suggests, a major function of
these cells is to produce keratin, a fibrous protective
protein. Keratin acts to waterproof the skin and, along
with secretions produced by accessory glands, pro-
tects the underlying tissues from heat, microbes,
abrasion, and chemicals. Keratinocytes are closely con-
nected by desmosomes, which serve to anchor the cells
together to physically create a more protective barrier.
The keratinocytes are first produced in the cell layer
closest to the underlying dermis, called the stratum
basale. As the cells age, they are progressively pushed
into layers closer to the surface of the body. By the time
the cells reach the outermost layers, they have accu-
mulated large amounts of keratin. The turnover of
epidermal cells is rapid. The entire epidermis can be
replaced every 25-50 days. In areas subjected to abra-
sion cell proliferation and replacement, this is even faster.

Essentially, new cells are formed in the stratum
basale (or stratum germinativum). This is the deepest
of the epidermal layers. It is composed of one row of
cuboidal to columnar-shaped epithelial cells that
divide rapidly to produce new keratinocytes that are
subsequently pushed toward the surface to become
part of the more superficial layers. In addition, approx-
imately 20% of the cells are melanocytes. As new cells
push older cells outward, these older cells become the
stratum spinosum, which typically is 8-10 cells thick.

These cells contain thick bundles of intermediate fila-
ments (tonofilaments). In histological preparations,
these cells often shrink. This causes the cells to have a
prickly or spiked appearance. This explains the name
of this layer, that is, the spinosum (little spine). Because
the stratum germinativum and stratum spinosum are
immediately adjacent to the dermis, these are the only
epidermal cells that receive adequate sustenance from
diffusion of nutrients from the capillaries of the under-
lying dermis. With further degeneration and increased
keratin accumulation, the cells appear in the stratum
granulosum. In this layer the keratinization process
begins in earnest, and the cells begin to die. This layer
is called granulosum because the accumulation of
keratin granules becomes more evident in dead cells.
In areas of thick skin, a layer called the stratum
lucidum can be distinguished. Here a thin layer of
cells (typically 2-3 cells in thickness) becomes translu-
cent. With time, the dead cells, accumulated keratin,
and lipids combine to create the outermost layer of
skin, the stratum corneum. The relative thickness of
these layers varies from region to region. Figure 5.1
provides a diagrammatic illustration of these tissue
layers and Figure 5.2 and Figure 5.3 provide histologi-
cal examples.

There is much interest in the antimicrobial proper-
ties of molecules that accumulate in or are produced
by the epidermis. For example, Schroder and Harder
(1999) described an inducible, transcriptionally regu-
lated antibiotic peptide produced by human skin. The
peptide named human beta defensin-2 (hBD-2) was
shown to be effective in killing gram-negative bacte-
ria. Such findings might well find application in the
dairy industry. For example, the opening of the teat
end of cows and other ruminants is lined by stratified
squamous epithelium, which continues into the teat
meatus as the streak canal. It is well known that the
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corneum

—
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Langerhans’
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Merkle cell and
nerve ending
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Fig. 5.1. Diagram of skin cell types and layers.
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Fig. 5.2. Low-power view (A) of thick skin and cell detail (B).

Epidermis \

Fig. 5.3.

Diagram illustrating some major features of the dermis.

keratin and other molecules serve as a barricade to seal
the streak canal of the teat and protect the mammary
gland from mastitis. Much of the protection involves
the physical closure of the teat opening between
milking episodes, but there is substantial evidence that
specific components within the keratin layer can
directly act as antimicrobial agents. Some of these sub-

stances are likely analogous to hBD-2, but others may
be derived from mammary secretions that become
trapped within the epithelium of the streak canal.
Effects might involve the direct killing of microorgan-
isms or perhaps the prevention of colony formation.
During machine milking, there are dramatic physi-
cal effects on the teat, the teat end, and the streak
canal. Given that the rate of milk flow in cows is
7-8m/s, it is reasonable to expect that resulting shear
forces might remove some of the protective keratin.
It is also probable that some milk constituents are
absorbed into the keratin during the time of milking
or from milk droplets remaining after milking. If
milking removes substantial amounts of the keratin
and if renewal is delayed or changes in composition
favor the formation of bacterial colonies or bacterial
adherence, this could decrease the effectiveness of the
streak canal as the primary defense against mastitis.
In fact, experimental removal of streak canal keratin
markedly increases the rate of intramammary infec-
tions. In Holsteins, keratin weight before milking was
1.6 times greater than after milking (3.1 vs. 1.9mg
per teat). Jerseys, by contrast, showed little effect of
milking (3.5 vs. 3.1mg per teat). There is a negative
correlation between keratin loss at milking (r = 0.53,
wet weight basis, or r = 0.65, dry weight basis) and
milk production. Total lipid in the keratin is similar
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before and after milking. In addition, although the
major aspects of the fatty acid profiles are also similar
before and after milking, keratin after milking has
more short-chain fatty acids. This is consistent with
addition of milk-derived lipids to the keratin by con-
tamination of milk droplets remaining in the streak
canal. In the case of the Holsteins, a greater proportion
of the keratin is made up of these lipids after milking
(Bitman et al., 1991). Although it was once thought
that the keratin regenerated rather slowly, that is, 2—4
weeks, detailed quantitative studies show that follow-
ing an initial collection, the keratin regenerates at a
rate of 1.5mg (wet weight) or 0.6mg (dry weight) per
day per teat. This suggests complete restoration of
the keratin occurs within 1-2.5 days (Capuco et al,,
1990). Just as in human medicine, there is considerable
research interest in the identification of epidermal-
keratin components that might act to protect the udder
from infection. Clearly, techniques to enhance the pro-
tective function of the integumentary system would
find many animal agricultural applications.

In a recent paper, Fukui et al. (2012) have deter-
mined the distribution of a variety of antimicrobial
products within the eccrine glands of porcine snout
skin, including B-defensin 2, lysozyme, and lactofer-
rin. Given the propensity of pigs to root and explore,
it is not hard to imagine the significance of these pro-
tective agents in secretions and surfaces of the snout.

While the keratinocytes are most plentiful, other
cells also play important roles. For example, Merkel
cells function as sensory receptors (touch). They orient
with elements from the nervous system to create a
disc-shaped sensory nerve ending called a Merkel
disc. Other nerve endings and specialized receptor
cells also occur in the skin, but these are located within
the dermis.

A very specialized immune system cell type, Lang-
erhans cells, develops in the bone marrow, but they
migrate to the epidermis where they take up resi-
dence. They are also called epidermal dendritic cells
and are essentially modified macrophages. Their name
is derived from their morphology. Usually located
within the stratum spinosum, they nestle between
keratinocytes and send multiple projections between
the cells to create an extensive network. In this way,
the cells act as monitors to detect the presence of
foreign debris, microorganisms, and other materials.
When they are simulated, they actively process these
materials and function as antigen-presenting cells to
induce activity of T- and B-lymphocytes. We have all
experienced the results of immunological response in
the skin after being exposed to irritants, the itch and
rash. In fact, the skin is continually exposed to an
incredible variety of antigenic stimuli. Consequently,
a wide array of immune responses occurs in part
because of mediators secreted by keratinocytes, den-
dritic cells, and mast cells in the skin.

Melanocytes are the final cell type of the epider-
mis. They are located in the lowest layer, the stratum
basale, where they function to produce the pigment
melanin. As melanin is synthesized, it accumulates
in secretory vesicles—melanosomes—that are seques-
tered in elongated processes that extend from the
cells. The presence of these peripheral vesicles causes
the cells to have a spider-like appearance. Over time,
melanin is released and taken up by surrounding kera-
tinocytes. With increased concentrations, the melanin
granules become oriented in the region of the cell that
orients to the outside of the body. This pigment shields
and protects the nucleus of cell from ultraviolet
radiation.

Dermis

The dermis, the second major subdivision of the skin,
accounts for about 80% of the total mass. It is typical
of many connective tissues. There are a variety of cell
types present but as you might expect, fibroblasts are
common along with their products, that is, the colla-
gen, elastin, and reticular fibers that provide essential
strength and flexibility. Unlike most other connective
tissues, there is also seemingly a dizzying array of
specialized structures. Most of these are related to the
sensory side of the nervous system. Since the integu-
mentary is intimately associated with the external
environment, various receptors provide the central
nervous system with information necessary to main-
tain homeostasis: external temperature, pressure and
touch, and presence of noxious or damaging agents.
There are also other specialized epithelial structures
that assist maintenance of homeostasis: sweat and
sebaceous glands and hair.

The dermis consists of two layers: the papillary
layer and the reticular layer. The papillary layer is the
outer region closest to the epidermis. In this area, there
are fingerlike projections called dermal papillae (these
also give the layer its name) that penetrate into the
epidermis. In some areas, for example, the palms of
the hands or fingertips in humans and apes or the
pads of a cat’s foot, the papillae are arranged on the
top of larger structures called dermal ridges. This acts
to increase friction and allows for an easier grip. The
particular pattern of ridges is unique to each indi-
vidual and is the basis for fingerprints in humans or
other primates. These projections contain capillaries,
and a variety of nerve endings and receptors. Three
broad groupings of receptors include (1) exterocep-
tors, (2) interoceptors (sometimes called visceroceptors),
and (3) proprioceptors. Exteroceptors are concerned
with stimuli that arise from the outside. Most extero-
ceptors are located on or near the body surface. These
are the focus of our study of the integumentary system.
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Interoceptors react to stimuli from within the body, for Specialized structures
example, chemical signals, temperature, or gut motil-

ity. Proprioceptors also reflect internal responses but Sweat glands

are specifically involved in the relay of information
concerned with muscle, tendon, or ligament move-
ment or stretch. In other words, they monitor the mus-
culoskeletal organs. The latter two classes of receptors
will be discussed in subsequent sections. Our focus
now is on exteroceptors of the skin.

These receptors can also be classified based on their
structural complexity. Free nerve endings, for example,
are structurally simple, especially when compared
with receptors associated with the special senses
(vision, hearing, olfaction, or taste). Even the relatively
simple receptors of the integumentary can be divided
into unencapsulated (free nerve endings) and encap-
sulated groupings. Specialized Meissner’s or Pacinian
corpuscles are examples of encapsulated receptors.
Pacinian corpuscles have a structure similar to the
layers of an onion; pressure induces ion changes that
are translated into graded potentials in the associated
nerve fibers (Fig. 5.5). These impulses are interpreted
as touch or pressure by neurons in the cerebral cortex.
Table 5.1 summarizes the types and classes of sensory
receptors within the skin.

The reticular layer is the thicker and deeper layer of
the dermis. It is composed of dense irregular connec-
tive tissue and contains thick bundles of interlacing
collagen fibers and some coarse elastic fibers. However,
elastin fibers are typically only visible after special
staining. These fibers run in several directions, which
increases strength, but most are oriented parallel to
the skin exterior. The fibers provide much of the
strength and resistance to stretch in skin and the long-
wearing attributes of leather. The reticular layer is also
abundantly supplied with blood vessels and nerves.
These elements of the dermis are illustrated in Figure
5.3. Figure 5.4 and Figure 5.5 show histological exam- Fig. 5.4. Example of thick skin. In this preparation the dermis is
ples of some of the other structures that occur within stained a pale turquoise and stands in sharp contrast to the
the dermis. epidermis. Arrows indicate dermal papillae.

The dermis contains a variety of glandular structures.
Sweat glands in primates are plentiful and widely
distributed. The most common type is the eccrine
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Table 5.1. Integumentary sensory receptors classified by structure and function.

Structural Class Functional Activities Location
Unencapsulated Nociceptors (pain); thermoreceptors; mechanoreceptors Most tissues
Free nerve endings (pressure)

Modified nerve Mechanoreceptors (light pressure) Stratum basale

endings (Merkel discs)

Root hair plexuses Mechanoreceptors (hair movement) In and around hair follicles
Encapsulated Mechanoreceptors (light pressure, discriminative touch, Dermal papillae, esp. face, fingertips
Meissner’s corpuscles vibration)

Kraus’s end bulbs Mechanoreceptors (modified from Meissner’s corpuscles) Connective tissue of mucosae
Pacinian corpuscles Mechanoreceptors (deep pressure, stretch, rapid adaptation) Widespread in skin

Ruffini’s corpuscles Mechanoreceptors (deep pressure, stretch, slow adaptation) Deep dermis, joint capsules
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Fig. 5.5.

Structure of Meissner’s corpuscle (A) and Pacinian corpuscle (B). Both of these sensory receptors are located in the dermis and are

responsive to pressure and touch. Arrows indicate multiple layers of a Pacinian corpuscle.

gland. These simple coiled glands open onto the
surface in pores. They produce a hypotonic watery
secretion that derives from interstitial fluids. It is
mostly water with some dissolved salts, lactic acid,
and traces of other waste products. The rate of secre-
tion is controlled by the activity of the sympathetic
nervous system. In humans, a typical response occurs
with overheating. Sweating induced in this way begins
on the forehead and progresses downward. Emotion-
ally induced sweating—due to fright, embarrass-
ment, or nervousness—begins on the palms, soles,
and armpits, and spreads to other areas. Of course, the
primary function of sweat is to cool the body as a
result of evaporation. A second type of sweat gland,
apocrine glands, makes up a small proportion of the
total. These glands are larger than eccrine glands, and
their ducts open onto hair follicles. They are primarily
confined to the axillary and anogenital areas of the
primate body. The secretions in addition to watery
sweat also contain fatty acids and some proteins.
These glands are affected by sex steroids; that is, activ-
ity begins with the onset of puberty. For this reason,
apocrine glands are believed to be analogous to the
scent glands of other animals. Eccrine sweat glands
are sparse among domestic animals. For example, in
dogs and cats they are located only on the footpad.
This limited distribution means that these glands have
virtually no effect on heat loss, but they do act to
moisten the surface and improve traction. We have all
noticed the panting dog on a hot day or after exercise.
Panting is an effective cooling mechanism because it

moves greater amounts of air over moist surfaces. This
extra water-saturated air is exhaled, and in the process,
body temperature decreases.

Although eccrine sweat glands are lacking, horses,
cattle, sheep, swine, dogs, and cats have numerous
apocrine glands. In the dog, for example, the protein-
aceous, whitish secretions from the apocrine glands
mix with the oily secretions of the sebaceous glands
to form an emulsion-like coating on the skin. The char-
acteristic dog, horse, or cow odor is primarily a result
of bacterial action on these accumulated secretions.
These secretions also impact heat loss, but this is likely
most effective in horses, followed by cattle, sheep,
dogs, cats, and swine. Regardless of the evaporative
effect of heat lost from sweat, the skin of these animals
is nonetheless important in temperature regulation.
This is because simply changing the rate of blood flow
through capillaries in the skin alters the volume of
warm blood near the surface of the body, thereby
affecting thermoregulation.

Sebaceous glands

Sebaceous or oil glands also occur in mammals. These
are simple branched areolar glands that release their
products (holocrine mechanism) onto the hair folli-
cles. The secretion is called sebum, which is a mixture
of cellular lipids and other cell components. Sebum is
a natural skin cream and hair protector. It helps keep
hair from becoming brittle, prevents excessive evapo-
ration of water from the skin, keeps the skin soft, and
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contains a bactericidal agent that inhibits the growth
of certain bacteria. This is closely related to lanolin
that secretes onto wool fibers in sheep.

Other skin glands

Many animals have glands associated with the anal
region. These glands are usually divided into three
classes depending on specific location and orientation:
(1) anal glands, (2) glands of the anal sac, and (3) peri-
anal glands. Anal glands are found in dogs, cats, and
pigs. They are modified tubuloalveolar sweat glands
located in the submucosa of the anal canal and the
opening of the anus. Carnivores secrete a lipid-like
material, but pigs secrete a more mucus-like material
from these glands. Clusters of lymphatic tissue, similar
to the Peyer’s patches in the intestine, often accom-
pany the glands.

Anal sac glands, sometimes called perianal sinuses,
occur in pairs and are essentially invaginations or
diverticula of theanal surface. They arelocated between
the outer and inner anal sphincters. Within each pocket
or sac, glands embedded in the wall have openings that
release the contents into the space of the sac. The anal
sac is present in carnivores and rodents. In dogs, the
glands are arranged as compound tubular structures
and exhibit an apocrine mode of secretion. In cats, the
glands are similar, but apocrine and holocrine secre-
tion occurs. Products from the glands open into secre-
tory ducts in the neck of the anal sac. The excretory
secretions of the anal sac glands, sloughed cells, and
fecal material can block the openings of these anal sacs.
When the sacs become blocked, they may have to be
manually expressed—not a pleasant experience.

Circumanal or perianal glands are anomalies in the
sense that they often appear as masses of epithelial
cells within the submucosa that appear not to have
functional ducts that lead to the surface. They are
sometimes oriented adjacent to sebaceous glands,
which suggests they may be related, but this is far
from certain. These nondescript masses of cells are
frequently described as nonsecretory glands. Unfortu-
nately, the solid masses of cells are believed to be
especially prone to neoplasia.

The mammary glands are also skin glands but will
be considered in greater detail in a subsequent chapter.
Some other specialized glands include the infraorbital
glands of sheep, the submental organ of the cat, and
the scent or horn glands of goats. For example, the
submental glands of the cat are located within the
intermandibular space under the jaw. The “organ” is
essentially a cluster of sebaceous glands. It is not
uncommon to note domestic cats marking their terri-
tory by rubbing their chins. In goats, this activity is a
bit more apparent. The scent glands in the goat are
located along the caudal to medial aspect of the base

Box 5.1 Skin derivatives

Every biology student quickly learns that the pres-
ence of functioning mammary glands is a hallmark
of mammals. As outlined in his recent review,
Oftedal (2012) provides support for the idea that
primitive lactation began as a reproductive advan-
tage in synapsids (the direct ancestors of mammals)
likely during the Pennsylvania period. The capac-
ity of “modern” mammary glands to provide secre-
tions with both vital nutrients (proteins, fats, and
carbohydrates) and health benefits (immunoglobu-
lins, lysozyme, etc.) likely evolved from apocrine-
like glands that were associated with hair follicles.
It is believed that secretions from these glands pro-
vided moisture and antimicrobial agents for the
parchment-like shelled eggs laid by these ances-
tors. Fossil evidence suggests that some therapsids
and mammaliaformes present during the Triassic
period produced milk-like secretions. Evolutionary
pressure likely promoted the incorporation of mol-
ecules such as lysozyme or iron-binding lactoferrin
into these secretions. Certainly, the capacity to
prevent desiccation of the eggs and protection from
microbial attack would have been highly beneficial.
Thus, the significance of the skin and skin-derived
molecules and skin-derived glands remain physi-
ologically critical in humans and animals.

of the horns. Rubbing this area leaves sebaceous secre-
tions that are apparent because they contain caproic
acid. This is the short-chain volatile fatty acid that is
responsible for the distinct odor of male goats. The
uropygial gland of birds, also called the oil or preen
gland, is the only skin gland of birds. It is composed
of a series of closely aligned sebaceous adenomeres
(secretory units) that empty into a common space or
sinus that ultimately empties onto a common papilla.
The papilla has associated smooth muscle fibers that
surround the duct opening. The opening is located
above the last sacral vertebra (Box 5.1).

Hair

Functions associated with hair include insulation, pro-
tection, and sensory reception. Hair or fiber produc-
tion in domestic animals is directly related to the
number and size of the follicles in the skin. As you
might guess, various aspects of hair growth and devel-
opment have been extensively studied in sheep and
goats. Regardless of whether the animal in question is
used for fiber production or not, unlike that of humans,
the hair of animals is especially important physiologi-
cally. We will begin by first considering some of the
basics of hair structure and properties. Hairs or pili are
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A

Fig. 5.6.

Histology of hair follicles. Histological section of several hair follicles at low magnification (A) and of a single follicle at higher

magnification (B) is shown. At lower power it is evident that the hair bulbs penetrate deep into the dermis and hypodermis.

generated by hair follicles and are flexible strands that
mostly consist of layers of dead keratinized cells.
However, the keratin in hair is harder and more
durable than the softer keratin of the epidermal cells.
The parts are simple: (1) the shaft projects from the
skin; (2) the root is embedded in the skin. In humans,
if the cross section of the shaft is ribbonlike, the hair
is kinky. If the shaft cross section is oval, the hair is
wavy. If the shaft cross section is round, the hair is
straight and relatively coarse. These basic relation-
ships also apply to animal hair.

At a more detailed level, the hair shaft can be
divided into three regions: (1) outer cuticle, (2) inner
cortex, and (3) a central medulla. The outer cuticle is
a layer of cornified epithelial cell “husks” that closely
interlink with the cuticle cells of the root of the hair.
The cortex makes up the majority of the hair shaft and
is composed of several layers of flattened cornified
cells that have accumulated “hard” keratin. Pigments
may also appear in these cells along with air spaces.
The medulla contains cells that are more cuboidal.
These layers are especially clear in cross-sectioned
hair shafts. The hair terminates in the root or hair bulb.
Essentially, the hair resides in an invagination of the
surface of the epithelium that extends to the dermis.
This is important because it allows ready transfer of
nutrients and waste products from the hair bulb to the
interstitial fluid of the dermis. Growth occurs when
cells in the apex of the root bulb give rise to new med-
ullary cells. Laterally positioned cells give rise to the
cells of the inner cortex and outer cuticle, respectively.
The growth of the hair then is analogous to the growth

of the epidermis generally. Cells from lower depths
progressively displace those above. See Figure 5.6 for
examples of hair and hair follicle structure.

In many situations there is a sheath of smooth muscle,
the arrector pili, that attaches to the connective tissue
that surrounds the hair follicle and a portion of the
hair shaft that is underneath the surface of the skin.
The contraction of this smooth muscle causes the hair
to stand on end and is likely associated with increased
secretion of surrounding sebaceous glands. This is the
basis of a hair-raising experience or the familiar Hal-
loween cat with its arched back and raised hair.

In horses and cattle, the hairs are evenly distributed
across the body, but in other species (dog, cat, pig), the
hairs are oriented into groups called hair beds. In the
dog, each hair bed has a group of follicles that consist
of one larger major hair (guard or principle hair) typi-
cally about 150 um in diameter. A cluster of auxiliary
hairs that are typically shorter and only about 75um
in diameter surrounds the guard hairs. These hairs
often exit the skin in the same opening as the guard
hairs. In addition, the auxiliary hairs do not have a
medulla. Clustering of hairs in this manner can be
extreme. For example, the chinchilla, noted for its soft,
dense pelt, can have clusters that have 50-75 auxiliary
hairs each. In this case, the guard hair is also very fine
and only slightly larger than the auxiliary hairs, that
is, 15 versus 11 um in diameter.

Other specialized hairs include tactile or sinus hairs.
These are familiar as cat’s whiskers, for example.
These hairs are usually longer and larger than normal
but share similar structures to normal guard hairs. The
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roots of these hairs are highly innervated by free nerve
endings and Merkel’s discs.

The hair growth cycle is divided into three phases:
(1) anagen, (2) catagen, and (3) telogen. Hairs are gen-
erated by the proliferation of cells within the hair bulb
during anagen. The continuous addition of new cells
to the shaft or the hair produces elongation. Termina-
tion of growth occurs when mitotic activity of the basal
of germinal cells of the bulb decreases. Catagen is a
transition phase. It is characterized by gradual tran-
sition of the bulb cells. The cells progressively convert

Hair shaft

N\

Late anagen

Sebaceous
glands

into a solid, keratinized mass, and the more distal
region of the follicle thins. The bulb is forced toward
the surface and the papilla is lost. In this condition, the
hair is referred to as a club hair. After a time, a second-
ary germ structure develops deep under the club hair.
The formation of the new germinal center marks the
beginning of telogen, which can last for weeks or even
months. During early anagen, the new hair bulb pro-
gressively elongates and the shaft of the new hair
displaces the older club hair. Figure 5.7 provides a
diagrammatic illustration of the cycle of hair growth.

Early catagen

Late catagen

B
Fig. 5.7.

Early anagen

Diagram of hair cycle events. Growth begins to slow in late anagen, followed by constriction of the follicle in early catagen. By late

catagen, the hair is increasingly cornified, producing a club hair that is progressively extruded. A 2° germ center and papilla appear some time after.
By early anagen, a new hair bulb and growing hair shaft begin to develop. The new hair often follows the same path as the old hair follicle.
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The follicle population determines the quantity and
quality of wool production. As a general rule, a high
number of hair follicles leads to production of fibers
with a lower diameter but the opposite with low fol-
licle density, that is, fibers that are thicker and more
coarse Hocking Edwards et al., (1996). It is also appar-
ent that hair growth is cyclic but that this basic rhyth-
mic pattern can be modified by external cues. This is
evident in the seasonal pelage cycles noted in many
mammals. Recent studies have focused on the role of
the pituitary hormone prolactin in wool growth, for
example. The secretion of prolactin is well known to
be altered by changes in photoperiod, specifically
decreased secretion during short days, and typically
in cooler temperatures in regions well above or below
the equator, with increased secretion during long days
and warmer temperatures. Reduced photoperiod and
correspondingly reduced prolactin concentrations in
the blood are associated with the stimulation of hair
growth and generation of the winter pelage. Nixon et
al. (2002) reported changes in expression of prolactin
receptor within the dermal papilla and the outer root
sheath of wool follicles of sheep. Moreover, changes
in receptor expression were altered in sheep subjected
to photoperiod-induced changes in circulating prolac-
tin. This suggests that changes in expression of prolac-
tin receptor within specific regions of the follicle are
involved in seasonal changes in hair growth.

Biochemical properties of skin

In this section we will consider physiological attributes
of the integumentary system. Included here are aspects
related to vitamin D synthesis and homeostasis. We
also discuss factors that control coat and skin color.

Skin and coat color

In humans, three primary pigments give color to the
skin. Melanin is especially important and can produce
various shades of yellow, brown, or black. The rate of
melanin synthesis is largely genetically determined.
For example, if you have very fair skin, melanin pro-
duction is low, and it is a very light shade. If you have
very dark skin, on the other hand, melanin production
is higher, and the pigment is inherently darker. It is
believed that the average density of melanocytes is
relatively constant between people, but rates of cel-
lular activity vary. The yellow-orange pigment caro-
tene also impacts skin color. It tends to collect in the
stratum corneum and in the adipose tissue of the
hypodermis. Hemoglobin, the oxygen-carrying protein
of red blood cells, also impacts skin color. To illustrate,
a blush, especially in a fair-skinned person, is a result

of a quick flush of oxygenated blood through the
capillaries of the dermis of the cheek. Clinically, the
appearance of a bluish cast to the skin or nail beds is
an indication of inadequate oxygenation of blood,
perhaps as a consequence of anemia or some other
problem, such as a respiratory or cardiac problem.
Other items related to skin color include (1) jaundice,
caused by deposition of bile pigments in certain liver
diseases, (2) hematoma, the blue-black color produced
by bruising when blood vessels in the skin rupture,
and (3) erythema, the term for the reddish cast pro-
duced by blushing, fever, or strenuous exercise.
What about skin or hair color in animals? In reality,
there are two subtypes of melanin: eumelanin (brown-
black) and pheomelanin (yellow-red). The making and
processing of melanin, melanogenesis, is complex
because of interactions of multiple cell types in the
skin. In mice, for example, nearly 100 genes are known
to affect coat color. However, these genes are classified
into two primary groups: (1) those that act on the
melanocyte and (2) those that directly impact the bio-
chemistry of pigmentation. The melanocytes residing
in the stratum basale and within hair bulbs synthesize
and package melanin into secretory vesicles called
melanosomes. The melanosomes are then distributed
to surrounding cells. It is easy to imagine sources of
variation in these steps and how this might affect skin
or hair color. For example, which type of melanin is
made, how much is made, where it is distributed,
how quickly it is degraded, and so forth. Tyrosinase is
the essential regulatory enzyme in melanin synthesis.
With high rates of enzyme activity, the formation of
eumelanin is enhanced; lower rates favor formation
of pheomelanin. In addition to synthesis variation,
melanocortin receptors are critical in initiation of
melanin synthesis. Hormone control of pigmentation
is evident in many situations, for example, changes in
fur color in Arctic mammals and increased skin pig-
mentation, which is a symptom of primary adrenal
gland dysfunction. Melanocortin refers to a large
family of structurally related hormones derived from
the precursor protein pro-opiomelanocortin (POMC).
This protein is abundant in the intermediate lobe of the
pituitary gland. Depending on processing, at least four
melanocortin peptides can be generated. These are
proteins that can interact with the melanocortin 1
receptor (MC1R). These include adrenocorticotrophic
hormone (ACTH), as well as a-, B-, and y-melanocyte-
stimulating hormone (MSH). Excess production of
ACTH explains the excess skin pigmentation that
occurs with adrenal insufficiency disease, since ACTH
readily binds to the MC1-R receptor on the melano-
cytes. MC1-R is a G-protein-linked receptor (see endo-
crine chapter) with seven transmembrane spanning
domains. However, variants of the receptor (MC 2-, 3-,
or 4-R) are expressed in other tissues. This suggests that
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Table 5.2. Mutations, gene products, and phenotypes related to pigmentation genes in mice.
Mutation Gene Product Phenotype
Albino Tyrosinase required for melanin synthesis Absence of pigmentation
Agouti Secreted ASP, agonist of MC1-R Loss of function = black hair
Gain of function = yellow hair
Brown Tyrosinase-related protein 1 Loss of function = brown instead of black hair

Lethal spotting
Piebald spotting
Pink-eyed dilution
Recessive yellow

Endothelin receptor type B
Melanocortin receptor
Slaty Tyrosinase-related protein 2

Steel Mast cell growth factor
White spotting

Endothelin 3 (peptide related to angiogenesis)

Integral membrane protein in the melanosomes

Receptor tyrosine kinase (encoded by the proto-oncogene kit)

Piebald spotting, deafness, death

Same as for lethal spotting

Loss of function = pink eyes, yellow-gray hair
Loss of function = yellow hair

Gain of function = black hair

Partial loss of function = dilution of black hair
White hair, black eyes, sterility

Partial loss of function = piebald spotting

the melanocortin ligands have a variety of physiologi-
cal effects in addition to pigmentation of skin or hair.

Mouse coat color genes were some of the first muta-
tions discovered that have been related to regulation
of coat color. Resource animals for many of the classic
mammalian genetic studies have their foundations in
the very large numbers of coat color variations (brown,
silver, and yellow) that were described by fanciers of
unusual mice in Europe and Asia in the 18th and 19th
centuries. During this time, animals with unusual or
striking variation in their pelage were prized and con-
sequently saved as breeding stock. These fancy mice
provided many of the initial resources to generate
strains of mice that are used extensively in research
today. Of course, understanding of molecular basis for
variations in these traits has mushroomed in recent
years. Table 5.2 summarizes some selected mutations
and corresponding phenotypes related to pigmenta-
tion in mice.

It is now recognized that most of these mouse genes
have counterparts in other animals. For example,
black horses are homozygous for a deletion in the
agouti locus. The mutation producing the chestnut
allele is a single base substitution on the MC1-R gene
(Rieder et al., 2001). In domestic pigs, the predominant
white phenotype is linked with two mutations in the
KIT proto-oncogene, which encodes for mast (stem)
cell growth factor receptor. The many millions of
white pigs around the world are assumed to be het-
erozygous or homozygous for these two mutations
(Marklund et al., 1999). In the bovine, three alleles of
the MSH receptor gene (localized to chromosome 18)
have been reported. A point mutation in the dominant
allele ED results in black coat color. However, a frame-
shift mutation, which causes a synthesis of a short-
ened receptor protein in homozygous e/e animals,
leads to a red coat color. The wild-type allele E* allows
production of a variety of colors. This likely reflects
the great variety in regulation of the normal receptor
(Klungland et al., 1995).

In mice, the switch between production of eumela-
nin and pheomelanin production is tied not only to
the binding of the melanocortin ligands to MC1-R, but
also to signaling from the agouti signaling protein
(ASP). ASP is a soluble paracrine protein made by
dermal papilla cells within the hair follicles. Binding
of ASP to MC1-R prevents normal binding of a-MSH
and thereby promotes production of pheomelanin
rather than eumelanin. In mice with the agouti phe-
notype, the promoter of the ASP gene is transiently
activated during the mid-phase of the hair growth
cycle. This causes a band of yellow pigment (accu-
mulation of pheomelanin) in hair that is otherwise
black (eumelanin accumulation). Strains of mice with
entirely yellow hair coats have mutations that involve
this ASP gene. For example, in one case, a prevailing
mutation in the agouti locus (A*/A) results in exces-
sive production of ASP throughout the body. This
causes the complete yellow hair coat as well as obesity.
The obesity results from ASP antagonism of the MC4-R
receptor in the hypothalamus. In another strain, the
complete yellow coat is produced in a recessive allele
(e/e), in the gene for MC1-R. In these animals the
receptor protein is synthesized with extra amino acids
(extension locus), which causes a failure of signaling.
This leads to the exclusive production of pheomelanin
and the total yellow hair color. Interestingly, yellow
mouse hair is thought to be the murine equivalent of
red hair in humans (Schaffer and Bolognia, 2001).

As emphasized in recent reviews (Schneider et al.,
2009; Lee and Tumbar, 2012), molecular understand-
ing of hair follicle physiology has depended on study
of various mouse mutants (either naturally occurring
or genetically engineered) that express various abnor-
malities in hair structure, growth patterns, and/or
color. Moreover, a detailed study has also provided
general insights related to topics such as organogenesis,
regeneration, morphogenesis, stem cell biology, cell
proliferation, and cell migration, as well as apoptosis. As
outlined by Lee and Tumbar (2012), key cell-signaling
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Box 5.2 Hair follicles to the rescue

While we have indicated the significance of the skin
in protection against disease, as described by Heath
and Mueller (2012), it may be that hair follicles are
also important players in the recruitment of anti-
gen-sensing dendritic (Langerhans) cells to the epi-
dermis of the skin. Nagao et al. (2012) have shown
that recruitment of bone marrow monocytes to
become dendritic cells depends on hair follicles. In
their study, they we able to induce specific deple-
tion of Langerhans cells from the skin and then
monitor reestablishment. To their surprise, in addi-
tion to blood-derived monocytes, precursor cells
appeared to reside in the hair follicle. Regardless of
the source (blood or follicles), cells that become the
newly derived dendritic cells gained access to the
epidermis via the interfollicular epidermis of the
hair follicles. They used histology and multiphoton
microscopy to identify the cells and track their mi-
gration. In support of the role of the hair follicles,
the skin of mutant mice that do not produce hair
follicles has little capacity to repopulate the skin
with dendritic cells when they are depleted. Repop-
ulation of areas without hair follicles, that is, the
foot pad, depends on adjacent regions with hairy
skin. Finally, gentle abrasion of the skin (removal of
adhesive tape) induces a rapid accumulation of neu-
trophils and dendritic cells around the follicles. These
results suggest important roles for hair follicles in
regulation of migration between the dermis and epi-
dermis and the role of chemokines produced in the
follicles as regulators of trafficking of cells and of
the immune responses of the integumentary system.

families involved in hair follicle development and
physiology include Wnt-related, BMP/TGFf-related,
Shh-related, and EGF/FGF-related, as well as multiple
transcription factors. Also, many questions remain.
How are signals from the dermis, adipocytes, or blood
vessels controlled? How can these networks of signal-
ing pathways be regulated to treat diseases or perhaps
alter wool and hair production commercially? (See
Box 5.2).

Vitamin D metabolism

Vitamin D has three major effects: (1) promote absorp-
tion of calcium from the intestine, (2) activate resorp-
tion of calcium from bones, and (3) increase excretion
of phosphate via the kidneys. In conjunction with in-
creased concentrations of parathyroid hormone, there
are increased amounts of biologically active vitamin
D to increase blood calcium. Thus, overall health and
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Fig. 5.8. Metabolism of vitamin D.

homeostasis require this vitamin. This story begins in
the skin. Vitamin D, is a plant product generated by
ultraviolet irradiation of ergosterol. This precursor can
appear in the diet. However, vitamin D; or cholecal-
ciferol is also synthesized in the skin. This is induced
by the UVirradiation of 7-dehydrocholesterol. However,
before the vitamin D; is fully active, it must be modi-
fied. The first step occurs in the liver with the conver-
sion of vitamin D; into 25-hydroxycholecalciferol by
the addition of a hydroxyl group by the action of the
enzyme 25-hydroxylase. This material again enters the
bloodstream and is taken up by the kidney cells. A
second hydroxyl group is added to create the most
potent from of vitamin, 1,25-dihydroxycholecalciferol.
This requires the actions of the lo-hydroxylase. This
form of the molecule acts on the intestinal epithelial
cells to stimulate the synthesis of calcium transporter
molecules that increase the absorption of calcium.

Deficiencies of vitamin D can lead to malfunctions
in calcium homeostasis so that bone growth and
development is impaired in growing animals. This
producesrickets, a syndrome characterized by bowlegs
or knock-knees. In human medicine, as the importance
of vitamin D was realized, this resulted in the practice
of fortifying milk with vitamin D to help ensure that
children received adequate amounts of the vitamin to
minimize the appearance of rickets. Interconversions
of vitamin D are illustrated in Figure 5.8 (Box 5.3).

Nails, claws, hoofs, and feathers

Let us begin by first considering the nails of humans
and other primates. Nails are hard plates of tightly
packed keratinized cells. They are clear and cover the
dorsal surface of the last phalanges of fingers and toes.
Each nail is made up of three regions: (1) the nail body,
(2) free edge, and (3) the nail root. The body of the nail
is the visible portion. It rests on the nail bed, essentially
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Box 5.3 Rickets, anyone?

Rickets, considered a classic metabolic disease of
bone, was first described in both humans and
animals more than 2000 years ago. The discovery
that vitamin D could prevent the disease led to a
dramatic decrease in developed countries, but
cases still occur. In humans, reduced sun exposure
and increased use of sunscreen are believed to play
arole. Dittmer and Thompson (2011) describe animal
models that have been developed to study vitamin
D physiology and related bone disease as well as
etiology of rickets in domestic animals. This is most
often associated with phosphorous deficiency or
other genetic disturbances.

Skin, of course, is a primary physical barrier to
protect the body from a variety of environmental
pathogens, but specific secretions are also important.
Fukui et al. (2012) report on the expression of a variety
of naturally occurring antimicrobials, including
lysozyme, defensin-2, lactoferrin, and others within
the cells, and secretions of eccrine glands of the skin
of the porcine snout. It is not hard, given the pro-
pensity of pigs to root and explore their environ-
ment, to imagine the importance of these products.

a combination of the stratum basale and the stratum
spinosum. The free edge is that part that extends past
the end of the digit. The nail root is hidden from view
and is embedded in a fold of skin (or nail fold). The
cuticle is the stratum corneum of the nail fold that
gets pushed outward over the surface of the nail body.

Nail growth depends on the nail matrix located
under the nail root. As you might guess from your
review of the epidermis, the nail matrix consists of the
two deepest layers of the epidermis (stratum basale
and stratum spinosum). The keratinization of the
cells of the nail matrix develops directly from the spi-
nosum so that the stratum granulosum and lucidum
are absent. The result is the creation of a hard, durable
plate. As the nail matrix proliferates and the cells are
keratinized, this hard plate gets pushed forward onto
the nail bed and the nail lengthens. If you consider
your own nails, you can see a small white crescent.
This is called the lunula, and it corresponds with the
presence of the thick matrix underneath. So how does
this differ from claws and hoofs?

We will use the horse as an example of the remark-
able development of hooves. Let us begin with the
lower leg and foot. The foot includes the hoof (epider-
mis) and the underlying dermis and associated struc-
tures. Specifically, these include the corium or dermis,
digital cushion, terminal phalanx or coffin bone, the
distal end of the second phalanx (short pastern bone),
navicular bone, and a variety of muscles, tendons,

«—— Ligaments

Digital
cushion

Third
phalanx

Navicular
bone (N)

Fig. 5.9.

Equine foot and hoof. Diagram (A) and corresponding
photograph of cross section (B) of the equine foot.

ligaments, and nerves. Some of these major features
are illustrated in Figure 5.9.

The hoof is largely an insensitive cornified layer
derived from the epidermis. Strictly speaking, the
terms “epidermis” and “dermis” are more accurate
than the common terms “insensitive” and “sensitive,”
respectively. The structure of the hoof is produced in
two fashions. In some regions, the dermis is very
highly papillated; this mirrors the general appearance
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of dermal papillae in other regions of the body, but
they are more abundant and highly interlinked with
corresponding epidermal pegs. This organization
increases strength and assists interchange between the
dermal blood vessels and the avascular epidermis. In
other areas, the papillae and epidermal pegs are so
confluent that the adjacent epidermal and dermal
tissues create distinct layers or lamina.

The hoof is essentially an extension of the skin of
the lower limbs. This boundary area that circles the
leg just above the hoof is called the coronet. In this
region, the dermis of the skin is continuous with the
dermis or corium of the hoof. The subdivisions of the
corium correspond with the adjacent epidermal
regions of the hoof. As you move from the anterior
surface of the hoof in a caudal direction, you pass
through the following epidermal layers: stratum tec-

torium, stratum medium, and stratum internum. The
stratum tectorium extends from the periople layer of
the skin epidermis in the area of the coronet. Most of
the wall is made up of the stratum medium and is
organized in a tubular arrangement of cells. This is
similar in appearance to compact bone if cut in cross
section. These tubular structures are sometimes notice-
able as lines oriented from the coronet toward the
ground in the wall of the hoof. The boundary between
the outer “insensitive” epidermis and the “sensitive”
dermis occurs in the stratum internum. Here there is
a complex interaction between the outer epidermis
and underlying laminar corium. Specifically, papillae
from the dermis extend into the epidermis in a regular
repeating array. Beyond the dermis (depending on the
angle) you would penetrate the bone of the distal
phalanx. This is illustrated in Figure 5.10. If you pen-

Fig. 5.10. View of the plantar (bottom) of the equine hoof.
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etrated from the bottom of the hoof near the center,
you would pass through similar (but thinner) layers
of epidermis and the tubular and intertubular horn of
the sole, the solar corium (dermis), the periosteum,
and compact bone of the distal phalanx.

In addition to these complex histological structures,
there are also a number of well-defined structures
associated with the hoof. These include the frog (so
named because of its shape), bulbs, and the sole. The
anterior edge is the toe and the caudal margin the heel.
The white line, most apparent when the hoof is
trimmed, is created by the epidermal laminae and rep-
resents the boundary between the dermis and epi-
dermis. The frog is a wedge-shaped mass of mostly
keratinized tissue that is softer than in other areas
because of higher water content. The tubules of the
sole are arranged vertically in correspondence with
the papillae of the dermis or corium of the sole. The
corium itself has a good supply of nerve and blood
vessels. Figure 5.10 illustrates the gross anatomy of
an equine hoof. The photograph is of the bottom or
ventral surface of a freeze-dried hoof. It is easy to
imagine the structure like a shoe that surrounds
the dermis bones, blood vessels, and nerves of the
lower foot.

Horns

The horns of cattle, goats, and sheep are generated in
the region over the horn process, a germinal center
that projects from the surface of the frontal bone of the
skull. The dermis or corium envelops the horn core so
that it is fused with the outer covering of the bone
tissue or periosteum. As the horn develops, the corium
at its base is especially thick where it links to the
skin via abundant long slender papillae. The papillae
become shorter and less abundant toward the apex of
the horn. The bulk of the horn tissue consists of tubules
that extend from the base of the horn toward the apex.
Softer tissue covers the surface of the horn near the
base and extends a variable distance toward the apex.
This is similar to the outer covering of the hoof, the
periople. Growth of the horn varies with nutrition.
This can be especially evident in wild animals with
seasonal variation in available nutrients. This varia-
tion is reflected in the appearance of rings in the horn
that can be used to estimate age.

In many commercial situations, especially dairy, polled
cattle are often dehorned. This is usually accom-
plished by destroying the corium when only the horn
buttons are present. This is typically accomplished
by either surgical removal or destruction with a hot
iron or application of caustic paste. Once the horn has
begun to develop, both the corium and entire horn
must be removed to prevent the horn from redevelop-

ing. Even a small amount of corium can produce a
crooked, stubbed horn.

Feathers

Feathers are likely the most complex structure that is
derived from the integument among vertebrates. It is
also clear that there are dramatic differences between
avian species as well as marked differences depending
on location and purpose. To illustrate, the tail feathers
of a rooster are more than 1000 times larger than the
smallest feathers on his body. First let us consider
what feathers actually do. Protection from the ele-
ments and maintenance of body temperature are
clearly critical in all birds, but in addition, they allow
the bird to fly. Other aspects include protection from
predators and the ability to attract the members of the
opposite sex. Feathers are also plentiful. A mature
chicken has about 5000 feathers.

Feathers come in several forms, but they are all
made up of the same basic parts; however, these parts
may be absent or rearranged from type to type. The
predominant feather type on a bird’s body is called
the pennae or contour feather. Other feathers vary
from this common type to large stiff feathers of the
wings, small fluffy down feathers, hairlike filoplumes,
and small, bristle-like structures. Major features of a
contour feather include the shaft, the vanes on either
side, and, often, an after feather underneath. The shaft,
familiar as the writing end of a quill pen, is the longi-
tudinal axis of the feather. It has two parts: the calamus
and the rachis. The calamus is the portion that pene-
trates into the skin and the feather follicle. The distal
end tapers and has an opening called the inferior
umbilicus. This entrance allows the development of
the pulp of the shaft as the feather develops. The nib
of the quill pin is anchored in this opening. The rachis
is the long, slender portion of the center of the feather
that protrudes above the skin. On either side of the
rachis there are fine branches. Each branch is called a
barb, but each branch also has smaller branches called
barbicels. The barbicels are typically hooked so that
the structure of the feather is maintained. You can
distinguish this yourself by stroking a feather in the
“wrong direction.” You'll notice that that there is a
particular direction that the branches prefer. These
parts are collectively called the vane and are respon-
sible for the distinctive shape of the feather.

In fact, the barbicels can hold the feather vane
together so closely that water is excluded. Have you
heard the expression, “like water off a duck’s back”?
This elegant structural arrangement is responsible for
this effect. It is also true that birds use secretions from
their oil or uropygial glands to keep their feathers
clean and in good condition, but contrary to popular
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belief, the secretions do not provide a waterproof
coating.

Leather

Leather is made from animal skins or hides that are
chemically treated. This is called tanning. When prop-
erly done, the resulting product is strong, flexible
leather that is able to resist decay and spoilage. Most
leather made is produced from tanned cattle hides,
but a variety of skins can be used, including those
from sheep, goats, calves, horses, pigs, ostriches, seals,
and various reptiles.

The skins are typically cured, a process that involves
either salting or drying the hide as soon as it is
removed. In the so-called wet salting process, the
skins are rubbed with salt, stacked, and bundled
together. After about a month, most of the salt is
absorbed into the skin. An alternative is to pack the
skins in vats with a mixture of salt and disinfectants.
This process can be completed in less than 24 hours
and is called brine curing. After curing, the hides are
allowed to soak in water to remove excess salt and
debris. In the next step the preserved flesh is usually
stripped away mechanically.

Skins are usually then moved to large vats and
again soaked up to 2 weeks in a mixture of lime and
water. This process loosens the hair and makes subse-

Chapter summary

It is easy to overlook the significance of the integu-
mentary system and forget that it is the largest organ
system. However, its physiological significance is
profound and can be summarized in the attributes
listed here:

® physical protection: barrier against the outside
prevention from dehydration

body temperature regulation

sensory information via cutaneous receptors
metabolic actions

excretion of wastes.

It is also increasingly clear that the skin and espe-
cially specialized dendritic cells are important to the
immune system for their capacity to essentially “test”
the environment so that when necessary, immune cells
can be stimulated to respond and fight or prevent
infections.

quent removal easier. Bits of hair and fat that are
missed by machinery are removed by scraping the
skins by hand with a plastic scraper or dull knife. This
is called scudding. Once the skins are cleaned, they
pass to a vat containing acid. This acts to remove
excess lime. The hides are then typically treated with
enzymes to smoothen the grain of the leather and to
make the skin softer and more flexible. The tanning
process follows.

Hides can be subjected to a variety of steps at this
point, depending on the desired product. For example,
vegetable tanning produces leathers that are flexible
but stiff. This material would be used in belts, luggage,
or furniture. In these cases, the hides are often stretched
onto frames and suspended in vats containing various
tannins. These are agents found in bark, wood, and
leaves. Tannins from oak, chestnut, or hemlock trees
are frequently used. The hides are often transferred to
multiple vats containing progressively stronger con-
centrations of tannins. Mineral or chrome tanning is
an alternative process used to produce leathers for use
in shoes, gloves, and clothing. After curing, scudding,
and lime removal, the hides are soaked in a chro-
mium-sulfate solution. Depending on the desired
product, the hides can then be dyed. This not only
adds color as desired, it also adds moisture to increase
softness and flexibility. Vegetable-tanned hides are
usually bleached and then soaked with oils and soaps
to increase flexibility.

The epidermis and dermis are the two primary
layers of the skin, but the relative size (thickness)
varies based on location and species. In areas where
friction and wear are prominent, the outer layers of
the epidermis are expanded to provide additional
protection. The discrete layers of epithelial cells
listed as follows (outside to inside) are present:

® stratum corneum

® stratum granulosum
® stratum spinosum

® stratum basale.

Other cells suspended with in the epidermis include
melanocytes, which are important in protection from
UV radiation as well as development of skin color,
as well as Langerhans or dendritic cells.

The deeper epidermis has scattered fibroblasts
and adipocytes, extracellular fibers (collagen, elas-
tin), and proteoglycans, as well as capillaries and
blood vessels. There are also nerve endings and spe-
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cialized receptor cells that occur as either encapsu-
lated (Krause’s, Meissner’s, Pacinian, or Ruffin’s
corpuscles) or unencapsulated (free nerve endings,
modified nerve endings)—Merkel discs, or root hair
plexuses that appear around hair follicles. Two re-
gions of the dermis include the papillary and reticu-
lar layers.

There are two types of sweat glands. Eccrine glands
are the most common. They have a simple coiled
structure and open via pores on the skin surface.
They produce a hypotonic watery secretion that aids
in control of body temperature. Control of secretion
depends on the sympathetic nervous system. In hu-
mans, sweating can also be emotionally induced
(fright, embarrassment, or nervousness). In these cases,
sweating begins on the palms, soles, and armpits.
Apocrine sweat glands make up a smaller propor-
tion of the total sweat glands. These glands are larger
and open up onto hair follicles. The secretion is also
watery and also contains fatty acids and proteins. In
primates, these glands are affected by sex steroids
and become prominent with the onset of puberty.

Sebaceous or oil glands release their contents (holo-
crine mechanism) on the hair follicles. The secretions
provide some protection to the hair and are familiar
in animal agriculture by the lanolin in sheep wool.

Other skin glands include anal glands, often fa-
miliar to dog or cat owners, as well as the infraorbital
glands (sheep), scent or horn glands (goats), sub-
mental glands of cats, and the uropygial gland of
birds, familiar through observation of birds preen-
ing and grooming their feathers. The mammary
gland (covered in detail in Chapter 18) is also a skin-
derived gland essential in many aspects of animal
agriculture.

Hair is probably the most apparent skin adapta-
tion. Functions include insulation, physical protec-
tion, and sensory reception (the root plexuses around
the follicles or the specialized whiskers of cats), as
well as secondary sex characteristics and behavioral
responses. The hair shaft has three regions: outer
cuticle, inner cortex, and central medulla. The outer
cuticle is essentially a layer of cornified squamous
epithelial cells, the bulk of the hair shaft is the cortex
composed of epithelial cells that have accumulated
a specialized “hard” keratin as well as pigments, and
medullary cells are more cuboidal. The hair termi-
nates in the root or hair bulb.

The hair growth cycle has two primary phases:
anagen and catagen. Late anagen represents the point

when a new hair bulb is created and the older hair
moves toward being shed. Control of hair growth is
typically closely tied to season and the secretion of
prolactin and epidermal growth factor. The distribu-
tion and density of hair also varies between species.
Consider the dense, luxurious fur of the chinchilla
and its value as a fashion item.

Control of hair color is biochemically complex but
in humans, for example, melanin and carotene are
especially important. The rate and degree of pigment
synthesis and accumulation in hair cells and skin
cells determine both skin and hair color. In more
detail, amounts of eumelanin (brown-black) versus
pheomelanin (yellow-red) interact to determine sub-
tleties in hair and skin color. The genetics of color in
mice is well-studied, in part based on husbandry of
genetic mutations of mice that were raised and
studied by European fanciers in the late 1800s. More
than 100 genes are known to be involved. Some of
these act on the melanocytes, and others directly
impact the biochemistry of pigmentation. Hormonal
control is also apparent. Consider the dramatic sea-
sonal changes in the plumage or pelage of Arctic
animals. Melanocortin and its related family members
are produced from POMC, which is abundant in
the pars intermedia of the pituitary gland. Some of
these mutations and associated phenotypes are listed
here:

® Albino, lack of tyrosinase needed for melanin
synthesis, absence of color.

® Agouti, altered signaling protein, increase =
yellow; decrease = black.

® Brown, altered tyrosinase related protein 1, loss
of function = brown instead of black hair.

® Piebald spotting, altered endothelin receptor,
patches without color, deafness.

® Slaty, altered tyrosinase-related protein 2, dilu-
tion of black color.

Vitamin metabolism is also an important skin prop-
erty in many animals. Specifically, vitamin D; can be
produced by the effect of UV irradiation to convert
7-dehydrocholesterol into D;. Subsequent steps in-
volving the liver and kidneys are needed to produce
the biologically potent 1,25-dihydroxy vitamin D;.

Finally, products from the integumentary system
( wool and hair, leather, feathers, and horns) pro-
vide economic incentive to producers and goods for
consumers.
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Introduction

Osteology is the study of bones. The skeleton provides
the basic scaffolding for the body. The skeletal system
includes the bones, cartilage, ligaments, and connec-
tive tissues that hold everything together.
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Classification of bones

The human skeleton contains 206 major bones whereas
the number of bones in different animals varies. The
bones can be classified into five categories, including
long bones, short bones, flat bones, irregular bones,
and sesamoid bones (Fig. 6.1), named due to the
resemblance to sesame seeds.
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Fig. 6.1. Types of bones. Examples of the various types of bones

as found in the pig skeleton.

® Long bones. These are bones that are longer than
they are wide. Some of the bones of the limbs are
long bones. Long bones are characterized by an
elongated shaft and somewhat enlarged extremi-
ties that bear articular surfaces. Examples of long
bones include the humerus, radius, femur, tibia,
metacarpal bones, and metatarsal bones.

® Short bones. These are generally shaped some-
what like a cube; examples include the carpal
bones of the wrist and tarsal bones of the ankle.

® Flat bones. As the name implies, these are thin
and flattened bones. They include two plates of
compact bone separated by cancellous or spongy
bone. Examples include the sternum (breastbone),
ribs, scapula (shoulder blade), and certain skull
bones.

® Irregular bones. These are complex and irregu-
larly shaped bones. Examples include the verte-
brae and certain facial bones.

® Sesamoid bones. These are small bones embedded
in a tendon and resemble the shape of a sesame
seed. The most prominent example is the patella
(kneecap).

Bone structure
Gross anatomy
Each bone consists of compact bone and cancellous
bone. Compact bone, also called dense or cortical bone,

is a term describing solid-looking bone. Compact bone
is found on the surface of bones forming a protective

outer coating; cancellous bone is found on the
interior.

Cancellous bone, also called spongy bone, consists
of a network of pieces of bone called trabeculae
or spicules, interspersed with spaces filled with red
or yellow bone marrow. Spongy bone predominates
in short, flat, and irregular bones, as well as in the
epiphyses of long bones. It is also found as a narrow
lining of the medullary cavity of the diaphysis of long
bones.

Long bones

In developing long bones, the shaft is called the diaph-
ysis, and each extremity is called an epiphysis
(plural = epiphyses) (Fig. 6.2). The epiphysis consists
of mostly cancellous bone with a thin outer coat of
compact bone. It is generally enlarged relative to the
diaphysis. The metaphysis is the joining region of the
diaphysis and epiphysis. Between the diaphysis and
epiphysis of growing bones is a flat plate of hyaline
cartilage called the epiphyseal plate. After growth is
complete, this cartilage is replaced by the epiphyseal
line. The medullary cavity (from medulla, “innermost
part”) is the space within the diaphysis that contains
bone marrow. The joint surface of the bone is covered
with a smooth layer of hyaline cartilage where one
bone forms a joint with another bone.

The fibrous sheath surrounding that part of the
bone not covered with articular cartilage is called the
periosteum. It consists of dense irregular connective
tissue. The innermost periosteal layer consists of an
osteogenic layer containing osteoblasts (bone germi-
nators) that make new bone and osteoclasts that break
down bone. The periosteum contains nerve fibers,
lymphatic vessels, and blood vessels that supply the
bone. The periosteum is attached to the underlying
bone by Sharpey’s fibers extending from the fibrous
layer of the periosteum into the bone matrix. Sharp-
ey’s fibers are particularly dense where tendons and
ligaments attach to the periosteum.

The internal surfaces of the bone are covered with
the endosteum. The endosteum lines the medullary
cavity in long bones and covers the trabeculae of
spongy bone.

Short, irregular, and flat bones

Short, irregular, and flat bones vary in the pro-
portion of compact and cancellous bone (Fig. 6.3).
Furthermore, these bones do not have a shaft or
epiphyses. They contain bone marrow between their
trabeculae, but no bone marrow cavity is present.
The internal spongy layer in flat bones is called the
diploé (folded).
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Fig. 6.2.

Anatomy of long bones. (A) Using the femur as an example of a long bone, the epiphysis is the enlarged area at either end of the

bone while the diaphysis is the long shaft in the middle portion of the bone. The metaphysis is the joining point between the epiphysis and
diaphysis. The periosteum is the fibrous covering of the area of the bone not covered with articular cartilage. The endosteum is the fibrous
and cellular tissue lining the medullary cavity of the bone. (B) Cross section of an equine humerus showing exterior and interior anatomy.

Microscopic anatomy of bone

Four major cell types are found in bone (Fig. 6.4).
Osteocytes are the mature cells within bone that
account for most of the population of bone cells. Each
osteocyte lies within a lacuna (see next section,
“Compact Bone”). Osteoblasts are cells that secrete the
extracellular matrix of bone. They secrete collagen and
ground substance that makes up unmineralized bone,
called osteoid. Eventually, osteoblasts become sur-
rounded by the matrix they secrete, at which point
they mature and become osteocytes. Osteoclasts are
cells involved in resorption of bone, and are therefore
present in areas where bone is being removed. Osteo-
clasts are giant multinucleated cells. Bone also con-
tains a small number of mesenchymal cells known as
osteoprogenitor cells. These are stem cells that can

produce osteoblasts and are therefore important in
fracture repair. Osteoprogenitor cells are located in the
inner, cellular layer of the periosteum, the endosteum
that lines the marrow cavity, and the lining of vascular
passageways in the matrix.

Compact bone

Although compact bone appears solid to the unaided
eye, microscopically, it contains considerable detail.
The structural unit of compact bone is the osteon or
Haversian system (Fig. 6.5). Each osteon appears as a
cylindrical unit consisting of 3-20 concentric lamellae
of bone matrix surrounding the central osteonal canal
(Haversian canal or central canal) that runs parallel to
the long axis of the bone. The lamellae are like paper
towels wrapped around a cardboard roll (ie., the
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osteonal canal). The osteonal canal contains the vascu-
lar and nerve supply of the osteon. The osteonal canals
carry small arteries and veins.

A second group of canals, called perforating, Volk-
mann’s, or lateral canals, run at right angles to the
long axis of the bone. These canals connect the blood
vessel and nerve supply of the periosteum with that
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Spongy bone
(diploé)

Compact bone
Fig. 6.3. Internal anatomy of flat bone. Flat bones consist of an

outer layer of compact bone that sandwiches an inner layer of
spongy, or trabecular, bone (diplog).

steoclast

in the osteonal canal. These canals are lined with
endosteum.

During bone formation, osteoblasts secrete the bone
matrix. Osteoblasts maintain contact with one another
via connections containing gap junctions. As the
matrix hardens, the osteoblasts become trapped within
it, thus forming the lacunae and canaliculi. The osteo-
blasts become osteocytes or mature bone cells.

Osteocytes, the spider-shaped mature bone cells, are
found in lacunae, the small cavities at the junctions of
the lamellae. Only one osteocyte is found per lacuna,
and these cells cannot divide. Numerous processes
extend from each osteocyte into little tunnels running
through the mineralized matrix called canaliculi,
which connect adjacent lacunae. Therefore, a continu-
ous network of canaliculi and lacunae contains osteo-
cytes and their processes running throughout the
mineralized bone. Canaliculi are important because
they provide a route by which processes from one
osteocyte can contact those of adjacent osteocytes.
Therefore, via the canalicular system, all osteocytes
are potentially in communication with one another.
They pass information, nutrients, and /or wastes from
one place to another.

Osteocytes can synthesize or absorb bone matrix. If
the osteocyte dies, bone matrix resorption occurs due
to osteoclast activity, which is later followed by repair
or remodeling by osteoblast activity.

While mature compact bone has a lamellar structure
in which the fibers run parallel, immature bone, also

Osteoblast: Secretes collagen
and ground substance that
makes up unmineralized bone
called osteoid; derived from
osteoprogenitor cells

Osteoclast: Large multinucleated
bone resorbing cells derived
from monocytes

Fig. 6.4. Bone cells. The four types of bone cells and their locations are shown.
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from left to right. The osteon, or Haversian system, consists of a central osteonal canal surrounded by concentric lamellae of bone matrix.
These canals are all interconnected by lateral canals that run horizontal, or at right angles, to the osteonal canals. Osteocytes, or mature bone
cells, are found in cavities called lacunae that lie between the lamellar layers. The osteocytes have processes that project into canaliculi,
which are narrow canals interconnecting the lacunae. The osteocytes pick up nutrients and oxygen from the blood and pass it via the

canalicular system. (Figure modified from Marieb, 2003.)

called woven bone, has a nonlamellar structure.
Woven bone is put down rapidly during growth or
repair, and its fibers are aligned at random, resulting
in reduced strength. Woven bone is generally replaced
by lamellar bone as growth continues.

Cancellous or spongy bone

Unlike compact bone, spongy bone does not contain
osteons but instead consists of an irregular lattice
network of bone spicules called trabeculae. In specific
regions of certain bones, red bone marrow can be
found in the space between the trabeculae. Osteocytes
are found in lacunae within the trabeculae, and cana-
liculi radiate from the lacunae.

Chemical composition of bone

Bone consists of both organic and inorganic compo-
nents. The major inorganic component is calcium
phosphate, Ca;(POy),, which accounts for two-thirds
of the weight of bone. Calcium phosphate interacts
with calcium hydroxide, Ca(OH),, to form hydroxy-
apatite, Ca;o(PO,)s(OH),. As crystals of hydroxyapatite
form, they also incorporate other inorganic materials,
including calcium carbonate, sodium, magnesium,
and fluoride.

The remaining organic portion of the bone is made
up of cells (osteoblasts, osteocytes, and osteoclasts)
and osteoid, which includes collagen fibers and
ground substance (proteoglycans and glycoproteins).
Osteoid is secreted by osteoblasts.

Hematopoietic tissue in bones

Red bone marrow, which is hematopoietic (i.e., blood
forming), is found in the spongy bone of long bones
and the diploé of flat bones. Red bone marrow consists
of mature and immature red blood cells, white blood
cells, and the stem cells that produce them. In newborn
individuals, the medullary cavities of spongy bones
contain red bone marrow. In adult long bones, the
medullary cavities of spongy bone become large
hollow cavities extending into the epiphysis and con-
taining yellow bone marrow. Yellow marrow func-
tions in fat storage and contains mostly fat cells.
Therefore, blood cell production in adult long bones
is restricted to the head of the femur and humerus.
However, if an animal becomes anemic (has too few
red blood cells), the yellow marrow can revert to red
marrow to supplement red blood cell production. In
contrast, the spongy bone found in flat bones, such as
those in the hips, remains hematopoietic throughout
life and is therefore the best source when needing to
sample bone marrow.
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The osteonal and lateral canals are also the path-
ways by which blood cells formed in the marrow enter
circulation. Since bone marrow sinuses connect with
the venous vessels running through these channels,
newly formed blood cells that are released into osteo-
nal and lateral canals have a path to enter the general
circulation.

Bone development

Osteogenesis, or ossification, is the process of bone
formation. Calcification, the process of calcium salt
deposition, occurs during ossification. While calcifica-
tion is associated with bone formation, it can occur in
other tissues.

There are two general classes of bone formation.
Intramembranous ossification occurs when bone
develops from a fibrous membrane. The flat bones of
the skull and face, the mandible, and the clavicle if
present, are formed by this method. Intramembranous
ossification can also result in the formation of bones
in abnormal locations such as testes or whites of
the eyes. Such bones are called heterotopic bones
(hetero = different; topos = place). When a cartilage
model serves as a precursor for the bone, formation is
called endochondral ossification. Because of remodel-
ing that occurs later, the initial bone laid down by
either method is eventually replaced.

Intramembranous ossification

Early in embryonic development, elongate mesenchy-
mal cells migrate and aggregate in specific regions of
the body. Remember, mesenchyme is tissue from
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which all connective tissue develops. As these cells
condense, they form the membrane from which the
bone will develop (Fig. 6.6). This presumptive bone
site becomes more vascularized with time, and the
mesenchymal cells enlarge and become rounder. As
the mesenchymal cells change from eosinophilic (i.e.,
stained shades of red with eosin dyes) to basophilic
(affinity for basic or blue dyes), they differentiate into
osteoblasts. These cells secrete the collagen and pro-
teoglycans (osteoid) of the bone matrix. As the osteoid
is deposited, the osteoblasts become increasingly sep-
arated from one another, although they remain con-
nected by thin cytoplasmic processes.

The site where the matrix first begins calcification is
called the ossification center. Eventually, as the matrix
becomes calcified, the osteoblasts become osteocytes.
The osteocytes are contained in canaliculi. Some of the
surrounding primitive cells in the membrane prolifer-
ate and give rise to osteoprogenitor cells. These cells
come to lie in opposition to the spicules and become
osteoblasts, thus adding more matrix. This results in
appositional growth in which the spicules (areas of
calcification extending from the ossification center)
enlarge and become joined into a trabecular network
having the shape of bone.

Endochondral ossification

Endochondral ossification begins similarly to intra-
membranous ossification, with migration and aggre-
gation of mesenchymal cells (Fig. 6.7). However,
these cells now become chondroblasts, instead of
osteoblasts, and begin making a cartilage matrix. Once
made, the cartilage matrix grows by both interstitial
and appositional growth. Interstitial growth is respon-

1——.___b

Fig. 6.6. Intramembranous ossification. (A) Mesenchymal cells within the mesenchyme migrate and condense in specific areas, forming a
membrane that will become ossified. This condensed mesenchyme becomes progressively more vascularized, and the cells become larger
and rounded. The cells differentiate into osteoblasts that secrete collagen and proteoglycans (osteoid). As the matrix becomes more dense
and calcified, the osteoblasts become osteocytes contained within canaliculi. Some of the surrounding cells become osteoprogenitor cells.
As osteoprogenitor cells come into apposition with the initial bone spicules, they become osteoblasts and continue appositional growth.
(B) Ossification begins in a relatively confined region called the ossification center.
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Fig. 6.7. Endochondral ossification.

sible for most of the increase in length of the bone,
whereas the increase in width is produced by new
chondrocytes that differentiate from the chondrogenic
layer of the perichondrium surrounding the cartilage
mass.

Formation of true bony tissue begins when peri-
chondrial cells in the midregion of the model give rise
to osteoblasts rather than chondrocytes. At this point,
the connective tissue surrounding the middle of the
cartilage changes from perichondrium to periosteum.
A thin layer of bone begins forming around the carti-
lage model. This bone can be called either periosteal
bone because of its location, or endochondral bone
because of its method of development. This periosteal
bone is sometimes termed the bony collar.

As the chondrocytes in the midregion become
hypertrophic, the matrix is compressed. These cells
begin to synthesize alkaline phosphatase, and the sur-
rounding matrix begins to calcify. As the chondrocytes
die, the matrix breaks down and the neighboring
lacunae become interconnected. At the same time,

blood vessels begin to enter this diaphyseal area, vas-
cularizing the developing cavity.

Cells from the periosteum migrate inward with the
blood vessels and become osteoprogenitor cells. Other
cells also enter to give rise to the marrow. The break-
down of the matrix leaves spicules that become lined
with osteoprogenitor cells that then differentiate into
osteoblasts. Osteoblasts then begin to produce the
osteoid on the spicule framework. Bone formed in this
manner is called endochondral bone, and this region
becomes the primary ossification center. As the carti-
lage is resorbed (i.e., broken down), the bone depos-
ited on the calcified spicules becomes spongy bone.

Eventually, a secondary ossification center develops
in each epiphysis. Bone develops in these regions
similarly to how it develops in the primary ossifica-
tion center. As the secondary ossification develops, the
only cartilage remaining is that at the ends of the
bones, and a transverse region known as the epiphy-
seal plate separating the diaphyseal and epiphyseal
cavities.

As the cavity in the diaphyseal marrow enlarges, a
distinct zonation develops in the cartilage at either
end of the diaphysis (Fig. 6.8). The following five
regions develop beginning most distal from the
diaphysis:

1. Zone of reserve cartilage. This region contains no
cellular proliferation or matrix production. Small,
scattered chondrocytes are present.

2. Zone of proliferation. Cartilage cells are dividing
and organized in distinct columns in this area. The
cells are larger than in the reserve zone and
produce matrix.

3. Zone of hypertrophy. Cartilage cells in this region
are large with a clear cytoplasm containing glyco-
gen. Matrix is found in columns between the cells.

4. Zone of calcified cartilage. Enlarged degenerating
cells form this region. The matrix is calcified.

5. Zone of resorption. Nearest the diaphysis, the car-
tilage in this region is in direct contact with con-
nective tissue in the marrow cavity.

Bone growth, remodeling, and repair
Bone growth

As bone grows, there is constant internal and external
remodeling that takes place in the epiphyseal plate.
The epiphyseal plate remains constant in size since
new cartilage is produced in the zone of proliferation,
while a similar amount of cartilage is removed in
the zone of resorption due to the action of osteocytes.
The resorbed cartilage is replaced by spongy bone
produced by osteoblasts found between the zone of
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Fig. 6.8.
as shown in this longitudinal section.

resorption and the diaphysis. As the cells in the pro-
liferative region divide, an increase in length of the
bone occurs as the epiphysis is moved away from the
diaphysis.

The width of bone is increased by appositional
growth of bone that occurs between the cortical lamel-
lae and the periosteum as bone resorption occurs on
the endosteal surface of the outermost region of the
bone. As bones elongate, they are constantly remodel-
ing, which involves resorption of bone in some areas
concomitant with deposition in other areas.

Eventually, new cartilage production ceases. The
cartilage that is present in the epiphyseal plate is con-
verted to bone until no more cartilage exists. This is
termed epiphyseal closure, and growth of the bone is
complete. The only remaining cartilage is at the articu-
lar (i.e., regions where bones form joints) surfaces on
the bone. The epiphyseal plate now becomes the
epiphyseal line.

The major hormone controlling bone growth in
young animals is growth hormone that is released
from the anterior pituitary gland. Excessive secretion
of growth hormone can cause gigantism, whereas
hyposecretion can cause dwarfism. Thyroid hormones
also play an important role in bone development. The
action of these hormones is discussed in Chapter 12.

Bone remodeling and repair
While bone may appear to be dormant after animals

reach adulthood, this is not true. In fact, bone remains
very active and is constantly being broken down

Zone of reserve
cartilage

Zone of
proliferation

Zone of
hypertrophy

Zone of calcified
cartilage

Zone of resorption
of bone

Epiphyseal plate. The area between the diaphysis and epiphysis is the growth plate (GP), and it is characterized by distinct zonation

(resorbed) and replaced in response to various physi-
cal or hormonal changes. This constant breakdown by
osteoclasts and formation by osteoblasts is termed
remodeling and occurs at both the periosteal and end-
osteal surfaces.

The breakdown of bone by osteoclasts is called bone
resorption. In this process, osteoclasts first bind tightly
to the surface of the bone (either the endosteum or
periosteum), forming a leakproof seal. The osteoclasts
release lysosomal enzymes and acids into this sealed
region, which then digest the collagen fibers and
organic matrix while the acid digests the minerals. The
tight seal of the osteoclast to the bone surface prevents
leakage of the enzymes and acids to undesired areas.
The digested components are engulfed by the osteo-
clasts via endocytosis, packaged into vesicles, translo-
cated across the osteoclastby the process of transcytosis,
and released by exocytosis into the interstitial space
whence the material is absorbed into the capillaries.
The canal that is formed establishes the future Haver-
sian system. Eventually, the osteoclasts are replaced
by osteoblasts that rebuild the bone.

Hormonal control

The control of bone homeostasis is poorly understood.
Since bones are a major calcium storage site, calcium
homeostasis plays an important role in bone miner-
alization (Fig. 6.9). The two hormones involved in
calcium homeostasis are parathyroid hormone (PTH),
produced by the parathyroid glands, and calcitonin,
from the parafollicular cells (C cells) of the thyroid
gland. PTH is released in response to low-plasma ionic



Bones and skeletal system 147

Fig. 6.9. Hormonal control of plasma ionic calcium concentration.
An increase in plasma ionic calcium concentration results in the
release of calcitonin from the thyroid gland. Calcitonin stimulates
calcium deposition in bone. In contrast, a decrease in plasma ionic
calcium concentration stimulates the release of parathyroid
hormone (PTH) from the parathyroid glands, which promotes
osteoclast activity resulting in an increase in plasma ionic calcium
levels.

calcium levels, while calcitonin is released when
plasma ionic calcium levels rise.

If resorption is excessive, bones become weak, such
as in osteoporosis. Abnormally predominant deposi-
tion can produce anomalies such as bone spurs. Estro-
gens are known to reduce bone resorption whereas
PTH promotes bone resorption. The decrease in estro-
gen level associated with menopause is linked with a
weakening of the bones.

Repair of fractures

Fractures can be classified in several ways:

® Bone end alignment. If the bone ends remained
aligned following a fracture, it is called a nondis-
placed fracture. Displaced fractures occur when
the bone ends are out of alignment.

® Degree of break. If the break is all the way through
the bone, it is termed a complete fracture; if not
all the way through, it is an incomplete break.

® Orientation of the break. If the break is parallel
to the long axis, it is a linear fracture; if it is
perpendicular to the long axis, it is a transverse
fracture.

® Skin penetration. If bone protrudes through the
skin, it is an open, or compound, fracture. A non-
protruding break is called a closed, or simple,
fracture.

1. Hematoma 2. Fibrocartilaginous 3. Bony callus 4. Bone
formation callus formation formation remodeling

Fig. 6.10. Steps in fracture repair.

The repair process for a fractured bone involves
four steps (Fig. 6.10):

1. Hematoma formation. As a result of a fracture, the
blood vessels tear, causing the formation of a
hematoma, a mass of clotted blood, at the fracture
site. Bone cells begin to die and the site shows the
classic signs of inflammation, that is, pain, swell-
ing, redness, and loss of function.

2. Fibrocartilaginous callus formation. Capillaries
grow into the hematoma from which phagocytic
cells invade and remove the debris. Fibroblasts
and osteoblasts migrate into the fractured area
from the periosteum and endosteum. The fibro-
blasts form collagen fibers, which serve to span
the space in the break, thus connecting the two
ends. As the fibroblasts differentiate into chon-
droblasts, they secrete cartilage matrix. Finally,
osteoblasts close to the capillaries begin forming
spongy bone; those found further away secrete a
bulging cartilaginous matrix. This entire mass,
called a fibrocartilaginous callus, spans the frac-
tured area.

3. Bony callus formation. Bone trabeculae begin to
appear as a result of the actions of the osteoblasts
converting the fibrocartilaginous callus into a
bony callus made of spongy (or woven) bone.
Bony callus formation continues until the two
ends of the bone are firmly attached.

4. Boneremodeling. Remodeling begins during bony
callus formation and continues until the bony
callus is complete. Excess material is removed
from both the periosteal and endosteal area, and
compact bone is formed along the shaft. Normally,
the final product has the same shape as the origi-
nal bone.

Response to mechanical stress

Bone deposition can occur not only in response to a
bone injury, but also when additional strength is
needed. This can occur in response to new physical
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Tension Compression

Fig. 6.11. Mechanical stress on bone. Using the femur as an
example, the bone is acted upon by the load of the body weight.
This load is transmitted through the bone as indicated by the
dashed arc. This causes compression on one side of the bone while
stretching the other side. These two forces sum to zero in the
middle of the bone, creating the point of zero stress.

pressures placed on the bone as would take place if
the bone is bearing weight at a different angle. Wolff’s
law states that a bone grows or remodels in response
to forces placed on the bone. Such forces include
weight bearing on the bone or muscles pulling on the
bone. Since such forces are generally off-center, they
tend to bend the bone. In response, the compact bone
thickens on one side while thinning on the other side
through the remodeling process. Spongy bone forms
in the middle since mechanical forces acting on the
bone sum to zero in this region (Fig. 6.11).

Nutrients necessary for bone deposition

Bone deposition requires vitamin C for collagen syn-
thesis, vitamin D for calcium absorption in the gut,
and vitamin A for bone deposition and removal, in
addition to calcium, phosphorus, magnesium, and
manganese.

Homeostatic imbalances of bone

Osteomalacia and rickets

Osteomalacia is a condition in which the bones are
insufficiently mineralized. Rickets is a name for the

same condition when it is present in prepubertal
animals. Though osteoid is produced, calcium salts
are not deposited and the bones remain soft. Inade-
quate calcium or vitamin D in the diet is a common
cause of osteomalacia. Vitamin D is necessary for
intestinal absorption of Ca*. When blood calcium
levels decrease due to inadequate intestinal absorp-
tion, parathyroid hormone maintains plasma Ca* by
stimulating the release of Ca® from the bone.

Parturient paresis (milk fever)

As dairy cattle begin milk production, the first milk
produced (called colostrum) contains high concentra-
tions of Ca*. Colostrum requires approximately 3g
of calcium per hour to produce. When a cow cannot
mobilize this amount of calcium, she can develop
milk fever within 72 hours following parturition.
Symptoms include loss of appetite, followed by muscle
weakness, decreased body temperature, labored breath-
ing, and paralysis of hind legs. If left untreated, the
cow can collapse into a coma and die.

To prevent milk fever, cows should be given suffi-
cient vitamin D in the diet prior to parturition. If milk
fever develops, cows are given oral or intravenous
calcium, according to individual severity.

Egg-laying fatigue in birds

Similar to milk fever in cows, high-producing egg-
laying hens can develop weak and brittle bones. A hen
must deposit as much as 8-10% of her total calcium
into the eggshell each day. Since the eggshell is depos-
ited during the night, the hen must draw upon the
calcium reserves located in a specialized type of bone
called medullary bone. Under the influence of estro-
gens and androgens secreted from the developing
ovarian follicles, medullary bone is produced in hens
2 weeks prior to commencement of egg laying. As
blood calcium levels decrease during eggshell forma-
tion, the hen releases PTH, which mobilizes bone
calcium. If insufficient stores of calcium are present in
the bones, the bones become weaker as they become
demineralized.

Bones and skeleton
Markings on bones
The surface of bone is seldom smooth. Instead, various

depressions, bumps, and ridges serve as sites where
muscles and tendons originate or attach and blood
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vessels and nerves travel. These various markings
are shown in Table 6.1 and Figure 6.12. Learning the
terms is helpful when studying the origins and inser-
tions of muscles.

Skeleton

The skeleton includes all the bones of the body. These
bones and their articulations have been altered during
evolution to accommodate various functions. There-
fore, the skeleton is an excellent example of the com-
plementary nature of form and function. The skeletons
of various species are shown in Figure 6.13. Most
of the remainder of the chapter is concerned with
mammals; however, a brief discussion of features
unique to avian species will be included at the end of
the section on the skeleton.

}Trochlea

A
Y } Condyle
N

Epicondyle

Fossa

Fig. 6.12. Marking on bones. Various bovine bones are shown,
including the femur (A), humerus (B), radius-ulna (C), and scapula
(D), which are labeled to illustrate bone markings.

Table 6.1.  Bone markings.

Term Description Example

Projections, Depressions and Openings Where Muscles and Ligaments Attach

Crest Narrow ridge of bone; usually prominent Iliac crest

Epicondyle  Raised area on or above a condyle Lateral epicondyle of the humerus

Fossa Shallow depression, often serving as an articular surface Olecranon and radial fossae of the humerus

Line Narrow ridge of bone; less prominent than a crest Gluteal line on wing of ilium

Process Generally any bony prominence; sometimes used to name specific Crest, spine, trochanter, tubercle, tuberosity,
prominences etc.; olecranon process

Ramus Armlike bar of bone Ramus of the mandible

Spine Sharp, slender, often pointed projection Spine of the scapula

Tuberosity  Large rounded projection Deltoid tuberosity of the humerus

Trochanter  Very large, blunt, irregular-shaped process; found only on the femur Trochanter of the femur

Tubercle Small rounded projection or process Greater tubercle of the humerus

Projections That Help Form Joints

Condyle Rounded articular projection

Cotyloid A deep articular depression

Facet Smooth, nearly flat articular surface

Head Bony expansion carried on a narrow neck
Trochlea A pulley shaped, articular structure

Depressions and Openings Allowing Blood Vessels and Nerves to Pass

Occipital condyle of the skull
Acetabulum of the hip joint
Superior costal facet of the vertebrae
Head of the femur

Trochlea of the femur

Fissure Narrow, slit-like opening Palatine fissure

Foramen Round or oval opening through a bone Foramen magnum

Fovea A shallow, nonarticular depression Fovea capitis on the head of the femur
Incisure A notch-shaped depression at the edge of a bone Semilunar notch of the ulna

Meatus Canal-like passageway External auditory meatus

Sinus Cavity within a bone, filled with air and lined with mucous membrane Nasal sinuses

Sulcus Furrow-like groove Brachial groove of the humerus
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Fig. 6.13. Skeletons. (A) Cow. (B) Horse. (C) Pig. (D) Dog.
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Fig. 6.13. Continued

Functions of the skeletal system
The skeleton has five primary functions:

1. Support. The skeletal system provides the struc-
ture to which the bones attach, as well as the struc-
tural support for the entire body.

2. Storage of minerals and lipids. The bones provide
major storage for various minerals, particularly
calcium. In addition, the bones contain a substan-
tial amount of lipid.

3. Blood cell production. The bone marrow is a site
of formation for all types of blood cells.

4. Protection. The vital organs of the body are pro-
tected by the skeletal system. The ribs surround
the visceral organs, whereas the central nervous
system is encased within the skull and spinal cord.

5. Leverage. Many of the joints of the body act as
levers, therefore assisting with movement.

Skeletal cartilage

Types of cartilage

The skeleton begins as cartilage and fibrous mem-
branes, but then is replaced with ossified tissue as the
animal develops through gestation. Cartilage contains
no nerves or blood vessels and is surrounded by a
layer of dense irregular connective tissue called the
perichondrium. Blood vessels found within the peri-
chondrium provide nutrients for the chondrocytes
within the cartilage.

There are three types of cartilage found in the skel-
eton. Hyaline cartilage is the most abundant and
provides support and flexibility for the skeleton. The
matrix contains only fine collagen fibers. Hyaline
cartilage is found (1) on articular surfaces, (2) within

Thoracic
vertebrae

Lumbar  Sacral
vertebrae vertebrae

Os coxae

Femur

Fibula
Tibula

Tarsal bones
Metatarsal bone

costal cartilage connecting the ribs to the sternum, (3)
in the respiratory cartilages forming the skeleton of
the larynx and reinforcing passageways of the respira-
tory system, and (4) in nasal cartilages supporting the
external nose.

Elastic cartilage contains more elastic fibers than
hyaline cartilage. It is therefore better able to with-
stand bending. It is found in only two places in the
skeleton: (1) the external ear and (2) the epiglottis,
which is the flap of tissue that covers the opening of
the larynx during swallowing.

Fibrocartilage is highly compressible, possessing
great tensile strength. It contains approximately paral-
lel rows of chondrocytes with intervening thick col-
lagen fibers. It is found in the menisci within the knee
and intervertebral discs.

Growth of cartilage

Cartilage can continue to grow by two processes.
Appositional growth occurs when new cartilage forms
on the surface of preexisting cartilage. Interstitial
growth occurs from inside of the cartilage mass in
which lacunae-bound chondrocytes inside the carti-
lage divide and secrete new matrix, thereby expand-
ing the cartilage from within.

Skeleton classification

The skeleton is divided into the appendicular skeleton
and the axial skeleton (Fig. 6.14). The axial skeleton
includes the skull, hyoid apparatus, vertebral column,
ribs, and sternum. The appendicular skeleton includes
the bones of the limbs and limb girdles. The thoracic
limb or pectoral limb includes the scapula, humerus,
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radius, ulna, carpal bones, metacarpal bones, phalan-
ges, and their sesamoid bones. The thoracic girdle or
shoulder girdle includes the two scapulae and the
clavicle in man, which holds the shoulder laterally, but
which is only vestigial in domestic animals.

[T Axial skeleton
1 Appendicular skeleton

Fig. 6.14. Axial and appendicular skeleton. As shown with this
dog skeleton, the axial skeleton includes the bones and cartilage
protecting the soft structures in the head, neck, and trunk, and
consists of the skull, hyoid apparatus, vertebral column, and thorax.
The appendicular skeleton includes the limbs and bones connecting
the limbs to the axial skeleton.

Interfrontal suture

Nasomaxillary suture

Axial skeleton

The skull

The skull is a very complex structure made mostly of
flat bones. Except for the mandible that is attached via
a movable joint, the bones of the skull are connected
by interlocking joints called sutures. The suture joints
are characterized by a saw-toothed or serrated appear-
ance that keeps the bones attached, but allows the
cranium to expand and contract while remaining
intact.

Suture lines are visible between the bones of the
skull (Fig. 6.15). The internasal suture is between the
two nasal bones while the frontonasal suture separates
the frontal bones from the nasal bones. The frontopa-
rietal suture separates the frontal bones from the pari-
etal bones. The nasomaxillary suture separates the
nasal bones from the maxillary bones.

The skull contains both cranial and facial bones
(Table 6.2). The cranium includes those bones that sur-
round the brain. The cranium consists of the cranial
vault, also called the calvaria, forming the superior,
lateral, and posterior aspects of the skull, and the
cranial base or floor that forms the inferior aspect of
the cranium. The cranial base is divided by bony
ridges into three distinct fossae: the anterior, middle,
and posterior cranial fossa. The cranial bones form the

Interparietal suture

Parieto-occipital

Internasal suture
Frontonasal suture

Frontoparietal suture

Fig. 6.15.

suture

Parieto-occipital
suture

Suture lines of the skull. These lines are shown on top and side view of skull of a pig.
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Table 6.2. Bones of the skull.

Term Description

Cranial Bones (Number)

The rostral portion of the roof of the cranial cavity in most domestic species; in the ox, it forms

Along with frontal, forms the roof of the cranial cavity in most domestic animals except ox.

Unpaired bone forming floor of cranial cavity; it has several parts, including the body, greater wings,

Frontal (2)
entire roof of cranial cavity
Parietal (2)
Occipital (1) Forms caudal aspect of the cranial cavity, as well as the skull
Temporal (2) Forms caudolateral wall of the cranial cavity
Sphenoid (1)
lesser wings, and pterygoid processes
Ethmoid (1)

Unpaired bone forming rostral wall of cranial cavity; forms part of the nasal septum, caudal wall of

nasal cavity, and part of medial wall of the orbit

Facial Bones (Number)
Mandible (1)
Maxilla (2)

The lower jaw

Zygomatic (2)
Nasal (2)
Lacrimal (2) Forms medial surface of orbit
Palatine (2)

Vomer (1)

Ventral nasal concha (2)
Pterygoid (2)

Incisive or premaxillary (1) Holds upper incisors

Form the upper jaw, and parts of the hard palate, orbits, and nasal cavity
Cranial portion of zygomatic arch; forms part of cheek and orbit

Along with cranial portion of frontal bone, forms osseous roof of nasal cavity

Forms part of hard palate along with maxillary and incisive bones
Unpaired bone forming part of osseous nasal septum
A fragile scroll of bone that increases nasal surface area

Small bones in caudal part of nasopharynx

cranial cavity that houses the brain and also provide
the site for attachment of head and neck muscles.

The skull contains approximately 85 named open-
ings, including foramina, canals, fissures, and orbits.
These provide passageways for the spinal cord, blood
vessels, and the 12 cranial nerves to enter and leave
the brain.

Cranium

The roof of the cranium is formed by the paired frontal
and parietal bones (Fig. 6.16). The caudal aspect of the
skull is formed by the unpaired occipital bone. The
floor of the cranium is formed by the unpaired sphe-
noid bone. Finally, the rostral wall of the cranium is
formed by the ethmoid bone.

The facial bones include those bones enclosing the
nasal and oral cavities. These bones form the structure
of the face; contain cavities for special senses, includ-
ing sight, taste, and smell; provide openings for air
and food; secure teeth; and provide attachment sites
for facial muscles. The facial region is divided into the
oral, nasal, and orbital regions.

The oral region is formed by parts of the incisive,
maxillary, and palatine bones, as well as the mandible

surrounding the oral cavity. The nasal region is formed
by portions of the nasal, maxillary, palatine, and inci-
sive bones that surround the nasal cavity. The orbital
region consists of the bony socket holding the eye and
is formed by portions of the frontal, lacrimal, palatine,
sphenoid, and zygomatic bones. The zygomatic arch,
which forms the ventral wall of the orbit, consists of
the zygomatic bone and the zygomatic process of the
temporal bones. An exploded view of the equine skull
is shown in Figure 6.17.

Species differences

Unique to the horse and cat, the interparietal bone is
found between the two parietal bones. In other species,
this bone is present in the fetus, but fuses with sur-
rounding bones during gestation. In the ox, the frontal
bone forms the entire roof of the cranium, whereas the
parietal bones help form the roof in other species.

In the dog, three types of skulls are described based
on the proportions of the facial bones and cranial
cavity (Fig. 6.18):

1. Mesaticephalic. Average conformation (e.g., Sibe-
rian husky).

Chapter 6




Ne)
bl
9,
]
©,
IS
<
@)

154 Anatomy and physiology of domestic animals

Bovine Equine

Front view

Back view Back view
m Frontal B Palatine
Parietal Temporal:
® Interparietal m:Squamous
® Nasal W Petrous
= Incisive B Tympanic
B Maxilla m Occipital
= Lacrimal - Sphenoid
= Zygomatic m Pterygoid
= Vomer

Qvine

Porcine

Front view Front view

Back view Back view

Fig. 6.16. Skulls of various species. The skulls of different species showing main bones.

Parietal

Temporal
Frontal .

Lacrimal Occipital

Nasal
Maxillary Occipital
Incisive condyle
Zygomatic
Mandible
B Maxillary, Frontal
Temporal
Incisive - Parietal
B
B2 ‘g\ Occipital
Fig. 6.17. Exploded equine skull. The various bones of the equine

skull have been separated, showing side (A) and top (B) view.

2. Dolichephalic. Has an elongated facial component
(e.g., collie).

3. Brachiocephalic. Has a shorter facial component
(e.g., bulldog).

The vertebral column

The vertebral or spinal column, also colloquially
(though incorrectly) called the spine (a spine is a
pointed projection from any bone), protects the spinal
cord, supports the head, and serves as an attachment

Collie

Siberian
husky

Bulldog

Fig. 6.18. Examples of dog skulls. The three general types of dog
skulls are represented. The collie, Siberian husky, and bulldog
represent the dolichephalic, mesaticephalic, and brachiocephalic
types of skulls, respectively. Note the relatively long facial
component on the collie and the short facial component on the
bulldog.

site for muscles affecting body movements. The bony
column consists of irregular bones connected by joints
that are characterized by different degrees of mobility
in different regions of the column.

The vertebrae (singular = vertebra) are the irregu-
larly shaped bones making up the vertebral column.
Five general regions are described: cervical (neck),
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thoracic (back), lumbar (loin), sacral, and caudal
(tail) vertebrae. Each is named by the first letter of the
group followed by the number within the group, for
example, C1, T3, L5, S3, and Ca20. The number of
vertebrae typically present in various species is shown
in Table 6.3.

Typical vertebrae are shown in Figure 6.19. Features
common to all vertebrae include the body, vertebral
arch, vertebral foramen, and processes. The body is
the thick, spool-shaped ventral portion of the vertebra.
The vertebral body is convex at the cranial end and
concave at the caudal end, allowing articulation with
the adjacent vertebrae. The vertebral arch is the dorsal
portion of the vertebra consisting of two upright ped-
icles that form the wall of the vertebral foramen.
Paired (right and left) half- (or hemi-) laminae project
from the pedicles toward the back and, meeting in the

midline to complete the lamina, form the roof of the
vertebral foramen. In the articulated vertebral column,
consecutive vertebral foramen communicate to form
the vertebral canal. In the intact state, the spinal cord
passes through the vertebral canal.

Within each region, the common vertebral features
are modified to optimize the ability of each vertebral
region to accomplish its function. Regional vertebrae
are characterized by features that are more similar to
those of others in that same region than to those of the
following region. However, the transition from one
region to the next is fairly gradual, with the last ver-
tebra of a given region bearing strong resemblance to
the first vertebra of the following region.

Potentially, seven processes arise from each verte-
bra. The dorsal spinous process projects vertically
toward the back, and the paired transverse processes

Table 6.3. Number of vertebrae.
Species Cervical Thoracic Lumbar Sacral Caudal
Carnivore Cc7 T13 L7 S3 Ca20-24
Pig Cc7 T11-15 L6-7 S4 Ca20-23
Horse Cc7 T18 L6 S5 Cal5-21
Ox Cc7 T13 L6 S5 Cal18-20
Sheep Cc7 T13 L6-7 S4 Cal6-18
Chicken Cc7 T7 L14 (lumbar sacral)
Spinous process —» |
oS Lamina) vertebral
[ Pedicle] arch

process

process

Transverse

Vertebral foramen
Cranial articular

Facet for

Body

Cervical vertebra

Spinous process ——s, §

——

——

Transverse

process Body

Lumbar vertebra

Fig. 6.19.

Ventral tubercle

Cranial articular
~  process

—— — =
Vertebral foramen

rib head

Thoracic vertebra

Sacral vertebra

Examples of various vertebrae. Examples of cervical, thoracic, lumbar, and sacral vertebrae are shown. Note that in cervical

vertebrae, the spinous process is greatly reduced. Thoracic vertebrae have an exaggerated spinous process, and lumbar vertebrae have an
exaggerated transverse process. Sacral vertebrae are generally fused into a single unit, with the processes also tending to fuse into continuous

lines rather than individual elevations.
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extend laterally from each side of the vertebral body.
Two pairs (right and left) of cranial and caudal articu-
lar processes project from a region-specific area of the
lamina to allow adjacent vertebrae to articulate with
each other at a second site (the first is at the cranial
and caudal articular surfaces of each vertebral body),
thus simultaneously allowing greater flexibility and
stability than could otherwise be achieved.

The first and second cervical vertebrae are very
highly specialized and are unique in form from each
other and from any other vertebra. Only these two
vertebrae are given specific individual names (Fig.
6.20). The atlas (C1) supports the head, hence its name
(similar to the mythological Atlas, who carried the
Earth upon his shoulders). Cranially, the atlas articu-
lates with the occipital condyles of the skull (see Fig
6.17), forming the atlanto-occipital joint. Motion at this
joint is a back-and-forth rocking motion, which allows
the neck to flex and extend as in nodding “yes.” The
atlas is unique in that its spinous process is reduced
to a bump (the dorsal tubercle), and the body is modi-
fied into the ventral arch. The axis (C2) possesses a
large ridge-like spinous process. The dens is a heavy,
peg-like, cranially directed process that forms a pivot-
ing articulation with the atlas, and allows a twisting
motion of the head on the neck, as when shaking the
head “no.” The dens is developmentally derived from
a part of the atlas.

Thoracic vertebrae are generally characterized by
robust spinous processes. The anticlinal vertebra is the
one with the most vertically oriented dorsal process.
Cranial to this vertebra, the dorsal processes are
inclined cranially while those caudal to this vertebra
are inclined caudally. The anticlinal vertebra is an
important landmark when reading radiographs. The
bodies of these vertebrae possess an articular facet at
the cranial and caudal end for articulation with the
ribs.

Lumbar vertebrae are characterized by their massive
bodies, shorter spinous processes, and long, flat trans-
verse processes. These vertebrae also lack costal facets
since ribs do not articulate with them.

The sacral vertebrae fuse in adult individuals to
form the sacrum. Each sacral vertebra has dorsal and
ventral foramina allowing the passage of spinal nerves.
The wings of the sacrum (Fig. 6.19) articulate with the
ilium of the pelvis, forming the sacroiliac joint. This is
the single site of connection between the axial skeleton
and pelvic limb.

Thorax

The thorax is the bony cavity formed by the sternum,
ribs, costal cartilages, and bodies of the thoracic ver-
tebrae (Fig. 6.21). The sternum, or breastbone, is the
composite of the unpaired bones (sternebrae) forming

the floor of the thorax. Species-specific numbers of
sternebrae are as follows: six in pigs, horses, and
humans; seven in ruminants, and eight in carnivores.
The manubrium is the enlarged first sternebra, while
the xiphoid process is the last sternebra capped by
the xiphoid cartilage. The thoracic inlet is the entrance
into the bony thoracic cavity as delineated by the
last cervical vertebra, the first pair of ribs, and the
sternum.

The ribs consist of long, curved bones that form the
lateral wall of the thorax. The ribs can be grouped as
follows:

1. Sternal (sometimes called “true”) ribs. Articulate
directly to the sternum via their costal cartilage.
Costal cartilage consists of hyaline cartilage.

2. Asternal (sometimes called “false”) ribs. Costal
cartilages merge to form the costal arch, which
indirectly joins them to the sternum in all domes-
tic species.

3. Floating ribs. End in short costal cartilages that
join neither the sternum nor the costal arch, but
end “blindly” in the flank musculature. One pair
of floating ribs is present in dogs and cats, two
pairs in humans and cattle, but none are present
in horses.

As shown in Figure 6.22, the proximal part of each
rib consists of a head and a tubercle. The head articu-
lates with the caudal and cranial costal fovea of adja-
cent thoracic vertebrae and the intervertebral disc
found in between. The tubercle of the rib articulates
with the transverse process of the same numbered
vertebra. Between each rib is the intercostal space.

Appendicular skeleton
Thoracic limbs

In humans the clavicle braces the shoulder against the
sternum, which facilitates climbing and other similar
behaviors. In domestic mammals the thoracic limb
bears weight and has a much more restricted range of
motion, and the clavicle is vestigial. The proximal end
of the thoracic limb begins at the scapula. This “shoul-
der blade” is a flat, triangular bone in the shoulder
region (Fig. 6.23). Together the two scapulae constitute
the thoracic girdle.

The lateral surface of the scapula presents the spine
of the scapula that ends in the acromion, the expanded
distal end of the spine of the scapula. The acromion is
absent in the horse. The area cranial to the spine is the
supraspinous fossa; the area caudal to it is the infra-
spinous fossa. Most of the medial surface of the
scapula is called the subscapular fossa. On the dorsal
border of the scapula is the scapular cartilage. On the
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Fig. 6.20. Atlas and axis. The atlas and axis are the first and second cervical vertebrae, respectively. (A) The dorsal, ventral, and cranial
views of the atlas and axis of a horse. (B) The articulation between the atlas and axis.

opposite end of the bone, the cavity in which the
humerus articulates, is the glenoid cavity. The supra-
glenoid tubercle, located near the cranial aspect of the
glenoid cavity, is the site of proximal attachment
(origin) of the biceps brachii muscle. The coracoid

process (Greek for “crowlike”) is a small process on
the medial side of the supraglenoid tubercle where the
coracobrachialis muscle arises. Found only in cats,

the suprahamate process is a caudal projection from
the acromion.
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Thoracic vertebrae
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Fig. 6.21.
permission from the publisher.)

The humerus, sometimes called the brachial bone,
is the largest bone in the thoracic limb (Fig. 6.24).
Proximately, the humerus articulates with the scap-
ula at the glenoid cavity, thereby forming the shoul-
der joint. Distally, the humerus articulates with the
both the radius and ulna contibuting to the elbow
joint.

The head of the humerus is a rounded process artic-
ulating with the glenoid cavity. The greater (lateral,
major) tubercle is the large process craniolateral to the
head, and can be palpated as the point of the shoulder.
The lesser (medial, minor) tubercle is located on the
medial side of the head. The bicipital, or intertubercu-
lar, groove is a sulcus between the greater and lesser
tubercles through which the tendon of the biceps
brachii muscle passes. The body of the humerus con-
nects the two epiphyses of the bone. The laterally posi-

Sternal ribs

Lumbar vertebrae

L .‘\"\'__,.- Intercostal space
W\ b
1 _* d 7 Asternal ribs
g - = Costal cartilage
I/
y/ Xiphoid cartilage

Lumbar vertebrae

Anticlinica

vertebrae
o7 T T PN

N O \E\

‘%‘ﬁé <

6% \\ﬁf
\3 \ \\ \1'\Floating rib

Costal cartilage

Asternal rib

Thorax of different species. (A) Lateral aspect of cat. (B) Lateral aspect of dog. (Reprinted from Constantinescu, 2002. With

tioned deltoid tuberosity, to which the deltoid muscles
attach, is the largest tuberosity on the bone. The distal
end of the bone is called the humeral condyle and
includes the humeral capitulum and humeral trochlea
that are the two articulating surfaces, two fossae, and
the medial and lateral epicondyles. The olecranon
fossa is a groove on the caudal surface of the distal
end of the humerus in which the olecranon process of
the ulna rests. The radial fossa, opposite the olecranon
fossa, receives the proximal end of the radius while
the elbow is flexed. In the dog, and sometimes the pig,
the supratrochlear foramen is a hole that connects the
olecranon and radial fossa. Nothing passes through
the supratrochlear foramen. In cats only, the supracon-
dylar foramen lies on the lateral surface just proximal
to the condyle; the median nerve and the brachial
vessels pass through this hole.
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Fig. 6.22. Typical rib. Typical rib from the mid-thoracic region. (The inserted rib drawing is from Constantinescu and Constantinescu, 2004.)

Porcine

Bovine

Cranial border Supraspinous fossa Cranial border
A Acromion ~N
Supraglenoid tubercle

Glenoid cavity =—s
Spina
Infraspinous fossa
Caudal border
B Dorsal border
Subscapular fossa

Glenoid cavity e

Supraglenoid tubercle

Supraspinous fossa

Supraglenoid tubercle
Coracoid process
Glenoid cavity

Right Left
Fig. 6.23.

Scapula of porcine and bovine. The lateral (A), medial (B), and caudal (C) views of the porcine and bovine scapula.
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The radius is the weight-bearing bone of the forearm
(Fig. 6.25). Proximately, the radius articulates with the
humerus and ulna at the elbow (the cubital joint);
distally, the radial articulation is with the carpal bones
and ulna forming the antebrachiocarpal joint. The
head of the radius articulates with the capitulum of
the humerus, as well as the ulna. The (medial) styloid
process lies on the distal end of the radius.
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Cranial view

Humerus of various species. The parts of the equine, bovine, porcine, and canine humerus.

The ulna functions mainly as a site for muscle
attachments and formation of the elbow. Proximately,
it articulates with the humerus and radius, and dis-
tally with the radius and carpal bones. The proximal
end of the ulna is called the olecranon process, the
point of the elbow where the extensor muscles of
the elbow attach. The trochlear notch is the crescent-
shaped articulation site with the humerus. The distal
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Fig. 6.25. Radius and ulna. The radius and ulna of various species.

end of the ulna also ends in the styloid process,
referred to as the lateral styloid process to distinguish
it from the radial styloid process.

The radius and ulna fuse in the horse and rumi-
nants. Because they are fused, these animals cannot
supinate or pronate (rotate the wrist), and the mannus
(hand of humans) is committed to permanent prona-

tion (palm-down position). In contrast, these bones are
not fused in carnivores; therefore, these animals can at
least partially supinate (turn upward) their paws.
Premature closing of the growth plates in the radius
or ulna can cause deviations in these bones resulting
in valgus or vargus deviations. Valgus is a lateral devi-
ation distal to a joint; vargus is a medial deviation
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Fig. 6.26. Lower leg, including the mannus, of the horse.

distal to a joint. For example, carpus valgus or carpus
vargus are lateral and medial deviations distal to the
carpus. Carpal valgus, a lateral deviation of the joints
distal to the carpus, is also called “knock-kneed”;
carpal vargus, a medial deviation of the bones distal
to the carpus, is called “bowlegged.”

The distal portion of the thoracic limb is technically
the manus (hand), commonly called the forepaw in
carnivores (Fig. 6.26). The manus consists of the car-
pus, metacarpus, and digits. Each digit is a complete
toe, including two or three separate bones called sesa-
moid bones, which are associated with the joints
between each metacarpal bones and digit, as well as
some of the joints between phalanges (interphalangeal
joints).

The carpus, the wrist of humans, consists of two
transverse rows of carpal. The number of carpal bones
varies among species. The pig and horse have eight
carpal bones, although the first carpal bone in the
distal row is often absent in the horse. Dogs and cats
have seven carpal bones due to the fusion of two of
the carpal bones in the proximal row. Ruminants have
six carpal bones since the first carpal bone is absent
and the second and third are fused.

The metacarpal (MC) bones are located between the
carpus and digits (toes). Potentially five are present,
and they are numbered I-V from medial to lateral.
Species differ in the number and relative size of meta-
carpal bones due to absence or fusion of these bones
as related to which are weight-bearing. Generally,

) «=— Proximal sesamoid bones

Proximal phalanx
(long pastern bone)

Middle phalanx
(short pastern bone)

Distal phalanx

(coffin bone)

Navicular bone

_— (distal sesamoid bone)

Caudal view

paired proximal sesamoid bones are present on the
palmar (ground-facing) surface at the metacarpopha-
langeal joint (junction of metacarpal bone and its asso-
ciated digit). In dogs, only a single sesamoid bone is
present for the dewclaw.

Carnivores have five metacarpal bones because all
five toes are present. The first metacarpal bone is
much shorter than the others because digit I (the
“dewclaw”) is not weight bearing.

The pig has four metacarpal bones since MC T is
absent. The third and fourth metacarpal bones are
weight bearing and therefore the longest, while the
second and fifth are somewhat shorter and non-
weight-bearing on solid ground.

The horse has three metacarpal bones, with MC 1
and V absent. The second and fourth metacarpal bones
are commonly called splint bones because they are
greatly reduced in size and end proximal to the digit.
The rounded distal ends of each splint bone are called
the buttons of the splints. The large, heavy third meta-
carpal is called the cannon bone.

The digits of the forelimb correspond with the
fingers of humans. Like the metacarpal bones (which
support the digits), potentially five digits are present
and again are numbered from medial to lateral. Their
numbers correspond to their supporting metacarpal
bones. However, the number of digits present varies
by species.

Each digit contains multiple bones called phalan-
ges. The first digit (when present) possesses two pha-
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langes, while the remaining digits possess three.
The phalanges are named proximal phalanx, middle
phalanx, and distal phalanx.

Carnivores possess weight-bearing digits. As with
MC ], the first (non-weight-bearing) digit is reduced
in size. Pigs possess digits II-V but bear weight only
on III and IV. Superficially, ruminants seem to have
four digits since they have four hooves, but actually
only have two digits (III and IV) since no bony ele-
ments are associated with the lateral- and medial-most
hooves (which are referred to as “claws”). Horses
possess only digit III corresponding with the MC IIIL.

lliac crest

Wing of ilium

Pelvic limbs

The pelvic girdle, or bony pelvis, consists of the two
hip bones (ossa coxarum), the sacrum, and the first
few caudal vertebrae (Fig. 6.27). The pelvic cavity is
the internal space defined by the bony pelvis. Each hip
bone (os coxae) consists of the fused ilium, ischium,
pubic, and acetabular bones. The acetabulum is the
site where the head of the femur articulates. It is
formed by the fusion of the ilium, ischium, pubic, and
acetabular bones. The small acetabular bone lies in the
center of the acetabulum, and in the adult is fused
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Fig. 6.27.

Canine pelvic girdle. (A) Lateral view. (B) Dorsal view. (Reprinted from Constantinescu, 2002. With permission from the
publisher.)
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Fig. 6.28. Femur of bovine and equine.

with the other bones. The two hip bones are fused on
the ventral midline at the pelvic symphysis. This
fusion includes the two pubic and two ischial bones.

The ilium is the largest and most cranial of the os
coxae, consisting of a wing and body. The ilium forms
the cranial part of the acetabulum and articulates with
the sacrum at the sacroiliac joint. In carnivores, the
wing of the ilium is relatively unspecialized and its
broad plane is oriented parallel with the longitudinal
axis of the body. In large animals, the iliac wing is
expanded and twisted so that the broad plane is ori-
ented almost transverse to the longitudinal axis of the
body. The modifications relate to increasing surface
area for attachment of the powerful muscles of the
hind limb in these larger and much heavier animals.
The tuber coxae are the more lateral prominences of
the ileac wings. Because the tuber coxae are particu-
larly prominent in cattle, it is commonly referred to as
the “hook.” The tuber sacrale is the medial process of
the wing that articulates with the sacrum. The ischium
is the caudalmost portion of the os coxae and forms
the lateral portions of the obturator foramen, the large
opening in the floor of each ox coxa. The ischiatic
tuberosity is the caudalmost part of the ischium and
is quite prominent. The ischiatic tuber is referred to as
the “sit bones” in man and carnivores, and as the “pin
bone” in cattle. The pubis forms the cranioventral part
of the os coxae. The pubis consists of a central body
and two branches. The more medial branch contrib-
utes to the obturator for humans, while the more
lateral branch contributes to the acetabulum.
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The femur, or thigh bone, articulates proximally
with the os coxae at the acetabulum, forming the hip
joint, distally with the tibia forming the stifle (true
knee) joint (Fig. 6.28). A small depression on the medial
surface of the head of the femur, the fovea capitis,
provides attachment for the round ligament of the
femur. This ligament inserts in the acetabular fossa,
anchoring the head of the femur into the acetabulum.
The head of the femur continues with the body of the
femor. The greater trochanter is the large prominence
found lateral to the head of the femur; the lesser tro-
chanter is the smaller prominence found distal to the
head on the medial side. In horses, a prominent third
trochanter also lies on the lateral side, distal to the
greater trochanter. Note that trochanters are unique to
the femur. The medial and lateral condyles are the two
large rounded prominences at the distal end of the
femur, and articulate with the tibia. Also on the distal
end of the femur is the patellar surface, a groove bor-
dered by two ridges that articulates with the patella.
The patella, or kneecap, is the largest sesamoid bone
of the body.

The tibia and fibula, or bones of the “lower leg”
(crus), are located between the femur and metatarsal
bones (Fig. 6.29). The tibia, or shin bone, is located
medially, and is the weight-bearing bone of the crus.
Located at the proximal end of the tibia are the medial
and lateral condyles, separated by the intercondylar
eminence. The tibia condyles articulate with the cor-
responding condyles of the femur. The fibula is located
more laterally and is not weight bearing. Distally, the
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Fig. 6.29. Tibia and fibula of various species. The fibula for the equine was drawn to show where these bones would be if they were present

on these specimens.

fibula articulates with the tibia and the fibular tarsal
bone. The distal fibula in cattle is represented by the
separate malleolar bone.

The tarsus, or “hock,” consists of the three rows of
bones between the crus and metatarsal region (Fig.
6.30). Similar to the carpus, this region is characterized
by multiplebones arranged in multiple rows. However,
the hock has a more complex arrangement than the
carpus, with a proximal row, a sort of intermediate
bone, and then a distal row. Again, marked species
variation is present in the number of individual bones
present. In all species, the proximal row consists of
two bones. Beyond that, generally, marked variations
occur among species in fusions among different bones
and the resulting number of separate bones. To sim-
plify, carnivores and pigs have seven tarsal bones,
horses have six, and ruminants have five separate
tarsal bones.

In all species, one of the two largest bones of the
tarsus is the talus or tibial tarsal bone. The talus is
located dorsomedially and articulates with the tibia
and fibula or its equivalent via its trochlea. The calca-
neus or fibular tarsal bone is the other bone in the
proximal row, just lateral to the talus. The calcanean
tuberosity is a large process of the calcaneus acting as
a lever for the common calcanean (Achilles) tendon,
and is commonly called the point of the hock.
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Fig. 6.30. Distal pelvic limb of the dog. The lateral aspect of the
pelvic limb of the dog from the stifle to the toes. (Reprinted from
Constantinescu, 2002. With permission from the publisher.)
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Metatarsal bones and digits are located distal to the
tarsus. In the horse and pig, they follow the same
pattern as the thoracic limb. In carnivores, the first
metatarsal bone is greatly reduced, and the digit is
usually absent. Exceptions exist among certain breeds
of dog, in which the dewclaw may be present or even
doubled. Certain breed standards require the pres-
ence of hind dewclaws. Usually, these rear dewclaws
are similar to the dewclaws of cattle, in that they
contain only cutaneous (skin-related) and no bony
elements. In ruminants, the first and fifth metatarsal
bones are absent, and the second is reduced to a tiny
element.

The digits of the pelvic limb follow the same pattern
as in the thoracic limb: each weight-bearing digit is
composed of three phalanges, with paired sesamoid
bones on the plantar aspect of the metacarpophalan-
geal joint and a single distal sesamoid on the plantar
aspect of the distal interphalangeal joint.

Avian skeleton

The skeleton of birds has been especially adapted for
flight (Fig. 6.31), resulting in many significant dif-
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Coracoid bone

Clavicle
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Ulna
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Scapula

Fig. 6.31. Chicken skeleton.

ferences compared to mammals. The neck consists of
a large number (12-17) of cervical vertebrae, with
the joint between the vertebrae being synovial. The
increased length of the neck also allows it to absorb
shock that can be associated with landing and thus
protect the brain.The atlas articulates with a single
occipital condyle, thus allowing great mobility. The
extensive mobility in the atlanto-occipital joint and
the neck allows the beak to be used in many motions.
All but the atlas bear ribs.

In some species adapted to sudden short burst of
flight (Galliforms, chicken-like birds such as chickens,
turkeys, pheasants, and quail), the last cervical verte-
bra and first several thoracic vertebrae fuse to form
the notarium. This structure, along with the synsa-
crum, provides rigidity to the spine in order to help
with flight while minimizing musculature and thus
reducing body weight. Caudad to the notarium, a
species-specific number of free thoracic vertebrae are
present. The synsacrum is formed from the fusion of
the last few thoracic, all of the lumbar, all of the sacral,
and the first few caudal vertebrae. The synsacrum is
also fused to the ilium. The chicken has six free caudal
vertebrae, allowing flexibility of the tail. The caudal
end of the tail, called the pygostyle, consists of four to
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six fused caudal vertebrae and provides the site of
attachment of the flight feathers of the tail.

The pectoral girdle consists of the scapula, coracoid
bone, and clavicle. Fusion of the right and left clavicles
forms the furcula (wishbone). The latter two bones are
either missing or rudimentary in most mammals. The
coracoid braces the shoulder joint against the sternum
to prevent collapse of the thoracic cavity (and hence
lungs) during the powerful downstroke of the wing
during flight. The sternum has ligamentous attach-
ments directly to the ribs to further brace the shoulder
from the sternum. Thus, the shoulder is not pulled
toward the sternum as the pectoralis muscles pull the
wings downward during flight.

The ribs have been modified with the inclusion of
the uncinate processes, meaning hooked or barbed.
These processes extend from the vertical portion of
each rib and overlap with the rib behind it, thus pro-
viding more strength. This morphology assists with
both respiration and maintaining rib cage strength
during flight.

The ulna is larger than the radius and the two are
separated by a relatively large space; together they
form a unit with a slight mediolateral convex configu-
ration. The increased distance between these two
bones adds strength that resists bending of these two
bones during flight. The distal row of carpal bones
fuses with the metacarpus, forming the carpometacar-
pus. The carpometacarpus articulates with the radial
and ulnar carpal bones at the wrist. Finally, there are
three digits, including the alular digit with two pha-
langes, the major digit with two phalanges, and a
minor digit with one phalanx.

The avian pelvic girdle consists of a partly fused
ilium, ischium, and pubis. The ilium is joined to the
synsacral portion of the vertebral column. The pelvic
girdle has no pubis symphysis (in birds other than the
ostrich), which is presumably an adaptation for
passing large, fragile eggs.

Two sites articulate the femur and the pelvis. Similar
to mammals, the head of the femur articulates with
the acetabulum. The tarsal bones are fused with other
bones, giving the tibiotarsus and tarsometatarsus.
Four digits are present in most species, and an
accessory structure, the metatarsal spur, develops
in males.

Laying hens of all species possess a special type of
bone, called medullary bone. This bone serves as a
reservoir to store calcium necessary for eggshell pro-
duction. Produced only when the birds are producing
eggs, medullary bone grows from the inner endosteal
surface of the shaft of certain bones, forming interlac-
ing spicules that fill the marrow space. Medullary
bone is found in bones possessing a good blood
supply, and is formed under the influence of estrogen.
Large amounts of medullary bone are found in the

femur and tibia, with a smaller amount present in the
skull and cervical vertebrae. The humerus, metatar-
sus, and toes lack medullary bone.

Eggshell formation occurs largely at night, a time
when laying hens are not eating and therefore are not
absorbing dietary calcium. During the time of eggshell
deposition, osteoclasts surround the trabeculae of
medullary bone and actively reabsorb this bone in
order to deliver calcium to the blood necessary for
eggshell formation. Approximately 20 hours are
required to form one eggshell. During the last 15 hours
of eggshell formation, the shell gland of the hen
secretes calcium at the rate of 100-150mg/h, a rate
that would deplete blood calcium in 8-18 minutes.
Thus, medullary bone provides an essential source of
blood calcium necessary for shell deposition without
causing the death of the hen.

Joints
Types of joints

Arthrology is the study of joints. Joints are necessary
to allow for the movement of the skeleton. By their
structure, joints can be classified several ways accord-
ing to (1) the number of articulating bones, (2) struc-
tural classification, and (3) functional classification:

1. Number of articulating bones. A simple joint has
only two articulating bones forming the joint,
whereas a compound joint has three or more artic-
ulating bones.

2. Structural classification. Joints can be classified by
the medium holding the joint together (Table 6.4):
a. Fibrous joints. Fibrous tissue between bones

holds the bones together but allows little or no
movement; thus, no joint capsule is present
(Fig. 6.32). These joints usually ossify later.
According to details of formation, fibrous
joints are classified as sutures, syndesmoses,
or gomphoses.

b. Cartilaginous joints. Fibrocartilage, hyaline
cartilage, or both hold the joint together
(Fig. 6.33). These joints only allow slight move-
ment, so like fibrous joints, they lack a joint
capsule. Two types of cartilaginous joints are
synchondroses and symphyses. The best
examples of synchondroses are the epiphyseal
plates in long bones, which eventually close,
and the joint between the first rib and the
manubrium. An example of a symphysis is the
pubic symphysis.

c. Synovial joints. The articular surfaces of
two hyaline cartilage-covered bones are joined
by a synovial joint capsule, and are freely
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Table 6.4. Classification of joints.

Structural Class

Characteristics

Type

Mobility

Example

Fibrous

End of bones united
by fibrous tissue

1. Sutures

Immobile (synarthrosis)

Bones of the cranium

2. Syndesmosis Slightly mobile Distal tibiofibular joint
(amphiarthrosis) and
immobile
3. Gomphosis Immobile Articulation of a tooth with
its socket
Cartilaginous End of bones united 1. Synchondrosis (hyaline Immobile Epiphyseal plates

Synovial

by cartilage

Ends of bones covered

cartilage)
2. Symphysis (fibrocartilage)

1. Ball-and-socket

5. Plane (or gliding)

6. Hinge

Slightly movable

Freely movable

both concave and convex
areas, resembling a saddle;
freely movable

Articulating surfaces ~flat;
freely movable, but only
slipping or gliding motions

Cylindrical projection of
one bone into trough-like
depression of another

Pubic symphysis

Coxofemoral (hip) joint and

f with articular glenohumeral (shoulder)
% cart‘ilage, and a jo.int joint
£ .Ca}lltY enclosed with a 2. Pivot Rounded end of one bone Between atlas and dens of
@) joint capsule . . ) A . )
projected into sleeve or ring  axis; proximal radioulnar
on another bone; freely joint in animals where
movable but allows only pronation and supination
uniaxial rotation possible
3. Ellipsoidal Both articulating surfaces Radiocarpal joints
are oval; freely movable
allowing flexion, extension,
abduction, adduction, and
circumduction
4. Saddle Each articulating surface has ~ Caprometacarpal joint of

thumb in man

Intercarpal and intertarsal
joints; vertebral processes

Knee, elbow, and
interphalangeal joints

movable. The structure and types of synovial

joints are discussed later.

3. The functional classification of joints indicates the
degree of mobility in the joint:

a.

Synarthrotic. Movements in these joints are
absent or extremely limited. Examples of these
joints include the sutures in the cranium.

contain bursae sacs. Examples include shoul-

der, knee, wrist, and elbow.

Synovial joints

b. Amphiarthrotic. There is slight movement in Anatomy of synovial joints

these joints. Examples include the interverte-
bral joints of sternoclavicular joints.

c. Diarthrotic. Also called synovial joints, these
joints have considerable movement. They
allow for one-, two-, or three-dimensional
movement, and contain articular cartilage and
synovial membranes. Many such joints also

The synovial joint is a complicated joint involving
many parts. It is movable, and consists of a joint cavity,
articular cartilage, joint capsule with an inner synovial
membrane, and an outer fibrous layer (Fig. 6.34). The
fibrous layer attaches to the periosteum on or near the
articular cartilage. The synovial membrane is highly
vascular, well innervated, and produces synovial
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fluid. Synovial fluid is viscous and acts to lubricate the
joint, provide nutrients, and remove waste from the
hyaline articular cartilage.

The articular cartilage is a translucent, bluish-tinged
cartilage, usually hyaline, that covers the articulating
surfaces of the bone. The joint cavity is unique to
synovial joints and contains a trace amount of syno-
vial fluid. Outside the fibrous layer of the joint capsule
may be ligaments that hold together the bones of the

B 2 Medial
g ©  colaterl Lateral
e ligament ganient
A. Sutures

B. Syndesmosis

C. Gomphosis

Fig. 6.32. Fibrous joints. Examples of fibrous joints include the
following: (A) Sutures as found between the bones in the skull.
(B) Syndesmosis joints in which ligaments connect the bones.

(C) Gomphosis joints exemplified by the teeth located in alveolar
sockets. Used with permission from Constantinescu, G.M., 2002.
Clinical Anatomy for Small Animal Practitioners. lowa State Press,
Ames, lowa.

Tendon

Articulating
cartilage

Bursa

Muscle

Fig. 6.34.

joints. The ligaments consist of bands of white fibrous
connective tissue holding the joints together.

The meniscus or articular menisci is fibrocartilage
that partially or completely divides a joint cavity.
Menisci are found only in the stifle and temporo-
mandibular joints. They serve to make the joint more
stable by improving the fit between two articulating
bones.

A bursa is a saclike structure between different
tissues that acts as a ball bearing, reducing the friction
between the bones. The bursa is a flattened sac lined
with a synovial membrane and contains a small
amount of synovial fluid. While technically not part
of the synovial joint, bursae are associated with such

Epiphyseal First rib
plate
5 / b, Lo i
Joint betwem; Sternum
first rib and
sternum

Fig. 6.33. Cartilaginous joints. (A) The epiphyseal plate located in
a growing long bone. (B) The sternocostal joint located between the
first rib and sternum. Used with permission from Constantinescu,
G.M., 2002. Clinical Anatomy for Small Animal Practitioners. lowa
State Press, Ames, lowa.

'— Joint capsule

."i_— Synovial membrane
|
4 — Synovial fluid

General structure of a synovial joint. Modified from http://www.studyblue.com/notes/note/n/ibhs-3-lecture-3/deck/4036345.
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joints where ligaments, muscles, skin, tendons, or
bones rub together. A bunion is an enlarged bursa at
the base of the big toe in humans.

A tendon synovial sheath wraps completely around
a tendon. It acts similar to a bursa, reducing friction
between the tendons and bones.

Classification of synovial joints
The types of synovial joints can be classified as follows:

1. Ball-and-socket. Also called a spheroid or triaxial,
this joint allows all movements, thus allowing the
greatest range of motion. Examples include the
iliofemoral (hip) joint and glenohumeral (shoul-
der) joint.

2. Hinge. Also called a ginglymus or monaxial joint,
movement is limited to flexion and extension.
Examples include the knee, elbow, and interpha-
langeal joints.

3. Pivot. Also called a trochoid or monaxial joint, it
allows movement limited to rotation. Examples
include the atlantoaxial or proximal radioulnar
joint.

4. Ellipsoidal or condyloid. Also called a condyloid
or biaxial joint, it is essentially a reduced ball-and-
socket joint. Ellipsoidal joints allow all angular
motions, including flexion, extension, abduction,
and adduction, but not rotation. Examples include
the radiocarpal joints.

5. Saddle. Also known as sellar or biaxial, allows all
movements except rotation. An example includes
the carpometacarpal joint of thumb.

6. Plane. Also called an arthrodia, gliding, or biaxial
joint, allows gliding in flexion, extension, abduc-
tion, and adduction. Such joints are present in
intercarpal and intertarsal joints.

Movements of synovial joints

Synovial joints can make various types of movements
and display different ranges of motion. The range
of motion of synovial joints varies from nonaxial
movement, which includes slipping motions only; to
uniaxial movement, involving motion in one plane;
to biaxial movement (movement in two planes); and
to multiaxial movement, involving movement in three
planes.

There are three general types of movements possi-
ble in synovial joints: rotation, gliding, and angular.
These are listed in Table 6.5.

In addition, there are special movements unique to
synovial joints. The manus (hand) can undergo supi-
nation, palm-up position, and pronation, palm-down
or back position. Supination involves the lateral rota-
tion of the radius; pronation involves the medial rota-
tion of the radius relative to the ulna. During pronation,
the distal end of the radius crosses over the ulna so
that the bones form an “X.”

Table 6.5. Movements within synovial joints.
Movement Description Example
Rotation
Rotation Turning a bone around its own long axis Femur can rotate away from median plane (lateral

NonAngular Movements

Gliding
another similar surface

Angular Movements

One flat or nearly flat bone surface slips over

rotation) or toward median plane (medial rotation)

Intercarpal and intertarsal joint movements

Flexion

Extension

Dorsal and ventral flexion
Abduction

Adduction

Circumduction

Rotation

Universal

Decreasing the angle of the joint

Increasing the angle of the joint

Bending the spinal column dorsally or ventrally
Moving a part away from the median plane
Moving a part toward the median plane

Movement that traces a cone shape, thus combining
flexion, abduction, extension and adduction

Movement around the long axis of a part

All of the above movement

The elbow joint (humerus-radius/ulna)
The elbow joint (humerus-radius/ulna)
The spine

The shoulder joint (humerus-glenoid fossa)
The shoulder joint (humerus-glenoid fossa)

Movement of a limb in a circular motion with the
shoulder or hip remaining essentially stationary

Radio-ulnar joint

The shoulder joint
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Inversion and eversion are terms describing the
movement of the foot. During inversion, the sole of
the foot turns medially; during eversion, the sole faces
laterally.

Protraction and retraction involve nonangular ante-
rior or posterior movement along a transverse plane.
When the mandible is pushed outward from the jaw,
this is protraction; pulling the mandible back is called
retraction.

Elevation and depression are terms used to describe
shoulders or jaw movement. When the shoulders are
moved dorsally, it is called elevation; lowering the
shoulders is called depression. The mandible is ele-
vated or depressed during chewing.

Specific joints
Intervertebral articulations

The intervertebral articulations consist of cartilagi-
nous and synovial joints. The cartilaginous joints are
formed by the intervertebral discs joining the bodies
of the vertebrae. The synovial joints are formed by
caudal and cranial articular processes of the adjacent
vertebrae.

The first two joints within the vertebral column are
atypical. The first, the atlanto-occipital joint, is a modi-
fied hinge type of the synovial joint between the occip-
ital condyles and the cranial articular surfaces of the
atlas (i.e., first vertebral vertebra). This joint has a spa-
cious joint capsule and is specialized to allow a “yes”
motion. The atlanto-axial joint is a pivot type of syno-
vial joint. It is between the dens of the axis and the
cranial articulation surfaces on the atlas.

Costovertebral joints

There are two types of articulations between the ribs
and the vertebral column. The head of each rib forms
a ball-and-socket type of synovial joint, with the causal
and ostal facets of adjacent vertebrae. The tubercle of
each rib forms a plane type of synovial joint with the
transverse process of the corresponding rib (Box 6.1).

Sternocostal joints

There is a pivot type of synovial joint between the first
eight costal cartilages and the sternum. Each joint has
a joint capsule and ligaments.

Costochondral joints

There is a fibrous joint between the ribs and costal
cartilage. These have no synovial cavities or joint
capsule.

Box 6.1 Rupture of an intervertebral disc

The rupture or degeneration of a disc between the
vertebrae allows the pulpy nucleus to bulge or leak
out of the disc. This usually occurs dorsally or dor-
solaterally. This can result in pressure being placed
on the spinal cord or spinal nerves. It most com-
monly occurs at the thoracolumbar junction or neck
region.

Thoracic limb

Shoulder joint

Also called the glenohumeral or scapulohumeral
joint, the shoulder joint is a ball-and-socket type of
synovial joint. The head of the humerus articulates
with the glenoid cavity of the scapula. It contains a
loose joint capsule with no true collateral ligaments.
Instead, the muscles crossing the joint provide the
support to minimize shoulder luxation (i.e., separa-
tion). Functionally, this is a freely movable joint
(Fig. 6.35).

The intertubercular, or bicipital, sulcus is a groove
between the greater and lesser tubercles. This site
holds the biceps brachii tendon. There is a synovial
sheath around this tendon as it passes through the
intertubercular groove in carnivores, pigs, and sheep.
In horses, oxen, and goats, there is an intertubercular
bursa found between the intertubercular groove and
the bicipital tendon. The transverse humeral ligament
attaches between the greater and lesser tubercles
holding the biceps tendon in the intertubercular
groove.

Elbow joint

The humeroradioulnar articulation is a hinged type of
synovial joint allowing flexion and extension. It is a
compound joint since it consists of three bones. There
is a joint capsule encasing all three bones.

The humeral condyle consisting of the capitulum
and trochlea articulates with the head of the radius,
and the anconeal process of the ulna fits into the olec-
ranon fossa of the humerus. The medial and lateral
collateral ligaments located on the sides of the joint
restrict the movement to flexion and extension.

In horses and ruminants the proximal and distal
joint between the radius and ulna is fused. In carni-
vores, these joints are not fused. This allows some
rotation of the radius and hence, some degree of
supination of the forepaw, as well as return to
pronation.
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/Lateral glenohumeral lig.

Joint capsule

Dorsal radiocarpal lig.
Shoulder joint
Carpal joint

Lateral collateral lig.
Interphalangeal joints _

Fig. 6.35.
permission of the publisher.)

Carpal joint

The carpal joint consists of three main joints including
the antebrachiocarpal, middle carpal, and carpometa-
carpal joint. The carpal joint is a hinged type of syno-
vial joint. The antebrachiocarpal joint consists of an
articulation between the distal radius and ulna and
the proximal row of carpal bones. The distal row of
carpal bones articulates with the metacarpal bones,
constituting the carpometacarpal joint. The middle
carpal joint is between the two rows of carpal bones.
There are plane joints between individual carpal
bones.

Pelvis

Pelvic symphysis

This is a slightly movable fibrocartilaginous joint
between the hip bones (os coxae). The front portion of
this joint is formed by the pubic symphysis between
the two pubic bones; the caudal portion is formed
by the ischial symphysis between the two ischial
bones.

Sacroiliac joint

The sacroiliac joint is a relatively immobile joint
between the wings of the sacrum and the ilium. Itis a

Lateral collateral ligg.

\ Elbow joint

w \

Lateral

collateral lig.
Antebrachial

Interosseous lig.

Antebrachial
Interosseous
membrane

Radioulnar lig.
Lateral collateral lig.

Collateral sesamoidean ligg.

Joints of the Thoracic Limb. The lateral aspect of the thoracic limb of the dog. (Reprinted from Constantinescu, 2002. Used by

combination of a cartilaginous and synovial joint.
Fibrocartilage unites the ilium with the wing of the
sacrum.

The sacrotuberous ligament connects the sacrum
and first caudal vertebrae with the ischiatic tuberosity.
This ligament stabilizes the caudal end of the sacrum
between the os coxae. It is absent in cats.

Hip joint

Also called the coxal or coxofemoral articulation, this
is a ball-and-socket synovial joint between the head
of the femur and the acetabulum of the hip bone. It
is a freely movable (diarthrodial) joint allowing uni-
versal movement (i.e., flexion, extension, abduction,
adduction, lateral rotation, and circumduction). It has
no collateral ligaments; instead, its stability depends
on the ligament of the head of the femur, a strong
joint capsule, and a large muscle mass surrounding
it. The ligament of the head of the femur connects
from the acetabular cavity to the notch on the fovea
capitis, on the head of the femur. Found only in
horses, the accessory ligament of the head of the
femur extends from the prepubic tendon through the
acetabular notch under the transverse acetabular liga-
ment to the fovea capitis of the head of the femur.
This ligament makes it harder for the horse to kick to
the side, that is, cow kick, although it doesn’t totally
prevent it (Box 6.2).
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Box 6.2 Hip dysplasia

Hip dysplasia involves a malformed hip joint
resulting in a progressive degenerative disease.
This disease has a high incidence in some breeds of
dogs. Diagnosed radiographically, the condition
causes pain. Treatments include cutting the pectine-
ous muscle, removing the neck and head of the
femur (head and neck osteotomy), or remodeling
the acetabulum by cutting the hip bones and repo-
sitioning them.

Pelvic limb

Knee (stifle joint)

The knee, also known as the stifle joint, is a compound
joint involving the femur, patella, and tibia. It is a
hinge type of synovial joint allowing flexion and
extension with little rotation (Fig. 6.36).

The joint between the patella and femur is called the
femoropatellar joint and contains a large joint capsule.
The patellar ligament runs between the patella and the
tibial tuberosity. Remember that the patella is a sesa-
moid bone, meaning that it is found within a tendon.

Hip joint

Tarsal joint

Lateral collateral lig.
Interphalangeal g

joint

= ateral collateral lig.

Parapatellar /

fibrocartilages s/ .

patellar ligament

Cranial cruciate
ligament

Carnivores, pigs, and small ruminants have one patel-
lar ligament; horses and oxen have three, including
the lateral, middle, and medial.

The femorotibial joint is the articulation between the
femur condyles and the tibia, and has interposed
menisci. These menisci include the medial and lateral
menisci that sit between the tibial and femoral
condyles.

The medial collateral ligament fuses with the joint
capsule and medial meniscus and stabilizes the medial
side of the stifle. The lateral collateral ligaments con-
nect the lateral epicondyle and head of the fibula. It is
separated from the lateral meniscus by the tendon of
the popliteus muscle.

The cranial cruciate ligament originates on the cau-
dolateral femur and inserts cranially on the tibia. It
prevents cranial movement of the tibia relative to the
femur. The caudal cruciate ligament arises from the
craniomedial distal femur and inserts on the tibia. It
prevents caudal movement of the tibia relative to the
femur.

Tarsus

The tarsus, or hock, is a compound hinge type of syno-
vial joint. It allows only flexion and extension. The

Stifle joint

| Lateral femoropatellar
ligament

Caudal cruciate ligament
. Lateral collateral lig. of stifle
Cranial lig. of fibular head

Metatarsophalangeal joint

Dorsal lig. \;g, Collateral sesamoidean lig.

Fig. 6.36. Joints of the pelvic limb. The lateral aspect of the pelvic limb of the dog. (Reprinted from Constantinescu, 2002. With permission

from the publisher.)
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tibiotarsal portion of the tarsus is the most movable
joint, and is an articulation between the proximal row
of tarsal bones (i.e., the talus and calcaneus) and the
fibula and tibia. The cochlea of the tibia receives
the trochlear ridges of the talus. The proximal inter-

Chapter summary

Classification of bones

—_

Osteology is the study of bones.

2. Bones are classified as long, short, flat, or irregu-
lar or sesamoid on the basis of their shape and
their proportion of compact or spongy bone.

Bone structure

Gross anatomy

1. Bones consist of compact (dense) and cancellous
(spongy) bone.

2. Spongy bone consists of a network of bone called
trabeculae or spicules interspersed with spaces
filled with red or yellow marrow. Compact bone
is found on the surface while spongy bone is
found on the interior.

3. A long bone consists of a diaphysis (shaft) and
epiphyses (ends), with a metaphysis joining the
two. The medullary cavity of the diaphysis
contains yellow marrow; the epiphyses contain
spongy bone. The bone elongates in the region
of the epiphyseal plate, which, after growth
ceases, is replaced by the epiphyseal line.

4. The fibrous covering surrounding the bone is the
periosteum while the internal cavity is lined with
the endosteum. Hyaline cartilage covers joint
surfaces.

5. Flat bones consist of two thin plates of com-
pact bone enclosing a diploé, or spongy layer.
Short and irregular bones resemble flat bones
structurally.

6. In adults, hematopoietic tissue is found within
the diploé of flat bones and occasionally within
the epiphyses of long bones. In young animals,
red marrow is also found in the medullary cavity.

Microscopic anatomy of bone

1. The structural unit of compact bone is the osteon,
or Haversian system. Each osteon consists of a
central canal running parallel to the long axis,
which is surrounded by concentric lamellae of

tarsal joint is the articulation between the proximal
row of tarsal bones and the central and fourth tarsal
bones. The distal intertarsal joint includes the articula-
tion between the central tarsal and tarsal bones I, II,
and III.

bone matrix. Osteocytes, embedded in lacunae,
are connected to each other by sending processes
that project into canaliculi, which are narrow
canals connecting the lacunae.

Chemical composition of bone

Bone is composed of organic and inorganic compo-
nents. The matrix includes osteoid, organic sub-
stances that are secreted by osteoblasts and give the
bone tensile strength. The major inorganic compo-
nent is calcium phosphate, which, when combined
with calcium hydroxide, forms hydroxyapatite to
make the bone hard.

Bone development

1. Osteogenesis, or bone formation, occurs in two
manners. The flat bones of the skull, face, man-
dible, and clavicle form through intramembra-
nous ossification in which the bones develop
from a fibrous membrane. The cells of the con-
nective tissue differentiate into osteoblasts.

2. Other bones develop via endochondral ossifica-
tion in which cells first become chondroblasts
and make a hyaline cartilage matrix. Eventually,
near the center of the bone, a primary ossification
center forms in which cells from the periosteum
migrate inward and become osteoprogenitor
cells, which then become osteoblasts. Secondary
ossification centers develop in each epiphysis.

3. During endochondral ossification, the cartilage
at each end of the diaphysis forms five regions:
(a) zone of reserve cartilage (most distal from the
diaphysis), (b) zone of proliferation, (c) zone of
hypertrophy, (d) zone of calcified cartilage, and
(e) zone of resorption.

4. Cartilages grow from within (interstitial growth)
and by addition of new cartilage tissue at the
periphery (appositional growth).

Bone growth, remodeling, and repair

1. Long bones increase in length by interstitial
growth of the epiphyseal plate cartilage and its
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replacement by bone. Eventually, the epiphyseal
cartilage is replaced by bone and epiphyseal
closure occurs, which marks the end of long bone
lengthening.

2. Appositional growth increases bone diameter/
thickness.

3. New bone is continually deposited and resorbed
in response to hormonal and mechanical stimuli,
a process called bone remodeling.

4. Osteoclasts release lysosomal enzymes and acids
on bone surfaces that digest and resorb bone.
The dissolved products are transcytosed to the
opposite side of the osteoclast and released into
the interstitial space.

5. Eventually, osteoclasts are replaced by osteo-
blasts, which rebuild the bone.

6. When blood calcium levels decline, PTH is
released from the parathyroid glands and stimu-
lates osteoclasts to digest bone matrix, releasing
ionic calcium. When blood calcium levels rise,
calcitonin is released from the thyroid glands,
stimulating deposition of calcium into the bone.

Bone repair

1. Fractures can be classified as a displaced or non-
displaced fracture, complete or incomplete frac-
ture, linear or transverse fracture, or an open or
closed fracture.

2. The bone repair process involves four steps:
(a) hematoma formation, (b) fibrocartilaginous
callus formation, (c) bony callus formation, and
(d) bone remodeling.

Homeostatic imbalances of bone

1. Osteomalacia is a condition in which the bones
are insufficiently mineralized. Rickets is a name
for the same condition when it is present in pre-
pubertal animals.

2. Parturient paresis (milk fever) occurs at the
beginning of lactation when the cow cannot
mobilize enough calcium to meet the needs
for milk production. Symptoms include loss
of appetite, followed by muscle weakness,
decreased body temperature, labored breathing,
and paralysis of hind legs.

3. Egglaying fatigue in birds is similar to milk fever
in cows. High-producing egg-laying hens can
develop weak and brittle bones. A hen must
deposit as much as 8-10% of her total calcium
into the eggshell each day.

4. Osteoporosis is any condition in which bone
breakdown outpaces bone formation, causing

bones to become weak and porous. Postmeno-
pausal women are particularly susceptible.

5. DPaget’s disease is characterized by excessive and
abnormal bone remodeling.

Bones and skeleton

Markings on bones

Bones contain various depressions, bumps, and
ridges that serve as sites where muscles and tendons
originate or attach and blood vessels and nerves
travel.

Skeleton

1. The skeleton includes all of the bones of the
body.

2. Functions of the skeleton include (1) support, (2)
storage of minerals and lipids, (3) protection, (4)
blood cell production, and (5) leverage.

3. There are three types of cartilage found in the
skeleton. Hyaline cartilage is the most abundant,
and provides support and flexibility for the skel-
eton. Elastic cartilage contains more elastic fibers
than hyaline cartilage. It is, therefore, better able
to withstand bending. It is found in only two
places: the external ear and the epiglottis. Fibro-
cartilage is highly compressible, possessing great
tensile strength. It is found in the menisci within
the knee and intervertebral discs.

4. Cartilage can continue to grow by two processes.
Appositional growth occurs when new cartilage
forms on the surface of preexisting cartilage.
Interstitial growth occurs from inside of the car-
tilage mass.

Skeleton classification

The skeleton is divided into the appendicular skel-
eton, which includes the bones of the limbs and limb
girdles, and the axial skeleton, which includes the
skull, hyoid apparatus, vertebral column, ribs, and
sternum.

Axial skeleton

1. The skull is a very complex structure made
mostly of flat bones. Except for the mandible that
is attached via a moveable joint, the bones of the
skull are connected by interlocking joints called
sutures.

2. The cranium includes those bones that surround
the brain.

(Continued)
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The facial bones include those bones enclosing
the nasal and oral cavities. These bones form the
structure of the face.

The vertebral column

1.

The vertebral column, also called the spine, pro-
tects the spinal cord, supports the head, and
serves as an attachment site for muscles affecting
body movements.

The vertebrae are the irregularly shaped bones
making up the spinal column. They are grouped
into the cervical (neck), thoracic (back), lumbar
(loin), sacral, and caudal (tail) vertebrae. The
number of different groups of vertebrae differs
by species.

The common features of a vertebra include the
body, vertebral arch, vertebral foramen, and
processes. The processes include a midsaggital
dorsal projection called the spinous process, two
lateral extensions called the transverse processes,
and four articular processes.

The first and second cervical vertebrae are called
the atlas and axis, respectively.

The vertebral foramen of each vertebra connects
to form the vertebral canal.

Thoracic

1.

The thorax is the bony cavity formed by the
sternum, ribs, costal cartilages, and bodies of the
thoracic vertebrae. The sternum, or breastbone,
are the unpaired bones (sternebrae) forming the
floor of the thorax. The thoracic cage protects the
organs of the thoracic cavity.

The manubrium is the enlarged first sternebra
while the xiphoid process is the last sternebra
capped by the xiphoid cartilage.

The ribs consist of long, curved bones that form
the lateral wall of the thorax. The ribs can be
grouped as follows:

a. True ribs. These articulate directly to the
sternum via their costal cartilage.

b. False ribs. These include all ribs that are not
true ribs. Their costal cartilages merge to
form the costal arch, which indirectly joins
them to the sternum in all domestic species
except the dog.

c. Floating ribs. These include the last false
ribs in the dog and man. There is one pair in
dogs and two pairs in man.

Appendicular skeleton

Thoracic limb

1.

While humans have the clavicle to keep the
shoulder in a lateral position, domestic animals
lack this bone since their thoracic limb is main-
tained under their body. The top of the thoracic
limb begins at the scapula.

The humerus, sometimes called the brachial
bone, is the largest bone in the thoracic limb. It
articulates proximally with the scapula in the
glenoid cavity forming the shoulder joint, and
distally with the radius and ulna forming the
elbow joint.

The radius and ulna fuse in the horse and
ruminants.

The distal portion of the thoracic limb is techni-
cally the manus, commonly called the forepaw
in carnivores. It consists of the carpus, meta-
carpus, and digits, the latter with their individ-
ual phalanges and their associated sesamoid
bones.

The pelvic (hip) girdle

1.

The pelvic girdle, or bony pelvis, consists of the
two hip bones (ossa coxarum), sacrum, and the
first few caudal vertebrae. It encases the pelvic
cavity.

The hip bone (os coxae) consists of the fused
ilium, ischium, pubic, and acetabular bones.
The two hip bones are fused at the pelvic sym-
physis. The femur, or thigh bone, articulates
proximately with the hipbone, forming the hip
joint, and distally with the tibia, forming the
stifle joint.

The tibia and fibula are located between the
femur and metatarsal bones.

The tarsus, or “hock,” consists of the three rows
of bones between the tibia/fibula and metatarsal
region.

Metatarsal bones and digits are located distal of
the tarsus.
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Muscle tissue overview
Introduction

Muscle tissue is specialized for contraction and is
responsible for body movements and changes in size
and shape of internal organs. Muscle cells are usually
elongated and arranged in parallel arrays.

Muscle is classified based on the appearance of its
cells. The two principal types of muscle include stri-
ated and smooth muscle. Striated muscle appears to
have cross striations when viewed under the light
microscope, whereas smooth muscle lacks such stria-
tions. Striated muscle can be further subdivided into
two types: skeletal muscle that is attached to bone and
responsible for the movements of the axial and appen-
dicular skeleton, and cardiac muscle that makes up
the majority of the heart. Skeletal muscle and cardiac
muscle are sometimes referred to as voluntary striated
and involuntary striated muscles, respectively.

The prefixes myo and sarco refer to muscle. There-
fore, terms such as myofibril or myofilament reference
structures within a muscle. For example, the plasma
membrane of a muscle cell is called the sarcolemma,
the cytoplasm the sarcoplasm, and the endoplasmic
reticulum the sarcoplasmic reticulum (SR). In addition,
asingle skeletal muscle cell is also called a muscle fiber.

Properties of muscles

Four properties of muscles enable them to perform
their functions. These properties include

® Excitability. Sometimes called irritability. Muscle
cells maintain a membrane potential and are able
to respond to a stimulus such as a neurotransmit-
ter by developing an electrical impulse. The stim-
ulus is usually neurochemical, but can also be
mechanical or chemical. The electrical impulse
can migrate across the sarcolemma.

® Contractility. When stimulated, the electricalimpulse
spreading across a muscle cell can cause the cell to
contract.

® Extensibility. In addition to contraction, muscle cells
can lengthen in response to stretch. This is more
evident in smooth muscle compared to skeletal
muscle.

® Elasticity. Once stretched, muscle fibers can recoil
to their original resting length due to the elastic
elements within the muscle.

Functions of muscles

Muscles serve four major functions, including produc-
tion of movement, maintenance of posture, stabiliza-
tion of joints, and generation of heat:

® Production of movement. One feature unique to
animals compared with plants is their ability to
move. The action of skeletal muscle is responsible
for moving joints and thus allowing locomotion.
However, movement can be viewed more broadly
than locomotion. An animal can change its posture
or facial features as a result of muscle contraction.
In addition, generally as a result of smooth or
cardiac muscle contraction, materials can be relo-
cated within the body. For example, contraction of
the heart helps propel blood through the vessels;
contraction of the bladder or gastrointestinal tract
can also move materials.

® Maintaining posture. Maintaining a position is
generally an active, rather than a passive, process.
Through the actions of signals generated from
sensors located in joints, tendons, and muscles,
minute adjustments are automatically made to
maintain the position of joints.

® Stabilizing joints. In addition to moving joints,
muscles also stabilize the joints, thus minimizing
dislocations.

® Generating heat. Endotherms maintain a rela-
tively constant body temperature over a range of
environmental temperature. Skeletal muscles are
an important organ in heat production, such as
through the process of shivering.

Skeletal muscle

Skeletal muscle accounts for approximately 40% of
body weight. Each skeletal muscle is considered an
organ and is made up of muscle fibers as well as con-
nective tissue, blood vessels, and nerve fibers.

Connective tissues

As with neurons, each muscle has three connective
tissue layers (Fig. 7.1).

1. Epimysium. The entire muscle is surrounded by a
dense, irregular connective tissue layer called the
epimysium containing a dense concentration of
collagen fibers. This layer separates the muscle
from surrounding tissue.

2. Perimysium. In cross section, a muscle consists of
multiple groupings of muscle fibers called fasci-
cles (bundles). Each fascicle is surrounded by the
perimysium (peri = around) containing collagen
and elastic fibers. This layer contains blood vessels
and nerves supplying the fascicles.

3. Endomysium. Within each fascicle are individual
skeletal muscle cells, called muscle fibers, each
surrounded by the endomysium (endo = within).
Within this connective tissue layer are capillaries
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Epimysium

Fig. 7.1.

Epimysium

Perimysium
Skeletal muscle fiber
Muscle fascicle

Skeletal muscle fiber
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Sarcoplasm 4= Endomysium
g Myofibril
Satellite cell Nucleus
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Connective tissue sheaths in skeletal muscle. Each skeletal muscle represents skeletal muscle fibers grouped into a muscle

surrounded by a thin connective tissue sheath called the epimysium. Within the muscle are groupings of muscle fibers called fascicles, which
are surrounded by the perimysium. Within each fascicle are individual muscle fibers surrounded by the endomysium.

supplying each muscle fiber, nerve fibers control-
ling the muscle, and satellite cells. These latter
cells serve as stem cells that can help repair
damaged muscle.

Near the ends of the muscle, the epimysium, peri-
mysium, and endomysium blend together forming
either a bundle called a tendon or a broad sheet called
an aponeurosis. Tendons and aponeuroses attach
muscle to bones, blending with the periosteum of the
bone. These attachments allow contraction of the
muscles to move the bones.

Blood vessels and nerves

The two innermost layers of connective tissue within
the muscle each contain blood vessels and nerves.
Skeletal muscle is generally under voluntary nervous
control, and therefore requires stimulation for nerve
fibers to initiate contraction. Therefore, individual
nerve fibers must innervate each muscle fiber to
control contraction. While the diaphragm consists of
skeletal muscle, it usually is under involuntary control
but can be under voluntary control as well.

Skeletal muscle fibers

Skeletal muscle tissue consists of large, multinucleated
cells commonly referred to as muscle fibers (Fig. 7.2).

Myoblasts % @
&
==

Nuclei

Muscle
fiber
¥~ satellite cell
Fig. 7.2. Formation of skeletal muscle cell. During embryonic

development, myoblasts begin to fuse forming a large,
multinucleated skeletal muscle cell called a muscle fiber. Nonfused
myoblasts remain as satellite cells that function as muscle stem cells.

Muscle fibers can be 100um in diameter and run the
entire length of a muscle, and can contain hundreds
of nuclei. These cells form from the fusion of small,
individual muscle cells called myoblasts during devel-
opment. Instead, some remain unfused and become
satellite cells. While skeletal muscle fibers are inca-
pable of dividing, new muscle fibers are produced
from satellite cells located in the adult muscle. Not all
myoblasts fuse to form muscle fibers. The satellite cells
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182 Anatomy and physiology of domestic animals

can later enlarge, divide, and then fuse with damaged
muscle cells, thus regenerating the muscle.

The nuclei are located immediately under the
plasma membrane, which in skeletal muscle is called
the sarcolemma. There is a resting membrane poten-
tial present due to the unequal distribution of ions
across the sarcolemma similar to that found in neurons.
The cytoplasm of skeletal muscle is called sarcoplasm.
Within the sarcoplasm are glycosomes, storage gran-
ules of glycogen, and myoglobin, a red pigmented
protein that stores oxygen.

Although skeletal muscle fibers are large, an electri-
cal signal must be able to propagate throughout the
cell quickly to cause contraction. Transverse, or T,
tubules are small-diameter tubes running perpendicu-
lar to the sarcolemma and traveling into the sarco-
plasm. These tubes are continuous with the extracellular
space, and thus they contain extracellular fluid. They
can be thought of as extensions of the sarcolemma. As
we will see later, the action potential can travel along
the sarcolemma and down the T tubules.

Myofibrils

Muscle fibers are composed of functional subunits
called myofibrils. Each muscle fiber contains hun-
dreds to thousands of myofibrils that run longitudi-
nally the length of the fiber. The myofibrils consist of
bundles of myofilaments that are protein filaments
composed primarily of actin and myosin, the two con-
tractile proteins in muscle. Actin forms the bulk of the
thin filaments, and myosin forms the bulk of the thick

T tubule

Nucleus

Myofibril

Sarcolemma

Fig. 7.3.

filaments. The myofibrils are packed tightly into the
muscle fiber, forcing the mitochondria, nuclei, and
other organelles to be squeezed toward the outer edge
of the cell.

The myofibrils contain three types of proteins that
will be discussed in more detail when describing the
structure of thin and thick filaments below:

1. Contractile proteins. Contractile proteins generate
the force during contraction. These proteins include
myosin and actin.

2. Regulatory protein. Regulatory proteins help initi-
ate and terminate the contraction process and
include tropomyosin and troponin found on the
thin filaments.

3. Structural proteins. Structural proteins help main-
tain the alignment of the thin and thick filaments,
provide elasticity and extensibility, and attach
the myofibrils to the sarcolemma. These proteins
include titin, myomesin, and dystrophin.

The myofibrils are attached to the inner surface of
the sarcolemma. The outer surface of the muscle fibers
is attached to collagen fibers that help connect the cells
to the tendon or aponeuroses. Therefore, as the muscle
fibers contract, they exert force on the bones causing
them to move.

Sarcoplasmic reticulum

Similar to the endoplasmic reticulum in nonmuscle
cells, the sarcoplasmic reticulum (SR) forms a tubular
network surrounding each myofibril (Fig. 7.3). The

Sarcoplasmic
reticulum

Triad

Terminal cisterna of
sarcoplasmic

H -
reticulum

Zone

| Band

1/2 A Band 1/2

| Band

T tubule and sarcoplasmic reticulum. The transverse, or T tubules are inwardly directed invaginations of the sarcolemma found near

the junction of the A and | bands. The sarcoplasmic reticulum is a network of tubules found inside the cell and which have terminal cisternae
near the T tubules. Two terminal cisterna and the intervening T tubule make a triad.
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terminal cisternae (end sacs) of the SR are always
found in pairs, with an intervening T tubule. The com-
bination of a terminal cisterna, a T tubule, and the
adjacent terminal cisterna form a triad. Note that the
T tubule communicates with the extracellular space
while the SR is intracellular.

The terminal cisternae have an active calcium pump
that pumps calcium from the sarcoplasm into the SR.
This maintains a low concentration of free calcium
within the sarcoplasm, whereas the free calcium con-
centration inside the SR may be 1000 times greater.
Also found within the terminal cisternae is the protein
calsequestrin that reversibly binds Ca*. The free and
calsequestrin-bound calcium concentrations can be
40,000 times that in the sarcoplasm. As we will discuss
later, the terminal cisternae of the SR are the source of

Sarcomeres

The functional unit of skeletal muscle is the sarcomere.
A myofibril consists of thousands of sarcomeres (Fig.
7.4). In stained cross sections of skeletal muscle, alter-
nating light and dark bands are evident, which are
called the I band and A band, respectively. These
bands give skeletal muscle its striated appearance.
The dark bands alter the plane of the polarized light
and are therefore anisotropic (i.e., not having the same
properties in all directions), whereas the light bands
do not alter the plane of polarized light and are there-
fore isotropic (i.e., appear the same in all directons),
thus the names A band and I band, respectively.

The sarcomere is composed of thick and thin fila-
ments, proteins that stabilize those filaments, and pro-

calcium for skeletal muscle contraction. teins that regulate the interactions between thick and
Sarcomere
Zone of Thick  Thin
overlap e filaments filaments

j Titin

N
=
®

H Zone

I

| Band

A Band

| Band

Fig. 7.4.

Sarcomere. A sarcomere, the functional unit of skeletal muscle, runs from Z-line to Z-line. The various segments of the sarcomere

are identified in the top portion of the figure, and a photomicrograph of a sarcomere is shown in the bottom portion of the figure.
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thin filaments. As shown in Figure 7.4, a sarcomere is
the region between two adjacent Z discs (or Z-lines).
It consists of one-half an I band, an A band, and one-
half an I band. The A band is the length of the thick
filament, and can contain both thick and thin fila-
ments. In a muscle at rest, a lighter region can be
found in the center of the A band called the H zone
(from helle, meaning bright), which contains only
myosin. This region disappears as skeletal muscle con-
tracts and the actin filaments overlap, thus entering
this area. The M-line, named for being in the middle
of the sarcomere, transects the H zone and is com-
posed of proteins that stabilize the position of the
thick filaments. Near the ends of the A band are zones
of overlap where thin and thick filaments are found
side by side.

The I band, located between each intervening A
band, contains thin filaments. The I band is bisected
by the Z-line that consists of proteins called actinins,
which interconnect adjacent thin filaments.

There are several structural proteins associated with
the myofibrils making the sarcomere. Titin (from titan,
meaning gigantic) is a large protein, and the third
most abundant protein in the sarcomere behind
myosin and actin. Each titin molecule extends from
the Z-line to the M-line and helps anchor a thick fila-
ment to both the Z-line and M-line. This provides
stabilization for the position of the thick filaments. As
shown in Figure 7.4, the portion of the titin molecule
located between the Z-line and the end of the thick
filament is very elastic and can stretch up to four times
its resting length. Therefore, titin probably assists in
returning the muscle to its resting length following
stretching.

The Z-line is composed of the protein nebulin.
Nebulin anchors thin filaments and connects myofi-
brils to each other throughout the muscle cell. The
M-line is composed of the protein myomesin. The
M-line binds to titin, thus helping to connect adjacent
thick filaments. Dystophin is another structural protein
that links thin filaments to integral membrane pro-
teins in the sarcolemma. Other proteins in the sarco-
lemma then attach to the connective tissue sheath
surrounding the muscle. Thus, the contractive forces
generated in the sarcomere are transferred throughout
the muscle.

Thin filaments

Thin filaments are 5-6nm in diameter and 1pum in
length (Fig. 7.5). Each thin filament is composed of
four proteins:

1. F actin. Thin filaments are composed of two
strands of F actin, also called filamentous actin,
arranged in a double-stranded helix. Each strand

@ + ® + + O

7

Troponin Tropomyosin Myosin-binding

site

G actin

F actin

Thin filament

Fig. 7.5. Thin filament. The thin filaments in skeletal muscle
consist of G actin, troponin, and tropomyosin. G-actin polymerizes
into F actin, or filamentous actin. Troponin is made of three
globular proteins binding G actin, tropomyosin, and calcium ions,
respectively. Two strands of tropomyosin, a rod-shaped protein,
intertwine around the F actin covering the myosin-binding sites
while the muscle is at rest.

of F actin is composed of polymers of G actin, or
globular actin. Therefore, the F actin appears as
two twisted strands of pearls, with each pearl
being analogous to a molecule of G actin.

2. Tropomyosin. Strands of tropomyosin (frope =
turning) wrap around the length of the F actin.
Each tropomyosin molecule is a double-stranded
protein that, at rest, covers seven myosin-binding
sites on the actin filament.

3. Troponin. A globular protein, troponin consists of
three subunits. One binds to tropomyosin (TnT),
one to G actin (Tnl), and the other to calcium ions
(TnC). Therefore, troponin controls the structural
relationship between tropomyosin and F actin. At
rest, troponin allows tropomyosin to be positioned
such that it covers the myosin-binding sites. When
a muscle is stimulated and intracellular calcium
levels increase, calcium binds to troponin, causing
a conformational change that allows the tropo-
myosin to slide into the grooves of the double helix
of actin and thus uncover the myosin-binding sites.

Thick filaments

Thick filaments are 10-12nm in diameter and 1.6 um
in length (Fig. 7.6). Thick filaments consist of approxi-
mately 500 myosin molecules, each composed of two
myosin subunits wrapped around each other. The
long tails of the myosin molecules line up forming the
thick filament, and the heads of the myosin molecules
project off the filament toward the adjacent thin fila-
ments. The head of the myosin molecule consists of
two globular proteins, has ATPase activity, and is able
to bind to the actin filament. A cross bridge is formed
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Fig. 7.6. Thick filament. A single myosin molecule is shown at the
top. It contains a pair of intertwined subunits each consisting of a
tail, a hinge region, and a globular head. The thick filaments
contain approximately 500 myosin molecules in which the tails are
lined up so that the heads project away from the M-line.

when the head of the myosin binds to the actin fila-
ment. There is a hinge between the head and the tail
of the myosin molecule that allows the head to pivot
toward or away from the M-line.

The myosin molecules are arranged so that their
tails point toward the M-line. In the H zone, there are
no myosin heads, only tails. Also within each thick
filament is a molecule of titin extending from the
M-line to the Z-line.

Contraction of skeletal muscle

As summarized in Figure 7.7, control of skeletal
muscle contraction involves the voluntary stimulation
of motor neurons innervating the muscle. The release
of the neurotransmitter from these motor neurons ini-
tiates excitation-coupling-contraction in which an action
potential is generated within the skeletal muscle fiber.
The action potential causes the release of calcium from
the SR, which then causes muscle contraction.

Neuromuscular junction

Skeletal muscle is controlled by the somatic nervous
system. The cell bodies of the o-motor neurons, that
is, somatic motor neurons, that innervate skeletal
muscle reside in the central nervous system (CNS).
The axons of these neurons leave the CNS and inner-
vate skeletal muscle fibers at a specialized junction
called the neuromuscular junction (NM]J) or myoneu-
ral junction (Fig. 7.8).

Neuromuscular control /\

Excitation-contraction-coupling

Calcium
release

® Sarcoplasmic reticulum

Calcium binds to
troponin

Chapter 7

Muscle
contraction

Fig. 7.7.  Summary of skeletal muscle contraction. Stimulation of
o-motor neurons going to skeletal muscle causes the release of
acetylcholine at the neuromuscular junction. This causes the
production of an action potential in the muscle fiber that spreads
along the sarcolemma and down the T tubules where it causes the
release of calcium ions from the sarcoplasmic reticulum. Calcium
then diffuses to the thin filaments where it binds to troponin to
initiate contraction.

Synaptic vesicles

Nicotinic
receptor

Muscle cell

Fig. 7.8. Neuromuscular junction. The neuromuscular junction is
a specialized synapse between an o-motor neuron and skeletal
muscle fibers. The synaptic bouton is imbedded in the sarcolemma.
At this site are subneural clefts that increase the surface area
surrounding the synapse. Synaptic vesicles containing acetylcholine
(ACh) are located in the nerve ending. Upon stimulation, the
o-motor neuron releases ACh that can diffuse across the synaptic
cleft and bind to nicotinic receptors on the skeletal muscle fiber.
Upon binding to the receptor, ACh causes Na* ions to enter the
skeletal muscle fiber, causing a postsynaptic potential. The
postsynaptic potential is always large enough to induce an action
potential in the skeletal muscle fiber.
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Each muscle fiber is innervated by a neuron,
although a single neuron may innervate multiple
muscle fibers. The neuron branches as it enters the
perimysium, and each branch ends in a synaptic ter-
minal, sometimes called a synaptic bouton. The synapse
is the region of contact between a neuron and its target
cell, which in this case is a skeletal muscle fiber. The
space between the neuron and the muscle fiber is
the synaptic cleft. The sarcolemma in the region of the
NM]J is called the motor end plate.

Since an electrical signal cannot traverse the synap-
tic cleft, the signal from the motor neuron is commu-
nicated via the release of a neurotransmitter. The
neurotransmitter released from a-motor neurons is
acetylcholine (ACh). ACh is contained in synaptic
vesicles located in the synaptic bouton. When the
action potential arrives at the synapticbouton, it causes
the release of ACh that then diffuses across the synapse
and binds to a specialized cholinergic receptor located
on the muscle fiber. This receptor is called a nicotinic
receptor. This is a transmembrane protein that binds
ACh, and can also be stimulated by the agonist
nicotine.

When ACh binds to the nicotinic receptor, it causes
the opening of a ligand-gated ion channel that allows
sodium ions to enter the muscle fiber. This causes the
production of a postsynaptic potential that results in
the production of an action potential in the muscle
fiber. The amount of neurotransmitter released per
nerve impulse is greater than the amount needed to
induce a postsynaptic action potential, and the number
of receptors activated by ACh is more than required
to reach threshold, thus leading to a “safety factor”
assuring that stimulation of a motor neuron results in
contraction of skeletal muscle.

Pharmacology of the neuromuscular junction

Since the NMJ is a chemical synapse, it is prone to
pharmacological manipulation. Curare, produced by
certain frogs, is a compound used by South American
Indians to make poisonous arrows and darts. Curare
blocks nicotinic receptors and thereby prevents ACh
from inducing skeletal muscle contraction. Deriva-
tives of curare are sometimes given prior to surgery in
order to relax the skeletal muscles.

Clostridium botulinum is a bacteria often found in
contaminated canned foods. The toxin from this
organism prevents the release of ACh from somatic
motor neurons. Botulinum toxin prevents skeletal
muscle contraction. A very tiny amount of this toxin
can cause death by paralyzing the diaphragm and
other respiratory muscles. Recently, this toxin has
been increasingly used in human medicine (Botox) to
reduce wrinkles, control strabismus (crossed eyes),

blepharospasm (uncontrolled blinking), or cervical
dystonia (also known as spasmodic torticollis), which
is characterized by involuntary tonic contractions or
intermittent spasms of the neck muscles.

ACh is normally inactivated by the enzyme acetyl-
cholinesterase (AChE). Agents known as AChE inhibi-
tors can be used to strengthen weak skeletal muscle
contractions. An autoimmune disease called myasthe-
nia gravis, in which there is reduced nicotinic receptor
function, is treated with the AchE inhibitor neostig-
mine. This drug can also be used to reverse the effects
of curare.

Excitation-contraction coupling

The process by which an action potential in skeletal
muscle fibers induces contraction is called excitation-
contraction coupling (Fig. 7.9). The action potential
migrates along the sarcolemma and down the T
tubules. At the triad, the action potential triggers the
release of Ca® from the terminal cisterns of the SR.

The release of Ca® from the terminal cisterns
involves the direct mechanical connection between the
T tubules and the terminal cisterns (also called lateral
sacs) of the SR. Located on the T-tubule membrane is
a T-tubule voltage sensor, which senses a change in
membrane potential associated with the action poten-
tial. A change in voltage causes a conformational
change in the T-tubule voltage sensor that is transmit-
ted to the Ca® channels on the terminal cisterns of the
SR, causing them to open and release Ca? into the
cytosol. This direct mechanical connection is unique
to skeletal muscle, whereas smooth muscle has a dif-
ferent mechanism and different source of calcium for
excitation-contraction coupling.

Cytosolic calcium levels increase at least 10-fold. As
cytosolic calcium levels increase, Ca* binds to tropo-
nin, causing a conformational change in the shape of
this globular protein. This change in shape allows
tropomyosin to slide into the grooves of the double
helix formed by F-actin (Fig. 7.10). As tropomyosin
slides into the groove, it uncovers the myosin-binding
sites on G actin. Once uncovered, the heads of the
myosin filament binds to the myosin-binding sites,
and contraction begins.

When stimulation from the motor neurons ends, the
action potential is no longer propagated down the T
tubules. At this point, a calcium-active transport pump
called calsequestrin actively pumps Ca* back into the
terminal cisterns of the SR. This process requires ATP,
and allows for the concentration of Ca* in the SR
to be 10,000 times higher than in the sarcoplasm. As
the Ca* levels in the sarcoplasm decrease, troponin
returns to its resting configuration, and tropomyosin
again covers the myosin-binding sites on the G actin.
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Fig. 7.9. Increasing sarcoplasmic calcium concentration. The action potential (AP) migrates along the sarcolemma and down the T tubule.
When reaching the triad, the AP activates the enzyme phospholipase C, resulting in the production of 2-diacylglycerol (2-DAG) and inosital
triphosphate (IP5). The 2-DAG remains membrane bound while IP; diffuses through the sarcoplasm to the terminal cistern of the SR. This
opens Ca’* release channels, causing the release of Ca** from the SR into the sarcoplasm. Ca** then binds to troponin, which initiates
contraction.
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-
Fig. 7.10. Excitation-contraction coupling. (A) At rest, calcium is sequestered in the SR, and the myosin head sits perpendicular to the thin
filament. The myosin head is a charged intermediate with ADP and inorganic phosphate (P)) attached. (B) Calcium released from the SR binds
to the TnC component of troponin. (C) The conformational change in troponin results in the tropomyosin filament sliding into the groove of

the double helix formed by F actin, thus uncovering the myosin-binding site located on the actin filament. The myosin head binds to actin,
releasing ADP and P;. (D) The power stroke occurs when the myosin head tilts toward the M-line.
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Sliding filament theory

During skeletal muscle contraction, the length of the
thin and thick filaments does not change. Instead, the
thin filaments slide between the thick filaments as
the myosin heads “grab” the actin filaments and pull
them toward the M-line (Fig. 7.11). Hence, as the thin
filaments move toward the M-line, the Z-lines get
closer, thus decreasing the length of the sarcomere and
the myofibril. As the sarcomere width decreases, the
muscle shortens.

Contraction of skeletal muscle involves four steps:

1. Hydrolysis of ATP. In the resting position, the
myosin head is perpendicular to the thin filament,
and ATP has been hydrolyzed to ADP and inor-
ganic phosphate (P;), creating a charged interme-
diate. The myosin head is “waiting” for a binding
site to become available on the thin filament.

2. Pormation of cross bridges. When tropomyosin
uncovers the myosin-binding sites on the thin fila-
ment, the myosin head binds to one of these sites
liberating ADP and P

3. Power stroke. Release of P; initiates the power
stroke in which the myosin head tilts toward the
M-line, and ADP is released. The myosin head
thus pulls the thin filament toward the M-line so
that there is greater overlap between the thick and
thin filaments. Hence the name, the sliding fila-
ment theory.

4. Detachment of the myosin head. At the end of the
power stroke, the myosin head remains attached
to actin until a molecule of ATP attaches to the
myosin head, thus breaking the bond between
myosin and actin. The myosin head returns to its
perpendicular position as it hydrolyzes ATP, thus
returning to step 1.

This cycle then repeats itself as long as the myosin-
binding sites on the actin remain uncovered and suf-
ficient ATP is present. Each thick filament possesses
about 600 myosin heads. As contraction occurs, these
heads are attaching and detaching throughout the
cycle such that at any given time, there are many
myosin heads attached. Therefore, contraction force is
always being generated during this time. The myosin
heads are sequentially “walking” the thin filament
toward the M-line throughout the contraction cycle,
and therefore pulling the Z-lines closer together.

The elastic components in muscle include titin,
tendons, and the connective tissue sheaths (endomy-
sium, perimysium, and epimysium). As the muscle
fibers contract, the elastic components are stretched.
This stretch is relayed out to the tendons, which then
pull on the bones causing them to move.

As calcium is sequestered in the SR, tropomyosin
again covers the myosin-binding sites. Hence, the
myosin head, with its hydrolyzed molecule of ATP
attached, assumes its resting position poised to attach
to actin when a binding site becomes available. As
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Sliding filaments. The top sarcomere is at rest while the bottom sarcomere is in a contracted state. Note that in the contracted

state, the Z-lines move closer together and the | bands and H zone shorten while the A band remains the same width.
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contraction ceases, the elastic components of the
muscle help return the muscle to its resting position.

Rigor mortis

After death, the supply of energy within the cells
diminishes as metabolism ceases. As such, the cells
canno longer synthesize ATP. ATP is needed to actively
remove sequestered Ca” into the terminal cisterns of
the SR. In addition, since the cross bridges can be
broken only in the presence of ATP, myosin and actin
remain attached following death. This occurs in all the
skeletal muscles, creating a state called rigor mortis
(rigidity of death) in which the animal appears rigid.
Rigor mortis ceases only as proteolytic lysosomal
enzymes released by autolysis digest the cross bridges.

Summary of skeletal muscle contraction

The following steps summarize the contraction of
skeletal muscles:

1. Release of ACh. Stimulation of the o-motor neuron
to skeletal muscle causes release of ACh at the
NMJ.

2. Activation of nicotinic receptors. ACh binds to
nicotinic receptors causing an influx of Na" into
the muscle fiber resulting in the generation of an
end-plate potential.

3. Generation of an action potential. Generation of
an end-plate potential results in an AP developing
in the muscle fiber.

4. Release of Ca™ from the SR. The AP is propagated
along the sarcolemma and down the T tubules
where it causes the production of IP; at the triad.
IP; then diffuses to the SR where it causes the
release of Ca® into the sarcoplasm.

5. Uncovering myosin-binding sites. Ca* binds to
troponin causing a conformational change result-
ing in the movement of tropomyosin into the
grooves of the thin filament, thus uncovering the
myosin-binding sites on the thin filament.

6. Power stroke. Once uncovered, the heads of the
myosin filaments bind to their binding sites on the
actin filament. Once bound, the myosin head tilts
toward the M-line, dragging the thin filaments in
the same direction.

7. Breaking the myosin-thin filament bond. If
present, ATP binds to the myosin head, which
breaks the bond between myosin and the thin
filament.

8. Termination of ACh activity. At the conclusion of
motor neuron stimulation, ACh is broken down in
the synaptic cleft by the enzyme AChE.

9. Sequester calcium. At the conclusion of motor
neuron stimulation, calcium is actively seques-
tered back into the terminal cisterns of the SR by
the protein calsequestrin.

10. Myosin head returns to resting position. After
detaching from the thin filament, the myosin head
hydrolyzes ATP and returns to a position perpen-
dicular to the thin filament. ADP and P; remain
bound to the myosin head until it attaches to
another myosin-binding site on a thin filament.

Length—tension relationships

The tension developed by a muscle fiber during con-
traction is dependent on the length of the sarcomere
prior to contraction. At a sarcomere length of approxi-
mately 2.0-2.4 um, or 90-110% of the resting sarcomere
length, the overlap between the actin and myosin fila-
ments is optimal, and the muscle can generate the
maximum tension (Fig. 7.12). At these lengths, the
maximum number of cross bridges can be formed
between the myosin head and thin filament. As the
muscle is either contracted or stretched, the number
of cross bridges that can form decreases, and less
tension is generated during contraction.

As the muscle fiber is stretched to approximately
170% of its resting length, the thick and thin filaments
no longer overlap, and therefore, no tension can be
generated. Conversely, as the length of the sarcomere
becomes too short, the thick filaments are compressed
against the Z-line, decreasing the number of cross
bridges that can be produced.
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Fig. 7.12. Length—tension relationship. At the optimal resting

sarcomere length, the maximum number of cross bridges can be
formed between myosin and the thin filament resulting in the
maximum tension. As the length of the sarcomere is stretched or
compressed, the number of cross bridges is reduced, resulting in
less tension.
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A muscle twitch

A single stimulation of a motor neuron results in a
single contraction or twitch (Fig. 7.13). Although
twitches can produce heat during shivering, they are
not generally observed during normal muscle contrac-
tion. Instead, prolonged stimulation results in more
tension being produced than caused by a single twitch.

A recording of a single muscle twitch is called a
myogram. A single twitch can last from 20 to 200ms,
depending on the type of muscle, temperature, stretch
of the muscle, and so on. A muscle twitch consists of
three phases:

1. Latent phase. Following stimulation by the motor
neuron, the action potential moves along the sar-
colemma and down the T tubules to the triad
where it induces the release of Ca** from the ter-
minal cisterns of the SR. The calcium then diffuses
to troponin where it binds. This process generally
lasts about 2ms.

2. Contraction phase. After a conformational change
in troponin allows tropomyosin to move, thus
uncovering the myosin-binding sites on the actin
filament, the myosin head binds to the actin fila-
ment, and the power stroke pulls the thin filament
toward the M-line, which produces tension. This
lasts about 10-100ms.

3. Relaxation phase. Calcium is sequestered into the
SR, the tropomyosin covers the myosin-binding
sites on the actin filament, and ATP causes the
myosin head to detach from the actin filament,
decreasing the number of cross bridges and
tension. This phase can also last 10-100ms.
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Fig. 7.13.  Muscle twitch. A myogram showing the three stages of
an isometric muscle twitch. The stimulus is followed by a latent period
during which calcium is released from the sarcoplasmic reticulum
(SR) and then binds to troponin. The contraction period is when the
myosin head actively binds and pulls on the thin filaments, and the
relaxation period occurs when calcium is sequestered in the SR.

Treppe

If skeletal muscle is stimulated a second time, shortly
after the relaxation phase of the first twitch, the second
twitch will generate greater tension (Fig. 7.14). This
increase in tension is known as treppe, German for
“stairs.” The increase in tension caused by subsequent
stimulations results from the gradual increase in sar-
coplasmic calcium since the calcium pumps located in
the SR are unable to sequester all the calcium between
twitches.

Summation

While a muscle twitch is an all-or-none response,
muscle contraction is graded, meaning that it displays
varying length and strength of contraction. There are
two mechanisms leading to graded responses: (1)
changing the frequency of stimulation and (2) chang-
ing the strength of the stimulus.

Wave summation

While muscle twitches can be observed in the labora-
tory, muscle contraction generally involves smooth
sustained contraction resulting from frequent stimula-
tion. If a second stimulation occurs before the muscle
completes its relaxation phase, the second twitch will
create greater tension than the original twitch. This
process is called wave summation (Fig. 7.15). This
generally occurs at stimulation rates of about 50 per
second. Stimulation occurs rapidly enough that the SR

TrepP®

Force of contraction

Stimulus Stimulus Stimulus Stimulus

Time (ms)

Fig. 7.14. Treppe. If the muscle is stimulated shortly after the
relaxation phase, the subsequent muscle twitches generate greater
tension, producing a steplike increase in magnitude called treppe.
The increase in tension in subsequent twitches results from the
increase in sarcoplasmic calcium due to the inability of the SR to
recapture all the calcium between twitches.
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Fig. 7.15.  Wave summation and tetanus. (1) A single twitch.

(2) The muscle is stimulated (T) before the relaxation phase is
complete, causing wave summation and increased contraction
force. (3) Frequency of stimulation is more rapid, resulting in
unfused tetanus in which the individual twitches can still be
discerned. (4) Frequency of stimulation is so rapid that individual
twitches cannot be distinguished, resulting in fused tetanus.

is no longer able to sequester Ca* between twitches.
In addition to prolonging contraction, the second con-
traction causes greater shortening than the first con-
traction because it is superimposed on an already
contracted muscle, thus increasing tension.

As the frequency of stimulation increases, the tension
developed also increases. Incomplete tetanus (tetan =
rigid or tense) occurs when the individual twitches are
still distinguishable. When the frequency of stimula-
tion is rapid enough to eliminate the relaxation phase,
and the individual twitches are no longer distinguish-
able, the contraction is termed complete tetanus. Com-
plete tetanus is the normal state observed during
muscle contraction. Wave summation results in smooth,
continuous muscle contraction. Note that the fre-
quency of nerve stimulation cannot be faster than the
absolute refractory period of the neurons.

Multiple motor unit summation

A second type of summation that increases the force
of muscle contraction is called multiple motor unit
summation or recruitment. Skeletal muscles have
thousands of muscle fibers. All of the muscle fibers
innervated by a single motor neuron constitute a
motor unit (Fig. 7.16). The size of a motor unit can vary
with a single motor neuron innervating as few as four
to six muscle fibers, or as many as several thousand.
Where fine, delicate movements are necessary, such as
in the lips, motor units are small, whereas in areas
where precise movements are not necessary, such as
in the hindquarter of a beef cow, the motor units are
much larger. Motor units are intermingled within a
muscle so that they always deliver force on the tendon
attaching to a bone.

Motor unit #1

Motor unit #2

Neuromuscular
junction

Fig. 7.16. Motor units. All of the muscle fibers innervated by a
single motor neuron constitute a motor unit. Motor unit #1 is larger
than motor unit #2 because it innervates more muscle fibers. Motor
unit #2 would be involved in more precise motor movement than
motor unit #1.

As an animal begins a task, it generally stimulates
the smallest motor units. However, if more force is
required, more and larger motor units are recruited in
order to increase the tension produced by the muscle.

Muscle tone

Skeletal muscle is seldom flaccid, but instead main-
tains a degree of tension called muscle tone. Since
skeletal muscle contraction is controlled by motor
neurons releasing ACh, muscle tone is established by
the central nervous system. If these motor neurons are
cut, skeletal muscle becomes flaccid. Muscle tone is
due to the alternating stimulation of motor units by
the central nervous system. Such tone helps keep an
animal upright, keep the head held up, stabilize joints,
and maintain posture.

Muscle tone is not unique to skeletal muscle, but it
is also found in smooth muscle. For example, blood
vessels generally maintain a vascular tone as does the
gastrointestinal tract.

Isometric versus isotonic contraction

There are two major categories of muscle contraction:
isotonic and isometric (Fig. 7.17). During isotonic
(iso = same; tonos = tension), the length of the muscle
changes as force is generated, resulting in movement.
There are two types of isotonic contractions, concen-
tric and eccentric. In a concentric contraction, the
muscle gets shorter as it works. In other words, the
muscle forms cross bridges and the thin filaments
interdigitate within the thick filaments, overcoming
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Isotonic versus isometric contractions. (A) During isotonic contraction, force is generated as the muscle shortens. (B) In isometric

contraction, force is generated, but there is minimal shortening of the muscle.

the resistance of the load on the muscle. During eccen-
tric contraction, the tension developed by the muscle
is less than the load on the muscle. As a result, the
muscle lengthens. As an animal walks down a steep
incline, the animal controls the rate of elongation of
muscles as the legs stretch to the next location.

During isometric (metric = measure) contraction, the
length of the muscle does not change because the
tension produced does not exceed the resistance. Iso-
metric contraction is commonly observed in postural
muscles that maintain a constant body position while
opposing gravity.

When performing various movements, animals use
all these types of contractions. Consider the motions
as a dog sits and then stands back up. The quadriceps
are involved in controlling this motion. As a dog
begins to sit, the knees begin to bend or flex (eccen-
tric). As the dog holds a position partway through the
sitting motion, an isometric condition exists. As the
dog stands, thus extending the knee, isometric and
concentric contractions occur.

Muscle relaxation or return to resting length

While muscle contraction is an active process requir-
ing energy, the relaxation of muscle is a passive
process. Elastic forces, opposing muscles, and gravity
act to return the muscle to its resting length. Such
elastic fibers include connective tissue and many of
the muscle proteins, such as titin.

Contraction of the opposing muscle will also help
return a muscle to its resting length. For example, as
the triceps brachii muscle in the back of the front leg
contracts, it causes the biceps brachii on the anterior
portion of the leg to extend.

Similarly, gravity can cause muscles to extend. The
neck of a horse is extended in order to look upward,
and then when the muscles are relaxed, the head will
move toward the ground, thus stretching the neck
muscles that originally were involved in extension.

Metabolism of skeletal muscle

The major energy source for muscle metabolism is
ATP. It is used for cross bridge formation, to actively
pump calcium into the SR, and to pump Na* out of
and K" into the muscle fiber. The endogenous stores
of ATP are able to last only about 4-6 seconds. There-
fore, there must be mechanisms to replenish this
limited store.

While at rest, skeletal muscle makes sufficient ATP
to meet its metabolic needs, and to store surplus
energy in the form of creatine phosphate and glyco-
gen. Resting muscle can use fatty acids that are broken
down in the mitochondria and the ATP used to make
creatine phosphate. The glucose that is delivered
through the bloodstream can be converted to glyco-
gen. When the demands for ATP become greater, there
are three pathways for generating ATP: (1) aerobic
respiration, (2) ADP interacting with creatine phos-
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Fig. 7.18. ATP production in muscle. There are three mechanisms for generating ATP in muscle fibers. (A) During the direct phosphorylation
of creatine phosphate, a phosphate group is moved from ATP to creatine producing creatine phosphate, an energy storage form in muscle.

When ADP is plentiful, this reaction is reversed to produce ATP. (B) During glycolysis, glucose is anerobically broken down to two molecules
of pyruvate, which are then converted to lactic acid in order to regenerate NAD". (C) In the presence of O,, pyruvate is further metabolized to

CO, and H,0O, plus ATP.

phate, and (3) from stored glycogen through the
anaerobic process of glycolysis (Fig. 7.18).

Aerobic mechanism

When O, is present, pyruvate enters the mitochondria
where aerobic respiration occurs. This process pro-
duces 36 moles of ATP for every 1 mol of glucose. During
aerobic respiration, the following reaction occurs:

Glucose + O, — CO, + water + ATP.

Since muscle is able to store glycogen, the breakdown
of glycogen can yield glucose for aerobic metabolism.
In addition, muscle can get energy from blood-borne
glucose, pyruvic acid, free fatty acids, and some amino
acids. During moderate exercise, aerobic metabolism
is able to meet the energy demands of the muscle.

Creatine phosphate

While at rest, muscles are able to produce more ATP
than is utilized. This surplus energy is used to synthe-
size creatine phosphate, an energy storage form found
exclusively in muscle. The enzyme creatine kinase
catalyzes the transfer of a high-energy phosphate

group from ATP to creatine. When ADP is present in
the muscle, creatine kinase catalyzes the transfer of
a high-energy phosphate group from creatine phos-
phate to ADP forming ATP. Creatine phosphate is
three to six times more plentiful in muscle than ATP.
These two compounds together can provide enough
energy for muscles to contract for approximately 10-15
seconds. When energy is plentiful, creatine phosphate
is replenished.

Anaerobic mechanism

Although ATP and creatine phosphate can provide
energy for short periods of time, other mechanisms
are needed to produce ATP. Glucose can be metabo-
lized through glycolysis, the initial phase of glucose
respiration. Glycolysis does not require oxygen, and
therefore is termed an anerobic (without oxygen)
process, anaerobic glycolyis. Therefore, this process is
utilized when there is insufficient O, available for
aerobic metabolism to sustain the energy needs of the
muscle.

During glycolysis, one molecule of glucose is metab-
olized to 2 molecules of pyruvic acid. During this
process, 2 ATPs are produced per molecule of glucose.
Therefore, anaerobic glycolysis can produce only 5%
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of the amount of ATP from glucose as aerobic respiration
whereas aerobic respiration produces 95% of the ATP.

In the process of breaking down glucose, NAD" is
reduced to NADH + H". In order to continue glycoly-
sis, the cell must be able to oxidize NADH back to
NAD'. When oxygen is not present, the cell can do this
only by converting pyruvate to lactic acid, during
which NAD" is regenerated. Lactic acid then diffuses
out of the cells and goes to the liver, heart, or kidney.
In the liver, it can be converted back to glycogen.

Muscle fatigue and oxygen consumption

Muscle fatigue is the inability of muscle to contract
after prolonged activity. This effect is due to condi-
tions within the muscle fiber, since it occurs even in
the presence of sustained neural input. Muscle fatigue
differs from central fatigue, in which the muscle is still
able to function but the mind is unwilling.

While the exact mechanism of muscle fatigue is
unknown, several factors probably play a role. These
include inadequate release of Ca®" from the SR, deple-
tion of creatine phosphate, insufficient O,, depletion
of glycogen, buildup of lactic acid (decrease in pH)
and ADP, or depletion of ACh from motor neurons.
Furthermore, the lack of ATP in fatigued muscle may
compromise the action of the Na*=K* pump on the
sarcolemma, causing a loss of intracellular K*.

During prolonged exercise, muscles accumulate
lactic acid. This lactic acid must be reconverted to
pyruvic acid. In addition, the animal must replenish
glycogen stores and replace creatine phosphate and
ATP, and the liver must convert blood lactic acid to
glycogen. These processes all require O,, leading to
what was termed the “oxygen debt,” or the amount of
extra O, that an animal must inspire to restore homeo-
stasis. Since body temperature and enzymatic reaction
rates are elevated for a period of time after exercise, a
better term for the increased oxygen needed following
exercise is recovery oxygen uptake. During the recovery
period, the muscle fibers return to their pre-exertion
conditions.

Heat production

Since metabolism is not 100% efficient, the by-product
of metabolism is heat. While a resting muscle fiber is
approximately 42% efficient, an active fiber is only
about 30% efficient. The remainder of the energy
appears as heat that is used to warm the tissues and
fluids and help maintain normal body temperature.
The excess heat produced when muscles are active is
the reason body temperature climbs during exercise.

Types of muscle fibers

There are three functional ways to classify skeletal
muscle fibers: (1) speed of contraction, (2) metabolic
pathways forming ATP, and (3) myoglobin content:

1. Speed of contraction. Based on rate of contraction,
fibers can be classified as fast or slow. Speed is
based on the rate at which the myosin ATPase
splits ATP.

2. Metabolic pathways forming ATP. Fibers that rely
on oxygen-requiring pathways for generating ATP
are called oxidative, whereas those that rely on
anaerobic glycolysis are called glycolytic.

3. Myoglobin content. Some muscle fibers have a
large amount of myoglobin, the red-colored
protein that binds oxygen in muscle fibers. These
fibers are termed red muscle fibers. In contrast,
some fibers have low myoglobin content and are
called white muscle fibers.

Based on these criteria, there are now three major
categories of muscle fibers, including slow oxidative
fibers, fast oxidative-glycolytic fibers, and fast glyco-
lytic fibers—sometimes called slow, intermediate, and
fast fibers, respectively. To further complicate matters,
these fibers are also called Type I, Type 1I-A, or Type
II-B fibers, respectively. While there are many more
types of fibers, these are three such classifications that
allow for the discussion of general characteristics
(Table 7.1). For example, slow fibers allow for pro-
longed, sustained activities that are powered by
aerobic metabolism and that fatigue slowly. Such
fibers have a good blood supply, a high myoglobin
content and many mitochondria. Conversely, fast gly-
colytic fibers are better suited for quick, powerful
movements that occur over a short period of time and
that fatigue quickly. Since these latter fibers contract
quickly, they rely on endogenous glycogen stores
rather than glucose delivered via the bloodstream, and
they have fewer mitochondria and little myoglobin.

Effects of exercise on muscles

Exercise results in changes in the muscle. With endur-
ance exercise, there is a prolongation of the time to
fatigue. This resistance to fatigue appears associated
with increases in aerobic power and anaerobic capac-
ity. Such changes include increases in muscle buffer-
ing capacity and citrate synthase activity and reduced
glycogen utilization. There is also an increase in the
capillary-to-muscle fiber ratio, the number of mito-
chondria, and the amount of myoglobin.

With sustained but relatively weak muscle activity,
the muscle does not display significant hypertrophy.
However, high-intensity anaerobic activity is associ-
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Table 7.1.

Characteristics of skeletal muscle fibers.

Functional Characteristics

Slow Oxidative
Fibers (Type I fibers)

Fast Oxidative-Glycolytic
Fibers (Type II-A)

Fast Glycolytic
Fibers (Type 1I-B)

Structural Characteristics
Fiber diameter

Myoglobin content
Capillaries

Mitochondria

Color

Functional Characteristics
Capacity to generate ATP
Method to generate ATP

Rate of ATP hydrolysis
Contraction velocity
Fatigue resistance
Creatine kinase content
Glycogen stores

Order of recruitment

Primary function of fibers
Presence of Gap Junctions

Fibers Contain Individual
Neuromuscular Junctions

Source of Calcium for Contraction

Site of Calcium Binding and
Regulation

Contraction

Effect of Nervous System Input

Respiration

Smallest
Large
Many
Many
Red

High

Aerobic respiration

Slow
Slow
High
Low
Low
First

Postural; endurance-type
activities

No
Yes
Sarcoplasmic reticulum

Troponin located on thin
filaments

Rapid onset, can tetanize.
Depending on fiber type, can
fatigue rapidly

Excitation at nicotinic receptors

Aerobic and anaerobic

Intermediate
Large

Many

Many
Red-pink

Intermediate

Both aerobic respiration and
glycolysis

Fast

Fast

Intermediate

Intermediate

Intermediate

Second

Sprinting; walking

Yes; located at intercalated
discs

No

Sarcoplasmic reticulum and
extracellular fluid

Troponin located on thin
filaments

Develops slowly; cannot
tetanize

Cause contraction

Aerobic

Largest
Small
Few
Few

White

Low

Glycolysis

Fast

Fast

Chapter 7

Low

High
High
Third

Short-term activities

Present in single-unit, but not
multiunit smooth muscle

Present in multiunit, but not
single-unit, smooth muscle

Mostly extracellular fluid, but
also sarcoplasmic reticulum

Calmodulin located in
sarcoplasm

Slow onset; may tetanize,
but generally fatigues slowly

Cause contraction

Primarily aerobic

Box 7.1 Carnitine and exercise

Carnitine is needed for optimal mitochondrial oxi-
dation. Ananimal gets carnitine from dietary sources
such as meat or dairy products, endogenous biosyn-
thesis, or from dietary supplements. While supple-
mental carnitine does not appear to enhance exercise
performance in untrained humans, there is evidence
that it may be beneficial in trained individuals. In
recent studies conducted with Standardbreds, long-
term (5 weeks) dietary supplementation with carni-
tine given in conjunction with exercise increased the
percentage of typell-Afibers, increased the capillary-
to-fiber ratio, and appeared to spare muscle glycogen.

ated with muscle hypertrophy. This is because this
type of exercise is associated with strength more than
with endurance. Such hypertrophy is due to increased
muscle fiber size rather than hyperplasia (i.e., increase

in cell number) (Box 7.1).

Cardiac muscle

Cardiac muscle, composed of cardiac muscle cells
called cardiocytes or cardiac myocytes, is found exclu-
sively in the heart. It is considered as involuntary,

striated muscle.
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Cardiac versus skeletal muscle cells

Cardiac muscle has several structural differences from
skeletal muscle fibers:

1. Cardiocytes are smaller in diameter and length
than skeletal muscle fibers.

2. Cardiocytes generally have a single, centrally
located nucleus, although occasionally a cell may
have two or more nuclei. In comparison, skeletal
muscle fibers are multinucleated.

3. T tubules are shorter and broader, and they lack a
triad. The T tubules encircle the sarcomere at the
Z-line rather than at the overlap between thin and
thick filaments.

4. The SR lacks terminal cisternae.

5. The sarcoplasm of cardiocytes contains a large num-
ber of mitochondria since cardiac muscle is almost
exclusively dependent on aerobic metabolism.

6. Cardiocytes connect with each other at specialized
junctions called intercalated (intercal = to insert
between) discs.

At the intercalated discs, the sarcolemma of the
adjacent cardiocytes have irregular thickenings that
connect the cells to one another. Within these regions
are desmosomes that hold the cells together, as well
as gap junctions. The gap junctions allow ions, small
molecules, and an action potential to move between
adjacent cells. Since the cardiocytes are mechanically
and functionally connected, they are said to act as a
functional syncytium, meaning that they act as a fused
mass of cells.

Functional characteristics

Unlike skeletal muscle, cardiac muscle can contract
without neural stimulation. Therefore, cardiac muscle
is said to be autorhythmic. Such contraction is gener-
ally controlled by a specialized group of cardiac cells
that act as the pacemaker cells.

As will be discussed in Chapter 13, contraction of
cardiac muscle cells lasts approximately 10 times
longer than that of skeletal muscle. This is due to the
differing mechanism of the action potential. In addi-
tion, cardiac muscle cells cannot display wave sum-
mation, nor can they produce titanic contractions.
These features are important for the pumping function
of the heart.

Smooth muscle

Smooth muscle, also called nonstriated or involuntary
muscle, can be found surrounding the blood vessels,
digestive tract, urinary system, reproductive system,
and respiratory system. It can be found in the form of
bundles or sheets around other tissues.

Structure

Smooth muscle cells are long and slender, varying
from 5 to 10um in diameter and 30-200 um in length,
with a single, centrally located nucleus. There are no
T tubules, and the sarcoplasmic reticulum is not as
well organized as in skeletal and cardiac muscle. As
discussed in the following, the source of Ca* for
smooth muscle contraction is mostly the extracellular
space. To facilitate the entry of Ca*, the sarcolemma
of smooth muscle has in-foldings called caveoli that
increase the surface area.

Smooth muscle also lacks the well-organized con-
nective tissue sheaths found in skeletal muscle. There
is an endomysium found between smooth muscle
cells that is secreted by the smooth muscle cells and
that contains blood vessels and nerves.

While smooth muscle contains actin and myosin, it
lacks myofibrils and sarcomeres that cardiac and skel-
etal muscles possess. As a result, smooth muscle lacks
striations, hence the name smooth or nonstriated muscle.

Thick filaments are found throughout the smooth
muscle cell. Cross bridges are more numerous in
smooth muscle since they are found along the entire
length of the myosin filament, which is also longer
than in skeletal muscle. In addition, scattered through-
out the sarcoplasm is a network of intermediate fila-
ments composed of the protein desmin (Fig. 7.19).
Attached to the intermediate fibers are structures called
dense bodies. Some dense bodies attach directly to the
sarcolemma, and the thin filaments are attached to
dense bodies. Therefore, dense bodies act similarly to
the Z discs in striated muscle. The ratio of thin to thick
filaments is much lower in smooth muscle (1:13) than
in skeletal muscle (1:2). However, the thick and thin
filaments do interdigitate.

Due to the network of attachments between the thin
filaments and the sarcolemma, when the thick fila-
ments pull on the thin filaments, this causes the cell
to shorten, with the areas between the dense bodies
bulging outward, creating an irregular cell surface
(Fig. 7.19). Since the network of intermediate fibers
crosses throughout the cell, during contraction the cell
does not simply shorten in one plane, but rather short-
ens in multiple directions.

Types of smooth muscle

There are two types of smooth muscle: single-unit
smooth muscle and multiunit smooth muscle (Fig. 7.20).

1. Single-unit smooth muscle. Single-unit smooth
muscle, also called visceral smooth muscle, is
widely distributed throughout the body. The cells
are electrically coupled by gap junctions, allowing
an electrical impulse to move between cells. Since
the cells are electrically connected, they function
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Intermediate
fibers

Dense
bodies \

Nucleus

I
=

Relaxed smooth muscle cell

Hb

J
)

Contracted smooth muscle cell

Fig. 7.19. Smooth muscle cell. A smooth muscle cell is long and
slender, with a single nucleus. Unlike the skeletal muscle fibers, the
smooth muscle fibers lack cross striations. However, smooth muscle
fibers have intermediate fibers attached to dense bodies. Many of
the dense bodies are attached directly to the sarcolemma. Since the
intermediate fibers crisscross the cell, when stimulated, a smooth
muscle fiber contracts in multiple directions.

A
Single-unit (visceral)
smooth muscle
B - vl
..f’ Multiunit
%f‘i\ smooth
o ‘1\. muscle

Enlargement
showing
varicosity

Synaptic
vesicles

Fig. 7.20. Types of smooth muscle, and their innervations. (A) In
single-unit, or visceral, smooth muscle, there are gap junctions
between the individual muscle cells. Therefore, when one cell is
stimulated by an autonomic neuron, the action potential can spread
among cells so that single-unit smooth muscle can contract as a
unit. (B) In multiunit smooth muscle, individual muscle cells are
separated from one another; therefore, each fiber needs its own
innervation. (C) The autonomic fibers that innervate smooth muscle
have varicosities along their length that make diffuse synaptic
connections with muscle cells releasing neurotransmitters at these
locations.

as a unit in which an entire sheet of cells are inter-
connected. Such muscle is found along the wall of
the digestive tract, the gall bladder, the urinary
bladder, and most other internal organs.

This type of muscle is often found as two layers:
a longitudinal layer running parallel to the long-
axis of the organ and a circular layer in which the
fibers encircle the organ. When the longitudinal
layer contracts, this dilates and shortens the organ,
whereas contraction of the circular layer constricts
the lumen of the organ. Such muscle generally
displays rhythmic contractions that are controlled
by pacesetter cells that can spontaneously depo-
larize and trigger contraction of the remainder of
the muscle.

2. Multiunit smooth muscle. In contrast to single-
unit smooth muscle, individual cells are separated
from one another in multiunit smooth muscle.
Such cells generally lack gap junctions. This neces-
sitates that each cell must be innervated by a nerve
ending. Therefore, such muscle has a richer nerve
supply than single-unit smooth muscle. There is
seldom synchronous contraction of the entire
muscle. This type of muscle is found in the iris of
the eye, along portions of the male reproductive
tract, surrounding the walls of large arteries, and
in the arrector pili muscle of the skin.

Neural innervation of smooth muscle

Smooth muscle is innervated by the autonomic
nervous system, whereas skeletal muscle is innervated
by the somatic nervous system. Unlike skeletal muscle
that has a well-defined NM]J, autonomic fibers run
over the surface of smooth muscle cells and have
many bulbous swellings called varicosities. The neu-
rotransmitter is released from these varicosities and
diffuses into a wide synaptic cleft, forming a diffuse
junction.

Contraction of smooth muscle

Contraction of smooth muscle takes longer to develop,
but lasts longer, than skeletal muscle. Smooth muscle
can also shorten and stretch further than skeletal
muscle. This is due to the differences in the structure
between the two muscle types. While tropomyosin is
found in smooth muscle associated with the thin fila-
ments, troponin is lacking. There is less SR in smooth
muscle, and smooth muscle lacks T tubules. As a
result, the action potential must spread only along the
surface of the cell, and the greatest source of calcium
for muscle contraction is the interstitial space. The
sequence of events for smooth muscle contraction is
as follows:

Chapter 7
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Table 7.2.  Comparison of skeletal, cardiac, and smooth muscle.
Properties Skeletal Muscle Cardiac Muscle Smooth Muscle
Location Attached to bones; or occasionally Wall of the heart Single-unit found in walls of
to skin in the case of some facial hollow organs; multi-unit found
muscle in intrinsic ocular muscles
Size Single, long, cylindrical; Striated; Branching; Striated; Fusiform; non-striated;

Number of nuclei

Connective tissue
components

Presence of sarcomere

Presence and location
of T tubules

Presence gap junctions

Individual
neuromuscular junctions

Source of calcium

Site of calcium binding
and regulation
Contraction

Effect of nervous system

Respiration

100um-30cm
Multinucleated

Epimysium, perimysium, and
endomysium

Yes

Yes; located at junction of A and |
bands

No
Yes

Sarcoplasmic reticulum
Troponin on thin filaments

Rapid onset, can tetanize depending
on fiber type can fatigue rapidly

Yes; located at junction of A and |
bands

Aerobic and anaerobic

10-20pum x 50-100um
Uni- or binucleated

Endomysium attached
to fibrous skeleton

Yes

Yes; located at Z disc

Yes at intercalated discs

No

Sarcoplasmic reticulum
and extracelluar

Troponin on thin
filaments

Develops slowly cannot
tetanize

Yes; located at Z disc

Aerobic

5-10pum x 30-200 um
Uninucleated

Endomysium

No; actin and myosin scattered
throughout sarcoplasm; actin
attached to dense bodies

No; caveoli (infolding of cell
membrane)

No; caveoli instead

Present in multiunit but not
single-unit muscle

Mostly extracellular
Calmodulin in sarcoplasm
Slow onset, may tetanize but
generally fatigues slowly

No; caveoli instead

Primarily aerobic

1. The muscle is stimulated by autonomic fibers

releasing either norepinephrine or ACh.

An action potential spreads along the sarcolemma.

3. Cytosolic Ca**levels increase, with calcium coming
mostly from the interstitial space, but some from
the SR.

4. Ca* binds to the calmodulin, a second messenger,
causing its activation.

5. The activated calmodulin then activates myosin
light-chain kinase.

6. The activated protein kinase phosphorylates the
myosin head.

7. Phosphorylation allows cross bridges to form
between myosin and actin.

8. The muscle contracts as Ca* is pumped out of
the cell.

N

Note that in smooth muscle, calmodulin is serving
a role similar to that of troponin in skeletal muscle in
that it binds calcium. Once activated, calmodulin acti-
vates a myosin light-chain kinase that uses ATP to
phosphorylate the myosin head, thus allowing the
myosin head to attach to actin. The pumping of
calcium out of the cell is a slow process partially
explaining the delay in smooth muscle relaxation.

In addition to responding to the autonomic nervous
system, smooth muscle can contract and relax in re-
sponse to stretching; hormones; or changes in local
factors, including pH, O,, CO,, temperature, and ion
concentrations. For example, stretching of the blad-
der can cause contractions. Hence, the bladder can
continue to function in an animal with a spinal cord
injury. Epinephrine, released from the adrenal me-
dulla during a stress response, can cause the bron-
chioles to dilate. For a comparison of skeletal, smooth,
and cardiac muscle (discussed in Chapter 13), see
Table 7.2.

Muscle system
Naming muscles

The muscle system includes all the skeletal muscle
and is therefore responsible for voluntary movement.
It is not the intent of this book to cover all the muscles,
but rather to give an overview of many of the major
muscles involved in movement. The muscles will be
covered by functional area.
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Generally, the name of the muscle gives consider-
able information about its location or role. Muscles are
named by several criteria:

1. Location. Sometimes, a bone or body region is
included in the name, giving an indication of its
location (e.g., temporalis is located over the tem-
poral bone and the intercostal muscles are found
between the ribs). The word deep (e.g., deep digital
flexor) indicates that the muscle is not found at a
superficial level.

2. Action. The action performed by the muscle may
be included in the name. For example, the exten-
sor digitorum extends a digit while the pronator
teres pronates a limb.

3. Size. Whether the muscle is large or small may
be indicated in the name (e.g., pectoralis major,
adductor longus). The name may include such
terms as longus (long), brevis (short), maximus
(largest), minimus (smallest).

4. Shape. Sometimes muscles are named according
to their shape (e.g., deltoid or trapezius muscles).

5. Direction of the fibers. Terms, such as rectus, indi-
cate that the muscle fibers run parallel or straight
relative to the body axis, whereas transverse muscles
run at right angles to the same axis. Oblique fibers
run at some other angle relative to that axis.

6. Number of origins/bellies. The name may include
the number of heads (e.g., biceps brachii) or bellies
(digastricus).

7. Attachment. Many times, the origin or attachment
site is included in the name of the muscle (e.g.,
cleidomastoid is attached to the clavical, or its
remnant, and mastoid process).

Muscles can have several types of attachments.
They may attach to a bone via either (1) a tendon,
which is a dense cord of regular connective tissue, (2)
an aponeurosis, which is a tendinous sheet, or (3)
fascia, which is common for superficial muscles, or (4)
they may attach directly to the periosteum of the bone.
Examples of each include the biceps brachii, which
attaches via a tendon; the latissimus dorsi, which
attaches via the thoracolumbar aponeurosis; the pla-
tysma, which attaches via the fascia; and the masseter,
which attaches to the mandible.

Arrangements of fascicles

As stated previously, skeletal muscles are arranged in
fascicles (Fig. 7.1). The fascicle arrangement can vary
(Fig. 7.21). Fascicles are sometimes found to be
arranged in a straight line and are referred to as paral-
lel muscles (an example is the abductor digiti minimi).
If the arrangement is circular, the fascicles appear
as concentric rings. Such an arrangement is typically

Unipennate Bipennate

Multipennate Circular Convergent

Fig. 7.21. Fascicle arrangement. Muscle fascicles can have varying
arrangements allowing for different functions.

found around an orifice such as the orbicularis oris
muscle that surrounds the mouth. In a convergent
muscle, the fascicles converge to the tendon for inser-
tion. Therefore, the muscle begins wide, similar to the
shape of a fan, and then narrows, as is seen in the
pectoralis major muscle. In the pennate muscle, such
as the gastrocnemius muscle, the fascicles are short
and attach obliquely (penna = feather) to the tendon.
In a unipennate muscle, the tendon runs along one
side of the tendon, whereas in multipennate, the
tendon branches within the muscle and looks like
many feathers laying side by side.

Muscles as levers

The muscular and skeletal systems work together to
function as a lever system. A lever consists of a rigid
structure (i.e., bone) that moves around a fixed point
called the fulcrum. Muscle contraction acts as the force
to move a load, or bone. Levers provide a mechanical
advantage, allowing a force to move a heavier load
either further or faster (Fig. 7.22).

Three different classes of levers exist, depending on
the relationship of the force, fulcrum, and load (Fig.
7.23). In a first-class lever, the fulcrum is between the
force and load, which are at either end of the lever.
This is similar to a playground seesaw, and it provides
a mechanical advantage. The act of an animal lifting
its head functions as a first-class lever.

A second-class lever exists when the force is applied
at one end and the fulcrum is found at the other end,
while the load is placed in between. Such levers create
a mechanical disadvantage, and are thus rarely found
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Force x Distance = Resistance x Distance

A
|'m |
i 5m i
20 x 5=1000 x .25
B
\4—2.5 m
‘Ap Sm
? = 2000 kg
Fig. 7.22. Mechanical advantage versus disadvantage. A lever

system can provide a mechanical advantage or a mechanical
disadvantage. The equation shown at the top explains the
relationship between force and distance. (A) With this lever system,
a mechanical advantage is provided because of the position of the
fulcrum relative to the force and load. Twenty kilograms of force is
able to lift 1000kg of load. (B) With the fulcrum and load placed at
opposite ends of the lever, and a force provided in the middle, it
requires 100 times the amount of force needed in the example shown
in A to move the same load. This is a mechanical disadvantage.

A First-class lever B Second-class lever C Third-class lever

Effort Effort

.

— =1

Effort

Load

Fig. 7.23. Anatomical examples of lever systems. (A) In a first-class
lever, the force and load are on opposite sides of the fulcrum. (B) In
a second-class lever, the load is between the force and the fulcrum. (C)
In a third-class lever, the force is between the load and the fulcrum.

in the body. A wheelbarrow acts as such a lever. The
calf muscles act as a second-class lever when causing
plantar flexion.

In a third-class lever, the fulcrum and load are at
either end of the lever, and the force is applied between
the two. Tweezers work in this manner, as do most

skeletal muscles. When the biceps brachii flexes the
elbow, the insertion is located on the radius-ulna while
the origin is located in the shoulder region. Contrac-
tion of the muscle causes the leg to flex at the knee. In
a third-class lever, the speed and distance traveled by
the load are increased at the expense of effective force.

Muscle terminology

Origins and insertions

Muscles are always attached to other structures at
either end. Generally, one end is in a fixed position
while the other end moves toward it when the muscle
is contracted. The fixed attachment site is called the
origin, and the movable end is called the insertion
(Fig. 7.24). While the origin is normally proximal or
superior to the insertion, this is not always the case.
The sternocleidomastoid muscle originates at the
sternum, and inserts at the mastoid process of the
temporal bone.

Actions

The movements of the skeleton caused by muscle
contraction involve flexion or extension, adduction
or abduction, protraction or retraction, elevation or
depression, rotation, circumduction, pronation or
supination, inversion or eversion. These actions are
defined in Table 7.3.

Muscles typically work in groups rather than indi-
vidually. For example, the biceps branchii and bra-
chialis cause flexion of the elbow, and the triceps
brachii, tensor fasciae anterbrachii, and anconeus
cause extension of the elbow. The agonist is the muscle
primarily responsible for producing a certain move-
ment, and the antagonist is the muscle whose action
opposes that movement. In the case of the elbow, the

Synergist
(stabilizes shoulder)

Antagonist
(opposes flexion of elbow)

Agonist

(causes flexion

of elbow)
Insertion

Fig. 7.24. Muscle functions and attachments. Using the thoracic
limb of the horse, this figure demonstrates the origin and insertion
of muscles, as well as the agonist and antagonist functions with
regards to the elbow. (Figure modified from Getty, 1964.)
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Table 7.3. Muscle terminology.

Term Description

Abduction Movement of a structure or limb or away from the median plane of the body (e.g., spreading the toes or
moving a limb away from the center of the body)

Adduction Movement of a structure or limb toward the median plane of the body (e.g., bringing the toes together or
moving a limb toward the center of the body)

Antagonist Opposes the movement of the prime mover (e.g., the triceps brachii, which extends the elbow joint, is the

Circumduction

antagonist of the biceps brachii, which flexes the elbow joint)

Circular movement of an extremity describing the surface of a cone; involves successive flexion, abduction,
extension, and adduction (e.g., moving a limb in a circular motion)

Depression Moving a structure in a ventral direction (e.g., dropping the shoulders)

Elevation Moving a structure in a dorsal direction (e.g., shrugging the shoulders upward)

Eversion Twisting the foot to face the sole outward

Extension Increasing the angle between bones. Ex: extending fingers from a curled position, or straightening the stifle ~

(knee) =

B

Flexion Decreasing the angle between bones. Ex: Bending the elbow toward a 90° angle. o
<=
)

Trunk lateral flexion
Trunk flexion
Shoulder flexion

Plantar flexion

Bending to the side
Bending forward
Swinging the limb backward (in humans, it is swinging the limb forward)

Movement of the ankle joint to push the sole of the foot downward

Dorsiflexion Flexion of the ankle joint in order to raise the top of the foot upward
Insertion The more movable of the two attachments. In the limbs, this is usually the more distal attachment
Inversion Twisting motion of the foot to face the sole inward
Origin The less movable of the two attachments. In the limbs, it is usually the more proximal attachment
Pronation Movement of the palmar side of the paw downward

Protraction
Retraction
Rotation

Lateral rotation

Medial rotation

Moving a part of the body cranially in the horizontal plane. Ex: Pushing the shoulders forward
Moving a part of the body caudally. Ex: Pulling the shoulders back

Movement around the long axis

The cranial surface of a limb turns away from the long axis of the trunk (e.g., Gemelli)

The cranial surface of a limb turns toward the long axis of the trunk

Supination Movement of the forearm (radius and ulna) so the palmar side is rotated upward or forward as when a cat
laps milk off its paw.
Synergist A muscle that indirectly aids the action of the prime mover. Ex. Teres major muscle is a synergist to the

latissimus dorsi muscle

biceps brachii is the agonist for flexion of the elbow
and the triceps branchii is the antagonist. A synergist
is a muscle that helps the agonist work more effi-
ciently. Synergists may provide additional force to
move the joint, or they may help stabilize the joint.

Muscle attachments

Muscles can make three types of attachments. In a
fleshy attachment, there is an apparent direct attach-
ment of the muscle to the bone, as in the case of muscle
attachments to the scapula. In actuality, the muscles
are attached to the bones by very short tendons. In a

tendinous attachment, the muscle is attached to the
bone via dense connective tissue. In an aponeurotic
attachment, there is a flat, tendinous sheet attaching
the muscle, as is seen in the abdominal wall.

Major skeletal muscles

There are over 600 skeletal muscles in the body. We
will only cover the principal muscles, presenting
them as groups controlling various parts of the body
(see Table 7.4, Table 7.5, and Table 7.6 and Fig. 7.25,
Fig. 7.26, Fig. 7.27, Fig. 7.28, and Fig. 7.29).
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Muscles of the head and neck

Table 7.4. Muscles of the head and neck.

Muscle Description Origin (O)/Insertion (1) Action

Muscles of Facial Expression and Mastication

Buccinator Muscle contained within the wall of O—Fascia of cheek wall Holds the cheeks toward the
the cheek |—Fascia of cheek wall mouth when chewing
Masseter Most powerful muscle for closing jaw ~ O—Zygomatic arch Elevates mandible (closes
I—Masseteric fossa of mandible mouth)
Mentalis Major muscle making bulk of muscle O—Rostral end of mandible Elevates and protrudes lower lip

Zygomaticus

Muscles of the Neck
Brachiocephalicus

Cleidobrachialis

mass of chin

temporal, frontal and parietal bones

Muscle running diagonally from cheek
bones to corner of mouth

Complex muscle acting on head and/

I—Skin of chin

I—Coronoid processs of mandible
O—Zygomatic bone near
zygomaticomaxillary suture
I—Angle of the mouth

O—~Clavicle or its remnant

Orbicularis oris Multilayered muscle of the lips O—Lips Purses lips
I—Lips
2 Pterygoid
9]
3, Medial Two-headed muscle running along O—Sphenoid and pterygoid bones  Acts with temporalis and
i internal surface of mandible I—Medial surface of mandible masseter muscle to elevate
o mandible (close mouth)
Lateral Two-headed muscle lying superior to O—Sphenoid bone Protrudes mandible; in
medial pterygoid muscle I—Neck of condyle of mandible herbivores, cross jaw-action
Platysma “Grimace” and “neck-cording” muscle ~ O—Skin of neck Retract lips
I—Angle of lips
Temporalis Fan-shaped muscle covering part of O—Temporal fossa Closes mouth; elevates and

retracts mandible

Retracts and elevates corners of

mouth

Depending on which end is

fixed (not moved), and whether
one or both sides (right and left)
contract: Advances forelimb,
turns head to the side, or flexes
neck ventrally

|—Cranial humerus
O—~Clavicle or its remnant
I—Mastoid process of skull
O—Clavicle or its remnant
I—Dorsal midline of neck

or limb

Cleidomastoideus
Cleidocephalicus

Flexes the head and neck and
inclines them to one side.
Sternomandibularis may also
help open the mouth.

In carnivores, consists of
sternomastoid and sternoocipitalis. In
ox and goats, the sternoocipitalis is
replaced by the sternomandibularis.
The horse has only
sternomandibularis.

Sternocephalicus O—=Cranial part of the sternum

(manubrium)

I—Mastoid process of skull

O—Sternum (manubrium)
I—Mastoid process of skull

Sternomastoid

O—Sternum (manubrium)
I—Occipital region of skull
O—Sternum (manubrium)
I—Angle of the mandible

Sternooccipitalis (dog
and cat)

Sternomandibularis




Zygomaticoauricularis M.

Masseter M.

Retractor anguli oculi lateralis M. Transverse facial V.

Parotidoauricularis M.
Zygomatic M.

Malaris M.

Angularis oculi V.

Parotid In.
Buccal br. of facial N. and transverse facial A.
Levator nasolabialis M.

Auriculotemporal N.
Superior labial V.

Facial N.
Lateral nasal V.

Dorsal nasal V.

Transverse facial A.
Levator labii superioris M.

Parotid gland
Caninus M.

Communicating

Depressor labii br. between

superioris M. Wk buccal br. and t
: mandibular marginal k)
br. of facial N. =
e S
\ Maxillary V. )
N \ Linguofacial V.
Sternozygomaticus M.
i i i sternocephalicus M.
Orbicularis oris M Inferior labial V. Parotid duct ( phalicu )
Cutaneous faciei Mylohyoideus M. g/lanfd]ibu_lalrﬁarginal
d r. of facial N.
M. (cut) Buccinator M. Depressor labii inferioris M.
Fig. 7.25. Superficial muscles of the neck of the goat. A, artery; br, branch; V, vein; In, lymph node; M, muscle; N, nerve. (With permission

from Constantinescu, 2001.)
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Rhomboideus cervicis M.

‘mﬂ’_’m.
' Trapezius M. pars thoracica
Trapezius M. pars cervicalis

Splenius cervicis M.

C4

Axillary fascia,

Serratus ventralis cervicis M. superficial sheet

Axillary fascia,
Omotransversarius M.

Supraspinatus M.
Cleidooccipitalis M.

#—F
CES P PR T

Fig. 7.26. Deeper muscles of the neck of the goat. A, arterty; V, vein; In, lymph node; M, muscle; N, nerve. (With permission from
Constantinescu, 2001.)

Muscles of the pectoral limb and lateral thorax

Table 7.5. Muscles of the pectoral limb.

Muscle Description Origin (O)/Insertion (1) Action

Extrinsic Muscles of Thoracic Limb'

Brachiocephalicus This is a wide muscle running from the head Draws the lifted forelimb
and neck to the front limb. The clavicular forward or draws the
intersection divides the muscle into the head to the side

cleidocephalicus and cleidobrachialis

Cleidocephalicus O—Occipital and dorsal midline Pulls humerus forward
of neck
I—Clavicle

Clavodeltoid O—Clavicle Pulls humerus forward

|—Cranial border of humerus

Pectoralis A broad flat muscle extending from the
sternum to the humerus
Pectoralis O—Sternum Adducts and retracts
superficialis l—Humerus (greater and lesser limb (flex shoulder)
tubercles)
Pectoralis O—Sternum Flexes shoulder and

profundus I—Cranial surface of the humerus ~ draws humerus caudally



Table 7.5. Continued

Muscle

Description

Origin (O)/Insertion (1)

Action

Rhomboideus
Cervicis
Thoracis

Trapezius
Cervicis
Thoracis

Latissimus dorsi

Extrinsic muscle lying deep to the trapezius
extends between dorsal medial scapula and
midline from head or neck to cranial thorax

Triangular-shaped muscle extending from
the dorsal midline of neck and thorax to the
spine of the scapula

Broad, flat, fan-shaped muscle extending
from dorsal thoracolumbar region to medial
side of humerus

Instrinsic Muscles of Shoulder?

Biceps brachii

Coracobrachialis

Deltoideus

Supraspinatus

Infraspinatus

Teres major

Teres minor

Subscapularis

One headed (Two-headed in humans)
fusiform muscle

Small muscle crossing medial side of
shoulder joint

Extends from scapular spine over shoulder
joint to the deltoid tuberosity of the humerus

Fills the supraspinous fossa of the scapula

Fills the infraspinous fossa of the scapula

Extends from caudal border of scapula and
inserts on latiissimus dorsi muscle on medial
side of humerus

Small muscle ventral to the tendon of the
infraspinatus muscle

Large muscle filling most of the space on the
medial scapular surface and inserting on
humerus

Intrinsic Flexor Muscles of Leg’

Biceps brachii

Brachialis

Spans cranial surface of humerus

Extends from caudal part of humerus to the
radius

Intrinsic Extensor Muscles of Leg’

Triceps brachii

Long Head

Lateral Head

Multi-headed muscle crossing shoulder and
caudal leg

O—Dorsal neck and thorax;
nuchal crest of skull

I—Dorsal border of scapula and
scapular cartilage

O—Cervicis: Median fibrous
raphe of neck

Thoracis: Spines of T;-T; or T,
[—(both parts)—Spine of scapula

O—Thoracolumbar fascia of
thorax and lumbar region; and
some caudal ribs

|—Teres tuberosity of humerus

O—Supraglenoid tubercle of
scapula

|—Radial tuberosity; also ulnar
tuberosity in some species

O—Coracoid process of scapula
I—Proximal shaft of humerus

O—Spine of scapula; acromion
process of scapula
|—Deltoid tuberosity of humerus

O—Supraspinous fossa of scapula
|I—Greater and lesser tubercule of
humerus

O—Infraspinous fossa of scapula
I—Infraspinous tubercle of
humerus

O—Proximal 2/3 of caudal
border of scapula
|—Teres tuberosity of humerus

O—Distal third of caudal border
of scapula

|—Teres minor tuberosity of
humerus

O—Subscapular fossa of scapula
|—Lesser tubercle of humerus

O—Supraglenoid tubercle of
scapula

|—Radial tuberosity; also ulnar
tuberosity in carnivores

O—Proximal lateral humerus
|—Radial tuberosity

O—Caudal border of scapula
[—Olecranon process of ulna

O—Lateral surface of humerus
[—Olecranon process of ulna

Rotates (capitis and
cervicis) or adducts the
scapula (thoracis)

Both concurrently:
Elevate shoulder
Cervicis only: rotate
scapula cranially
Thoracis only: rotate
scapula caudally

Pulls humerus caudally;
medially rotates and
adducts the shoulder

Extension of the
shoulder

Chapter 7

Stabilizes and potentially
flexes shoulder joint

Flexes shoulder joint;
slightly abducts humerus

Extends shoulder joint

Abducts and rotates
humerus, may flex
humerus depending on
position

Flexes shoulder joint

Flexes/stabilizes
shoulder

Adducts shoulder joint

Action distal to shoulder
is to flex shoulder; also
supinates paw in
carnivores

Flexes elbow

Extends elbow joint

Extends elbow joint

(Continued)
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Table 7.5. Continued

Muscle Description Origin (O)/Insertion (I) Action
Medial Head O—Medial surface of humerus Extends elbow joint
|—Olecranon process of ulna
Accessory Head O—Proximal caudal humerus Extends elbow joint
(carnivores only) |—Olecranon process of ulna

O—Latissimus dorsi

Tensor faciae Thin, insignificant muscle arising from the Extends elbow joint
" L |—Olecranon process of ulna
antebrachii latissimus muscle : .
and antebrachial fascia
Anconeus Small muscle filling olecranon fossa O—Epicondyles of humerus Lifts joint capsule out of
|—Olecranon process of ulna joint space on full elbow
extension

'Muscles that attach to the thoracic limb and some other part of the body.

*Muscles having both attachments on the thoracic limb bones.

Latissimus dorsi M.

Trapezius M.

Tensor fasciae
antebrachii M.

- Serratus ventralis
thoracis M.

Triceps brachii M.

Lateral thoracic N.

Omotransversarius M.”
c Ascending pectoral M.
6

Descending pectoral M.

/ I (MREL B
Cleidobrachialis M. Deltoideus M. e

“Cranial cutaneous
antebrachial N.

Fig. 7.27. Superficial muscles of lateral thorax of the goat. C, cervical spinal nerves; M, muscle; N, nerve. (With permission from
Constantinescu, 2001.)
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Muscles of the pelvic limb and body wall

Table 7.6.  Muscles of the pelvic limb and body wall.

Muscle

Description

Origin (O)/Insertion (1)

Action

Sublumbar Muscles'

Psoas minor

Iliopsoas (psoas
major and iliacus)

Quadratus
lumborum

Rump Muscles’
Gluteal muscle

Superficial
Medial
Deep

Tensor fasciae latae

A long, thin muscle extending from
lumbar vertebral bodies to ilium

Fused psoas major and iliacus

muscle; chief flexor of hip

Lies along underside of transverse
processes of lumbar vertebrae

Smallest, thinnest gluteal muscle
Largest gluteal muscle
Moderately sized, fan shaped

Triangular-shaped

Pelvic-Associated Muscles’

Obturators

External

Internal

Gemelli

Quadratus femoris

Body Wall
Abdominal obliques

External

Internal

Gracilis

Fan-shaped muscle covering
obturator foramen externally

Fan-shaped muscle covering
covering obturator foramen inside
pelvic cavity

Fairly insignificant hip rotator

Small rectangular muscle that
extends from ileum to femur

Four muscles forming ventrolateral
abdominal wall

Sheet-like muscle extending
cranially and ventrally from ribs
and thoracolumbar facia

Sheet-like muscle deep to the
external abdominal oblique

Broad, superficial muscle extending
from pelvic symphysis to medial
thigh and inserting on the tibia

O—Vertebrae T,;-Ls
I—lliopubic tubercle

O—Lumbar vertebrae
|—Lesser trochanter of femur

O—Transverse processes of
lumbar vertebrae
I—Wing of sacrum and ilium

O—Sacral vertebrae
|—Third trochanter

O—Wing of ilium
|—Greater trochanter of femur

O—Body of ilium
I—On or near greater trochanter

O—Tuber coxae
|—Lateral femoral fascia, patella

O—Ventral surface of pubis and
ischium surrounding obturator
foramen

I—Trochanteric fossa of femur

O—Interior (floor) of pelvis
surrounding obturator foramen
|—Trochanteric fossa of femur

O—Ischium
|—Trochanteric fossa of femur

O—Ventral surface of the caudal
ischial tuberocity
I—Intertrochanteric crest, just
distal to intertrochanteric fossa

O—Last several ribs and
thoracolumbar fascia
I—Midventral

O—Tuber coxae and
thoracolumbar fascia

I— Ventral midline at the linea
alba

O—Symphyseal tendon (ventral
pelvic symphysis)
I—Medial surface of knee/leg

Stabilize back; flex vertebral
column

Flexes hip when leg is free;
flexes vertebral column when

leg is fixed

Stabilizes lumbar vertebrae

Abducts limb of femur

Chapter 7

Extends hip, abducts limb

Extends hip, abducts limb

Tense lateral femoral fascia and
thus flex hop joint and extend
stifle

Adducts thigh

Rotates femur laterally

Rotates femur laterally

Outward rotation of the hip;
minor action in extending hip

Support the abdominal wall;
assist forced expiration/
urination/defecation; twist trunk

Support the abdominal wall;
assist forced expiration/
urination/defecation; twist trunk

Adducts thigh

(Continued)
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Table 7.6. Continued

Muscle Description

Origin (O)/Insertion (1)

Action

Rectus abdominis Tow long, straight muscles running

from sternum to prepubic tendon
Thigh Muscles*
Hamstrings

Biceps femoris Largest and most lateral of caudal

thigh muscles

Semimembranosus Arises with semitendinosis muscle
form ischiatic tuberosity. Splits into

two bellies.

Semitendinosus The longest hamstring; forms

caudal border of thigh.

Pectinius Long, spindle-shaped muscle on

medial thigh

Quadriceps femoris Large muscle covering lateral,

medial and cranial surfaces of
femur

Vastus lateralis

Vastus intermedius

Vastus medialis

Rectus femoris

Sartorius A strap-like muscle on medial thigh

O—Sternum
I—Prepubic tendon

O—lschial tuberocity
I—Lateral surface of knee/leg

O—lschial tuberocity
I—Posterior surface of femur and
tibia

O—lschial tuberocity

I—Tibia and calcanean tuberosity

O—Pubic tendon
|—Femoral shaft

O—Cranial and inferior to greater
trochanter of femur and along
linea aspera

|I—Tibial tuberosity via patellar
ligament

O—Craniolateral surface of
femur and linea aspera of femur
|I—Tibial tuberosity via patellar
ligament

O—Entire length of linea aspera
of femur

I—Tibial tuberosity via patellar
ligament

O—Rectus femoris area of ilium
I—Tibial tuberosity via patellar
ligament

O—Ilium

I—Knee

Support/balance

Extends thigh, flexes leg

Extends hip, flex or extend
knee (stifle)

Extends hip and tarsus, flexes
knee (stifle)

Adducts limb and flexes hip

Main stifle (knee) joint extensor

Extends knee (stifle)

Extends knee (stifle)

Extends knee (stifle)

Extends knee (stifle); flexes hip

Flexes hip joint and extends
knee

'Originates from ventral surface of caudal thoracic and lumbar vertebrae and inserts on the os coxae and femur.

Originates from the ilium and inserts on the femur.

*Originiates caudomedial to the hip joint and inserts in or near trochanteric fossa.

“Includes extensors of the stifle that are innervated by the femoral nerve, adductors and hamstring musles.
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Sciatic N.
Giluteobiceps M. (cut) Pudendal N.

Deep gluteal M.

Cranial gluteal A.N. Pelvic Nn.
Internal iliac A.

Accessory gluteal M. Middle gluteal M. (cut)

Caudal rectal N.

Caudal gluteal N.
Rectum

Anus
Lateral part

Vulva
of iliacus M.

from
Labial N. pudendal N.

Mammary br.
Lateral cutaneous Y

Deep perineal N}
femoral N.

Caudal cutaneous
femoral N.

Semimembranosus M.

Internal pudendal A.
Tensor fasciae latae M.

Chapter 7

Gemelli Mm.

Quadratus femoris M.

Gluteobiceps M. (cut)
Rectus femoris M.

Vastus lateralis M. Adductor M.

]— of fascia lata

Deep sheet

Superficial sheet
Gluteobiceps M.

Semitendinosus M.

A OCpmitslat wen

Superficial sheet
of fascia lata

3

Fig. 7.28. Deeper muscles of left pelvis and thigh of goat, lateral aspect. A, artery; M, muscle; N, nerve; br., branch. (With permission from
Constantinescu, 2001.)
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210 Anatomy and physiology of domestic animals

A

Sciatic N.

Gemelli Mm. Middle gluteal M.
Tensor fasciae
Biceps femoris M. (cut) latae M.
//, y '_// q
W === /
Quadratus femoris M. | -"’:/ / 7 / ; I\g\?::;l?s "

Semimembranosus —*
M. \\ )

Adductor M.

./ Biceps femoris M.

Medial circumflex " (cut and reflected)

femoral V.A. /d_ i
Semitendinosus M.~ ' @1
(reflected) ( Common fibular N.

Semimebranosus M. Tibial N.

Popliteal In.

Medial head of

" ius M Caudal cutaneous
gastrocnemius M.

2 W
/ e A ) o “
,\! \;l ]
J\” fﬁ
4115 e
Al "
! sural N.
Superficial digital flexor M. I
Lateral saphenous

Lateral head of V. (reflected)

gastrocnemius M.
Calcanean tendon L IV
of semitendinosus M. T/

Calcanean tendon/“*ﬁ' 1
of biceps femoris M. f "A

B

Psoas minor M.

External iliac V.A.
Femoral V.A.N.

Deep femoral Sartorius
V.A.

lliacus M.

Gracilis M.
(cut and

Psoas major M == . ] reflected)

latae M.

Rectus femoris M-

Vastus medialis M.

Pectineus M.

_'|_Semimembranosus
M.

Semitendinosus M.

Gracilis M. (cut and
reflected)

Fig. 7.29. Superficial and deep muscles in right thigh of goat. (A) Lateral aspect. (B) Medial aspect. M, muscle; N, nerve; V, vein. (With

permission from Constantinescu, 2001.)

Stay apparatus of a horse

The stay apparatus allows a horse to rest while stand-
ing, using little muscular activity or fatigue. The stay
apparatus uses a system of tendons and ligaments to
“lock” the lower portion of the leg, thus requiring
minimal muscular effort to stand (Fig. 7.30). The stay
apparatus of the thoracic limb consists of the tendi-
nous tissue of the serratus ventralis muscles, biceps
brachii, lacertus fibrosus, radial carpal extensor,
common digital extensor, long head of the triceps, sus-
pensory ligament and its branches, collateral liga-
ments, superficial and deep digital flexor tendons, and
their accessory ligaments. The stay apparatus works
as follows:

1. Shoulder flexion. Prevented by the tendon of the
biceps brachii.

a. Serratus ventralis. When the horse is at rest,
the body is suspended from the scapulae by
fibrous tissue in the serratus ventralis that
causes the shoulder to flex.

b. Biceps brachii. The tendon of the biceps brachii
runs the length of the muscle. Stretching this
tendon prevents flexion of the shoulder.

2. Elbow flexion. The elbow tends to flex because of
the weight of the animal. This is prevented by

placement of collateral ligaments behind the axis
of the joint.
Carpus flexion. The carpus would tend to flex, but
this is prevented by the tendon of the biceps
brachii, the lacertus fibrosus, and the tendon of
the extensor carpi radialis acting cranially, and
the flexor tendons and accessory ligaments acting
caudally.

a. The lacertus fibrosus is a tendinous band
that connects the tendon of the biceps bra-
chii muscle to the tendon of the extensor
carpi radialis muscle, thus forming an unbro-
ken line of force from the shoulder to the
metacarpus.

b. Tendon of the extensor carpi radialis. Tension
is transmitted through the tendon of the biceps
brachii and pulls the lacertus fibrosus, which
directs tension down to the tendon of the
extensor carpi radialis and then down to the
metacarpus.

Carpus hyperextension. This is prevented by the

cube shape of the carpal bones and the palmar

carpal ligament.

Fetlock hyperextension. This is prevented by the

suspensory apparatus, the extensor branches of

the suspensory ligament, and the flexor tendons
and their accessory ligaments.
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Fig. 7.30. Stay apparatus of the thoracic limb of the horse. (Modified from Pasquini et al.

Long tendon of
biceps brachii muscle

Lacertus fibrosos

Extensor carpi radialis muscle

Tendon of common digital extensor

Extensor branch of interosseous

Chapter summary

Overview of muscle tissues

Properties and functions of muscle

1.

2.

The properties of all muscle include excitability,
contractility, extensibility, and elasticity.

The functions of muscle include production of
movement of both internal and external body
parts, maintaining posture, stabilizing joints, and
generating heat.

Types of muscle tissue

1.

2.

Skeletal muscle attaches to bones, is striated, and
is voluntarily controlled.

Cardiac muscle is found in the heart, is striated,
and is involuntarily controlled.

3. Smooth muscle, located chiefly in the walls of

Serratus vertralis

Triceps muscle, long head

Collateral ligament
Accessory ligament of the superficial digital flexor

Superficial digital flexor

Deep digital flexor tendon
Accessory ligament of the deep digital flexor

Suspensory ligament

, 1995.)

hollow organs, is nonstriated, and is involun-
tarily controlled.

Skeletal muscle

Gross anatomy of a skeletal muscle

1.

Skeletal muscle, constituting approximately 40%
of body weight, is made up of muscle cells called
fibers.

Skeletal muscle is protected and strengthened by
connective tissue coverings. From superficial to
deep, these coverings are called the epimysium,
perimysium, and endomysium.

Skeletal muscle attachments (origins/inser-
tions) may be direct or indirect via tendons or
aponeuroses.

(Continued)
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Microscopic anatomy of a skeletal muscle fiber

1.

2.

Skeletal muscle fibers are long, striated, and
multinucleated.

Most of their cell body is occupied by myofibrils,
which are composed of thick and thin myofila-
ments consisting primarily of myosin or actin,
respectively. Their striated appearance results
from alternating dark (A) and light (I) bands.
The functional unit of skeletal muscle is the sar-
comere, which consists of alternating A- and
I-bands. Myofibrils consist of chains of sarcomeres.
The heads of myosin molecules form cross bridges
that interact with the actin (thin) filaments.

The SR, comparable to the endoplasmic reticu-
lum in other cells, is a system of membranous
tubules surrounding each myofibril. It functions
to release and actively sequester calcium ions.
T tubules are invaginations of the sarcolemma
that run between the terminal cisternae of the SR.
These tubules allow the action potential to go
deep into the muscle fiber and interact with the SR.

Excitation—coupling and sliding filament theory

1.

A motor end-plate potential develops when ACh
released by a nerve ending binds to ACh recep-
tors (i.e., a nicotinic receptor) on the sarcolemma,
causing depolarization of the muscle fiber. This
results in the production of an action potential
that is self-propagating and unstoppable.

In excitation—contraction coupling, the action
potential is propagated down the T tubules and
causes the release of calcium from the SR into the
sarcoplasm.

Calcium then binds to troponin, causing a con-
formational change in its shape, allowing tropo-
myosin to move and uncover myosin-binding
sites. This allows cross-bridges to form between
the myosin head and thin filament. Myosin
ATPase splits ATP, which energizes the power
strokes.

The binding of a new molecule of ATP to the
myosin head is necessary for cross-bridge detach-
ment. If ATP is not present, a rigor complex
forms in which the myosin head remains bound
to the thin filament.

Cross bridge activity ends when calcium is
pumped back into the SR.

Contraction of a skeletal muscle

1.

A motor unit consists of one motor neuron and
all the muscle cells it innervates.

2. When stimulated, a motor unit responds with a
single brief twitch. A twitch has three phases
including the latent period (release of calcium
from SR), the period of contraction (the muscle
tenses and may shorten), and the period of relax-
ation (calcium is resequestered and the muscle
resumes its resting length).

3. When stimulated rapidly, wave summation of
twitches occurs giving a graded response re-
sulting in unfused or fused tetanus. With
strong stimulation, many motor units can be re-
cruited in a process called multiple motor unit
summation.

4. Isotonic contractions occur when a muscle short-
ens (concentric contraction) or lengthens (eccen-
tric contraction), thus moving a load. Isometric
contractions occur when tension occurs with no
change in the length of the muscle.

Muscle metabolism

1. The energy source for muscle contraction is ATP,
which can be produced through either aerobic
and anaerobic metabolism of glucose, or from a
coupled reaction transferring a phosphate group
from creatine phosphate ADP to form ATP.

2. When ATP is produced by nonaerobic metabo-
lism, lactic acid accumulates and an oxygen debt
occurs. Following such activity, ATP must be
produced aerobically and used to regenerate cre-
atine phosphate, and accumulated lactic acid
must be oxidized and NAD" regenerated from
NADH.

3. Muscle contraction is only about 42% efficient,
with the remainder of the energy being liberated
as heat.

Smooth muscle
Structure of smooth muscle fibers

1. Smooth muscle fibers are spindle-shaped, have a
single centrally located nucleus, and have no
striations. They also have no T tubules, and the
SR is not well organized.

2. Generally arranged in sheets, smooth muscle
fibers lack well-organized connective tissue
coverings.

3. Actin and myosin filaments are present, but they
lack myofibrils and sarcomere.

4. Thick filaments are found throughout, as well as
a network of intermediate filaments which are
attached to the sarcolemma via dense bodies.
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When the thick filaments pull on the intermedi-
ate filaments, this causes the cell to shorten.

5. There are two types of smooth muscle: visceral
and multiunit. Visceral smooth muscle cells are
coupled by gap junctions (electrical synapses)
and can contract as a functional syncytium. Mul-
tiunit smooth muscle cells lack gap junctions and
therefore can only contract when stimulated by
a neural signal.

Contraction of smooth muscle

1. Smooth muscle contraction depends on ATP and
is initiated by calcium, mostly entering from the
extracellular space. Calcium binds to calmodulin
rather than to troponin (which is not present
in smooth muscle fibers), which then causes
phosphorylation of the myosin head to initiate
contraction.

2. Smooth muscle can contract for longer periods
of time than skeletal muscle. It uses low amounts
of ATP and does not fatigue.

3. Neurotransmitters from the autonomic nervous
system (i.e., norepinephrine and ACh) can inhibit
or stimulate smooth muscle contraction. Smooth
muscle contractions may also be initiated by
pacemaker cells, hormones, local chemical factors,
or mechanical stretch.

Muscle systems

Naming muscles

Generally, naming muscles takes into account a mus-
cle’s location, action, size, shape, direction of fibers,
number of origins/bellies, and attachment site.

Arrangement of fascicles

Skeletal muscles are arranged in fascicles. Fascicles
are sometimes found to be arranged in a straight line
and are referred to as parallel muscles. If the arrange-
ment is circular, the fascicles appear as concentric
rings. In a convergent muscle, the fascicles converge
to the tendon for insertion. Therefore, the muscle
begins wide similar to the shape of a fan and then
narrows. In pennate muscle the fascicles are short
and attach obliquely to the tendon. In a unipennate
muscle, the tendon runs along one side of the muscle

whereas in multipennate, the tendon branches within
the muscle.

Muscles as levers

1. A lever consists of a rigid structure (i.e., bone)
that moves around a fixed point called the
fulcrum. Levers provide a mechanical advan-
tage, allowing a force to move a heavier load
either further or faster.

2. In a first-class lever, the fulcrum is between the
force and load as in an animal lifting its head
(effort—fulcrum-load). This type of lever may
operate at a mechanical advantage or disadvan-
tage. In a second class lever, the force is applied
at one end and the fulcrum is found at the other
end, as in how the calf muscles work. In a third-
class lever, the fulcrum and load are at either end
of the lever. This is the most common lever found
in skeletal muscle.

Muscle terminology

1. The origin of a muscle is its fixed attachment
whereas its insertion is in the movable end.

2. The movements of the skeleton caused by muscle
contraction involve flexion or extension, adduc-
tion or abduction, protraction or retraction, ele-
vation or depression, rotation, circumduction,
pronation or supination, inversion or eversion.

3. An agonist muscle produces a movement, while
its antagonist opposes that action.

4. Muscles can make three types of attachments. In
a fleshy attachment, there is an apparent direct
attachment of the muscle to the bone, although
in actuality, the muscles are attached to the bones
by very short tendons. In a tendinous attach-
ment, the muscle is attached to the bone via
dense connective tissue. In an aponeurotic attach-
ment, there is a flat, tendinous sheet attaching
the muscle as is seen in the abdominal wall.

Stay apparatus of the horse

The stay apparatus allows a horse to rest while
standing, using little muscular activity or fatigue.
The stay apparatus uses a system of tendons and
ligaments to “lock” the lower portion of the leg, thus
requiring minimal muscular effort to stand.

Chapter 7
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gebs"’s Review questions and answers are available
% online.
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Introduction to the nervous system
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The body must be in constant communication with
both the internal and external environment. To main-
tain homeostasis, the body must receive information
about the environment and then must be able to
respond to that information. These responses must be
rapid and coordinated. The nervous system carries
out these functions.

The nervous system is responsible for collecting
information about what is happening inside (internal
environment), as well as outside (external environ-
ment), the body. It communicates with all parts of the
body via electrical signals. This communication occurs
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in a highly coordinated and specific manner much like
our older phone system in which signals were carried
to and from various locations via wire that had to pass
through a central switching station.

The nervous system can be viewed as having three
components: sensory input, integration, and motor
output (Fig. 8.1):

1. Sensory information about both the internal
and external environment must be gathered. Any
change in the environment can act as stimuli.
Such sensory or afferent information is collected
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Sensory input

Integration l l
E A —
rel” Motor output
Fig. 8.1. Components of the nervous system. The nervous system
has a sensory component responsible for detecting stimuli and
transmitting that information to the integration center. There, the

information is processed and the appropriate response is conveyed
to an effector organ via the motor output.

by specialized neurons called sensory neurons
and is transmitted as sensory input.

2. The processing and interpreting of sensory input
is called integration.

3. Once the information has been processed, the
appropriate response is elicited by sending a
motor, or efferent, signal to an effector organ. As
an example of this process, when an animal sees
feed being placed in a feeder, the visual informa-
tion is gathered by the eyes, which sends that
information to the brain (sensory input). The brain
processes that information (integration) and then
sends a signal to the legs to enable the animal to
walk to the feeder (motor output).

Organization of the nervous system

For the purpose of presentation, the nervous system
is generally divided into two major divisions: the
central nervous system (CNS) and the peripheral
nervous system (PNS) (Fig. 8.2). The CNS includes the
brain and spinal cord. These are located in the dorsal
body cavity and are encased in the skull and verte-
brae. The CNS includes not only neurons but also
blood vessels, connective tissue, and supportive cells.
The CNS is responsible for the integrative function
in which sensory information from both inside and
outside the body is processed and the appropriate
response is generated.

The PNS includes all the neurons outside the CNS.
These include the spinal nerves that carry impulses to
and from the spinal cord and the cranial nerves that
carry impulses to and from the brain. Peripheral nerves
consist of the neurons and associated blood vessels
and connective tissue that lie outside of the CNS.

¢ Cranial nerves
* Spinal nerves

¢ Brain
¢ Spinal cord

Central nervous system (CNS) I“ Peripheral nervous system (CNS)

Somatic nervous system
 Voluntary (somatic) nerve
fibers

Autonomic nervous system
« Involuntary nerve fibers

Fig. 8.2. Organization of the nervous system. The two main
divisions of the nervous system include the central and peripheral
nervous system. The peripheral nervous system has a sensory
division that carries signals toward, and a motor division that
carries signals away from, the central nervous system, respectively.
The motor division is further divided into the autonomic component
that controls involuntary functions, such as gastrointestinal tract
motility and heart rate, and a somatic component that controls
skeletal muscle. The autonomic nervous system is made of the
parasympathetic and sympathetic divisions.

Parasympathetic division
* Anabolic

* Fight or flight

Sympathetic division I

The PNS is further divided into the sensory, or affer-
ent (ad = to + ferre = to carry), and motor, or efferent
(ex = from), division. The sensory division consists of
sensory neurons located throughout the body that
project to the brain and spinal cord. This sensory input
is carried in the sensory division of the PNS. Sensory
input originates from receptors, which are specialized
structures that detect changes in either the internal or
external environment. These receptors can be as simple
as the dendrite of a neuron, or they can consist of an
organ adapted to detect a specialized type of informa-
tion such as the Golgi tendon organ, which detects the
stretch of the tendons. The motor response generated
via the integrative function of the CNS is carried to
either a muscle or endocrine gland by the motor divi-
sion of the PNS.

The motor division of the PNS is further divided
into two parts: somatic nervous system and autonomic
nervous system. The somatic nervous system controls
skeletal muscle contractions and is under voluntary
control. Therefore, an animal can consciously control
the somatic nervous system.

The autonomic nervous system, also called the vis-
ceral motor system, controls smooth muscle, cardiac
muscle, and glandular secretions. In contrast to the
somatic nervous system, the autonomic nervous
system is under involuntary control, meaning that its
regulation generally occurs at the subconscious level.
An animal does not have to consciously control the
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dilation or constriction of a blood vessel in the skin in
response to heat. Instead, this happens automatically—
hence the name autonomic nervous system. The auto-
nomic nervous system includes the sympathetic and
parasympathetic divisions. These two divisions gen-
erally have an antagonistic effect on various functions.
For example, stimulation of the sympathetic nervous
system will increase heart rate, whereas stimulation
of the parasympathetic nervous system will decrease
heart rate.

The neuron

The nervous system consists of neurons and support-
ive cells. Neurons are excitable cells that are able to
transmit an electrical impulse along their length. Sup-
portive cells are responsible for making the myelin
sheath surrounding many neurons, providing nutri-
ents, as well as performing a phagocytic role.
Neurons are highly specialized cells that can
respond to stimuli, and produce an impulse, and
transmit that information to a distant site (Fig. 8.3).
Neurons come in many sizes and shapes. They have
a long life span and are generally considered amitotic,
meaning that they no longer divide. However, recent
evidence has revealed that within certain sites in the
brain, neurons do reproduce. It has been demonstrated
in songbirds that the number of neurons in regions of
the brain associated with the production of songs
increases in the spring as the birds increase their rep-
ertoire in preparation for mating. Similarly, the number
of neurons in sites within the human brain, such as

Dendrites

Golgi apparatus - :
Nucleus —

Mitochondria

Telodendria

i BN
Axon hillox

Terminal bouton
(synaptic terminal)

Fig. 8.3. A typical neuron. A typical neuron has a cell body
(soma) that contains various organelles. The dendrites act as afferent
fibers carrying signals to the soma. A neuron typically has a single
axon that is the efferent fiber carrying signals away from the cell
body. Many times, the axon is surrounded by a myelin sheath that
acts to insulate the process. In the periphery, Schwann cells make
the myelin, whereas in the central nervous system, it is made by
oligodendrocytes. The space between adjacent Schwann cells is
called the node of Ranvier.

the hippocampus, has been shown to increase under
certain conditions. It is assumed this happens in other
species.

Cell body

The cell body, or soma, consists of a large, round
nucleus 5-10pum in diameter surrounded by cyto-
plasm, also called perikaryon (karyon = nucleus).
Within the cytoplasm are the normal cell organelles
except for the lack of centrioles that are responsible for
formation of the mitotic spindle associated with cell
division.

The cytoplasm contains free ribosomes, smooth
and rough endoplasmic reticula (ERs), mitochondria,
and Golgi apparatus. The rough ER is also known as
Nissl substance that stains darkly in the presence of
basic dyes called Nissl stains. The rough ER is the
major site of protein synthesis destined for insertion
into the membrane of the cell or an organelle. Free
ribosomes are responsible for the synthesis of proteins
destined for the cytosol. Smooth ER can be continuous
with rough ER and acts as a site where newly synthe-
sized proteins are folded into their three-dimensional
structure. Smooth ER can also regulate cytosolic con-
centrations of ions such as calcium.

Also within the cytosol is an internal scaffolding
called the cytoskeleton. The cytoskeleton consists of
several components. The largest are the microtubules
measuring about 20nm in diameter and running lon-
gitudinally down the neurites (axons and dendrites).
They are formed through polymerization of molecules
of the protein tubulin. Associated with the microtu-
bules is another class of proteins called microtubule-
associated proteins (MAPs). These proteins help
anchor microtubles to other parts of the neuron and
to each other. The second component of the cytoskel-
eton is neurofilaments, which are called intermediate
fibers in other cell types, measuring 10nm in diameter.
They consist of multiple subunits connected end to
end. Each subunit consists of three proteins interwo-
ven together. A third component is the microfilaments
measuring 5nm in diameter. They consist of two
braided strands, each of which is made of polymers of
the protein actin. Microfilaments not only run longi-
tudinally down the neurites but are also anchored to
the inside of the cell membrane.

Dendrites

The term dendrite is derived from the Greek word for
“tree,” and as such, they look like the branches of a
tree originating from the cell body. All of the dendrites
collectively make up the dendritic tree. The dendrites
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on some neurons also have on their surface dendritic
spines. Dendrites act as the receptive region of the
neuron. The combination of the dendritic tree and
dendritic spines makes for a large surface area that
facilitates this function. The cytoplasm of the den-
drites resembles that of the soma. As discussed further,
neurons can be classified based on dendrites.

Axon

While the structures discussed earlier are common to
most cells, the axon is unique to neurons. The axon is
specialized to allow an impulse to be transmitted
along its length and thus carried from one location to
another. A long axon is sometimes called a nerve fiber.
A bundle of axons within the CNS is called a tract; it
is called a nerve in the periphery.

A neuron has a single axon that originates from the
soma in a region called the axon hillox. This is where
the nerve impulse originates and, therefore, is some-
times called the trigger zone. The axon is unique in
that it contains no rough ER; it contains few, if any,
free ribosomes; and its membrane has a different
protein composition from that of the soma.

While the axoplasm (cytoplasm inside the axon)
contains neurofibrils, neurotubules, lysosomes, mito-
chondria, and small vesicles, it lacks rough ER and
ribosomes. Therefore, protein synthesis does not occur
in the axon. Instead, proteins must be synthesized in
the soma and transported along the axon.

Axons may extend less than a millimeter or over a
meter in length. Axons typically branch, forming col-
laterals that enable one neuron to communicate with
several other sites. Occasionally, an axon collateral
may communicate with the same neuron from which
it originated, thus forming a recurrent collateral. The
diameter of an axon can range from less than 1um to
as large as 1mm. The thicker the axon, the faster the
speed of conduction of the nerve impulse down its
length.

The nerve fibers of many nerves are covered with a
whitish, fatty sheath called myelin. Myelin acts to
protect and insulate the axon and increases the speed
of conduction of the impulse. Whereas the speed of
conduction may be 1m/s in unmyelinated fibers, it
can be 150m/s in myelinated fibers. The dendrites are
always unmyelinated.

In the PNS, the myelin is produced by the Schwann
cells. The Schwann cell spirals around the axon, pro-
ducing many concentric circles enclosing the axon and
forming the myelin sheath. During the spiraling
process, the nucleus and cytoplasm of the Schwann
cell gets squeezed to the outer layer of the cell and
appears as a bulge on the outer surface. The outer
layer is the neurilemma. Occasionally, the Schwann

cell does not spiral around the axon, but instead
encloses many axons at one time in what look like
indentations on its surface. Such axons are said to be
unmyelinated. Adjacent Schwann cells do not touch
one another, but instead form a space called the node
of Ranvier, or neurofibral nodes, in which the axonal
membrane is exposed.

In the CNS, myelin is produced by another type
of cell called an oligodendrocyte. Oligodendrocytes
are a type of glial, or supportive, cell in the CNS.
Instead of spiraling around the axon, the oligoden-
drocytes form end feet that surround the axon and
form the myelin sheath. One oligodendrocyte can
thereby myelinate many axons, whereas a Schwann
cell myelinates only a single axon. In the CNS, areas
containing myelinated fibers are referred to as white
matter and generally consist of fiber tracts. Areas
containing cell bodies are referred to as gray matter;
collections of cell bodies are called nuclei.

The collaterals off the main axon trunk end in a
series of fine extensions called telodendria. A collec-
tion of telodendria is called a terminal arbor. The
telodendria end in a knoblike structure called the
axon terminal, terminal bouton, or synaptic knob.
Microtubules do not extend into the terminal, but the
terminal will typically contain synaptic vesicles. Syn-
aptic vesicles are small membrane-bound spheres
measuring 50nm in diameter and containing quanta
of neurotransmitters. The axon terminal will end at
another neuron or cell such as an endocrine gland or
muscle cell.

Synapse

Where the axon terminal meets another cell is called
the synapse. It consists of a presynaptic membrane,
a synaptic cleft, and a postsynaptic membrane. The
axon terminal will typically contain synaptic vesicles.
The average neuron forms approximately 1000 synap-
tic junctions.

The synaptic terminal of one neuron can synapse on
any part of an adjacent neuron. Therefore, this can
create synapses such as axoaxonic, axodendritic, and
axosomatic. When a neuron synapses on a skeletal
muscle cell, it creates a specialized junction called a
neuromuscular junction. If the neuron synapses with
a gland, it creates a neuroglandular synapse.

There are two types of synapses, electrical and
chemical, which have different functional properties
(Table 8.1). While chemical synapses are much more
common between neurons in the mammalian and
avian brain, electrical synapses are common between
nonneural cells such as glial cells, epithelial cells,
smooth and cardiac muscle cells, liver cells, and some
glandular cells.
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Table 8.1. Electrical versus chemical synapses.
Type of Synapse Distance within Components of Synapse Agent of Synaptic Delay Direction of
Synaptic Cleft Transmission Transmission
Chemical 20-40nm Synaptic vesicles, active Chemical 1-5ms Unidirectional
zone, postsynaptic
receptors
Electrical 3.5nm Gap-junction channels Electrical Virtually absent Bidirectional

Synaptic cleft

i Postsynaptic membrane

[ ]- Presynaptic membrane
Hemichannel
(connexon)

Closed Open

Fig. 8.4. An electrical synapse. An electrical synapse consists of a
gap junction between two adjacent cells. The space between the
presynaptic and postsynaptic cells contains channels called
connexons, each composed of six protein subunits called
connexins. The connexon forms a cytoplasmic connection between
adjacent cells allowing ions and small molecules to pass between
both cells. The connexins can tilt toward each other, closing the
channel.

In electrical synapses, the pre- and postsynaptic
cells communicate through special channels called
gap junctions (Fig. 8.4). These junctions provide a
channel between the cytoplasm of the adjacent cells.
Gap junctions consist of a pair of hemichannels, with
one associated with the presynaptic membrane and
the other with the postsynaptic membrane. Each
hemichannel consists of specialized proteins called
connexins. Six connexins combine to form a channel
called a connexon through which ions can pass from
the cytoplasm of one cell to the cytoplasm of another
cell. The pore formed within the connexon is about
2nm in diameter, making it one of the largest known,
and is of sufficient size to allow small organic mole-
cules to pass. It appears that the connexins can tilt
toward one another to close the channel.

The electrical synapse allows an action potential to
pass from one cell to another with virtually no delay.
This is beneficial when it is necessary for a signal to

pass rapidly to another cell, and for that signal to not
be modified.

Presynaptic membrane

Synaptic vesicles

Snare proteins ;‘k

Intramembranous \0 L o? : Syglzgtlc
proteins S
(active zone)

Postsynaptic

membrane Neurotransmitter

Receptor

Fig. 8.5. A chemical synapse. A chemical synapse consists of
synaptic membrane, synaptic cleft, and a postsynaptic membrane.
Since the nerve impulse cannot jump across the synaptic cleft, a
neurotransmitter is released, which carries the signal to the
postsynaptic cell. The active zone of the presynaptic cell contains
intramembranous proteins, thought to be calcium channels. When
the neuron is depolarized, calcium enters through the calcium
channels and causes the synaptic vesicles to bind to the presynaptic
membrane and release their contents through a process of
exocytosis. SNARE (soluble N-ethylmaleimide-sensitive proteins)
attaches synaptic vesicles to the presynaptic membrane.

The chemical synapse is characterized by a synaptic
cleft 20-50nm wide (Fig. 8.5). Within the synaptic cleft
is a fibrous protein matrix to help the two cells adhere
to one another. An electrical signal cannot cross the
synaptic cleft, so a chemical substance called a neu-
rotransmitter carries the signal to the postsynaptic
cell. The neurotransmitter is stored in the synaptic
vesicles. The concentration of neurotransmitter can be
10,000 times higher than in the cytosol. This is accom-
plished by a countertransport system in which a mol-
ecule of transmitter enters the vesicle in exchange for
a H" ion (Fig. 8.6).

Also found on the presynaptic membrane are
pyramid-shaped proteins projecting into the cyto-
plasm. These proteins, and the associated cell mem-
brane, make the active zone. The active zone is the
site of neurotransmitter release. The pyramid-shaped
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Presynaptic
cholinergic
neuron

Choline
2 Na*

Fig. 8.6. Pumping neurotransmitters. Neurotransmitters are actively
concentrated into the synaptic vesicles, using a countertransport
system. The vesicle membrane has an H*-ATP pump that loads the
vesicle with H*. The neurotransmitter then enters the vesicle in
exchange for a molecule of H*. In addition, there is a transport
system on the presynaptic neuron membrane that transports either
the neurotransmitter, or its precursor, into the cell. In this example,
choline, the precursor of acetylcholine (ACh), is actively
cotransported into the cell with Na*.

proteins associated with the active zone are believed
to be calcium channels.

Classification of neurons

Neurons can be classified based on several character-
istics. These include the structural classifications based
on the number of neurites that extend from the soma
or the length of the axon, the function, or the neu-
rotransmitter they contain.

Classification based on neurite number

Based on neurite number, neurons can be classified as
unipolar, bipolar, pseudounipolar, or multipolar (Fig.
8.7). Unipolar neurons are the simplest nerve cells,
and they have a single process. They are found in the
autonomic nervous system. Bipolar neurons have an
oval-shaped soma from which two processes emerge:
the dendrite and the axon. Many sensory neurons
are bipolar, such as those in the retina of the eye
and olfactory epithelium of the nose. Pseudounipolar
cells serve as mechanoreceptors that sense touch, pres-
sure, and pain. The pseudounipolar neuron develops
embryologically as a bipolar neuron with two pro-
cesses, but eventually, these two processes fuse into a
single axon that emerges from the soma. The axon
then divides into two segments, with one going to the
periphery and one going to the spinal cord. The pre-

Bipolar
neuron

Unipolar
neuron

Pseudounipolar
neuron

Multipolar
neuron

Dendrites

Dendrites

Axon

Synaptic  ff
terminals

Synaptic
// terminals

terminals

Fig. 8.7. Classification of neurons. Anaxonic neurons lack an
axon. Bipolar neurons have one dendrite and one axon originating
from the cell body. In unipolar neurons, the dendrite and axon
merge into a single process having a dendritic and axonic
component. Pseudounipolar neurons have a small process coming
off at the cell body and leading to the axon. In multipolar neurons,
there are many dendrites but a single axon originating from the
cell body.

dominate type of neuron is the multipolar neuron,
which has a single axon and generally has many
dendrites.

Classification based on axon length

Classifications based on axon length include Golgi
type I and Golgi type Il neurons. Golgi type I neurons
have long axons and are considered projection neurons
since they carry signals to other sites. An example
would be pyramidal cells with the cell bodies located
in the cerebral cortex and whose axons extend to the
spinal cord. Golgi type II neurons have short axons
and are involved in local circuits. Examples include
stellate or basket neurons in the cerebellum.

Classification based on function

Based on function, neurons are classified the following
ways: (1) sensory or afferent neurons, (2) motor or
efferent neurons, and (3) interneurons or association
neurons. Sensory neurons respond to sensory stimuli
and transmit that information to the nervous system,
with most information being carried to the CNS. Most
sensory neurons are pseudounipolar, and their cell
bodies are located in the dorsal root ganglion of the
spinal nerves. Motor neurons transmit signals from
the brain or spinal cord to the muscles or glands. Their
cell bodies are located in the CNS. Interneurons are
the largest class of neurons—constituting 99% of all
neurons, including all those neurons that are not
sensory or motor—and are generally multipolar. This
class can be divided into two groups. Relay or pro-
jection interneurons have long axons and transmit
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Fig. 8.8. Diverging and converging neuronal pools. Interneurons
are involved in making neuronal pools. (A) Convergence occurs
when several interneurons synapse on a single neuron.

(B) Divergence occurs when a single interneuron synapses on
more than one interneuron.

signals over considerable distances, such as the dorsal
columns located in the spinal cord. Local interneurons
have short axons and are involved in processing infor-
mation in localized circuits, such as the horizontal
cells in the retina or stellate cells that inhibit Purkinje
cells in the cerebellum.

Interneurons, sometimes called association neurons,
are the most numerous of all neuronal types. Mostly
located in the brain and spinal cord, some are found
in autonomic ganglia. They function to distribute
sensory information and coordinate motor activity.
Interneurons produce patterns of connections such as
divergence and convergence (Fig. 8.8). Information
coming from a single source and spreading to multiple
neurons is known as divergence, whereas input from
multiple neurons synapsing on a single interneuron is
called convergence.

Classification based on neurotransmitter

Finally, neurons can be classified according to the neu-
rotransmitter they release. In the case of motor
neurons, which innervate skeletal muscle, they all
release acetylcholine (ACh) and are called cholinergic
neurons. Neurons that release serotonin, such as
5-hydroxytryptamine (5-HT), are called serotonergic
neurons. An example would be those neurons in the
raphe nucleus of the brain stem.

Supportive cells

Although neurons are the fundamental cell of the
nervous system and are responsible for transmitting a

signal, they make up only 10% of nervous tissue. The
remaining 90% is made of several cell types collec-
tively called neuroglia, or glia, that support, protect,
and nourish neighboring neurons both in the CNS
and PNS. The neuroglia of the CNS include (1) epen-
dymal cells, (2) astrocytes, (3) oligodendrocytes, and
(4) microglia. The neuroglia of the PNS include (1)
satellite cells and (2) Schwann cells.

Ependymal cells

The brain has four fluid-filled cavities within its
borders called cerebroventricles; the spinal cord has a
central canal. These cavities are lined with ependymal
cells that range in shape from squamous to columnar
and may be ciliated. These cells generally form a per-
meable barrier between the cerebrospinal fluid and
tissue. The exception is ependymal cells covering the
choroid plexus (capillary tuft in each cerebroventricle
responsible for forming cerebrospinal fluid). These
ependymal cells form tight junctions creating a barrier
between the blood and brain. The cilia located on
ependymal cells help “circulate” or move the cerebro-
spinal fluid within the ventricular system.

Astrocytes

Astrocytes are star-shaped and are the most abundant
glial cells. They have radiating processes that expand
at the end and form end feet that wrap around capil-
laries. The astrocytes secrete some chemical that causes
the endothelial cells lining the brain capillaries to form
tight junctions. These tight junctions form the blood-
brain barrier that greatly restricts the movement of
compounds into the brain. Astrocytes also help guide
the migration and connections of new neurons, control
the chemical environment around neurons, and help
inactivate neurotransmitters that are released into the
synapse. Since astrocytes are also connected via gap
junctions, they also signal one another, although the
function is unclear.

Oligodendrocytes

Oligodendrocytes have fewer processes than astro-
cytes and smaller cell bodies. As already discussed,
these cells are responsible for producing the myelin
sheath found around axons in the CNS. This sheath is
formed by the process of the oligodendrocyte that
wraps around an axon forming concentric layers or
circles, much like wrapping layers of gauze around a
cut finger.
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Microglia

These are small ovoid cells that have narrow cytoplas-
mic processes with many branches. These cells origi-
nate from mesodermal stem cells related to those
that produce monocytes and macrophages. They can
migrate within the CNS where they phagocytize
microorganisms and dead neurons. Although cells in
the peripheral immune system cannot enter the CNS,
the microglia seem to partially fill this role.

Satellite cells and Schwann cells

Also called amphicytes, satellite cells surround neuro-
nal cell bodies in peripheral ganglia. Their function
is unknown. As previously discussed, Schwann cells
form the myelin sheath around peripheral axons.
Therefore, they are analogous to oligodendrocytes.

Neurophysiology

The neuron is a highly excitable cell that is able to
respond to and transduce a stimulus into an electrical
potential. Like an electrical wire, an axon carries a
signal along its length. Whereas in an electrical wire
the signal involves the flow of electrons along the
length of the wire, nerve cells are poor conductors of
electricity over a long length. Instead of the movement
of electrons, neurons rely on the flow of charged ions
to propagate the signal. The nerve impulse, or action
potential, can travel over long distances without
diminishing.

The resting membrane potential

Nerve cells and muscle cells have an excitable mem-
brane. When such a cell is not generating an impulse,
it is said to be at rest. When at rest, the cytosol has
a negative electrical charge relative to the outside
of the cell (Fig. 8.9). The potential energy generated
by the separation of charge across the membrane is
called voltage and is measured in volts or millivolts
(1V =1000mV). By placing an electrode both inside
and outside the cell, a voltage can be measured
between these two sites. That voltage is called the
potential difference, or potential. The difference in
electrical charge across the membrane of a cell at rest
is called the resting membrane potential, and it is typi-
cally about —60 to —70mV.

The inside and outside of the cell is separated by a
membrane that acts as a semipermeable membrane.
The membrane potential is caused by the unequal dis-
tribution of ions across the membrane. For the four

Voltmeter

Resting membrane potential. When a voltmeter is used to
compare the voltage difference between the inside and outside of a
neuron membrane, a membrane potential of approximately =70 mV
is typically measured.

Fig. 8.9.

most important ions with regard to membrane poten-
tial, the concentration of Na" and CI” is higher outside
the cell, whereas the concentration of K" and organic
anions is higher inside the cell. The organic anions
consist mostly of proteins and amino acids. These
differences in ion concentrations establish chemical
gradients.

The lipid bilayer of the cell membrane acts as an
insulator between the interior and exterior of the cell.
Ions cannot cross the membrane except by way of
ion channels. Within the membrane there are passive
ion channels, sometimes called leak channels, which
remain open. These passive channels are most perme-
able to K* and chloride ions, relatively less permeable
to Na’, and impermeable to proteins. Since K' is
in higher concentrations inside the cell, it tends to
diffuse outwardly, down its concentration gradient.
The movement of ions to eliminate the potential dif-
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ference is called a current. How much the membrane
restricts the movement of ions is a measure of its
resistance. As K* moves outward, an excess of nega-
tively charged anions remain inside the cell, thus
establishing an electrochemical gradient. Eventually,
the movement of K outward reaches equilibrium
because the outwardly directed chemical gradient is
opposed by the inwardly directed electrical gradient.
This point is called the ionic equilibrium potential,
or equilibrium potential, and is represented by the
symbol Ei,.

The equilibrium potential of an ion can be calcu-
lated using the Nernst equation:

Eion = 2303 E log [l.onl—oumde ,
ZF [lon]inside

where E;,, equals ionic equilibrium potential, R equals
the gas constant, T equals absolute temperature, z
equals charge on the ion, F equals Faraday’s constant,
and [ion] is the concentration of the ion either inside
or outside the cell. At body temperature, the Nernst
equation for the monovalent ions K*, Na*, and CI” can
be simplified to

[ion]outside

Eion =61.54 mVlog —
lon]inside

7

whereas for Ca™, a divalent cation, the equation
would be

++
Ec, =30.77 mV 1ogM.
[(:aJr+ ]inside

Eion is very important for understanding the effect
an ion has on the membrane potential (Table 8.2).

If the membrane were permeable only to K*, the
membrane potential would be approximately -80mV.
At this point, the chemical gradient for K* would equal
the electrochemical gradient. However, the membrane
is permeable to ions other than K*. The Nernst equa-
tion does not take into consideration the permeability
of multiple ions, or that the relative permeability of
the various ions is different. If the permeabilities of the
ions are known, the membrane potential can be calcu-
lated using the Goldman equation:

— Eln PK [I<Jr ]outside
F PK [K+ ]inside
PNa [Na+ ]outside + PCI [Cl_ ]outside
PNa [Na+ ]inside PCI [Cl_ ]inside ’

Vin

where V,, is the membrane potential and P is the
permeability of the respective ion. The relative perme-
ability of the ions is Px:Py,:Pq = 1.0:0.04:0.45. Note
that in the Goldman equation, the concentrations of
Cl” inside and outside the membrane are reversed
compared to Na" and K* since CI” is an anion.

At rest, the flow of ions is not static but is in equi-
librium such that Na" is moving into the cell while K*
is moving out (Fig. 8.10). This movement is countered
by an active Na'-K* ATPase. This active transport
system pumps three molecules of Na" out of the cell
for every two molecules of K pumped back in. This
helps maintain the unequal distribution of ions across
the cell membrane (Box 8.1).

Extracellular space

@
R ®
3Na*

Passive
K* channel

Passive
Na* channel

Cytosol

Fig. 8.10. The basis of the resting membrane potential. In a nerve
at rest, there is an unequal distribution of ions across the cell
membrane. The concentration of Na* and CI is higher outside the
cell, while that of K" and anions is higher inside the cell. Moving
down their concentration gradient, Na* passively moves into the
cell while K* moves out of the cell. A Na'-K* ATPase then actively
pumps three molecules of Na* out of the cell for every two
molecules of K* pumped in while cleaving ATP to ADP plus
inorganic phosphate (P).

Table 8.2. lon concentrations and equilibrium potentials in neurons.
lon Concentration outside (mM)  Concentration inside (mM)  Ratio outside:inside  E, (mV)
K* 5 100 1:20 -80
Na* 150 10:1 62
Ca*™* 2 0.0002 10,000:1 123
Ccl 150 11.5:1 —65
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Box 8.1 Lethal injection

Recalling that K* concentrations are higher inside
the cell than outside the cell, imagine what will
happen if the extracellular concentration of K* is
suddenly increased by an injection of K*. Using the
Nernst equation, it can be shown that an increase
in [K']ousice depolarizes the cell, thus eliminating
the resting membrane potential. Therefore, an
intravenous injection of K* will cause the heart to
stop beating, thus causing death. This, in fact, is
how Dr. Jack Kevorkian has helped patients commit
suicide by allowing them to switch their intrave-
nous infusion to an anesthetic and potassium
solution.

Membrane channels

The neuron is excitable and thus is able to generate
and transmit an impulse. A nerve impulse is a change
in the resting membrane potential. It is generated in a
rather complex process. We have already discussed
passive membrane channels that allow ions to move
through the membrane of a resting neuron. In addi-
tion, there are also active channels, sometimes called
gated channels, in the cell membrane. The gated chan-
nels open or close in response to stimuli. There are
three classes of gated channels: (1) chemically gated,
(2) voltage-gated, (3) mechanically gated.

Chemically gated channels

Chemically gated channels, sometimes called
neurotransmitter-gated channels, are located on the
postsynaptic membrane. These channels are found
most abundantly on the dendrites and cell body, and
they respond to a neurotransmitter binding to its
receptor. The binding of a neurotransmitter will gener-
ally cause these channels to either open or close.
However, a high concentration of neurotransmitter
can cause these channels to become inactivated.

Chemically gated channels can be either directly
gated or indirectly gated (Fig. 8.11). Directly gated
channels consist of a single macromolecule in which
part of the molecule serves as an extracellular domain
forming a receptor for a neurotransmitter, while the
second part of the molecule consists of a membrane-
spanning domain, which forms an ion channel. Such
receptors are sometimes called ionotropic receptors.
Binding of the neurotransmitter to the receptor portion
of the molecule causes a conformational change that
results in opening the channel.

Ionotropic receptors are relatively large and contain
multisubunits that form an ion channel through the

1. Directly gated (ionotropic)

vV — Neurotransmitter
Closed

Opened

Extracellular

Intracellular

2. Indirectly gated (metabotropic)
[

G protein Neurotransmitter
N —

G protein-gated
ion channel

Fig. 8.11. Indirectly and directly gated channel. Neurotransmitters
can activate either directly or indirectly gated channels. (1) In
directly gated, or ionotropic, channels, the neurotransmitter
receptor and ion channel are the same protein. When the
neurotransmitter binds to the receptor, it causes a conformation
change that results in either an opening or closing of the ion
channel. (2) In indirectly gated, or metabotropic, channels, the
neurotransmitter binds to a receptor that is distinct from the ion
channel. Binding of the neurotransmitter to the receptor activates a
G protein. The G protein can either act directly on a G protein-
gated ion channel or affect the action of an enzyme that makes a
second messenger. GTP, guanosine-5-triphosphate; GDP,
guanosine diphosphate.

cell membrane. Binding of a neurotransmitter to
such a receptor causes a conformational change that
opens the channel permitting ions to flow down their
electrochemical gradients. Ionotropic receptors act in
submilliseconds.

Indirectly gated channels, often called metabotropic
receptors, consist of macromolecules that are distinct
from the ion channels they affect. Binding of the neu-
rotransmitter to these channels stimulates or inhibits
the production of second messengers such as cAMP,
inositol triphosphate, or diacylglycerol. The second
messengers then activate protein kinases that are
enzymes that phosphorylate other proteins such as
ion channels. This can result in opening or closing of
ion channels, thus altering the membrane potential.

Metabotropic receptors are composed of a single
polypeptide. In contrast to ionotropic receptors,
instead of opening an ion channel in response to
binding of a neurotransmitter, metabotropic receptors
instead normally activate GTP-binding proteins (G
proteins). Such receptors generally display slower
onset and longer duration than ionotropic receptors.

Voltage-gated channels

Voltage-gated channels are found on those membranes
that generate an action potential, including axons and
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Cell
membrane
, Transmembrane alpha helix
( Polypeptide chain
Fig. 8.12. Voltage-gated sodium channel. The voltage-gated

sodium channel consists of four groups of homologous domains of
similar sequences of amino acids, with each domain being
composed of six transmembrane segments. Each transmembrane
segment consists of nonpolar amino acids coiled into an alpha
helix. The peptide chains connecting the transmembrane domains
consist of polar amino acids.

the sarcolemma of skeletal and cardiac muscle. These
channels open or close in response to changes in mem-
brane potential. More precisely, when the membrane
potential reaches a critical level called the threshold,
voltage-gated channels open. The threshold is nor-
mally between —55 and -50mV.

For our discussion, the most important such chan-
nels are those for sodium, potassium, and calcium.
The voltage-gated sodium channel is created by a
long polypeptide having four distinct domains, each
consisting of six transmembrane segments (Fig. 8.12).
As the membrane potential becomes more positive
due to stimulation, positively charged amino acids
lining the pore formed by the channel move away
from the center, thus opening the channel. The
voltage-gated sodium channel is unique in that it
operates in three stages. When stimulated by depo-
larization, the channel opens rapidly. It remains open
for about 1ms and then becomes inactivated. It
cannot be opened again until the membrane poten-
tial returns to a negative value below or near the
value that originally caused the channel to open.
These channels can be blocked by the neurotoxin
tetrodotoxin, which is found in the ovaries of the
puffer fish (see Box 8.2).

Voltage-gated potassium channels do not open
immediately upon stimulation. In addition to having
a delayed opening, they also do not become inacti-
vated after stimulation. The voltage-gated calcium
channels are similar to the other voltage-gated chan-
nels, and will be discussed further with regard to neu-
rotransmitter release.

Box 8.2 Voltage-gated channels: neurotoxins and
anesthetics

The pulffer fish is considered a delicacy in Japan.
When prepared properly, its consumption results in
numbness around the mouth. It is prepared by
chefs who are licensed by the government for prep-
aration of this fish. Yet each year, dozens of people
die from eating this fish. The ovaries of the puffer
fish contain a tetrodotoxin, a compound that spe-
cifically blocks voltage-gated sodium channels.
Blockage of these channels results in the inability
of neurons to generate an action potential.

Dinoflagellates of the genus Gonyaulax produce
a neurotoxin called saxitoxin that similarly blocks
voltage-gated sodium channels. Dinoflagellates can
contaminate shellfish such as clams and mussels.
Occasionally, there is a sudden increase in the level
of dinoflagellates resulting in a “red tide” that
causes contamination resulting in occasional human
deaths from consumption of these seafoods.

Local anesthetics such as lidocaine also work by
blocking voltage-gated sodium channels. Lidocaine
binds to the S6 alpha helix of domain IV of the
channel, thus blocking the flow of Na* into the
neuron. These anesthetics affect smaller axons
before affecting larger axons. Fortunately, it is the
smaller axons that carry pain signals.

Mechanically gated channels

These channels open and close in response to physical
distortion of the cell membrane. They are found in
sensory neurons such as those that respond to touch,
pressure, or vibration.

Postsynaptic potentials

At rest, only the passive channels are open, while the
neurotransmitter-gated channels are closed. When
a neurotransmitter binds to a postsynaptic receptor,
it activates a neurotransmitter-gated, or chemically
gated, channel that causes a change in the membrane
potential. This change in potential is called a postsyn-
aptic potential since it occurs in the postsynaptic cell.
Postsynaptic potentials are also graded because their
magnitude depends on both the amount and the dura-
tion of action of the neurotransmitter.

If the neurotransmitter is excitatory, it generates an
excitatory postsynaptic potential (EPSP). During an
EPSP, the membrane potential moves toward OmV, or
becomes depolarized. If the neurotransmitter is inhibi-
tory, it generates an inhibitory postsynaptic potential
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(IPSP). An IPSP results in the membrane potential
becoming more negative, or hyperpolarized. The acti-
vation of mechanically gated channels can also cause
the generation of an EPSP or IPSP.

EPSP

The binding of an excitatory neurotransmitter to a
postsynaptic receptor causes channels to open, which
allow both sodium and potassium to simultaneously
move down their concentration gradient. However,
sodium moves inward more rapidly than potassium
moves outward due to the electrochemical gradient
that exists. Remember that the inside of the cell
is negatively charged and thus attracts positively
charged molecules. The net result of this ion move-
ment is an increase in intracellular sodium, resulting
in depolarization.

The EPSPs are generated in the dendrites and cell
bodies. Dendrites and cell bodies do not have voltage-
gated channels, which are necessary for the generation
of an action potential. An EPSP is not the same as an
action potential but instead is graded.

IPSP

The binding of an inhibitory neurotransmitter to
its receptor causes the cell membrane to become
hyperpolarized. Inhibitory neurotransmitters gener-
ally cause the opening of transmitter-gated potassium
channels, chloride channels, or both. Opening potas-
sium channels allows potassium to move out of the
cell, thus making the interior of the cell more negative.
Conversely, opening chloride channels allows chlo-
ride to move into the cell that also makes the cell more
negative.

Generation of an action potential

Neurons are able to generate and propagate an electri-
cal impulse, called an action potential, along their
length. The action potential is a stereotypic depolar-
ization and repolarization of the membrane. It is an
all-or-none response which means that within a given
cell, the response always looks identical both in ampli-
tude and duration, independent of the stimulus. The
action potential is generated at one site in the neuron,
the axon hillox, and is then propagated down the
length of the axon:

Step 1—Resting state. At rest, the voltage-gated chan-
nels are closed, and there is only passive move-
ment of ions across the cell membrane.

Step 2—Depolarization. When a neuron receives
stimuli, the chemically or mechanically gated
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Fig. 8.13. Summation. In response to activation of a chemically or

mechanically gated channel, neurons can develop postsynaptic
potentials, which can be either excitatory (EPSP) or inhibitory
(IPSP). These postsynaptic potentials summate algebraically. EPSPs
result in depolarization, whereas IPSPs cause hyperpolarization. If a
neuron receives stimuli from a single neuron in rapid succession,
the postsynaptic potentials can cause temporal summation, whereas
if a neuron receives input from multiple locations at the same time,
it causes spatial summation.

channels respond. This results in the production
of postsynaptic potentials. These are graded
potentials, and they can summate (Fig. 8.13). For
example, if a neuron generates a volley of EPSPs
in rapid succession, they will summate, or add up
algebraically, over time, which is called temporal
summation. If a neuron receives many stimuli
simultaneously from various neurons synapsing
on its surface, the postsynaptic potentials summate
via spatial summation, meaning that it is occur-
ring across space rather than time. A neuron typi-
cally receives both inhibitory and excitatory input
that is summated. The postsynaptic potentials are
generated in the dendrites and cell’s body, and
they travel to the axon hillox.

Step 3—Generation of the action potential. If summa-
tion brings the membrane to threshold, the voltage-
gated channels are activated (Fig. 8.14). Upon
reaching threshold, the voltage-gated Na* chan-
nels open, increasing the permeability to Na* a
thousandfold and allowing Na* to rapidly move
inward. This causes the membrane potential to
move toward the equilibrium potential for Na+
(Ena = +62mV). This results in the upstroke, or
rising phase, of the action potential. At the peak
of the action potential, the voltage-gated Na*
channels become inactivated. Therefore, Na* can
no longer move inward. However, at this time, the
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Fig. 8.14.

3. Voltage-gated Na* channels .
inactivated; Voltage-gated K* channels
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Generation of an action potential. (1) At rest, the voltage-gated Na* and K* channels are closed. (2) When the neuron is

depolarized to threshold by the summation of postsynaptic potentials, the voltage-gated Na* channels open. The movement of Na+ into the
cell results in the upstroke of the action potential as the membrane potential moves toward the equilibrium potential for Na*. (3) At the peak
of the action potential, the voltage-gated Na* channels become inactivated, while the voltage-gated K* channels are opening. This results in
the downstroke of the action potential as the membrane potential moves toward the equilibrium potential for K*. (4) If the voltage-gated K*
channels remain open for an extended period of time, a hyperpolarizing afterpotential can develop. Finally, the voltage-gated K* channels

close, and the membrane potential returns to rest.

voltage-gated potassium channels are opening,
thus allowing K" to move outward. The outward
movement of K+ causes the repolarization phase,
also called the downstroke or falling phase, of
the action potential in which the membrane
potential moves back toward its resting membrane
potential.

At the end of the repolarization phase, if the voltage-
gated potassium channels are slow to close, K" contin-
ues to move outward. This results in a hyperpolarizing
afterpotential, or undershoot, in which the membrane
potential becomes hyperpolarized relative to the origi-
nal resting membrane potential before returning to
normal.

At the peak of the action potential, the voltage-
gated sodium channels become inactivated. This
creates a brief time period called the absolute refrac-
tory period during which no stimuli, no matter how
large, can generate an action potential. This is fol-
lowed by another brief period of time, called the rela-
tive refractory period, during which only a greater
than normal stimuli can initiate an action potential. A
summary of the generation of the action potential is
shown in Figure 8.15.

Propagation of the action potential

Once the action potential is generated, it must be
carried along the length of the axon. During the gen-
eration of the action potential, there is a reversal in
membrane potential induced by the movement of Na*
inward, causing the interior of the membrane to tem-
porarily become positive while the outside becomes
negative. After this happens, the positively charged
ions now inside the membrane move laterally since
they are attracted by the negatively charged ions
lining the inside of the membrane. Conversely, the
positively charged ions found on the outside of the
membrane migrate toward the new sink of negatively
charged ions created by the reversal in membrane
potential, thus completing the circuit.

The local flow of current caused by the opening of
the voltage-gated Na* channels results in a series of
electrotonic changes (Fig. 8.16). As the positive ions on
the inside of the membrane flow to an area of negative
ions, this depolarizes that area and thus causes the
voltage-gated Na® channels in that area to open. A
positive feedback system is initiated that allows the
action potential to be propagated down the length
of the axon without diminishing in amplitude. The
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Step 1: Depolarization to threshold—
Postsynaptic potentials summate temporally or
spatially to reach threshold.

Step 2: Opening voltage-gated Na*
channels—\Voltage-gated sodium channels
open, allowing Na* to rush inward and
membrane potential to move toward Ey,+.

Step 3: Inactivation of voltage-gated Na*
channels, activation of voltage-gated K*
channels—At the peak of the action potential,
the voltage-gated sodium channels become
inactivated. This results in the absolute
refractory period during which time another
action potential cannot be generated. This is

immediately followed by the relative refractory period when a greater than normal stimuli can again
open the voltage-gated Na* channels. At the peak of the action potential, the voltage-gated K*
channels are opening, allowing K* to flow outward and the membrane potential to move toward

EK-

Step 4: After potential—If the voltage-gated K* channels are sluggish in closing, then the
membrane potential will move closer to the Ey+ and will drop below the original resting membrane

potential.

Step 5: Resting membrane potential—The cell returns to the original resting membrane

potential.
Fig. 8.15. Summary of an action potential.
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Fig. 8.16. Propagation of an action potential. Local current flows
between the site of the action potential and the adjacent inactive
areas. This flow of current triggers an action potential in the
adjacent area while returning the original site to its resting
membrane potential. In this manner, the action potential is able to
propagate down the axon.

process is self-propagating. As the action potential
migrates down the axon, the voltage-gated Na* chan-
nels in the area it just moved from are absolutely
refractory. Therefore, the action potential cannot go
backward through that area since the voltage-gated

Na" channels cannot open. Since the action potential
originates in the axon hillox in vivo, the action poten-
tial moves only from the axon hillox toward the nerve
bouton. If the nerve is removed and placed in vitro,
and the axon is stimulated in the middle, the action
potential can travel in either direction.

Conduction velocity

Conduction velocity refers to the speed with which an
action potential is propagated down the length of the
axon. Two factors control the conduction velocity:
axon diameter and myelin sheath:

® Axon diameter. The larger the axon diameter, the
faster the conduction velocity. During an action
potential, the cations that enter the cell can move
either through the cytoplasm or back through the
cell membrane. Both the membrane and the cyto-
plasm offer resistance. While the cytoplasm offers
resistance, the larger the diameter of the axon, the
resistance in the cytoplasm becomes less, relative
to that of the axon membrane. The farther the
current can flow down the axon due to less resis-
tance in the larger diameter axons, the farther the
wave of depolarization moves, and thus the faster
the speed of conduction.

® Mpyelin and saltatory conduction. While increas-
ing the diameter of an axon is one strategy to
increase conduction velocity, another strategy
found in nature is to myelinate the axon. The
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Fig. 8.17. Saltatory conduction. On myelinated axons, the
voltage-gated channels are clustered at the node of Ranvier. An
action potential propagates along the axon by “jumping” from node
to node. Since there are no voltage-gated channels in the internode
area, there is no movement of ions nor reversal of membrane
potential in these regions.

myelin acts as an insulative sheath enwrapping
an axon. There are 0.2- to 2.0-mm breaks in the
myelin sheath called nodes of Ranvier. Voltage-
gated channels are concentrated in the nodes. An
action potential is propagated down a myelinated
axon by a process called saltatory conduction
(from Latin, “to leap”). In essence, the action
potential skips along the axon from node to node
(Fig. 8.17).

Myelinating a neuron also decreases the amount of
energy needed for neural transmission. This is because
Na" and K* move across the axon membrane only at
the nodes; therefore, less energy is expended via the
Na™-K" ATPase to restore the Na* and K" concentra-
tion gradients (Box 8.3).

Box 8.3 Demyelinating diseases

Problems with myelin can result in several disease
states. Multiple sclerosis (MS) is a disease involving
the myelin sheath of axons in the brain, spinal cord,
and optic nerve. Sclerosis is derived from the Greek
word for “hardening.” In this disease, the myelin
sheath in many areas (i.e., multiple) becomes hard-
ened, resulting in a multitude of symptoms such
as weakness, lack of coordination, and impaired
vision and speech. In Guillain—-Barré syndrome, the
myelin of peripheral nerves innervating muscle
and skin is affected.

Coding of stimulus intensity

If the action potential is an all-or-none response, how
does the CNS determine the intensity of a stimulus?
How does the brain know whether the animal just
touched something warm versus something very hot?
The answer lies in the frequency of the action poten-
tials. As a stimulus increases in intensity, a neuron will
produce more frequent action potentials. For example,
as an area of the skin gets warmer, the frequency of
the firing rate of warm receptors will increase. Con-
versely, as the site gets cooler, the frequency of the
firing rate of the warm receptors will decrease, while
those of cold receptors will increase.

Synaptic transmission
Electrical transmission

As discussed earlier, electrical synapses are relatively
rare. They allow the electrical signal to be propagated
from one cell to another with virtually no delay. Cells
are connected via a connexon, and ions can flow from
one cell to the other. The electrical signal can be propa-
gated bidirectionally, without modification, across the
electrical synapse.

Chemical transmission

Far more numerous, chemical synapses are responsi-
ble for most communication between neurons and
adjacent cells. As shown in Figure 8.5, a chemical
synapse is much more complicated. An action poten-
tial arriving at the synaptic bouton initiates a series of
events:

Step 1—Depolarization of the synaptic bouton. The
arrival of the action potential at the nerve ending
causes depolarization of this region.

Step 2—Opening voltage-gated calcium channels.
Depolarization of the nerve ending allows the
voltage-gated calcium channels to open. This
allows the influx of calcium from the extracellular
space into the synaptic bouton. Calcium causes the
synaptic vesicles to bind to the presynaptic mem-
brane. Calcium is then sequestered by the mito-
chondria or ER, or is actively pumped out of
the cell.

Step 3—Exocytosis. Once bound to the presynaptic
membrane, the synaptic vesicles release their
contents into the synaptic cleft through a process
of exocytosis. The vesicles contain quanta, or
packages, of neurotransmitter molecules. The neu-
rotransmitter diffuses throughout the synaptic
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cleft. The amount of neurotransmitter released is
dependent on the frequency of impulses reaching
the synaptic bouton. The higher the frequency of
impulses, the more synaptic vesicles that bind to
the presynaptic membrane, and the more neu-
rotransmitter released.

Step 4—Binding of neurotransmitter to postsynaptic
membrane. If the neurotransmitter binds to a post-
synaptic receptor, it activates the transmitter-gated
channels. This will result in either an IPSP or EPSP
in the postsynaptic cell, depending on whether the
neurotransmitter is inhibitory or excitatory.

Step 5—Inactivation of the neurotransmitter. The neu-
rotransmitter can continue to cause an effect on
the postsynaptic cell until it is inactivated. The
action of neurotransmitters is short-lived due to
rapid methods of inactivation. The methods of
inactivation include (1) enzymatic breakdown, (2)
reuptake into the neurons that released the neu-
rotransmitter, (3) uptake by glial cells, or (4) diffu-
sion from the site.

During chemical transmission, there is a synaptic
delay of 0.2-0.5ms between the time an impulse
reaches the nerve bouton and the initiation of a post-
synaptic potential in an adjacent cell. This delay is due
to the time it takes for all the events associated with
chemical transmission, including (1) opening voltage-

A
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Postsynaptic potential

Presynaptic action
potential

vi Ca** current in '

gated calcium channels, (2) entry of calcium, (3)
binding of synaptic vesicles to the presynaptic mem-
brane, (4) exocytosis, (5) diffusion of the neurotrans-
mitter to postsynaptic membrane, and (6) activation
of transmitter-gated channels.

Modulation of the synaptic signal

The transmission of a signal across the chemical
synapse can be modified both over the short or long
term. This is known as synaptic plasticity. It can be
controlled by either internal processes within a neuron
or by extrinsic processes.

For short-term regulation, the amount of transmit-
ter released at the synapse is dependent on the con-
centration of presynaptic calcium. Calcium enters the
presynaptic terminal through L-type voltage-gated
Ca* channels. Hyperpolarizing or depolarizing the
resting membrane potential can decrease or increase
the entry of Ca*™ through these channels, thus affect-
ing neurotransmitter release. In addition, another
neuron can synapse on the axon terminal of the neuron
and also control the amount of neurotransmitter
released by that cell. This can cause either presynaptic
inhibition or facilitation depending on whether the
amount of neurotransmitter released is decreased or
increased, respectively (Fig. 8.18).
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Presynaptic inhibition (A) and presynaptic facilitation (B). (A) An inhibitory neuron (C;) can synapse on the axon terminal of a

presynaptic neuron (A;). Release of a neurotransmitter from C; can hyperpolarize A; reducing the influx of Ca™ into the presynaptic terminal
and thereby decreasing the amount of neurotransmitter released from A;, which acts on neuron B;. (B) An excitatory neuron (C,) can synapse
on a presynaptic neuron (A,). Release of the excitatory neurotransmitter can enhance the entry of Ca™ into neuron A, and thereby increase the

release of a neurotransmitter from A,, which acts on neuron B,.
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Fig. 8.19. Long-term potentiation. Stimulation of presynaptic
glutaminergic neurons causes the release of glutamate. Glutamate
binds to postsynaptic glutamate NMDA receptors leading to the
entry of Ca™ into the postsynaptic cell. Ca™ stimulates a Ca**-
dependent second messenger system, resulting in the formation of
new AMPA glutamate receptors. Thereafter, stimulation of NMDA
receptors allows the entry of Ca*, which stimulates Ca**-
calmodulin dependent kinase Il to phosphorylate AMPA receptors.
The AMPA receptors then allow the entry of Na*, which results in
enhanced depolarization of the postsynaptic cell, and thus
long-term potentiation.

The neurotransmitter gamma-aminobutyric acid
(GABA) has been shown to cause presynaptic inhibi-
tion by increasing the presynaptic influx of CI” through
GABA-gated CI” channels. This causes hyperpolariza-
tion of the presynaptic neuron that results in less
influx of Ca™ into the presynaptic terminal in response
to an action potential in that cell. In contrast, serotonin
has been shown to activate a cAMP-dependent protein
kinase causing phosphorylation and closure of K*
channels. This results in depolarizing the presynaptic
terminal, allowing the entry of Ca™ to persist longer,
and thus enhancing the release of the neurotransmit-
ter from the presynaptic neuron.

Calcium also appears involved in another type of
synaptic plasticity that lasts for a longer period of time
called long-term potentiation (Fig. 8.19). Stimulation
of the glutamate NMDA receptor, named after the
chemical N-methyl D-aspartate, results in an influx of
Ca™ into the postsynaptic nerve terminal. Although
this does not cause an EPSP, it does cause activation
of a Ca"™-dependent second messenger pathway,
which results in an increase in the number of another
type of glutamate receptors called a-amino-3-hydroxy
5-methylisoaxzole-4-propionic acid (AMPA) receptors
at the same site. Now, when glutamate stimulates
NMDA receptors, thus allowing Ca™ to enter, Ca™
stimulates calcium—calmodulin-dependent protein
kinase II, which phosphorylates AMPA receptors. The

AMPA receptors then open and allow Na' to enter,
resulting in enhanced formation of EPSPs. Because of
the increased number of AMPA receptors, the cell now
displays an enhanced sensitivity to glutamate result-
ing in long-term potentiation.

Neurotransmitters

Neurotransmitters are the means by which signals are
carried across the chemical synapse. To be considered
a neurotransmitter, a compound must satisfy the fol-
lowing four criteria:

1. It must be synthesized in the neuron.

2. It must be present in the presynaptic terminal and
released in amounts sufficient to exert a defined
action on the postsynaptic cell.

3. When administered exogenously, it must exactly

mimic the action of the endogenously released
neurotransmitter.

4. There must be a specific mechanism of
inactivation.

It was originally believed that neurons released a
single neurotransmitter. This is known as Dale’s prin-
ciple. Although some neurons make and release a
single neurotransmitter, it is now known that some
neurons release more than one neurotransmitter. It is
not uncommon for a peptide-containing neuron to
also release an amino acid or amine-type neurotrans-
mitter. If a cell releases more than one neurotransmit-
ter, it can either be coreleased or released separately
in response to various stimulation frequencies.

Neurotransmitters are generally grouped into four
chemical categories: (1) amino acids, (2) amines, (3)
peptides, or (4) dissolved gases (Table 8.3). The term
biogenic amines has classically been used to include the
catecholamines and serotonin. Occasionally, histamine
is also considered a biogenic amine. The term classical
neurotransmitters refer to ACh, biogenic amines, and
the amino acid neurotransmitters.

Amines
ACh

ACh was the first neurotransmitter discovered. It is
the transmitter at the neuromuscular junction. It is
therefore synthesized in all motor neurons whose cell
bodies are in the spinal cord and brain stem. It is also
used in other cholinergic neurons both in the CNS and
PNS (Box 8.4).

Synthesized in a one-step enzymatic process within
the nerve ending, choline acetyltransferase transfers
an acetyl group from acetyl CoA to choline to form
ACh (Fig. 8.20). Once synthesized in the cytosol of the
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Table 8.3. Major neurotransmitters.

Amines Amino Acids

Peptides Dissolved Gases

Acetylcholine (ACh) Aspartic acid

Dopamine (DA) Gamma-amino butyric acid (GABA)
Epinephrine (E) Glutamic acid
Histamine Glycine

Norepinephrine
Serotonin (5-HT)
ATP

Adenosine

Nitric oxide (NO)
Carbon monoxide (CO)

Cholecystokinin (CCK)
Dynorphin

Enkephalins

Neuropeptide Y

Somatostatin

Substance P
Thyrotropin-releasing hormone
Vasoactive intestinal peptide

Box 8.4 Acetylcholinesterase (AChE)

Many pharmacological agents have been devel-
oped in order to manipulate the synaptic levels of
acetylcholine (ACh). AChE inhibitors increase the
synaptic levels of ACh. Examples of such inhibitors
include various nerve gases, such as sarin, that
were developed for chemical warfare and organo-
phosphates, such as parathion, which are used as
insecticides. Succinylcholine, which is a competi-
tive neuromuscular blocking agent, is used as an
adjunct with anesthetics to increase muscle relax-
ation during surgery:.

cell, ACh is concentrated into the synaptic vesicles by
an ACh transporter. Upon stimulation of the cell, ACh
is released into the synaptic cleft where it can bind to
a cholinergic receptor or be enzymatically degraded
by AChE. AChE is secreted into the synaptic cleft, and
its action represents the major route of inactivation for
ACh. The action of AChE yields choline and acetic
acid. Choline is taken back into the cholinergic axon
terminals by a specific choline transporter. Since the
availability of choline limits how much ACh can be
synthesized, the transport of choline into the presyn-
aptic terminal is the rate-limiting step.

Catecholamines

The amino acid tyrosine is the precursor to a group
of neurotransmitters that all contain the chemical
structure called a catechol. Collectively, this group of
neurotransmitters is called catecholamines and
include dopamine, norepinephrine, and epinephrine.
Catecholamines are compounds that contain both a
catechol and an amine group (Fig. 8.21). Since norepi-
nephrine (NE) and epinephrine (E) are found in the
adrenal medulla, they are sometimes called norepi-

Presynaptic

neuron

Choline

transporter s ACh
4 Choline transporter
HOCH,CH,N(CH,),
+

Acety! Coh |

+ Choline

acetyltransferase .

ACh
Postsynaptic i
cell

Fig. 8.20. Cholinergic neuron. Choline plus acetyl CoA, acted
upon by choline acetyltransferase, combine to form acetylcholine
(ACh). ACh is actively pumped into the synaptic vesicles by an ACh
transporter. When released from the presynaptic cell, ACh can
either bind to a presynaptic receptor or be broken down by choline
acetyltransferase into choline and acetic acid. Choline is then
actively pumped back into the presynaptic cell by a choline
transporter where it can be used to make more ACh.

nephrine and epinephrine, respectively. Catechol-
aminergicneurons are found throughout the peripheral
and CNS. The role of epinephrine within the CNS is
limited since it is found in only two medullary sites,
known as the C1 and C2 cell groups.

The first step in the synthesis of catecholamines is
catalyzed by tyrosine hydroxylase that converts tyro-
sine to L-dihydroxyphenylalanine (L-dopa). This step
is under end-product inhibition so that if the levels of
catecholamines in the synapse rise, they can inhibit the
activity of this enzyme. Furthermore, when catechol-
aminergic neurons are stimulated, enzymatic activity
of this enzyme increases in response to depletion of
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Fig. 8.21. Catecholamine synthesis. Catecholamines are a group
of compounds that contain both a catechol and an amine group.
Synthesized from tyrosine, the catecholamines include dopamine,
norepinephrine, and epinephrine. The rate-limiting enzyme,
tyrosine hydroxylase, is under end-product inhibition. If a neuron
releases only dopamine, it will lack those enzymes and compounds
found further along in the biosynthetic pathway.

Dopamine
B-hydroxylase

Phenylethanol&

N-methyltransferase

the catecholamines. The remainder of the biosynthetic
pathway is shown in Figure 8.21.

Catecholamines are inactivated at the synapse
by selective reuptake into the presynaptic terminal.
This reuptake system involves Na'-dependent active
transporters. These transporters are subject to phar-
macological manipulation. For example, amphet-
amine and cocaine can block these transporters, thus
prolonging the action of the neurotransmitter in the
synapse. After reuptake, the neurotransmitters can
be enzymatically degraded by monoamine oxidase
(MAO), or they can be reloaded into the synaptic ves-
icles. Another enzyme, catechol-O-methyltransferase,
is also found in the synapse and can break down
catecholamines.

Indoleamine

The neurotransmitter serotonin, also called 5-HT, is an
indoleamine. It is synthesized from the amino acid
tryptophan (Fig. 8.22). While in relatively low concen-
trations in the CNS, 5-HT is involved in mood, emo-
tional behavior, and sleep. Because the synthesis of
5-HT is not under end-product inhibition, the endog-
enous levels of 5-HT can be increased by dietary sup-
plementation with tryptophan.

Once in the synapse, 5-HT is inactivated by a spe-
cific serotonergic reuptake transporter. Like the trans-
porter for catecholamines, this transporter is subject to

Tryptophan
COOH

| CHZCHNHZ

Tryptophan
hydroxylase

4—

5-Hydroxtryptophan
(5-HTP)
COOH
CHchNHz

éf

5-HTP
decarboxylase

-

5-Hydroxtryptamine
(serotoinin, 5-HT)

CH,CHNH,

=
o]

Fig. 8.22. Serotonin synthesis. The indoleamine serotonin, also
called 5-hydroxytryptamine, is synthesized from the amino acid
tryptophan. The synthesis of serotonin is not under end-product
inhibition.

pharmacological manipulation. One very successful
class of antidepressants is known as specific serotoner-
gic reuptake inhibitors (SSRIs), which include Prozac®.
Once inside the cell, 5-HT is degraded by MAO.

Adenosine

There is growing evidence that ATP, and its deriva-
tives such as adenine, can act as neurotransmitters.
Adenine and guanine, and their derivatives, are called
purines. These compounds act as purinergic receptors.
Adenosine acts to dampen sympathetic function fol-
lowing intense sympathetic activity, thus reducing
further release of norepinephrine and ATP, which are
coreleased from sympathetic fibers.

Amino acids

Amino acids are ubiquitous within the body, and
some appear to act as neurotransmitters. The amino
acids glutamate and aspartate act as excitatory
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Glutaminase
NH,_
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COOCCH,CH,CH

COOCCH,CH,CH
COOH glytamate

Glial cell

Glutamine

Glutamine synthase

Postsynaptic neuron

Fig. 8.23.

Gamma amino butyric acid synthesis (GABA). GABA is ultimately synthesized from glucose metabolism in which a-ketoglutarate

formed in the Krebs cycle is transaminated to glutamate catalyzed by the enzyme o-oxo-glutarate transaminase (GABA-T). The amino acid
glutamate is decarboxylated by the enzyme glutamic acid decarboxylase (GAD). Upon release, GABA is taken back into the presynaptic
neurons or glial cells. Once inside the glial cells, glutamate is formed. Glutamate must be converted to the noncharged glutamine by
glutamine synthetase in order to be transported back to the presynaptic neuron where it is deaminated by glutaminase.

neurotransmitters, whereas glycine acts as an inhibi-
tory neurotransmitter in the interneurons of the spinal
cord. Although these amino acids are found in all cells,
the concentrations are about two to three times higher
(~20mM) in those cells in which they are neurotrans-
mitters. Furthermore, there are transporters within
those cells that load the amino acids into vesicles, thus
further increasing their concentrations (50 mM). These
transporters are found only in neurons in which the
amino acid is a neurotransmitter.

The neurotransmitter gamma aminobutyric acid
(GABA) is synthesized from the amino acid glutamate
(Fig. 8.23). However, unlike other amino acids that
are found ubiquitously throughout the body, GABA is
found only in neurons that use it as a neurotransmit-
ter. GABA serves as the neurotransmitter at most CNS
synapses where it acts as an inhibitory neurotransmit-
ter. It is also found in other tissues, including the islet
cells of the pancreas and adrenal gland. GABA is inac-
tivated by uptake into the presynaptic terminals and
glia by Na*-dependent transporters.

Histamine, in addition to serving a role in the
immune system where it is found in mast cells, also
acts as a neurotransmitter. It is localized in the hypo-
thalamus. It is synthesized from the amino acid histi-
dine by decarboxylation (Fig. 8.24).

COOH

CH,CHNH, I_ICHZCHZNHZ
— |

N Histidine N N
\f decarboxylase N\

Histidine Histamine

T

4

Fig. 8.24. Histamine synthesis. Histamine is synthesized from
histidine by the action of histamine decarboxylase.

Peptides

Peptides consist of strings of amino acids connected
in amide linkages. Unlike the classical neurotransmit-
ters discussed earlier, which are synthesized in the
nerve ending, peptides are synthesized in the cell
body and transported to the nerve ending (Fig. 8.25).
Peptides are generally synthesized as a prohormone
in the rough ER. This prohormone is packaged in
secretory vesicles that bud off from the Golgi appara-
tus. Peptidases then act on the prohormone to produce
the active transmitter. In addition to being synthesized
differently from classical neurotransmitters, peptides
are inactivated by enzymes rather than by reuptake
processes.
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Fig. 8.25. Peptide neurotransmitter synthesis. Peptide
neurotransmitters are generally synthesized by transcription in a
prohormone form. (1) For example, the 170 amino acid
prohormone precursor of neurotensin (NT) is encoded by a single
gene. (2) The mRNA is translated by the rough endoplasmic
reticulum (ER). The prohormone that is made also contains one
copy each of neurotensin and neuromedin N (NMN). (3) The
prohormone is targeted to the Golgi apparatus where it is packaged
into secretory vesicles. (4) The secretory vesicles are transported
anterogradely toward the nerve bouton. (5) The peptide transmitter
is ready for release by the process of exocytosis.

[
\

Whereas the amounts of classical neurotransmitters
can be enhanced through increased local synthesis,
peptide transmitters require activation of gene expres-
sion that takes hours or days. The classical neurotrans-
mitters are generally stored in relatively small vesicles
(~50nm), whereas peptides are stored in larger vesi-
cles 100nm in diameter. In addition, peptide neu-
rotransmitters are typically released at higher neuronal
firing rates than are necessary to release the classical
neurotransmitters.

Unconventional neurotransmitters
Nitric oxide

Although its mechanism was unknown, for decades,
nitroglycerine was used to treat cardiovascular disor-
der. In the 1980s, it was known that a factor called
endothelial-derived relaxation factor was produced
by the cells lining blood vessels and caused vasodila-
tion. This factor was shown to be nitric oxide (NO).
Nitric oxide is an unconventional neurotransmitter for
several reasons: (1) It is a gas; (2) it is not stored; (3) it
is not released in an exocytotic manner; and (4) there
is no active process that terminates the action of NO.
Instead, since NO is small and uncharged, it readily
crosses membranes, and due to its short half-life of
less than 30 seconds, it decays spontaneously to nitrite.

The synthesis of NO is very simple, involving one
enzymatic step in which L-arginine is converted to
citrulline and NO (Fig. 8.26). The enzyme that cata-
lyzes this reaction is nitric oxide synthase (NOS).
There are three known isoforms of NOS, including

Presynaptic
glutaminergic
neuron

Postsynaptic
neuron

NMDA receptor

\‘ L-Arginine
Nosl

Citrulline + NO

Glutamate
cGMP ()
sensitive - (=)
targets

Fig. 8.26.

Nitric oxide (NO) containing neuron. Nitric oxide is
synthesized from arginine by the action of nitric oxide synthase
(NOS) that forms citrulline and NO. Glutamate, acting on NMDA
receptors, causes an influx of Ca™ into the postsynaptic cell.
Calcium then induces NOS. Nitric oxide, which is small and
membrane-permeable, acts as a retrograde messenger causing the
synthesis of cGMP in the presynaptic cell.

macrophage-inducible NOS present in microglia,
endothelial NOS found in endothelial cells lining
blood vessels, and neuronal NOS.

NO can act as a retrograde messenger, meaning that
it is produced in a postsynaptic cell and acts on the
presynaptic cell where it activates guanylyl cyclase,
resulting in the production of ¢cGMP, which then
enhances the release of the neurotransmitter from the
presynaptic cell. As such, NO is believed to facilitate
long-term potentiation in which the release of a neu-
rotransmitter from a presynaptic cell is increased upon
increased firing rate at the synapse.

Carbon monoxide

Carbon monoxide (CO) is a gas that forms in the body
by the enzyme heme oxygenase-2, the same enzyme
responsible for degrading heme in aging red blood
cells. This enzyme is localized in discrete neuronal
populations suggesting that CO, like NO, may act as
a neurotransmitter. In fact, from using knockout mice
(i.e., mice that have a gene removed or inactivated), it
appears that CO and NO both function in the relax-
ation of smooth muscle associated with peristalsis in
the gastrointestinal tract. Like NO, CO activates gua-
nylyl cyclase.

Neurotransmitter receptors

The action of neurotransmitters is dependent on the
receptor to which they bind. Neurotransmitters can
generally act at multiple receptors, resulting in dif-
ferential responses. Each of the receptors to which a
neurotransmitter binds is called a receptor subtype.
For example, ACh can bind to both nicotinic and
muscarinic receptors. Although ACh can bind
to both receptor subtypes, the subtypes mediate
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Table 8.4. Neurotransmitters and their receptors.

Neurotransmitter Receptors Mechanism of Signal Transduction Functions
Acetylcholine (ACh) Nicotinic TgCaz*, gK*, and gNa* Contract skeletal muscle and excite
postganglionic neurons
Muscarinic
M;, M3, Ms TIP; and DAG Ms: contract smooth muscle
M,, M, LcAMP; TgK* M,: { heart rate
M,: modulate neurotransmission
Dopamine (DA) D, D; TcAMP Inhibitory
D,, Ds, D, LcAMP Inhibitory
Epinephrine (E) and o TIP, and DAG Excitatory
norepinephrine (NE) 0 LcAMP Inhibitory
B TcAMP Excitatory
B, TcAMP Inhibitory
Histamine H; TIP, and DAG Excitatory
H, TcAMP Excitatory
H; Unknown ?
Serotonin (5-HT) 5-HT, LcAMP; TgK* Inhibitory
5-HT, TIP; and DAG Inhibitory
5-HT, T gK*, and gNa* Excitatory
5-HT, TcAMP Excitatory
5-HT; lcAMP Inhibitory
5-HT, TcAMP Excitatory
5-HT, TcAMP Excitatory
Opioid peptides 8, x, and 1 LcAMP and gCa*™; TgK* Inhibitory
ATP P, purinoceptors
Adenosine P, purinoceptors lcAMP Inhibitory
TcAMP Excitatory

DAG, diacyl glycerol; g, conductance; T, increased; |, decreased.

different responses. Nicotinic receptors are found in
skeletal muscle where their stimulation results in con-
traction of skeletal muscle. In contrast, muscarinic
receptors are found on postsynaptic cells of the para-
sympathetic nervous system, and their stimulation
can cause contraction of smooth muscle or decreased
heart rate.

The same neurotransmitter can cause opposite
effects depending on which receptors it stimulates.
When norepinephrine binds to P,-adrenergic recep-
tors, it causes vasodilation, whereas binding to
oy-adrenergic receptors causes vasoconstriction. Exam-
ples of receptors and their effects are shown in
Table 8.4.

Neuropharmacology deals with the action of various
neurotransmitters and explores drugs that either
mimic or block the action of neurotransmitters. A drug
that mimics the action of a neurotransmitter at its

receptor is called an agonist; a drug that blocks the
neurotransmitter is called an antagonist (Table 8.5).

Agonists and antagonists are routinely used in
animal and human medicine. They have been devel-
oped because they generally have fewer side effects
because of their specificity and have longer half-lives
than neurotransmitters. Treatments typically involve
either stimulating or inhibiting the action of a neu-
rotransmitter. Since atropine can block the action of
the parasympathetic nervous system, it is commonly
given prior to surgery in order to reduce the produc-
tion of saliva and thereby reduce the chances of suf-
focation during surgery. In glaucoma, it is necessary
to increase smooth muscle tone in order to increase
outflow of aqueous humor. The administration of ACh
would be ineffective because of its rapid hydrolysis by
AChEs. Instead, a muscarinic agonist, such as pilocar-
pine, is given.
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Table 8.5. Neurotransmitters: agonists and antagonists.

Neurotransmitter Receptors Agonists Antagonists
Acetylcholine (ACh) Nicotinic Nicotine Curare

Muscarinic Muscarine Atropine
Dopamine (DA) Dopaminergic Apomorphine Haloperidol
Epinephrine (E) and norepinephrine (NE) o Phenylephrine Phenoxybenzamine

B Isoproterenol Propranolol
GABA GABA, Muscimol Bicuculline

GABAg Baclofen Phaclofen
Serotonin (5-HT) Serotonergic Quipazine Methysergide

Chapter summary

1. The nervous system plays a major responsibility
for maintaining body homeostasis by collecting
and integrating information regarding the inter-
nal and external environments.

2. The nervous system has three components:
sensory input (afferent), integration, and motor
output (efferent).

Organization of the nervous system

The nervous system is divided into the CNS and
PNS. The CNS includes the brain and spinal cord.
The PNS includes all the neurons outside the CNS.

The neuron

1. Neurons have a cell body, or soma, and processes
called axons and dendrites.

2. Dendrites, which collectively make up the den-
dritic tree, are the receptive region of the neuron.

3. A neuron has a single axon that originates from
the soma at the axon hillox. This is where the
nerve impulse originates, and is sometimes
called the trigger zone. The axon is unique in that
it contains no rough ER; has few, if any, free
ribosomes; and its membrane has a different
protein composition from that of the soma. A
bundle of axons in the CNS is called a tract while
in the periphery is called a nerve.

4. Large nerve fibers (axons) are often myelinated.
The myelin sheath is formed in the PNS by
Schwann cells and in the CNS by oligodendro-
cytes. The myelin sheath has gaps called nodes
of Ranvier.

5. A synapse is where the axon terminal meets

another cell. It consists of a presynaptic mem-
brane, a synaptic cleft, and a postsynaptic
membrane.

There are two types of synapses, electrical and
chemical. Electrical synapses are quick, bidirec-
tional, and do not use neurotransmission. In con-
trast, chemical synapses have a gap located
between the pre- and postsynaptic cells, and
require a neurotransmitter to carry the message
between the two cells. While chemical synapses
are much more common between neurons in
the mammalian and avian brain, electrical syn-
apses are common between non-neural cells
such as glial cells, epithelial cells, smooth and
cardiac muscle cells, liver cells, and some glan-
dular cells.

Functionally, neurons can be classified based on
the number of neurites, length of the axon, the
function, or the neurotransmitter they contain.
Based on neurite number, neurons can be classi-
fied as unipolar, bipolar, pseudo-unipolar, or
multipolar. Classifications based on axon length
include Golgi type I and Golgi type II neurons.
Based on function, neurons are classified the fol-
lowing ways: (1) sensory, or afferent, neurons;
(2) motor, or efferent, neurons; and (3) interneu-
rons, or association, neurons. Based on the neu-
rotransmitter released, if a neuron releases ACh,
it is called cholinergic neuron. If it releases sero-
tonin, also called 5-HT, it is called a serotonergic
neuron.

Interneurons, sometimes called association neu-
rons, are the most numerous of all neuronal
types. They function to distribute sensory infor-
mation and coordinate motor activity. Interneu-
rons produce patterns of connections such as
divergence and convergence.

(Continued)
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Supportive cells

Neurons make up only 10% of nervous tissue, while
the remaining 90% is made of several cell types col-
lectively called neuroglia, or glia, that support,
protect and nourish neighboring neurons. The neu-
roglia of the CNS include (1) ependymal cells, (2)
astrocytes, (3) oligodendrocytes, and (4) microglia.
The neuroglia of the PNS include (1) satellite cells
and Schwann cells.

Neurophysiology

The resting membrane potential

1. The difference in electrical charge across the
membrane of a cell at rest is called the resting
membrane potential, and is typically about —60
to —70mV. It is due to differences in sodium and
potassium ion concentrations inside and outside
the cell and differences in permeability of the
membrane to these ions.

2. With regard to membrane potential, the concen-
tration of Na* and CI” is higher outside the cell,
whereas the concentration of K" and organic
anions is higher inside the cell.

3. Ions cannot cross the membrane except by way
of ion channels. Within the membrane, there are
passive ion channels, sometimes called leak
channels, which remain open. Sodium ions are
always leaking inward, while potassium ions are
always leading outward. These ionic movements
are opposed by the sodium—potassium pump,
which ejects 3Na" from the cell for each 2K*
transported in.

4. The equilibrium potential of an ion can be calcu-
lated using the Nernst equation.

At body temperature, the Nernst equation for
the monovalent ions K*, Na*, and CI” can be simpli-
fied to

[ion]outside

Ein =61.54 mvlog

]inside

Membrane channels

1. In addition to leakage channels, there are also
active channels, sometimes called gated chan-
nels, in the cell membrane. The gated channels
open or close in response to a stimuli. There are
three classes of gated channels: (1) chemically
gated, (2) voltage-gated, and (3) mechanically
gated.

2. Chemically gated channels, sometimes called
neurotransmitter-gated channels, are located on
the postsynaptic membrane. The binding of a
neurotransmitter will generally cause these
channels to either open or close. Chemically
gated channels can be either directly gated (iono-
tropic) or indirectly gated (metabotropic).

3. Voltage-gated channels are found on those mem-
branes that generate an action potential includ-
ing axons and the sarcolemma of skeletal and
cardiac muscle. These channels open or close in
response to changes in membrane potential.

Postsynaptic potentials

1. Atrest, only the passive channels are open while
the neurotransmitter-gated channels are closed.
When a neurotransmitter binds to a postsynaptic
receptor, it activates a neurotransmitter-gated, or
chemically gated, channel that causes a change
in the membrane potential. This change in poten-
tial is called a postsynaptic potential since it
occurs in the postsynaptic cell.

2. Postsynaptic potentials are also graded
because their magnitude depends on both
the amount and the duration of action of the
neurotransmitter.

3. A neurotransmitter that causes depolarization
generates an EPSP, while a neurotransmitter that
hyperpolarizes the cell generates an IPSP.

Generation of an action potential

Neurons are able to generate and propagate an elec-
trical impulse, called an action potential, along their
length. The action potential is a stereotypic depolar-
ization and repolarization of the membrane.

There are three steps to an action potential:

(1) Resting state. At rest, the voltage-gated chan-
nels are closed, and there is only passive move-
ment of ions across the cell membrane.

(2) Depolarization. When a neuron receives a stim-
ulus, the chemically or mechanically gated
channels respond, resulting in the production
of postsynaptic potentials. These are graded
potentials, and they can summate either spa-
tially or temporally.

(8) Generation of the action potential. If summa-
tion brings the membrane to threshold, then the
voltage-gated channels are activated. Upon
reaching threshold, the voltage-gated Na* chan-
nels open increasing the permeability to Na'.
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This causes the membrane potential to move
toward the equilibrium potential for Na* result-
ing in the upstroke, or rising phase, of the action
potential. At the peak of the action potential, the
voltage-gated Na" channels become inactivated.
Therefore, Na* can no longer move inward. At
this time, the voltage-gated potassium channels
are opening, thus allowing K* to move outward.
The outward movement of K* causes the repo-
larization phase, also called the downstroke or
falling phase, of the action potential in which
the membrane potential moves back toward its
resting membrane potential.

Action potentials are independent of stimulus
strength. Strong stimuli cause action potentials to be
generated more frequently but not with greater
amplitude.

Propagation of the action potential

1. During the generation of the action potential,
there is a reversal in membrane potential induced
by the movement of Na® inward. After this
happens, the positively charged ions now inside
the membrane move laterally since they are
attracted by the negatively charged ions lining
the inside of the membrane. Conversely, the pos-
itively charged ions found on the outside of
the membrane migrate toward the new sink
of negatively charged ions created by the rever-
sal in membrane potential, thus completing the
circuit.

2. The process is self-propagating. As the action
potential migrates down the axon, the voltage-
gated Na' channels in the area it just moved from
are absolutely refractory.

3. Inunmyelinated fibers, action potentials are pro-
duced in a wave all along the axon. In myelin-
ated fibers, action potentials are generated only
at nodes of Ranvier and are propagated by salu-
tatory conduction.

Synaptic transmission

Electrical synapses are relatively rare. They allow the
electrical signal to be propagated from one cell to
another, with virtually no delay. Cells are connected
via a connexon, and ions can flow from one cell to
the other. The electrical signal can be propagated
bidirectionally, without modification, across the elec-
trical synapse.

Chemical synapses are responsible for most com-
munication between neurons and adjacent cells. A
chemical synapse is much more complicated. An
action potential arriving at the synaptic bouton initi-
ates a series of events:

(1) Depolarization of the synaptic bouton. The
arrival of the action potential at the nerve ending
causes depolarization of this region.

(2) Openingvoltage-gated calcium channels. Depo-
larization of the nerve ending allows the volt-
age-gated calcium channels to open. Calcium
causes the synaptic vesicles to bind to the pre-
synaptic membrane. Calcium is then seques-
tered by the mitochondria or ER, or actively
pumped out of the cell.

(3) Exocytosis. Once bound to the presynaptic
membrane, the synaptic vesicles release their
contents into the synaptic cleft through a process
of exocytosis.

(4) Binding of neurotransmitter to postsynaptic
membrane. If the neurotransmitter binds to a
postsynaptic receptor, it activates the transmit-
ter-gated channels. This will result in either an
IPSP or EPSP in the postsynaptic cell.

(5) Inactivation of the neurotransmitter. The neu-
rotransmitter can continue to cause an effect on
the postsynaptic cell until it is inactivated.

Neurotransmitters and their receptors

1. The major classes of neurotransmitters based on
chemical structure are ACh, biogenic amines,
amino acids, peptides, purines, and dissolved
gases.

2. Functionally, neurotransmitters are classified as
(1) inhibitory or excitatory (or both) and (2) direct
or indirect. Direct-acting neurotransmitters bind
to and open ion channels. Indirect-acting neu-
rotransmitters act through second messengers.
Neuromodulators also act indirectly presynapti-
cally or postsynaptically to change synaptic
strength.

3. Neurotransmitter receptors are either channel-
linked receptors that open ion channels, leading
to fast changes in membrane potential, or G
protein-linked receptors that oversee slow syn-
aptic responses mediated by G proteins and
intracellular second messengers. Second mes-
sengers most often activate kinases, which, in
turn, act on ion channels or activate other
proteins.

(Continued)
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Modulation of the synaptic signal

1.

The transmission of a signal across the chemical
synapse can be modified. This is known as syn-
aptic plasticity.

Another neuron can synapse on the axon termi-
nal of the neuron, and also control the amount of
neurotransmitter released by that cell. This can
cause either presynaptic inhibition or facilitation
depending on whether the amount of neu-
rotransmitter released is decreased or increased,
respectively.

Calcium appears involved in another type of
synaptic plasticity that lasts for a longer period
of time called long-term potentiation.

Neurotransmitters

1. Neurotransmitters are the means by which
signals are carried across the chemical synapse.
To be considered a neurotransmitter, a com-
pound must (1) be synthesized in the neuron,
SRSt
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(2) be present in the presynaptic terminal and
released in amounts sufficient to exert a defined
action on the postsynaptic cell, (3) exactly mimic
the action of the endogenously released neu-
rotransmitter when administered exogenously,
and (4) be a specific mechanism of inactivation.

2. The term biogenic amines has classically been
used to include the catecholamines and sero-
tonin. Occasionally, histamine is also considered
a biogenic amine. The term classical neurotrans-
mitter refers to ACh, biogenic amines, and the
amino acid neurotransmitters.

3. Unconventional neurotransmitters refer to nitric
oxide and carbon monoxide.

Neurotransmitter receptors

The action of neurotransmitters is dependent on the
receptor to which they bind. Neurotransmitters can
generally act at multiple receptors, resulting in dif-
ferential responses.
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The central nervous system (CNS) includes the
brain and spinal cord. One of the major factors dis-
tinguishing animals into different classes is the de-
gree of development of the brain that has occurred
during evolution. This process, called cephalization,
has resulted in an increase in size and complexity of
the rostral, or front, portion of the brain.

Embryonic development

The CNS is derived from the ectoderm, the outermost
layer of the embryo. During gastrulation, the noto-
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chord develops from the chordamesodermal tissue.
The notochord, in a process called primary induction,
sends a signal to the overlying ectoderm to begin to
thicken, thus forming the neural plate (Fig. 9.1). The
inducing signal is a protein called noggin.

Shortly after formation of the neural plate, its lateral
edges become elevated forming the neural folds,
which flank the neural groove. As the neural plate
begins to invaginate, the neural folds surround it. The
lateral edges of the neural folds eventually migrate
toward the longitudinal mi